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PREFACE

Metalloproteins comprise approximately 30% of all known proteins, and are 
involved in a variety of biologically important processes, including oxygen trans-
port, biosynthesis, electron transfer, biodegradation, drug metabolism, proteolysis, 
and hydrolysis of amides and esters, environmental sulfur and nitrogen cycles, and 
disease mechanisms. EPR spectroscopy has an important role in not only the geo-
metric structural characterization of the redox cofactors in metalloproteins but also 
their electronic structure, as this is crucial for their reactivity. The advent of x-ray 
crystallographic snapshots of the active site redox cofa tc ors in metalloenzymes in 
conjunction with high-resolution EPR spectroscopy has provided detailed struc-
tural insights into their catalytic mechanisms.  

This volume was conceived in 2005 at the Rocky Mountain Conference on 
Analytical Chemistry (EPR Symposium) to highlight the importance of high-
resolution EPR spectroscopy to the structural (geometric and electronic) charac-
terization of redox active cofactors in metalloproteins. We have been fortunate to 
have enlisted internationally recognized experts in this joint venture to provide the 
scientific community with an overview of high-resolution EPR and its application 
to metals in biology. This volume, High-Resolution EPR: Applications to Metal-
loenzymes and Metals in Medicine, covers high-resolution EPR methods, iron 
proteins, nickel and copper enzymes, and metals in medicine. An eloquent synopsis 
of each chapter is provided by John Pilbrow in the Introduction which follows. 
Please visit http://www.springer.com/978-0-387-84855-6 to view high-resolution 
full-color versions of all the color illustrations in this volume (see the list of color 
illustrations on p. xxiii). A second volume, Metals in Biology: Applications of 
High-Resolution EPR to Metalloenzymes, will appear later this year covering the 
complement of other metalloproteins.

One of the pioneers in the development of pulsed EPR and its application to 
metalloproteins was Arthur Schweiger, whose contribution we include in this vol-
ume. Unfortunately, he passed away suddenly during the preparation of this vol-
ume. The editors and coauthors are extremely honored to dedicate this volume to 
the memory of Arthur Schweiger in recognition of his technical advances and in-
sights into pulsed EPR and its application to metalloproteins. Arthur was extremely 
humble and treated everyone with equal respect. He was a gifted educator with an 
ability to explain complex phenomena in terms of simple intuitive pictures, had a 
delightful personality, and continues to be sadly missed by the community. 

xi  



xii

It is an honor for the editors to facilitate the dissemination of these excellent 
contributions to the scientific community. Suggestions for future volumes are al-
ways appreciated. 

Graeme R. Hanson 
Brisbane, Queensland, Australia 

Lawrence J. Berliner 
Denver, Colorado, USA
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CHAPTER 1 

INTRODUCTION

John R. Pilbrow 
School of Physics, Monash University, 
Victoria, Australia 

It is salutary to look back for a moment to some of the earliest publications 
that brought together biological EPR data some 40 years ago, and I have in mind 
particularly the conference volume, Magnetic Resonance in Biological Systems,
edited by Ehrenberg, Malmström, and Vanngård [1]. In those days the reports were 
all based on continuous-wave (CW) EPR, computer simulations were in their in-
fancy, ENDOR (Electron Nuclear Double Resonance) was dominantly still, but not 
exclusively, found in condensed matter physics and to some extent in chemistry. 
Pulsed EPR methods had not been applied at that time to biological systems. In 
those early days dominated by CW EPR it was tempting to think there was a uni-
versal EPR experiment — about 4 mW microwave power with a Varian rectangu-
lar cavity, 4 gauss modulation, and a relatively slow field sweep. One was aware of 
the role played by power saturation and sometimes passage effects, especially at 
lower temperatures, but on the whole these were avoided rather than exploited. 

During the past two decades or so, CW-ENDOR has given way to Pulsed-
ENDOR, and the growing availability of pulsed facilities has also opened up 
ESEEM (Electron Spin Echo Envelope Modulation) and HYSCORE (Hyperfine 
Sublevel Correlation Spectroscopy) methods. It is quite clear that there is no uni-
versal EPR experiment. 

This volume contains 13 specialist chapters covering strategies for high-
resolution EPR spectroscopy and data analysis in biology and biomedicine. These 
diverse chapters, though all relating to advanced EPR spectroscopy of biological 
systems, cover a significant range of topics. To read this volume and the compan-
ion volume (Biological Magnetic Resonance, Volume 29) will show just how far 
the field has moved, not only in experimental complexity and sophistication but 
in elucidating structural and functional information regarding active sites in en-
zymes. Chapters 2–5 present strategies for achieving high resolution in EPR spec-
troscopy. The next three chapters (6–8) are concerned with a variety of iron en-
zymes. In Chapters 10 and 11 the subject shifts to nickel and copper enzymes. The 
final three chapters (12–14) provide an important link regarding the role of metal 
ions in medicine. 

G. Hanson, L. Berliner (eds.), High Resolution EPR, Biological Magnetic Resonance 28,  
DOI 10.1007/978-0-387-84856-3_1, © Springer Science+Business Media, LLC 2009 
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Chapter 2 — by Harmer, Miktrikas, and the late Arthur Schweiger — comes 
from a laboratory that has contributed more than most to the development of stra-
tegic pulsed EPR methodology and provides a convenient summary of much that is 
contained in the book by Schweiger and Jeschke [2]. It is an eminently readable 
“how-to” chapter that provides a bird’s-eye-view of the many pulsed EPR and 
ENDOR methods available for biological applications and, as such, makes a first 
reading of the subject easier than having to go through the greater detail of 
Schweiger and Jeschke’s book [2]. The authors describe the inner workings of 
ESEEM and pulsed ENDOR as well as the latest developments aimed at resolution 
and sensitivity enhancement, particularly the application of matched pulses. The 
basic theory of 2-pulse ESEEM, 3-pulse ESEEM, and 4-pulse HYSCORE is given 
in some detail. This includes discussion of various coherence pathways that have to 
be considered in order to understand pulsed experiments. The impact of the near 
cancellation condition at X-band for distant N ligands is also emphasized. Back-
ground to the Spin Hamiltonian is provided and appropriate approximations are 
identified particularly in cases with small distant ligand hyperfine anisotropy. The 
link to molecular calculations via Density Functional Theory (DFT) methods is 
indicated.

Since crystals of biological samples are mostly not available, single crystal-
like spectra may be obtained using orientation selection. This relies on accumula-
tion of spectral information at particular g-values corresponding to identifiable 
molecular orientations. Orientation selection, with a particular emphasis on 
ENDOR in iron-sulfur proteins is developed in rather more detail in the following 
chapter by Hüttermann et al. Only one example of direct biological relevance is 
reported, MCRBPS (Ni, S = ½ signal), an inhibitor of the enzyme coenzyme M re-
ductase (MCR). There is some discussion of HYSCORE applications to biology. 

With regard to ENDOR, the earliest of the high-resolution methods in EPR 
spectroscopy, the emphasis here was on a comparison between Mims and Davies 
ENDOR, both of which are pulsed ENDOR methods. The advantages and limita-
tions of these techniques are demonstrated through examples found in the literature, 
with an emphasis on systems of biological relevance. 

Chapter 3 by Hüttermann and Kappl presents detailed strategies for the analy-
sis of CW- and pulsed-ENDOR spectroscopy from Fe–S proteins. ENDOR is by 
now a well-known high-resolution technique ideal for resolving small interactions 
between unpaired electrons and metal nuclei or with nuclei in the coordination 
sphere that cannot be resolved using CW-EPR. It provides important information 
to characterize the functional, structural, and electronic properties of paramagnetic 
centers found in metalloproteins. It complements ESEEM and HYSCORE meth-
ods, which are more suited to determining hyperfine interactions from distant 
ligand nuclei. 

As proteins are not easily crystallized and samples are, therefore, mostly avail-
able only as frozen solutions, “powder”-type ENDOR spectra may be observed 
using the method of “orientation selection,” already referred to with reference to 
the previous chapter by Harmer et al. The authors provide a very detailed introduc-
tion to the calculation of orientation-selected ENDOR spectra and discuss several 



INTRODUCTION 3

approaches toward creating fast and efficient interactive simulations of high-
quality ENDOR spectra. Readers should find Figures 3, 4, 7, and 8 of great value 
as aids in visualizing the orientations of molecules that contribute to spectra. Their 
method uses the EPR resonance condition for a set of g- and hyperfine-tensors 
from the paramagnetic center(s), first by calculating the orientational distribution 
of the subset of molecules that contribute to the ENDOR spectrum at a given mag-
netic field. As in CW-EPR, the ENDOR resonances are associated with turning 
points of selected orientations in defined frequency ranges. The authors emphasize 
that ENDOR spectra need to be recorded at several magnetic fields across an EPR 
spectrum. Other important information obtained includes the relative orientation of 
the g-tensor with respect to hyperfine tensors or, better still, with respect to the 
molecular frame when combined with x-ray crystal structures. Spin population 
distributions thus become accessible, as is information regarding delocalization on 
amino acid ligands. 

Examples are drawn from reduced [2Fe–2S] clusters in ferredoxins with all-
cysteine coordination, Rieske-type centers, and oxidized [4Fe–4S] clusters in 
HiPIP proteins. Details regarding proton and 57Fe hyperfine interactions are pro-
vided. These coupled with the g-tensor orientation in the molecular frame provide 
detailed information regarding the site of reduction or oxidation within the cluster 
as well as valence delocalization of the iron ions. 

In Chapter 4, Hanson, Benson, and Noble give an overview of their long-
established simulation suite, XSophe, and add a new philosophical approach 
to EPR simulation through the new software suite, Molecular Sophe. The 
motivation for this particular chapter is the need to provide a generalized tool for 
the analysis of all forms of EPR spectra from transition metal ion complexes, 
metalloproteins, and a variety of new high-technological materials. As is common 
practice these days to obtain spectra at more than one frequency, one needs 
theoretical and simulation methods that can be used with a single parameter set at 
more than one frequency. The increased use of a plethora of pulsed experiments — 
for example, ESEEM, HYSCORE, Davies and Mims ENDOR — makes it 
imperative that simulation software also include these as well as CW simulations. 
There is a particular emphasis on theoretical approaches for simulating high-spin 
and spin-coupled pulsed EPR/ENDOR spectra. A longer-term goal, not yet 
achieved, is to link MoSophe to molecular calculation software such as DFT 
(ORCA), something explained in much more detail in the following chapter by 
Neese.

The authors lead the reader through the background to EPR and the spin Ham-
iltonian and the kinds of outputs one is able to obtain from input spin Hamiltonian 
parameters. The long-established XSophe software covers CW-EPR, energy 
level diagrams, transition surfaces and roadmaps, isolated and coupled spins, and 
an, in principle, unlimited number of electron and nuclear spins displayed using 
XeprView. Natural isotopes are automatically allowed for, and there is provision 
for enriched isotope experiments. Spin Hamiltonian terms including the usual Zee-
man, hyperfine, nuclear hyperfine, and quadrupole terms are all included. For iron 
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group and rare earth ions, the 4th- and 6th-order fine structure operators are fully 
supported. Solution, powder, and crystal spectra are all allowed for, as are all point 
group symmetries. Finally, multidimensional spectra as a function of temperature 
or microwave frequency are also allowed for. 

Molecular Sophe (MoSophe) represents a whole new way of thinking about 
EPR spectroscopy. It begins with the molecular frame, thus putting the emphasis 
on structure rather than the spin Hamiltonian. This writer has trialed an early ver-
sion of MoSophe and confirms that it is very insightful and intuitive. MoSophe 
uses a graphical user interface, the computational program Sophe as in XSophe, 
and various options for visualization. The program asks one to define a project and 
within that one or more simulations on a tree structure. One is then asked to define 
a molecule. In the case of a doped crystal, the “molecule” would consist of the 
paramagnetic ion and the surrounding nearest neighbor atoms. In a metal protein, 
the “molecule” would be, for example. a paramagnetic metal ion and its nearby 
coordinating ligands. Atoms can be added and also bonds. The concept of a bond is 
loosely defined and includes interactions between electrons and ligand nuclear 
spins or coupled electron spins. Then the user is asked to define the parameters for 
the various spin Hamiltonian terms and the orientations with respect to the molecu-
lar frame. Finally, one is asked to define the experiment. Under CW-EPR this in-
cludes both perpendicular and parallel field experiments. For pulsed EPR this in-
cludes Free Induction Decay (FID), 2-pulse ESEEM, 3-pulse ESEEM, HYSCORE, 
Mims ENDOR, and Davies ENDOR. With regard to pulsed experiments, the pulse 
sequence is represented graphically on the user interface. The computational pro-
cedure is outlined in some detail and covers the Sophe Grid, brute force and field 
segmentation algorithms, the mosaic misorientation linewidth model, and some 
necessary theoretical background to pulsed simulations. 

In Chapter 5, Neese takes the reader on a journey through modern molecular 
calculations that began with the original Hartree–Fock (HF) methods that origi-
nated in the 1930s. The introduction to the chapter provides important background 
to the general methodology, and the theory of molecular calculations is sketched in 
some detail, without formal proofs, and presented in a very readable and accessible 
manner. While the power of EPR methods to obtain the spin Hamiltonian for a 
particular system is well established, the goal of the methods described by Neese 
are focused more on seeking to simulate the behavior of spin systems in advance 
by means of exact quantum mechanical calculations. One limitation is that while 
there is a strong link between the spin Hamiltonian parameters and the microscopic 
physics governing molecular behavior, exact solutions using full relativistic treat-
ments are not yet feasible. Neese describes a number of strategies to overcome this 
limitation. What is of great interest is to realize that Neese’s program, ORCA, can 
be run successfully on a standard PC running under either Linux or Windows. 
Neese warns that, while electronic structure theory these days is dominated by 
Density Functional Theory (DFT), it is inappropriate to equate DFT and quantum 
chemistry. He suggests that ab initio calculations based on HF theory will regain 
some importance in the future. 



INTRODUCTION 5

The chapter covers electronic structure theory of spin Hamiltonian parameters 
that depend on inclusion of spin–orbit coupling, spin–spin interactions, hyperfine 
coupling, quadrupole coupling, electron Zeeman interaction, zero field splitting, g-
tensors, and field gradients. Linear response theory is described within a Self-
Consistent Field ground state using either HF or DFT single determinants. One can 
use either trial models of the structure or known crystal or molecular structures 
when available. The efficiency of the calculations described here allows for much 
more reliable calculations of spin Hamiltonian parameters these days. In fact g-
factors and A-values, and their orientations, can now be computed with consider-
able accuracy. These methods now yield tensor orientations that are used to sup-
plement results that would otherwise require difficult and tedious single-crystal 
measurements that might not be feasible. 

Case studies concerned phenoxyl and other radicals, nitroxide radicals, 
the copper proteins, plastocyanin and azurin, calculation of zero field splittings in 
organic triplets and diradicals, and a model Mn (II) complex, Mn(acac)3 (acac: 
acetylacetonate). In the case of plastocyanin, substantial agreement has been 
achieved between theory and experiment. For another copper protein, azurin, ex-
cellent results for nitrogen hyperfine constants were obtained. With regard to Mn 
(II), while the correct sign of D was obtained, its magnitude was too low, and theo-
retical reasons for this are indicated. 

Betty Gaffney’s Chapter 6 outlines a versatile approach for defining interme-
diate states of iron in various valence states in terms of geometry and electronic 
structures. Non-heme iron proteins have widely diverse functions, ranging from 
iron transport to redox chemistry, which is a reflection of considerable structural 
diversity. This chapter is a healthy reminder that x-ray structural information never 
stands on its own and must be supplemented by spectroscopic data from 
trapped intermediates. The first part of the chapter focuses on quantitative interpre-
tation of EPR data for ferric, non-heme iron, and readers are referred to Biological 
Magnetic Resonance Volume 13 for more details regarding S = 5/2 spin systems 
[3]. Regimes where hv < D, important at X-band (9–10 GHz), and hv > D, which 
is relevant at W-band (94 GHz), are discussed. More technical issues include the 
“Aasa-Vanngard” factor needed in field-swept EPR, relaxation, distributions in 
zero field splittings, and identification of looping transitions, which can be very 
important at X-band. 

Practical examples include the mononuclear low-spin ferric non-heme protein 
nitrile hydratase, several examples of S = ½ radical probes of Fe (II) including NO 
and non-heme Fe (II), and high-spin NO complexes with non-heme compounds, 
where ENDOR results elucidate ligand rearrangement in oxygenase–NO com-
plexes. There are also cases where NO is a natural ligand for non-heme iron. Fi-
nally, results from low-spin NO complexes with non-heme iron proteins — e.g., 
protocatchecuate 3,4 dioxygenase — are presented. The discussion of quinone–
ferrous interactions in photosynthetic reaction centers and nitric oxide complexes 
with non-heme ferrous iron links appears in the later chapter by Luchsinger, Walter, 
Lee, Stander, and Singel. 
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In Chapter 7, Mitic, Schenk, and Hanson stated their purpose “was to provide 
the reader with an accessible means to navigate through an overwhelmingly rich 
topic in the field of bioinorganic chemistry…. The article was not intended to tar-
get the EPR specialist specifically.” This is an extensive review of binuclear non-
heme iron enzymes that covers four broad classes: oxgenases, including ribonu-
cleotide reductase; iron transport and storage proteins such as ferritin, bacteriofer-
ritin, and rubrerythrin; oxygen storage and transport proteins, hemerythrin and 
myohemerythrin; and hydrolytic enzymes, such as purple acid phosphatase. The 
role played by x-ray crystal structures in relation to a variety of spectroscopic 
methods is emphasized. In addition to EPR, results from the Mössbauer Effect, 
Extended X-Ray Absorption Fine Structure (EXAFS), Magnetic Circular Dichro-
ism (MCD), Nuclear Magnetic Resonance (NMR), and Resonance Raman spec-
troscopy are included, emphasizing that one cannot rely solely on any one spectro-
scopic technique. The presentations for each system begin with biochemical and 
structural characterization followed by spectroscopic characterization and “mecha-
nistic” insights. Given the substantial list of references and the full descriptions in 
each case, those with a particular interest in any one of the proteins discussed will 
find ready information to help in their own quest, particularly important to anyone 
embarking on such investigations for the first time. The summary table provides a 
ready reference that readers should also find valuable. 

Since so many different enzymes are described here, the flavor of this particu-
lar chapter can be illustrated by ribonucleotide reductase, e.g., class I ribonucleo-
tide reductases, found in some eubacteria, viruses, and some prokaryotes. These 
have two homodimeric subunits — R1 and R2 — with an 2 2 quaternary structure. 
The smaller R2 subunit houses a binuclear non-heme iron active site that utilizes 
dioxygen to generate a stable tyrosyl radical required for catalysis. Characterization 
of diferric R2 involved saturation recovery EPR, Mössbauer, resonance Raman, 
and EXAFS. Magnetization measurements were consistent with two strongly anti-
ferromagnetically coupled high spin Fe3+ ions with exchange coupling lying in the 
range 180–216 cm–1. By way of contrast, diferrous R2 is characterized by weakly 
antiferromagnetically coupled Fe2+ ions with an exchange coupling ~1 cm–1 and S
= 2. A mixed valence form of R2 produced by cryogenic reduction at low tempera-
tures appears to have an S = 9/2 ground state due to ferromagnetic coupling be-
tween Fe2+ and Fe3+ ions. On the other hand, the chemically reduced mixed valence 
form of R2 is consistent with an S = ½ ground state and an antiferromagnetic ex-
change constant of 34 cm–1 and a likely μ-OH bridge. This difference is thought to 
have involved a structural change. Further elucidation of these systems involving 
amino acid radicals in ribonucleotide reductase required high-field and high-
frequency EPR, ENDOR, and pulsed ELDOR, which is sensitive to coupled spins 
up to 80 Å apart. The catalytic steps are outlined in some detail at the end of this 
section.

Chapter 8 by Van Doorslaer builds on Chapter 2 by Harmer et al., applies the 
ideas to a range of heme proteins, and provides a brief review of these methods, 
highlighting the advantages, limitations, and challenges for the future. In particular, 
there is a focus on multifrequency EPR, which has provided important insights into 
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the functioning of different heme proteins. Van Doorslaer points out that while the 
past 40 years have witnessed considerable development in multifrequency and 
pulse EPR techniques, the fact is they are not universally available in all laborato-
ries. This convinces her that the full power of the EPR “toolbox” is not being ex-
ploited. Although X-band CW-EPR remains an inescapable part of the EPR “tool-
box,” it cannot by itself provide definitive information about active sites. One 
needs, in addition, 2- and 3-pulse ESEEM, HYSCORE, and techniques such as 
SMART HYSCORE, which use matched pulses to achieve improved resolution. 

In discussing low-spin ferric heme proteins, Van Doorslaer emphasizes the 
benefits of a multifrequency approach, particularly the use of S-band frequencies 
as well as X-band in relation to sum peaks in 2-pulse ESEEM and 4-pulse 
HYSCORE. This is important in Fe–H distance determinations. Particular exam-
ples relate to low-spin ferric Hb by means of SMART HYSCORE and CW-EPR of 
the NO-ligated E7Gin mutant of neuroglobin. There remains the problem of relat-
ing the g-axes to the molecular frame. Many high-spin Fe (III) heme proteins have 
the usual g// = 2 and g  = 6 for axial Fe (III) when D >> hv. At very high frequen-
cies, D-strain contributes to an increase in linewidth. These considerations are 
judged important in connection with NO-ligated heme proteins such as NO syn-
thase and nitrite reductase. 

In Chapter 9, Luchsinger, Walter, Lee, Stander, and Singel provide an in-depth 
introduction to the field of NO in biology through a historical review that covers 
the period roughly from the 1970s until the present. The underlying motivation is 
how EPR spectra can elucidate the chemistry of vasodilatory activity. They draw 
attention to an important dilemma: how can the bioactivity of NO coexist with Hb, 
which is known to scavenge NO! This chapter highlights ways in which EPR tech-
niques have helped understand the dilemma, in particular through the use of higher 
frequencies. NO is used to produce paramagnetic species such as heme–Fe(II)NO 
and heme–Fe(III), providing an important role for EPR as a tool to identify the 
valence state of iron, but also to monitor changes during reactions. The fact that 
heme–NO adducts can be formed raises important questions about their biological 
roles. A decade ago Singel and Lancaster [4] established that a broader role existed 
for EPR spectroscopy in this field from being simply an analytical probe for NO 
into a spectroscopic method of choice for characterizing the structure and function 
of NO adducts. 

Topics covered include the basic heme–Fe(II)NO spectra, interesting observa-
tions regarding subunit behavior in Hb, subunit selectivity, and subunit spectral 
editing. Pulsed methods including Echo-Detected EPR are reported. The biochemi-
cal discussion and genetic implications are very detailed and will be left to the 
reader. This chapter provides a good deal of detail regarding EPR experiments that 
assist with illuminating processes involving Hb in humans and other organisms 
with mature cardiovascular systems. The summary in Chapter 9 (Section 3) will be 
found particularly illuminating and helpful. 

Chapter 10 by Gastel and Lubitz is a review of EPR studies on (NiFe) hydro-
genases, enzymes that contain (NiFe) centers as active sites. The authors lead the 
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the reader through a labyrinth with clarity and sophistication, and Figures 1 and 2 
will be found particularly helpful in setting the stage for their presentation. The 
active sites are well understood, and these are fully described. During the catalytic 
cycle the enzyme passes through several redox states, several of which are para-
magnetic. Iron remains as divalent low-spin (FeII, S = 0) throughout. Nickel, how-
ever, changes in both valence and spin state. Several distinct paramagnetic states 
have been identified, all of which are formal NiIII species S = ½, and have a 2zd
ground state, whose orbital is oriented along the molecular z axis toward the open 
coordination site of the Ni. “EPR silent” states are all due to NiII species. High-spin 
(S = 1) states observed with EXAFS spectroscopy have not been confirmed by EPR. 
ENDOR and HYSCORE data confirm the presence of a -OH  bridge in one case 
(Ni–B), whereas in another case (Ni–C) a formal -H  bridge has been identified. 
The identification of the electronic and geometric structure of the reaction interme-
diates has involved a judicious mix of spectroscopy and quantum chemical calcula-
tions, and provides the basis for establishing the nature of the reaction mechanism 
for (NiFe) hydrogenase. 

In Chapter 11, Yoon and Solomon review the role of copper in active sites in 
proteins, many of which are believed to play a major role in biological processes as 
diverse as long-range electron transfer, binding, activation, two-/four-electron re-
duction of dioxygen, and two-electron reduction of nitrous oxide. Copper sites 
have traditionally been divided into three types based on EPR properties: type 1 
“blue,” type 2 “normal,” and type 3 “coupled binuclear” sites. The situation is now 
known to be more complicated, and several other characteristic structures are rec-
ognized, such as mixed-valent binuclear CuA, trinuclear Cu clusters in multicopper 
oxidases, and tetranuclear CuZ sites. This chapter reviews EPR and other spectral 
features of the different copper active sites and their relation to reactivity. The 
unique spectroscopic features are reported in relation to novel geometric and elec-
tronic structures that are intimately related to catalytic function. For example, a 
high level of covalency is demonstrated to activate specific pathways for long-
range electron transfer and exchange interactions between copper centers that con-
trols the two- versus one-electron activation of O2 for different chemistries and 
four-electron reduction of O2 to H2O.

Chapter 12 by Liboiron emphasizes the importance of EPR in the study of 
antidiabetic vanadium (IV) compounds, in both naturally containing vanadium 
species and spin-labeled or metal-substituted systems. Important contributions to in 
vitro and in vivo properties of these complexes have been made possible through 
EPR spectroscopy over the past 25 years, which has led to major advances in the 
optimization of chemical structures, formulation, and descriptions of vanadium 
metabolism in relation to vanadium antidiabetic pharmaceuticals. Vanadium com-
pounds include potent antidiabetic agents that can normalize blood glucose levels 
and lipid metabolism. In particular, vanadyl ([VIVO]2+) coordination complexes 
offer potential new treatment options for one form of diabetes. EPR studies have 
assisted with improved understanding of the solution chemistry, absorption, me-
tabolism, and bioaccumulation of antidiabetic vanadium species. However, there is 
yet much that remains to be understood concerning the mechanism of insulin-
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enhancement by vanadium (IV) compounds. Undoubtedly, EPR, ENDOR, and 
ESEEM will all have a role to play in its elucidation. 

Chapter 13 by Levina, Codd, and Lay, deals with possible medical applica-
tions of chromium compounds. Carcinogenicity and antidiabetic effects of chro-
mium compounds, originally thought to be quite distinct biologically, are found to 
depend on varying amounts of Cr (VI) and reactive intermediates, such as Cr (V) 
species, formed in vivo either by reduction of Cr (VI) or by oxidation of Cr (III) 
complexes. The cartoon in Figure 1 should prove very helpful to those readers un-
familiar with chromium chemistry and its applications. 

EPR spectroscopy is an important tool for investigations of Cr (V) and other 
reactive intermediates of relevance to the biological activities of Cr (VI) and 
Cr (III) compounds. Cr (V) complexes possess a d1 electronic configuration that is 
ideal for EPR detection of Cr (V) intermediates formed in biological systems ex-
posed to Cr (VI) and also, potentially, to Cr (III) complexes. Low-frequency (L-
band) EPR spectroscopy opens up the possibility for detection of weak Cr (V) sig-
nals in whole living plants or animals. Correlations between EPR spectroscopic 
parameters, such as the giso values and superhyperfine splitting patterns, have been 
refined through extensive model studies, and these help to identify Cr (V) com-
plexes with carbohydrate and glycoprotein ligands as the most abundant Cr (V) 
species formed in biological systems. EPR has proved less useful for characterizing 
biologically relevant Cr (III) complexes (d3-systems) due to low sensitivity and 
broad signals. The chapter covers the role of reactive intermediates in Cr (VI)-
induced toxicity, antidiabetic effects of Cr (III), isolation and characterization of 
Cr (V) complexes with biological and biomimetic ligands, EPR spectroscopy pa-
rameters related to structural characterization of Cr (V) complexes, Cr (V) com-
plexes of carbohydrates, Cr (III) and Cr (IV) species, free radicals as intermediates 
in Cr biochemistry, and reference to living cell and animal studies. 

The final chapter — by Caravan, Zech, and Raitsimring — provides a broad 
overview of Magnetic Resonance Imaging (MRI) contrast agents and the need for 
EPR studies to characterize them. High-frequency EPR and ENDOR techniques 
have made a significant difference in the characterization of gadolinium-based 
MRI contrast agents and led to an improved understanding of their mechanisms of 
action and to improved design of potent nuclear relaxation agents. These have been 
focused on four areas: field-dependent electronic relaxation behavior of Gd (III) 
complexes in aqueous solution; an understanding of the parameters that define the 
fine structure among different contrast agents; the hydration number and the gado-
linium–water proton distance. Each of these topics is reviewed and critiqued in 
some detail. The chapter is aimed at scientists interested in the design of new MRI 
contrast agents, the EPR of high-spin ions, and the coordination chemistry of lan-
thanide ions in aqueous media. A combination of multifrequency, pulsed or CW, 
EPR, and ENDOR methodologies are often the only means of directly probing 
questions such as the metal-to-hydrogen bond distance. Unlike other physical tech-
niques, these methods are applicable to studying contrast ions in biological media 
at micromolar metal ion concentrations. 



10 JOHN R. PILBROW 

Particular matters covered include the frequency dependence of Gd (III) elec-
tronic relaxation in aqueous solution, elucidation of fine structure parameters for 
Gd (III) complexes in frozen solutions using high-field EPR, high-field pulsed 
ENDOR of water ligands in MRI agents, 17O ENDOR measured at high fields and 
the benefits of Mims ENDOR, 1H ENDOR of Gd (III) aquo ion using the central 
½  –½ Gd (III) transition, and determination of the hydration numbers for 
Gd (III) complexes from high-field pulsed 17O and 1H ENDOR. While this investi-
gation is about applications of EPR methods, a byproduct has been an improved 
understanding of the bonding of aqua ligands to lanthanide ions. The advances 
described here have served to make some of these applications routine, to a point 
where the techniques can be applied by non-spectroscopists working in the contrast 
agent field. 
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CHAPTER 2 

ADVANCED PULSE EPR METHODS FOR THE 
CHARACTERIZATION OF METALLOPROTEINS

Jeffrey Harmer, George Mitrikas, and Arthur Schweiger
Laboratory of Physical Chemistry, Department of Chemistry and 
Applied Biosciences, ETH-Zürich, Switzerland 

Electron Spin Echo Envelope Modulation (ESEEM) and pulse Electron 
Nuclear Double Resonance (ENDOR) experiments are considered to be 
two cornerstones of pulse EPR spectroscopy. These techniques are typi-
cally used to obtain the static spin Hamiltonian parameters of powders, 
frozen solutions, and single crystals. The development of new methods 
based on these two effects is mainly driven by the need for higher reso-
lution, and therefore, a more accurate estimation of the magnetic pa-
rameters. In this chapter, we describe the inner workings of ESEEM and 
pulse ENDOR experiments as well as the latest developments aimed at 
resolution and sensitivity enhancement. The advantages and limitations 
of these techniques are demonstrated through examples found in the lit-
erature, with an emphasis on systems of biological relevance. 

1. INTRODUCTION 

During the last decades, electron paramagnetic resonance (EPR) has become a 
powerful spectroscopic method for studying compounds containing paramagnetic 
species. Applications abound in the study of transition metal complexes, organic 
and inorganic radicals, and paramagnetic metalloproteins. In biological systems 
containing one or more unpaired electrons, EPR spectroscopy can provide unique 
information on the electronic and geometric structure since magnetic data such as 
g-values, hyperfine couplings, and nuclear quadrupole parameters are directly re-
lated to the electronic wavefunction and the local environment of the paramagnetic 
center. The g-values and, for species with several unpaired electrons (S > ½), the 
zero-field splitting often provide fingerprint information on the type of paramag-
netic species. The hyperfine couplings characterize the spin density distribution in 
detail and can give access to distances between the nuclei and the unpaired electron 
up to approximately 1 nm. The nuclear quadrupole interactions provide informa-
tion on the bonding of nuclei and can also be utilized to determine bond angles. For 

G. Hanson, L. Berliner (eds.), High Resolution EPR, Biological Magnetic Resonance 28,  
DOI 10.1007/978-0-387-84856-3_2, © Springer Science+Business Media, LLC 2009 
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these reasons, EPR spectroscopy is well suited for structural studies in systems 
lacking long-range order on length scales that are not easily accessible by other 
techniques. 

In powders, frozen solutions and even single crystals, many of the hyperfine 
and nuclear quadrupole splittings are typically not resolved in the field-swept EPR 
spectrum due to inhomogeneous broadening effects. In transition metal complexes, 
for example, often only the largest hyperfine coupling from the metal ion is ob-
served. This lack of resolution is mainly due to the transition selection rules, which 
show that the number of EPR lines increases multiplicatively, EPR (2 1)k

k

N I ,

where the product is over the total number of nuclei (k) with spin quantum num-
bers Ik > 0. The resolution limitation in field-swept EPR methods can be overcome 
by measuring nuclear frequency spectra directly with pulse techniques. In this case 
the number of lines increases in an additive way, NF k

k
N I . By directly measur-

ing nuclear frequency spectra, EPR spectroscopy can access both strong and very 
weak interactions and, consequently, characterize the system under study in more 
detail. 

The pulse EPR methods discussed here for measuring nuclear transition fre-
quencies can be classified into two categories. The first involves using electron 
nuclear double resonance (ENDOR) techniques where the signal arises from the 
excitation of EPR and NMR transitions by microwave (m.w.) and radiofrequency 
(r.f.) irradiation, respectively. In the second class of experiments, based on the 
electron spin echo envelope modulation (ESEEM) effect, the nuclear transition 
frequencies are indirectly measured by the creation and detection of electron or 
nuclear coherences using only m.w. pulses. No r.f. irradiation is required. ENDOR 
and ESEEM spectra often give complementary information. ENDOR experiments 
are especially suited for measuring nuclear frequencies above approximately 
5 MHz, and are often most sensitive when the hyperfine interaction in not very 
anisotropic. Conversely, anisotropic interactions are required for an ESEEM effect, 
and the technique can easily measure low nuclear frequencies. 

Following the rapid development of pulse EPR spectroscopy during the last 
few decades, pulse EPR methods based on ENDOR and ESEEM effects have been 
successfully applied to characterize paramagnetic systems containing transition 
metal ions [1–6]. Together with this ever-increasing number of applications, there 
is an ongoing effort to develop new methods aimed at resolution and/or sensitivity 
enhancement [7]. Nowadays, there is a large variety of pulse EPR experiments that 
can specifically address a given problem and provide optimum resolution. Fur-
thermore, results from such advanced experiments are often more easily interpreted 
because fewer assumptions are required. The aim of this contribution is to give an 
up-to-date overview of the existing pulse EPR experiments based on ENDOR and 
ESEEM effects and to illustrate their advantages and limitations by reference to 
recent applications. 

The present chapter is structured as follows. In §2 the most important terms of 
the spin Hamiltonian are introduced and the relevant properties of nuclear fre-
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quency spectra are discussed. The concept of orientation selection, which is of par-
ticular importance in disordered systems in EPR, is also presented. Section 3 gives 
an overview of experiments based on the ESEEM effect, starting with a short de-
scription of the origin of the nuclear modulation effect. After introducing the basic 
two- and three-pulse experiments in one dimension, special attention is paid to 
high-resolution two-dimensional methods such as hyperfine sublevel correlation 
spectroscopy (HYSCORE), as well as to special detection schemes for eliminating 
spectral artifacts. The concept of sensitivity enhancement using matched m.w. 
pulses is described and specific techniques developed in order to separate interac-
tions from each other, i.e., hyperfine decoupling, are presented. Section 4 gives an 
overview of pulse ENDOR experiments. A brief introduction to the standard Da-
vies and Mims ENDOR sequences is given. We then present a description of a 
selection of 2D experiments, as well as methods aimed at determining the sign or 
relative sign of the hyperfine interaction. A brief discussion of high-field ENDOR, 
resolution and sensitivity, and the hyperfine enhancement effect is presented. In §5,
2D field-swept EPR techniques for unraveling different interactions that contribute 
to a complex EPR lineshape are discussed (nutation experiments and electron 
Zeeman-resolved EPR). 

2.  SPIN HAMILTONIAN 

This section gives an explanation of the different terms of the static spin Ham-
iltonian. The concept of orientation selection by selective m.w. excitation, which is 
central to many pulse EPR experiments on disordered systems, is explained. 

2.1.  Static Spin Hamiltonian 

The static spin Hamiltonian is used to describe the energies of states of a 
paramagnetic species in the ground state with an effective electron spin S and m
nuclei with spins I.

0 = EZ + ZFS + HF + NZ + NQ (1a) 

       
1

2

0 , 0
1 1

/ /
k

m m

e k k n n k k k k k
k k I

gB gS SDS SA I B I I P I .  (1b) 

In this review all interactions are given in angular frequency units unless stated 
otherwise. 0 is called the spin Hamiltonian since it contains only phenomenol-
ogical constants and spin coordinates described by the electron spin vector operator 

ˆ ˆ ˆ[ , , ]x y zS S SS  and the nuclear spin vector operators , , ,
ˆ ˆ ˆ[ , , ]k x k y k z kI I II . B0 is a 

vector describing the direction and strength of the permanent magnetic field. The 
transpose is denoted with a tilde. The terms describe: EZ, electron Zeeman inter-
action; ZFS, zero-field splitting; HF, hyperfine interactions between the electron 
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spins and m nuclear spins; NZ, nuclear Zeeman interactions; NQ, nuclear quad-
rupole interactions for I > ½. Equation (1) ignores high-order electron spin opera-
tors, and the spin–spin interactions between pairs of nuclear spins since its magni-
tude is very small compared to the other terms and the usual linewidths observed in 
paramagnetic complexes. 

The information obtained from the spin Hamiltonian, the 3×3 matrices g, D, A,
and P, is very sensitive to the geometric and electronic structure of the paramag-
netic center. The electron Zeeman interaction reveals information about the elec-
tronic states; the zero-field splitting describes the coupling between electrons for 
systems where S > ½; the hyperfine interactions contain information about the spin 
density distribution [8] and can be used to evaluate the distance and orientation 
between the unpaired electron and the nucleus; the nuclear Zeeman interaction 
identifies the nucleus; the nuclear quadrupole interaction is sensitive to the electric 
field gradient at the site of the nucleus and thus provides information on the local 
electron density. 

The hyperfine interaction is a key source of information on the spin density 
distribution. It can be written as the sum of the isotropic interaction or Fermi con-
tact interaction F and the electron-nuclear dipole–dipole coupling DD:

HF = F + DD = isoa SI STI . (2) 

Here aiso is the isotropic hyperfine coupling constant that is directly related to 
| o(0)|2, the electron spin density at the nucleus: 

20
iso

2
(0)

3 e e n n oa g g . (3) 

Often aiso is used to estimate the s-orbital spin population on the corresponding 
nucleus [9] (see, e.g., [10]). In Eq. (2) matrix T describes the anisotropic dipole–
dipole coupling. The dominant contribution to DD, for nuclei other than protons, 
usually comes from the interaction of an electron spin in a p-, d-, or f-type orbital 
with the magnetic moment of the corresponding nucleus. By reference to suitable 
tables the dipole–dipole coupling can also be used to estimate the spin population 
in these orbitals [10]. For distances rk between the electron and nuclear spin greater 
than approximately 0.25 nm, the anisotropic part of the hyperfine interaction can 
be used to calculate the electron–nuclear distance and orientation with the elec-
tron–nuclear point–dipole formula: 

0 k k
3

k

(3 )
4

k
e e n n

k N
g g

r
n n 1

T , (4) 

where the sum is over all nuclei with spin population k at distance rk from the nu-
cleus with the electron–nucleus unit vector nk. For an axial interaction with posi-
tive gn, T = [–T, –T, 2T]. Equation (4) gives very accurate information on proton 
positions provided the spin density distribution is known. It is also worth noting 
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that in many transition metal complexes there is a substantial orbital magnetic 
moment that adds pseudo-isotropic and pseudo-anisotropic contributions, and can 
be taken into account with iso / ea gA 1 gT  [11,12]. For systems with large g
and/or T anisotropy this contribution to A cannot be neglected and needs to be in-
cluded, particularly when analyzing high-resolution experiments like HYSCORE. 

The spin Hamiltonian parameters of a complex or a model system can in prin-
ciple be determined from a quantum chemical calculation of the electronic struc-
ture. The Density Functional Theory (DFT) [13] method is at present popular for 
this purpose, since it allows fairly large systems (~200 atoms) to be investigated. 
By comparing the calculated and experimental spin Hamiltonian parameters it is 
often possible to distinguish between different proposed models and to gain further 
insight into the electronic and geometric structure of the sample. 

2.2.  Nuclear Frequency Spectra of Spin Systems with S = ½ and Arbitrary I 

Under the assumption EZ » HF » NQ, the first-order nuclear frequencies 
( (1)) for a nuclear spin I and an arbitrary orientation of the B0 field are given by 

(1) '3
2( , 1) ( ) ( )(2 1)s I I s zz s Im m m c m P m m , (5) 

where 

( ) ( )( )s s I s Ic m m m
g g

gA gAn 1 1 n , (6) 

and

'
2

1( )
( )zz s s I s I

s

P m m m
g gc m

gA gAn 1 P 1 n . (7) 

n is a unit vector describing the orientation of B0 in the molecular frame. For the 
special case when g, A, and P are coaxial and B0 is parallel to one of the principal 
values Ai, Eq. (5) reduces to 

(1)

2
i

I
A

  for I = ½, (8a) 

(1) 3
2 2

i
I i

A
P    for I = 1, (8b) 

(1) 3 (2 1)
2 2

i
I i I

A
P m    for I > 1. (8c) 



18 JEFFREY HARMER, GEORGE MITRIKAS, AND ARTHUR SCHWEIGER 

Figure 1. Typical nuclear frequency spectra for an S = ½ spin system with one nuclear spin: 
(a) single-crystal, I = ½, 2| I| > |AS|, I < 0, AS > 0; (b) single crystal, 2| I| < |AS|; (c) powder 
spectrum for an axial hyperfine interaction; (d) single crystal, I = 1 with B0 along a principal 
axis. Modified with permission from [7]. Copyright © 2001, Oxford University Press. 

For an I = ½ spin system Eq. (8a) shows that there are two frequencies symmetri-
cally centered around | I| (weak coupling case; 2| I| < |Ai|) or Ai/2 (strong coupling 
case; 2| I| > |Ai|). If the hyperfine interaction is anisotropic and B0 is not along one 
of the principal values, then the peaks are shifted to higher frequencies as, shown 
in Figure 1a,b. This shift is exploited in 2D techniques like HYSCORE. For nu-
clear spin I > ½, there is an additional splitting of the lines due to the nuclear quad-
rupole interaction (Fig. 1d). 

The energy level diagram for an S = ½, I = 1 spin system is shown in Figure 2, 
and has four single-quantum (SQ) NMR transitions and two double-quantum (DQ) 
NMR transitions. In ENDOR spectroscopy, usually only the SQ transitions are 
observed; in ESEEM experiments both SQ and DQ transitions can be observed. 

2.3.  Orientation Selection in Pulse EPR 

A resonator can be considered as a bandpass filter. The excitation bandwidth 
 is determined by the resonator quality factor QL and is given by QL = / . For 

example, at X-band with  = 9.8 GHz and QL = 100, a total bandwidth of approxi-
mately 100 MHz or 3.5 mT is excited. In addition to the resonator, the excitation 
width of the m.w. pulse needs to be considered. With the maximum available mi-
crowave power and QL value the B1 field strength is such that a /2-pulse requires 
typically ~10 ns (a rectangular pulse of width L has a sinc function in the frequency 
domain with a full width at half height of 3.79/(2 L) Hz). 
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Figure 2. Energy level diagram for an S = ½, I = 1 spin system in the strong coupling case, 
2| I| < |AS|.

The resulting excitation bandwidth may be enough to excite the complete 
spectrum of an organic radical at X-band, but typically only excites a narrow re-
gion of the spectrum from a transition metal complex. Consider for example the 
EPR spectrum of Cob(II)alamin with g-values of g1 = 2.272, g2 = 2.230, g3 = 2.004 
[14]. At X-band the EPR spectrum has a width of 90 mT (~2 GHz), and at W-band 
it is 400 mT (~11 GHz) wide. The effective excitation bandwidth of the pulse, in 
comparison to the EPR spectrum, thus provides orientation selection in disordered 
samples. This orientationally selective excitation allows the magnetic interactions, 
with respect to the g-matrix coordinate system, to be estimated. 

Figure 3a shows a calculated EPR spectrum for a rhombic g-matrix (the g-
values correspond to the so called “red2” signals from methyl coenzyme reductase) 
[15]. For a pulse experiment (e.g., ENDOR or HYSCORE) preformed at the field 
position corresponding to g1, only molecules with their g1 axis (g1) oriented along 
or close to B0 contribute to the experiment. At the high-field end at the observer 
position corresponding to g3, only molecules with g3 oriented close to or along B0
contribute to the experiment. These positions, at the extreme high- and low-field 
ends of the EPR spectrum, are referred to as “single-crystal” like. With B0 at the 
observer position corresponding to the g2 value, many orientations of the paramag-
netic center are resonant with the m.w. pulse and contribute to the experiment. Fig-
ure 3b,c shows a calculation for Cob(II)alamin at X-band and Q-band, respectively. 
At X-band, the orientation selection for experiments performed at the field posi-
tions corresponding to g1 and g2 are particularly poor since the small g-anisotropy 
and large cobalt hyperfine interaction result in many orientations contributing to 
the experiment. At Q-band the situation is much improved and two “single-crystal” 
like positions are possible at the low- and high-field ends. 
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Figure 3. Calculated EPR spectra and orientation selection on the unit sphere for the ob-
server (B0 field) positions corresponding to g1, g2, and g3. White indicates orientations on-
resonance with the m.w. pulse, black shading is off-resonance. The m.w. pulse for the orien-
tation selection has a width of 25 MHz. (a) Orthorhombic spectrum of MCRred2

15 at X-band 
(9.8 GHz) with g-values of g1 = 2.287, g2 = 2.231, g3 = 2.175, and a linewidth of 100 MHz. 
(b) spectrum of Cob(II)alamin14 with g1 = 2.272, g2 = 2.230, g3 = 2.004, cobalt (I = 7/2) hy-
perfine couplings A1 = 30 MHz, A2 = 40 MHz, A3 = 305 MHz, and a linewidth of 50 MHz. 
(c) same as in (b) but at Q-band (35.3 GHz). 

3.  ESEEM BASICS 

3.1.  Origin of the Nuclear Modulation Effect 

The nuclear modulation effect was first observed by Rowan, Hahn, and Mims 
[16], and the theory was later developed by Mims in 1972 [17]. The origin of the 
nuclear modulation effect can be understood with a semi-quantitative discussion 
using a two-spin model system consisting of one electron spin (S = ½) and one 
nuclear spin (I = ½). Assuming an isotropic g-matrix and an anisotropic hyperfine 
interaction, the spin Hamiltonian in the rotating frame can be written as 

0 = S z I z z z z xS I AS I BS I , (9) 

where S = S – mw is the resonance offset of the electron Zeeman frequency 
( 0 /s eg B  ) from the m.w. frequency mw, and A, B describe the secular and 
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pseudo-secular part of the hyperfine coupling. In the case of an axially symmetric 
hyperfine interaction, A and B are given by 

2
iso (3cos 1), 3 sin cos .A a T B T  (10) 

T and aiso are the dipolar and the isotropic hyperfine coupling and  is the angle 
between the electron–nuclear vector and the external static magnetic field B0.

Figure 4. Energy level diagram (left) and corresponding schematic EPR spectrum (right) for 
an S = ½, I = ½ model system with |AS| < |2 I| (weak-coupling case): a: allowed EPR transi-
tions (1,3) and (2,4); f: forbidden EPR transitions (1,4) and (2,3); nuclear transitions (1,2) 
and (3,4). Modified with permission from [7]. Copyright © 2001, Oxford University Press. 

In this four-level system, shown in Figure 4, there are two allowed ( mS = ±1, 
mI = 0) and two forbidden ( mS = ±1, mI = ±1) EPR transitions with frequencies 

given by 

13

24
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23
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/ 2,
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S

 (11) 

with , , and the nuclear frequencies and  corre-
sponding to the two NMR transitions being given by 

1/ 2 1/ 22 2 2 2

12 34, .
2 2 2 2I I
A B A B  (12) 
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The transition probabilities of the allowed (Ia) and forbidden (If) EPR transitions 
are given by Eq. (13), where 2  is the angle between the nuclear quantization axes 
in the two mS manifolds with respect to B0 [7]: 

2 2 2 2
2 2

a f

1 1
4 4cos , sin .

I I
I I  (13) 

For the isotropic coupling case (T = 0) the B term vanishes and Ia = 1, If = 0. Then 
the EPR stick spectrum (Fig. 4, right) consists of only two lines corresponding to 
the allowed transitions split by isoa . The addition of an anisotropic part to the 
hyperfine coupling (T  0) mixes the energy levels so that they are no longer pure 
or  with respect to the nuclear spin state. This in turn results in a nonzero prob-
ability for the forbidden EPR transitions, which provides the basis of the ESEEM 
effect.

3.2.  Two- and Three-Pulse ESEEM 

In the two-pulse ESEEM experiment (Fig. 5a), the intensity of the primary 
echo is recorded as a function of the time interval  between the /2 and  pulses. 
The modulation formula for an S = ½, I = ½ spin system is given by 

2p ( ) 1 [2 2cos( ) 2cos( ) cos( ) cos( )]
4
kV , (14) 

Figure 5. Pulse sequences making use of the ESEEM effect. (a) Two-pulse sequence and the 
primary echo. (b) Three-pulse sequence and the stimulated echo. (c) Four-pulse sequence for 
the HYSCORE experiment. 
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where k is the orientation-dependent modulation depth parameter given by 

2

( ) IBk  (15) 

For the case of an isotropic hyperfine interaction A=aisoI, or if B0 is oriented 
along one of the principal axes of the hyperfine tensor (  = 0 or  = /2), the 
echo modulation disappears, since in either of these cases the quantity B in Eq. (15) 
becomes zero. 

Equation 14 consists of an unmodulated part with amplitude 1 – k/2, the basic 
frequencies  and  with amplitudes k/2, and the combination frequencies –
and + with amplitudes k/4, and inverted phase. To compute the frequency-domain 
spectrum, first the unmodulated part is subtracted, as it gives a dominant peak at 
zero frequency for the usual case of small k values. A cosine Fourier transform 
(FT) of the time trace results in a spectrum that contains the two nuclear frequen-
cies,  and , with positive intensity, and their sum and difference frequencies, 

+ and –, with negative intensity. If the initial part of the time-domain trace 
is missing, then the spectrum can be severely distorted by frequency-dependent 
phase shifts and it may be best to FT the time-domain trace and compute the mag-
nitude spectrum. 

In multinuclear spin systems the echo modulation is given by the product rule 
[17]: 

2p 2p( ) ( )
N

i

i

V V , (16) 

where  2p ( )iV is given by Eq. (14) and N is the number of nuclei coupled to the 
electron spin. In this case the spectrum contains, in addition to the four basic fre-
quencies, combination frequencies. Combination frequencies arise from the sum or 
difference of nuclear frequencies from different nuclei of the same paramagnetic 
center. The simple form of Eq. (16) can be used to identify modulations originating 
from specific nuclei. This can be achieved by dividing the time traces from two 
samples, one before and one after isotopic substitution of the nucleus of interest. 
As a consequence of the product rule, all modulation components that are common 
to the two samples vanish when the ratios of the two ESEEM time traces are calcu-
lated [18,19].

The main shortcoming of the two-pulse experiment is that the primary echo 
decays within the phase memory time, TM, which is often very short. This can pre-
vent the observation of low-frequency modulations, and thus the estimation of the 
magnetic parameters can become uncertain. Another important limitation arises 
from the spectrometer deadtime d (typically 100–150 ns at X-band frequencies), 
which restricts the observation of the signal to times t > d. The loss of the initial 
part of the time trace can cause severe distortions in the frequency-domain spec-
trum, especially in disordered systems where destructive interference from differ-
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ent resonance frequencies is more pronounced. The initial part of the time trace can 
be recovered by employing a remote-echo detection scheme (see §3.4). 

The disadvantage of the fast echo decay in two-pulse ESEEM can be circum-
vented with the three-pulse ESEEM experiment shown in Figure 5b. In this pulse 
sequence the first two /2 pulses create nuclear coherence that develops during the 
evolution time T and decays with the transverse nuclear relaxation time T2n, which 
is usually much longer than the corresponding relaxation time TM of the electrons. 
The third /2 pulse transfers the nuclear coherence back to observable electron 
coherence. The modulation of the stimulated echo is given by 

3p
1
2( , ) [ ( , ) ( , )]V T V T V T , (17a) 

with the contribution from the  electron spin manifold 

2
( , ) 1 [1 cos( )][1 cos( ( ))]kV T T , (17b) 

and an analogous expression for ( , )V T :

2
( , ) 1 [1 cos( )][1 cos( ( ))]kV T T . (17c) 

It is worth reiterating that nuclear coherence, comprising nuclear frequencies of the 
spin system, is created by the first two m.w. pulses. During evolution time T the 
nuclear coherence accumulates phase, and the transfer of this nuclear coherence 
back to electron coherence with the third m.w. pulse causes the stimulated echo 
intensity to be modulated by the nuclear frequencies, enabling their measurement. 

When T is varied the echo envelope is modulated only by the two basic fre-
quencies  and , the sum and difference frequencies do not appear, in contrast 
to the two-pulse ESEEM experiment. This is usually advantageous, as it simplifies 
spectra, but it may also be a disadvantage for disordered systems where the sum-
combination line is often the only narrow feature in the ESEEM spectrum. Another 
important difference is the dependence of the three-pulse ESEEM amplitudes on ,
as is apparent from Eq. (17) by the factors 1 – cos( ) and 1 – cos( ). Due to 
this suppression effect, individual peaks in the spectrum can disappear completely. 
These blind spots occur for the ( ) peak when  = 2 n/ ( ) (n = 1, 2, …). In prin-
ciple they can be avoided by using  < 2 / max, where max is the maximum nu-
clear frequency; however, this is usually precluded by the spectrometer deadtime. 
Consequently, the three-pulse ESEEM experiment has to be performed at several 
values to avoid misinterpretation of the spectra due to blind-spot artifacts. 

For several nuclear spins the product rule gives [20] 

3p
1 1

1

2
( , ) ( , ) ( , )

N N

l l
l l

V T V T V T . (18) 
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As a consequence of Eq. (18), combinations of the nuclear frequencies occur only 
within the same electron spin manifold, in contrast to the two-pulse experiment. 
This allows the relative sign of two hyperfine couplings to be determined if combi-
nation peaks are observed [14]. Another consequence of the product rule is an ef-
fect where nuclei with deep modulations partially or completely suppress signals 
from nuclei with shallow modulations [21]. For example, a 14N nucleus close to 
the cancellation regime at X-band will have a large modulation depth, and can 
completely suppress weaker 1H or 19F signals. This additional suppression ef-
fect has a serious impact on spectral intensities and can lead to misinterpretation 
of spectral features, for instance, when spectra from a compound in nondeuter-
ated and deuterated solvents are compared. Such experiments are often used to 
identify exchangeable protons by the disappearance or reduction in intensity of 
certain 1H lines [22]. However, deuterons with deep modulations can suppress all 
1H peaks. Due care therefore has to be exercised when three-pulse ESEEM spectra 
are compared. 

The suppression effects mentioned above are inherent in the spin dynamics of 
ESEEM experiments using the nuclear coherence generator /2 –  – /2. Therefore, 
they cannot be completely eliminated by any choice of experimental parameters. 
Techniques for minimizing the suppression effects are discussed in §3.4.

3.3.  HYSCORE 

In powder samples or frozen solutions the modulation pattern usually decays 
very much faster than the overall amplitude of the echo, owing to the destructive 
interference of the different resonance frequencies. Consequently, the advantage of 
slow echo decay in three-pulse ESEEM cannot be fully utilized for disordered sys-
tems. This problem can be solved with the four-pulse sequence shown in Figure 5c, 
where an additional  pulse is introduced between the second and third /2 pulse of 
the three-pulse ESEEM experiment. During the first evolution period t1, the nuclear 
coherence created by the /2 –  – /2 subsequence evolves in the ( ) electron 
spin manifold. The nonselective  pulse acts as a mixer that interchanges the nu-
clear coherence between the electron spin  and  manifolds. During the second 
evolution period t2, the transferred nuclear coherence evolves in the ( ) electron 
spin manifold and a nuclear coherence transfer echo (CTE) is created at about t1 = 
t2 as a result of the refocusing of the hyperfine anisotropy [23]. Finally, the nuclear 
coherences are transferred to electron coherence by the last /2 pulse and are de-
tected as an electron spin echo, which is modulated by the nuclear frequencies. The 
observation of the nuclear CTE allows one to measure the in-phase part of the 
modulation and its decay with respect to both t1 and t2. This is an important advan-
tage as compared to the three-pulse ESEEM experiment, since the spectrum con-
sists of undistorted absorption peaks. 

Three different 1D ESEEM schemes using the pulse sequence in Figure 5c and 
the nuclear CTE have been proposed; deadtime-free ESEEM by nuclear coherence 
transfer echoes (DEFENCE) [24], the combination peak (CP) experiment, and the 
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Figure 6. Examples of 1D four-pulse ESEEM experiments. (a) Comparison of three-pulse 
ESEEM (i) and DEFENCE (ii) experiments of bis( 6-benzene)vanadium(0), V(C6H6)2, di-
luted into polycrystalline ferrocene; observer position, g . (b) Combination-peak spectra of 
[Cu(H2O)6]2+ centers in a frozen water/glycerol solution measured at three different observer 
positions. The dashed lines mark the frequency 2 H. Modified with permission from [24] and 
[26]. Copyright © 1995, American Institute of Physics. 

hyperfine (HF) spectroscopy experiment [25]. The DEFENCE experiment, where 
the time interval t1 is fixed and t2 is swept, gives undistorted 1D ESEEM spectra 
that contain the nuclear frequencies  and . This is demonstrated in Figure 6a, 
which compares the absolute-value spectra from DEFENCE and a three-pulse 
ESEEM experiment on bis( 6-benzene)vanadium(0), V(C6H6)2, diluted into poly-
crystalline ferrocene. The three-pulse ESEEM spectrum is dominated by a broad 
and featureless matrix peak, and signals from the benzene ring protons are hardly 
recognizable. The resolution is drastically improved in the DEFENCE spectrum, 
from which one can readily read out the hyperfine couplings A1 = 9.2 MHz and A2
= 14.4 MHz that correspond to the extremes of the proton hyperfine couplings in 
the benzene ring plane. 

In the CP experiment, times t1 and t2 are incremented under the constraints t1 = 
t10 + t, t2 = t20 + t, enabling the combination frequencies + =  +  to be meas-
ured. This is very helpful in studies of disordered systems, where the peaks of the 
nuclear frequencies are often broad and difficult to observe. The combination 
peaks appear as narrow features in the spectrum since the orientation-dependent 
hyperfine interactions are partially refocused. For weak hyperfine couplings with 
|B|  | I A/2|, the maximum of the sum-combination frequency is given by 

2

max
9( ) 2

16I
I

T , (19) 
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so that T can be inferred. CP experiments are particularly useful for assigning pro-
ton hyperfine couplings. Figure 6b shows combination-peak spectra of 
[Cu(H2O)6]2+ centers in frozen solution measured at different B0 field positions [26]. 
Depending on the selected orientation, the spectra consist of two or three combina-
tion-frequency peaks. The peak at 2 H arises from weakly coupled protons of the 
solvent molecules. The broad line with a frequency shift  of 1.2–1.5 MHz results 
from the protons of water molecules coordinated in the equatorial plane, whereas 
the peaks with  0.5 MHz are assigned to axial water protons. A recent study of 
low-spin ferric complexes using 1D–CP experiments at different observer positions 
allowed the dipolar parts of the hyperfine interactions of the nearest protons of the 
axially coordinated imidazole ligands to be determined [27]. 

In the HF experiment, times t1 and t2 are incremented under the constraints t1 = 
t10 + t, t2 = t20 – t, with t1 + t2 = t10 + t20 = T0 = const (see Fig. 5c). The total accu-
mulated phase of the nuclear coherence is given by ( 12 – 34)t + 12t10 + 34t20.
Since time t is varied and t10 and t20 are kept constant, the echo is modulated with 
the frequency | –| = |  - |, which, for the weak coupling case, becomes | –| = 
|AS|. Therefore, despite some peculiarities [25], this experiment allows for the 
measurement of undistorted hyperfine spectra. 

The 1D methods described above result in undistorted ESEEM spectra and 
thus can drastically improve resolution. However, in multinuclear spin systems 
having strongly coupled nuclei with small gyromagnetic ratios and weakly coupled 
nuclei with large gyromagnetic ratios, peaks may overlap and the spectrum can be 
complicated and difficult to analyze. The resolution can be further increased by 
implementing the HYSCORE experiment where times t1 and t2 are incremented 
independently [28]. As a consequence of the transfer of nuclear coherence by the 
pulse, this 2D experiment correlates nuclear frequencies from different mS mani-
folds. For an S = ½, I = ½ spin system and ideal pulses the modulation formula for 
the HYSCORE experiment can be written as [29] 

4p 1 2 1 2 1 2
1
2( , , ) [ ( , , ) ( , , )]V t t V t t V t t , (20) 

with the terms 

0
1 2 12 1 34 2

2 2
12 1 34 2 12 1 34 2

0
1 2 12 2
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2 2 2 2
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2 2
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and the coefficients 

2 2
0 12 34

2 2
34 12 34 12 12

2 2
12 34 12 34 34

12 34

3 cos( ) cos( ) sin cos( ) cos cos( ),

cos cos(( / 2) ) sin cos(( / 2) ) cos( / 2),

cos cos(( / 2) ) sin cos(( / 2) ) cos( / 2),

2sin( / 2)sin( /c

C
C
C
C 2).

 (22) 

Three different kinds of peaks appear in the HYSCORE spectrum after the FT 
of the time-domain signal along both dimensions, as depicted in Figure 7. The first 
terms of Eq. (21) with coefficients C  and C  originate from the transfer of nuclear 
coherence to polarization (and vice versa) and lead to the axial peaks (0, 12), 
(0, 34) and ( 12,0), ( 34,0) (open circles). These peaks are usually not of interest 
and are typically removed by a baseline correction. 

Figure 7. Peaks in HYSCORE spectra. Full circles represent the wanted cross-peaks, open 
circles represent axial peaks due to transfer of nuclear coherence to polarization, and vice 
versa, by the mixing  pulse. Open squares represent diagonal peaks caused by pulse non-
ideality: (a) Weak-coupling case, |AS| < 2| I|; and (b) Strong coupling case |AS| > 2| I|. Modi-
fied with permission from [7]. Copyright © 2001, Oxford University Press. 

The terms with the coefficient Cc arise from the interchange of nuclear 
coherences between the two mS manifolds and give cross-peaks at ( 12, 34)
and ( 34, 12) with the weighting factor cos2  (full circles), and cross-peaks at 
( 12,– 34) and ( 34,– 12) with the weighting factor sin2  (not shown). For 
intermediate couplings, 2| I  ~ |AS|, the cross-peaks have comparable intensities in 
the first and second quadrants. For the very weak- or strong-coupling case, the 
weighting factor sin2  is much smaller than cos2  and, consequently, the cross-
peaks at ( 12, 34) and ( 34, 12) dominate the spectrum (i.e., cross-peaks are 
observed in either the first (third) or the second (fourth) quadrant). For the weak-
coupling case, where 12 and 34 have the same sign, the stronger cross-peaks are 
observed in the first (and third) quadrants (Fig. 7a). For the strong-coupling case 

12 and 34 have opposite signs and the stronger cross-peaks appear in the second 
(and fourth) quadrant (Fig. 7b). This feature introduces additional spectral 
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information since peaks corresponding to weak and strong couplings are separated 
from each other and can thus be easily identified. 

Apart from axial-peaks and cross-peaks, the diagonal-peaks ( 12, 12) and 
( 34, 34) can also be present in the HYSCORE spectrum as a result of the incom-
plete transfer of nuclear coherence due to nonideality of the  pulse (see Fig. 7). 
Their intensity can be significantly reduced by using a larger excitation bandwidth 
for the mixing pulse (shorter pulse length) than for the /2 pulses that generate and 
detect the nuclear coherence. Apart from the weighting factors cos2  and sin2 , the 
intensities of the HYSCORE cross-peaks are also determined by two important 
parameters: the modulation depth k and the coefficient Cc. First, the intensities of 
the peaks at the canonical orientations vanish since here k = 0 [Eq. (15)], and, sec-
ond, the term Cc induces blind spots at  = n/  (n = 0, 1, 2, ...) in both dimensions 
[Eq. (22)]. 

The analysis of HYSCORE spectra by means of peak intensities is not a 
straightforward process. Deviations from the analytical formulas given in Eqs. 
(20)–(22) can occur due to nonideality of the pulses. In addition, for multinuclear 
spin systems and/or systems with I > 1, analytical solutions become tedious and 
physical insight is not easily acquired. In disordered systems the task becomes very 
demanding because orientation selection and additional amplitude effects due to 
destructive interferences [30] have to be taken into account. For these reasons, nu-
merical simulations are very important for analyzing peak positions and intensities 
of HYSCORE spectra. Even though there is significant progress on the develop-
ment of simulation programs [31,32], an accurate and general quantitative interpre-
tation of peak intensities via numerical simulations has not yet been clearly estab-
lished. Consequently, the information extracted from HYSCORE spectra is often 
based primarily on the analysis of peak positions. 

Figure 8 shows typical HYSCORE powder patterns for an S = ½, I = ½ 
spin system. In the strong-coupling case, |AS| > 2| I|, the correlation ridges orient 
parallel to the diagonal and are separated by 2| I| only at the orientations corre-
sponding to the principal values. In the weak-coupling case, |AS| < 2| I|, the two 
arcs are displaced from the antidiagonal at | I|, with a maximum frequency shift 
given by [33] 

2

max
9

32 I

T . (23) 

The advantage of max for inferring the anisotropic part of the hyperfine in-
teraction arises from the fact that the intensities of the endpoints of the arcs (corre-
sponding to the principal values) vanish since here the depth parameter k = 0. 
Therefore, the hyperfine parameters cannot be determined easily from the exten-
sion of the ridges perpendicular to the diagonal. In addition to this approach, the 
lineshapes of ESEEM spectra for S = ½, I = ½ spin systems have been thoroughly 
studied [34], and useful representations of the correlation patterns in order to de-
termine aiso and T  have been proposed [35]. 
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Figure 8. Theoretical HYSCORE powder patterns for an S = ½, I = ½ spin system with an 
axial hyperfine tensor. (a) Strong-coupling case with I = 3.5 MHz, aiso = 18 MHz, and T = 6 
MHz. (b) Weak-coupling case with I = 14 MHz, aiso = 2.5 MHz, and T = 6 MHz. 

Figure 9 shows 1H and 13C HYSCORE spectra from the complex MCRBPS (S = 
½, nickel-based EPR signal). MCRBPS is a potent inhibitor of the enzyme methyl-
coenzyme M reductase (MCR) [36] and results from reaction of NiIF430 (active site 
of MCR) with 3-bromopropane sulfonate to give a bromide ion and –O3S(CH2)3–
NiIIIF430 in the active site (see figure) [37,38]. An Ni alkyl bond is thus formed. 

The X-band proton HYSCORE spectrum (Fig. 9a) allows signals from the two 
H  protons that are bonded to the C  coordinated to the nickel to be resolved. Due 
to their close proximity to the main part of the spin density, located on the -carbon 
and nickel, the two proton hyperfine interactions have large anisotropies, A(1H )
[–10,–1,14] MHz. This displaces the signals from the antidiagonal [Eq. (23)] and 
allows them to be resolved from the many other protons comprising the “matrix 
line.” A second signal with a large isotropic hyperfine component could also be 
resolved and is assigned to H 1, A(1H 1) = [16.3, 8.0, 20.7] MHz. Figure 9b shows a 
Q-band 13C HYSCORE spectrum measured near to the echo maximum. The ap-
pearance of 13C signals in both quadrants indicates that for the many sample orien-
tations contributing at this observer position the hyperfine couplings go from the 
weak to the strong coupling case (2 I = 25.5 MHz). In the graph the principal val-
ues of the hyperfine interaction, A(13C) = [17.6, 18.3, 45.0] MHz, are indicated. 
These were determined from a set of HYSCORE and ENDOR data. From a bio-
logical perspective, the detection of this alkyl-nickel species in the active site of 
MCR adds plausibility to proposed mechanisms proceeding via such intermediates, 
and this new type of alkyl-nickel species detected by EPR could play a crucial role 
in the C–H activation step in MCR. For example, in one proposed mechanism the 
Ni(I) acts as a nucleophile attacking CH3–S–CoM at the carbon of the CH3–S
group, generating a CH3–Ni(III)F430 intermediate. 
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Figure 9. HYSCORE spectra of MCRBPS (see schematic for structure). (a) 1H X-band 
(9.7 GHz) spectrum at 20 K, with signals assigned to H  and Hß1. (b) 13C Q-band (35.3 
GHz) spectrum at 20 K. The position of the principal values, determined from the full set 
of HYSCORE and ENDOR spectra, are indicated. The intense signal on the diagonal around 
(–5,5) MHz is due to an incomplete transfer of nuclear coherences between the two electron 
spin manifolds by the non-ideal  pulse. Modified with permission from [38]. Copyright ©
2006, Wiley-VCH. 

For a nucleus with I = 1 and nonnegligible quadrupole coupling, e.g., 14N, 18 
correlation ridges are expected but typically not all of them are observed in the 
HYSCORE spectrum. This may be because of broadening due to hyperfine and 
quadrupole anisotropy, or low transition probabilities. The double-quantum transi-
tions (mI, mI + 2) = (–1,1) do not depend to first order on the nuclear quadrupole 
coupling [see Eq. (8b)], hence correlation patterns similar to those found for nuclei 
with I = ½ are expected. In contrast, the single-quantum transitions (mI, mI+1) = 
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(0,1) and (–1,0) depend to first order on the nuclear quadrupole coupling and, 
therefore, are usually broad in disordered systems. For this reason the most promi-
nent features of 14N HYSCORE spectra are often the double-quantum cross-peaks. 
The situation is different when the nuclear quadrupole interaction is much weaker 
than the nuclear Zeeman and hyperfine interaction, which is the usual case for deu-
terium bonded to carbon. Under these conditions the transition probabilities of the 
double-quantum transitions are very small and the single-quantum correlation 
peaks dominate the spectrum [39]. Analytical formulas describing the frequencies 
and shapes of the cross-peaks for I = 1 have also been derived [40,41]. 

Figure 10. HYSCORE spectra of the remote 14N of Cu(II)NCTPP diluted in ZnTPP powder, 
measured at the field positions indicated by the arrows in the field-swept spectra (upper part 
of figure). (a) X-band spectrum; m.w. frequency, 9.7 GHz; 14N = 0.9 MHz;  = 100 ns. (b) 
Q-band spectrum; m.w. frequency, 35.6 GHz; 14N = 3.6 MHz;  = 100 ns. All interactions 
are given in MHz. Modified with permission from [42]. Copyright © 2005, Wiley-VCH. 

Figure 10 shows 14N HYSCORE spectra from the Cu(II) N-confused tetra-
phenylporphyrin (NCTPP) complex measured at X- and Q-band frequencies [42]. 
The correlation peaks observed in the single-crystal like spectra, measured at g||,
are assigned to the remote 14N nucleus of the inverted pyrrole. In the Q-band spec-
trum (Fig. 10b, weak-coupling case) the stronger peaks appear in the first quadrant. 
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The cross-peaks representing double-quantum transitions lie on the antidiagonal at 
2| I| = 7.2 MHz and are separated by 2|As|  8.5 MHz, from which a hyperfine cou-
pling of |As|  4.3 MHz is estimated. The other four cross-peaks are assigned to 
single-quantum transitions; they exhibit a hyperfine splitting |As|  4.3 MHz along 
the direction of the antidiagonal, and a quadrupole splitting 3|P|  1.8 MHz along 
the direction of the diagonal (P is the quadrupole coupling along this orientation, 
see [43]). Note that the estimation of the couplings is based on Eq. (8b), which is a 
first-order approximation, and valid only when g, A, and P are coaxial and B0 is 
parallel to one of the principal axes. For a more accurate estimation of parameters 
numerical simulations of the frequency positions are necessary. 

In the X-band spectrum (Fig. 10a, strong-coupling case) the peaks appear in 
the second quadrant, (–,+). The double-quantum cross-peaks are separated by ap-
proximately 4| I| = 3.6 MHz and centered around the hyperfine coupling |As|  4.3 
MHz. The cross-peaks close to the antidiagonal at |As|/2  2.2 MHz are assigned to 
single-quantum transitions. In addition, correlations between single- and double-
quantum frequencies appear close to the diagonal. From the single-quantum fre-
quencies a quadrupole splitting of 3|P|  1.5 MHz is evaluated that deviates slightly 
from the one estimated by the Q-band measurements. This discrepancy is related 
to the different orientation selection at the two m.w. frequencies. At X-band there 
are more orientations contributing to the experiment and the correlation ridges be-
come broader. 

The correlation patterns are more complex if the nuclear quadrupole, the hy-
perfine, and the nuclear Zeeman interactions are of the same order of magnitude. 
This situation is often encountered in X-band HYSCORE spectra of weakly cou-
pled nitrogen nuclei in transition metal complexes. A special case, where the spec-
trum is considerably simplified, is the so-called exact cancellation condition, where 
|AS|  2| I|. Under this condition, the nuclear frequencies within one of the two mS
manifolds correspond to the nuclear quadrupole resonance (NQR) frequencies 0 = 
2K , – = K(3 – ), and + = K(3 + ) [43], which are orientation independent. 
Consequently, correlation peaks involving these frequencies appear as narrow fea-
tures in the nuclear frequency spectrum. 

Due to its high resolution, HYSCORE spectroscopy has become a powerful 
method for the characterization of paramagnetic metalloproteins [3–5]. Dikanov 
and coworkers [44] used orientation-selective 15N-HYSCORE experiments to study 
the coordination environment of the Archaeal Rieske [2Fe–2S] center. From the 
HYSCORE spectra the authors were able to distinguish weak hyperfine couplings 
from both histidyl and peptide backbone nitrogens. Prisner and coworkers [45] 
used HYSCORE to investigate the environment of the 2Fe–2S (N1) cluster of 
complex I from Yarrowia lipolytica. This study revealed two sets of proton hyper-
fine couplings corresponding to two sets of -protons of the cysteine ligands, and 
one weakly coupled nitrogen. Since the 14N hyperfine and nuclear quadrupole cou-
pling parameters were found to be very similar to those of ferredoxin-type FeS 
clusters, the authors assigned the 14N coupling to a backbone nitrogen nucleus. 
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Lubitz and coworkers [46] employed HYSCORE to study the spin density dis-
tribution in the active site of [NiFe]-hydrogenase from Desulfovibrio vulgaris Mi-
yazaki F in the reduced Ni–C state. Upon H2O  D2O exchange of the solvent, the 
HYSCORE spectrum contained 2H peaks that were assigned to an exchangeable 
proton residing in a bridging position between nickel and iron. An exchangeable 
bridging proton was also found earlier in a regulatory hydrogenase [47]. The simi-
larity of the [NiFe] centers found in catalytically active and regulatory hydrogenase 
suggests that their functional differences originate from structural differences fur-
ther away from the [NiFe] center. 

HYSCORE spectroscopy has been successfully used to study heme-containing 
proteins like cytochromes [48] and hemoglobins [49]. Van Doorslaer and cowork-
ers [50] demonstrated how a combined 1H and 14N HYSCORE study can reveal 
structural information on the heme pocket of ferric mouse neuroglobin. They 
showed that the imidazole planes of the proximal (F8His) and distal (E7H) histidi-
nes bounded to the iron of the heme group are nonparallel. The good agreement 
of this result with available X-ray diffraction data shows that pulse EPR tech-
niques can be confidently applied to study the arrangement of ligands in these met-
alloproteins. 

For nuclei with I > 1 the analysis of HYSCORE spectra can be demanding due 
to their high degree of complexity. Although there are theoretical studies aimed at 
the understanding of basic features, no analytical solutions are available [51–53]. 
Therefore, an accurate interpretation depends on spectrum simulation. In a pulse 
EPR study of the ox1 form of methyl-coenzyme M reductase, HYSCORE spec-
troscopy was utilized to study the hyperfine (A(33S) = [10, 24, 17] MHz) and nu-
clear quadrupole (|e2qQ/h| = 36 MHz,  = 0.1) interactions from the thiolate sulfur 
group of CoM (¯33SCH2CH2SO3

¯, 33S: I = 3/2), which was found to bind to the 
nickel ion of the cofactor F430 [54]. The ox1 complex was formally best described 
as an Ni(III) (d7) thiolate in resonance with a thiyl radical/high-spin Ni(II) complex, 

IIINi SR IINi SR . The detection of an Ni–S bond in the active site of 
MCR provides valuable information for proposed catalytic cycles that proceed via 
such or related intermediates (e.g., in one proposal the Ni(I) center attacks the thio-
ether sulfur of methyl-CoM, generating a methyl radical and the thiolate complex 
CoM–S–Ni(II)F430 as intermediates). 

3.4.  Remote Echo Detection 

The use of a remote-echo detector allows  values shorter than the spectrome-
ter deadtime d to be employed [55]. This is important in two-pulse ESEEM ex-
periments where the deadtime prevents the signal for times  < d from being re-
corded. Also in the deadtime-free four-pulse experiments described in §3.3, a small 
 value is often needed to avoid blind spots. Blind spots are a particular concern for 

the measurement of proton spectra at X-band, where the signals typically extend 
from 5 to 25 MHz, and with a  = 100 ns blind spots occur at  = n/  = 0, 10, 20, … 
MHz. 
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Figure 11. Pulse sequence for remote-echo detection. Modified with permission from [7]. 
Copyright © 2001, Oxford University Press. 

The remote-echo detector is shown in Figure 11. In this method the electron 
spin echo at the end of the pulse sequence, which uses 1 < d for the nuclear coher-
ence generator, is not recorded. Instead, at the time of echo formation an additional 

/2 pulse transfers the electron coherence to longitudinal magnetization. The echo 
amplitude information can thus be stored for a time interval up to the order of T1.
After a fixed time delay ts < T1, the z-magnetization is read out using a two-pulse 
echo sequence with a fixed time interval 2 > d. Remote echo detection can be ap-
plied to many experiments, including three-pulse ESEEM and HYSCORE, and 
thus can eliminate blind spots with an appropriate choice of small 1. Note, how-
ever, that it may suffer from reduced sensitivity due to the increased sequence time. 

3.5.  Matched ESEEM 

An important issue in ESEEM experiments is sensitivity, which, apart from re-
laxation effects, is mainly determined by the modulation depth k. Equation (15) 
shows that for I = ½ nuclei the modulation depth is maximal when the hyperfine 
coupling is comparable to the nuclear Zeeman interaction (|AS|  |2 I|). For nuclei 
with very strong or very weak hyperfine interactions, and/or very small hyperfine 
anisotropy (B  0), the modulation amplitude practically vanishes. An efficient 
sensitivity enhancement can be achieved by optimizing the strength 1

m and dura-
tion tp of the m.w. pulses. These “nonideal” m.w. pulses can create nuclear coher-
ence from electron spin polarization. The optimization of this transfer by means of 
the appropriate strength 1

m and length tp of the nonideal m.w. pulse is called 
matching. Experimentally the strength 1 of the m.w. pulse can be satisfactorily 
calibrated by optimizing the primary echo intensity from a two-pulse sequence, for 
an S = ½ system 1 = g eB1/  = /t , where t  is the length of the  pulse. For the 
case of very weak coupling |AS| << |2 I|, an optimized transfer occurs when 1

m

| I|, whereas in the case of very strong coupling |AS| >> |2 I|, the largest enhance-
ment is obtained with the maximum 1 experimentally available [56]. For instance, 
for weakly coupled protons at X-band, the strength of the matched m.w. pulse has 
to be 1

m/2  | I|/2  15.6 MHz, corresponding to a nominal /2 pulse of 16 ns 
length. For strongly coupled nuclei, 1

m is often restricted to the maximum ex-
perimentally achievable 1, typically ranging between 30 and 50 MHz at X-band. 
The optimum length of the matched pulse is typically determined experimentally. 
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Figure 12. (a) Pulse sequence for matched HYSCORE. (b) Q-band (35.3 GHz) matched 
HYSCORE spectrum from the red2 species of MCR. Signals from the weakest coupled pyr-
role nitrogen are labeled with superscript “w,” those from the three strongest coupled pyrrole 
nitrogens with superscript “s.” The later type of nitrogens were only observed using matched 
HYSCORE with m.w. pulses of strength 1/2  = 31.25 MHz (t  = 16 ns) and matched pulses 
of length 24 ns (nominal flip angle of 3 /2). Insert: Cofactor F430, in the red2 state the upper 
axially ligand is known from 33S HYSCORE data to be the thiolate sulfur of CoM 
(H33SCH2CH2SO3¯). Modified with permission from [15]. Copyright © 2003, Springer. 

Matched pulses can be implemented in all ESEEM experiments described here. 
Figure 12a shows a matched HYSCORE pulse sequence where the second and 
third /2 pulses of the standard experiment have been replaced by matched pulses 
[57]. By using matched pulses the signal intensities can be enhanced by more than 
one order of magnitude as compared to standard HYSCORE. 

A matched HYSCORE spectrum is shown in Figure 12b for the red2 species 
of methyl-coenzyme reductase (MCR), where the four pyrrole nitrogens of the por-
phinoid macrocycle (cofactor F430) are directly coordinated to an Ni(I) ion (S = ½, 
d9) [15]. HYSCORE measurements show that the complex has two sets of pyrrole 
nitrogens. One pyrrole nitrogen has hyperfine couplings of A(14N) = [16, 13.5, 
11.8] MHz, which produces deep modulations at Q-band (2 I = 7.2 MHz). The 
other three pyrrole nitrogens, however, with hyperfine couplings in the range 20–
27 MHz, give rise to a very shallow modulation depth and are thus not observable 
with the standard HYSCORE sequence. However, with matched pulses signals 
from these strongly coupled nitrogens are significantly enhanced and both double-



CHARACTERIZATION OF METALLOPROTEINS 37

quantum and single-quantum transitions are observed. These data show that there 
is a significant electronic and/or geometric distortion of the cofactor F430.

3.6.  DONUT-HYSCORE 

In the HYSCORE experiment only nuclear frequencies in different mS mani-
folds belonging to the same paramagnetic center are correlated with each other. For 
multinuclear spin systems the assignment of nuclear frequencies is often not 
straightforward, since some of the correlation peaks may not be observed in the 
HYSCORE spectrum due to the small intensity of the nuclear transitions in one of 
the two mS manifolds. Additional information can be gained if correlations of nu-
clear frequencies within the same mS manifold can be obtained. Cross-peaks that 
represent such correlations can be created by replacing the nonselective transfer 
pulse in the HYSCORE sequence by the double nuclear-coherence transfer 
(DONUT) mixer  –  –  [58]. This DONUT-HYSCORE experiment with the 
pulse sequence /2 – 1 – /2 – t1 –  – 2 –  – t2 – /2 – 1 – echo results in cross-
peaks ( ,i, ,j) and ( ,i, ,j). The presence of these cross-peaks in the DONUT-
HYSCORE spectrum is a proof that ,i and ,j belong to the same paramagnetic 
center, and this information can support their unambiguous assignment. An ex-
perimental example for nitrogens that are close to the exact cancellation condition 
has been published for the complex Co(II)TPP(py) [59], where the DONUT-
HYSCORE experiment revealed one of the NQR frequencies that was missing 
from the HYSCORE spectrum. 

3.7.  Hyperfine Decoupling Techniques 

The interpretation of nuclear frequency spectra can be simplified if the hyper-
fine interaction can be eliminated by a decoupling procedure. In principle the de-
coupling of the electron spin S from the nuclear spin I can be achieved using m.w. 
or r.f. pulses with a strength eB1 ( nB2) that is larger than the hyperfine coupling. 
However, since the maximum technically achievable B1 (B2) is approximately 1 mT 
and the gyromagnetic ratio of the electron e and nuclear n spins differ by two to 
three orders of magnitude, it turns out that hyperfine decoupling through m.w. ra-
diation is relatively easy, whereas decoupling through r.f. radiation is virtually im-
possible. For this reason hyperfine decoupling is only possible by exciting the elec-
tron spins, which are also used for detection. During hyperfine decoupling under 
strong resonant m.w. radiation the quantization axis of the electron spins S is rotat-
ing with the Larmor frequency in the xy-plane of the laboratory frame. The local 
field at nuclear spin I generated by the electron spin S thus becomes strongly time 
dependent and is averaged for times t >> 2 / S. In principle it is then possible to 
decouple the electron spin from the nuclear spin by applying a prolonged strong 
m.w. pulse. However, for off-resonant spin packets there will still be a nonzero 
component of S along B0, resulting in a residual hyperfine coupling. The theoreti-
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cal analysis of the eigenvalues of the spin Hamiltonian under a strong m.w. pulse 
gives for an S = ½, I = ½ spin system [56] 
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and for an S = ½, I = 1 spin system [60] 
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where the subscripts SQ1 and SQ2 denote the two single-quantum nuclear 
spin transitions (mI, mI+1) = (0,1) and (–1,0), and DQ the double-quantum transi-
tion, (–1,1). In Eqs. (24) the first term on the right-hand side gives the desired nu-
clear frequencies corresponding to complete decoupling (A = 0, B = 0), whereas the 
remaining terms describe the residual hyperfine splitting. 

Hyperfine-decoupling methods are particularly useful when the hyperfine-
decoupled spectrum is correlated to the original undecoupled spectrum in a 2D 
experiment [61]. The proposed hyperfine-decoupled DEFENCE [62] scheme is 
based on the DEFENCE sequence [24], where the third /2 pulse is replaced by a 
decoupling pulse of variable length Tdec (Fig. 13a). This introduces a second di-
mension along which the hyperfine-decoupled frequencies given by Eq. (24) can 
be obtained. For an S = ½, I = ½ spin system this experiment correlates the two 
nuclear frequencies  and  of Eq. (12) with the corresponding decoupled fre-
quency dec = I, so that the nuclear frequencies of different types of nuclei can be 
separated from each other. For the S = ½, I = 1 case, the six nuclear frequencies 

SQ1( , ), SQ2( , ), and DQ( , ) (see Fig. 2) will be correlated with the corresponding 
decoupled frequencies SQ1, SQ2, and DQ that contain only the nuclear Zeeman 
and quadrupole interactions. Consequently, a direct determination of the nuclear 
quadrupole interaction becomes possible. 

The main drawback of this pulse sequence is the residual hyperfine splitting, 
which causes line broadening along the decoupling dimension. For spin packets 
with small off-resonance frequencies ( S  0) narrow peaks will be obtained, but 
the residual hyperfine splitting arising from off-resonance spin packets scales with 

S/ 1 and thus can only be reduced by applying sufficiently strong m.w. fields. 
However, since a typical maximum m.w. field is around 1/2  = 50 MHz, com-
plete decoupling is not possible with currently available commercial spectrometers. 

The residual hyperfine splitting can be eliminated with the pulse sequence 
shown in Figure 13b. In contrast to the previous pulse sequence, the nuclear coher-
ence during the decoupling pulses evolves now in both electron spin manifolds. It  
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Figure 13. Pulse sequences for hyperfine-decoupled ESEEM (a,b) and 2D experimental ex-
ample (c). (a) Hyperfine-decoupled DEFENCE. (b) New hyperfine-decoupled DEFENCE 
sequence for elimination of the residual hyperfine splitting. (c) Application of (b) on 
Cu(II)NCTPP diluted in Zn(TPP) powder measured at Q-band. Experimental parameters: 
observer position, g||; m.w. field strength of decoupling pulses, 1  32 MHz;  = 140 ns;  
t1 = 170 ns; starting value for t, t0 = 96 ns incremented in steps of t = 16 ns; starting value 
for Tdec, T0 = 16 ns incremented in steps of Tdec = 8 ns (256  512 datapoints). 

is then expected, in analogy with the combination peak experiment [24], also that 
the frequencies dec dec dec  will appear in the decoupling dimension of the 
spectrum. For the weak hyperfine coupling case (2| I| > |AS|) with I = ½, for every 
off-resonance spin packet the decoupled frequencies are in first order symmetri-
cally placed around I, so that the sum-combination frequency, dec 2 I , is free 
from secular residual hyperfine contributions. Similarly, for I = 1, the six nuclear 
frequencies are correlated with the three sum-combination frequencies: 

dec dec 2 2
SQ1( ) SQ1( ) SQ1 1

dec dec 2 2
SQ2( ) SQ2( ) SQ2 1

dec dec 2 2
DQ( ) DQ( ) DQ 1

2 / 4 ,

2 / 4 ,
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I

I

I

B

B

B
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For sufficiently strong m.w. fields the terms containing the nonsecular hyper-
fine coupling B can be neglected and the sum-combination frequencies become 
twice the completely decoupled frequencies. 

The remarkable reduction of the residual hyperfine coupling by using this new 
decoupling scheme has been demonstrated by numerical simulations and experi-
mental results [60]. Its application on Cu(II)NCTPP performed at the observer po-
sition g|| (B0 = 1174 mT) is shown in Figure 13c. The correlation peaks observed in 
the 2D plot are assigned to the remote nitrogen ( N = 3.6 MHz) of the inverted pyr-
role. The nuclear frequencies in the ESEEM dimension correspond to those ob-
served in the HYSCORE spectrum of Figure 10b. The double-quantum frequencies 

DQ( ) and DQ( ) are correlated with 2 DQ = 14.4 MHz. The single-quantum fre-
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quencies SQ1( ) and SQ1( ) are correlated with 2 SQ1 = 5.4 MHz, whereas the other 
two SQ2( ) and SQ2( ) are correlated with 2 SQ2 = 9.0 MHz. The narrow peaks 
along the decoupling dimension allow for an accurate estimation of the completely 
decoupled frequencies SQ1 = 2.7 MHz, SQ2 = 4.5 MHz and DQ = 7.2 MHz. With 
these frequencies we find | SQ2 – SQ1|  3|P| = 1.8 MHz, which is in accordance 
with the value estimated from the analysis of the HYSCORE peaks. Note that with 
this approach the quadrupole coupling parameters can be estimated with high accu-
racy because SQ1, SQ2, and DQ are free from hyperfine coupling parameters. The 
latter can then also be accurately determined from the ESEEM frequencies since 
they now become the only unknowns. Consequently, hyperfine decoupling experi-
ments can be very useful for the interpretation of complicated ESEEM spectra. 

4.  ELECTRON NUCLEAR DOUBLE RESONANCE (ENDOR) 

Apart from ESEEM methods, electron nuclear double resonance (ENDOR) 
spectroscopy is the other well-established technique for measuring nuclear transi-
tion frequencies of paramagnetic compounds. We start with a brief discussion of 
the two standard pulse schemes, Davies and Mims ENDOR, before moving onto 
2D sequences aimed at resolution improvement. 

Figure 14. Pulse sequence for the Davies ENDOR (a) and Mims ENDOR (b) experiments. 
The inter-pulse delays are kept constant while the radio frequency is incremented over the 
desired frequency range. Modified with permission from [7]. Copyright © 2001, Oxford 
University Press. 
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Figure 15. Populations of the energy levels of a two-spin system during the Davies ENDOR 
experiment: (a) selective m.w.  pulse inverts the polarization of EPR transition (1,3), (b) 
population after the r.f.  pulse, on-resonance with nuclear transition (1,2), or off-resonance 
(no effect). 

4.1.  Mims and Davies ENDOR 
Figure 14 shows the Davies [63] and Mims [64] ENDOR pulse sequences, 

both of which are based on the transfer of polarization between electron and nu-
clear transitions. 

In Davies ENDOR the first selective m.w.  pulse inverts the polarization of a 
particular EPR transition (Fig. 15a). During the mixing period a selective r.f. 
pulse is applied. If the r.f. pulse is resonant with one of the nuclear frequencies (Fig. 
15b), the polarization of this transition is inverted, which also alters the polariza-
tion of the electron spin echo observer transition (1,3) detected via a primary echo, 

/2 – –  –  – echo. The ENDOR spectrum is thus recorded by monitoring the 
primary echo intensity as the r.f. frequency is incremented stepwise over the de-
sired frequency range. 

The first m.w. pulse in Davies ENDOR is required to be selective, for example, 
in Figure 15a the m.w. pulse must only invert the population of level (1,3) and not 
(2,4). The inversion pulse can therefore be used as a filter by varying the pulse 
length and thus the selectivity. This concept can be used at X-band when weakly 
coupled proton signals overlap with strongly coupled nitrogen signals. An example 
is given in Figure 16, where traces 1 and 3 were measured with a relatively selec-
tive m.w.  pulse of length 200 ns, whereas traces 2 and 4 were measured with a 
short, and thus less selective, m.w. pulse of length 32 ns. This has the effect of at-
tenuating signals from the weakly coupled protons (AS < 10 MHz), while signals 
from the strongly coupled nitrogen nuclei (AS ~ 30 MHz) are enhanced relative to 
the protons. The absolute ENDOR intensity as a function of the selectivity parame-
ter s is given by [65] 

S
S max 2

S

2
( )

1/ 2
V V  with S iso mw / 2a t , (26) 

where Vmax is the maximum ENDOR intensity obtained with S 2 / 2  and tmw is 
the length of the first m.w.  pulse. 
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Figure 16. Hyperfine contrast selective X-band Davies ENDOR spectra of the Cu(II) 
bis(sulfoximine) complex (right) measured near g  (traces 1 and 2) and g  (traces 3 and 4). 
Traces 1 and 3 were recorded using a  pulse of length 200 ns, traces 2 and 4 with a  pulse 
of length 32 ns to suppress the weakly coupled protons. The strongly coupled 14N nuclei 
(trace 2 and 4) are centered at one-half of the hyperfine coupling, AS/2, between 14.5 and 17 
MHz. Modified with permission from [66]. Copyright © 2003, American Chemical Society. 

Mims ENDOR is based on the stimulated echo sequence with three nonselec-
tive m.w. /2 pulses (Fig. 14b). The preparation part, /2 – – /2, creates a -
dependent grated polarization pattern. During the mixing period, the polarization is 
changed by a selective r.f. pulse if it is on-resonance with a nuclear frequency. The 
electron polarization is then detected via a stimulated echo created at time  after 
the last /2 m.w. pulse. The ENDOR efficiency is given by [64] 

1
ENDOR 4 1 cos( )SF A , (27) 

and depends upon the hyperfine coupling constant AS and the time . It is maximum 
for  = (2n + 1) /AS, and zero for  = 2n /AS, with (n = 0, 1, 2, …). Mims ENDOR 
thus exhibits a blind-spot behavior similar to three-pulse ESEEM, but which now 
depends upon AS (in three-pulse ESEEM the blind spots depend upon  and ).

The  dependence of the signal can be used to enhance signals from weakly 
coupled nuclei. An example is shown in Figure 17 for the case of weakly coupled 
19F nuclei [66]. The complete set of spectra show the expected pattern for a pure 
dipole interaction, with the splitting along g  (2T) being approximately twice as 
large as the splitting along g  (T). Using the point-dipole model [Eq. (4)] with a T
= 0.57 MHz allows the average electron–fluorine distance of 0.5 nm to be esti-
mated. With this information the coordination of the triflate anion to the copper ion 
can be inferred, as shown on the right of Figure 17. Significantly, these data are 
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uniquely obtained by EPR on a sample prepared with the relevant catalytic condi-
tions (e.g., the bis(sulfoximine) Cu(II) catalyst in solution with the solvent CH2Cl2).
Therefore, information is obtained on the subtle influence of counterions and sol-
vent molecules on the efficiency and steroselectivity of the catalytically induced 
C–C bond forming reaction. 

Figure 17. 19F W-band Mims ENDOR spectra of the Cu(II) bis(sulfoximine) complex (right) 
measured at g|| (trace 1) and g  (trace 2). Due to the small 19F hyperfine interaction and con-
sidering the phase memory time TM, the optimum sensitivity was obtained with  = 400 ns. 
The 19F signals originate from the triflate anion. Modified from [66]. Copyright © 2003. 
American Chemical Society. 

For nuclei with large hyperfine couplings and large anisotropies the  depend-
ence of the signal can produce unwanted blind spots in the spectrum. Note that the 
deadtime of the spectrometer prevents very small  values from being used: at X-
band typically  is 100 ns or more. For  = 100 ns blind spots occur when AS = 0, 10, 
20, … MHz. For large hyperfine couplings it is thus usually preferable to employ 
the Davies ENDOR sequence with a well-chosen length for the m.w  pulse [Eq. 
(26)]. Conversely, Mims ENDOR can be particularly sensitive for measuring small 
hyperfine couplings if the phase memory time TM of the sample is sufficiently long 
to allow an optimal  value to be used. The blind spot behavior in Mims ENDOR 
can be avoided with a remote-echo detection sequence [55] or with the refocused 
Mims ENDOR approach [67]. 

4.2.  Baseline Artifacts in ENDOR 
A significant technical problem in ENDOR arises from r.f. heating, resulting 

in small changes in the resonator tuning, and leading to the appearance of baseline 
artifacts in the ENDOR spectrum. This problem is most severe at low temperatures, 
but can be overcome by varying the r.f. frequency acquisition not linearly, but ran-
domly [68]. Convincing examples are shown in [68]. 
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4.3.  Hyperfine-Correlated ENDOR Spectroscopy 

The resolution of the basic 1D Mims and Davies ENDOR sequences can be 
improved by disentangling the spectrum into a second appropriately chosen dimen-
sion. One approach is to correlate the ENDOR frequencies with their correspond-
ing hyperfine frequencies, so-called hyperfine-correlated ENDOR spectroscopy. 
We discuss two sequences that achieve this correlation: 2D Mims ENDOR and 
HYEND (hyperfine correlated ENDOR). 

Figure 18. (a) Two-dimensional Mims ENDOR spectrum of [Rh(troppph)2]. The dashed lines 
are separated by 2 I(Rh) and cross the hf and ENDOR axes at I(Rh). Proton signals are cen-
tered around ENDOR = 15 MHz and have hyperfine couplings up to ~ 10 MHz. Inset: EPR 
spectrum, the arrow indicates the observer position used for the ENDOR experiment. (b) 
Structure of [Rh(troppph)2] and the troppph ligand. Modified with permission from [69]. 
Copyright © 2002, Editions Scientifiques Elsevier. 

The 1D Mims ENDOR sequence can readily be extended to include a hyper-
fine dimension by incrementing, in addition to the r.f. frequency, the  value. Equa-
tion (27) shows that the ENDOR efficiency oscillates with cos(AS ), and thus per-
forming a FT of the time-domain traces recorded as a function of  results in a hy-
perfine-correlated ENDOR spectrum. An example is shown in Figure 18 for the 
complex [Rh(troppph)2], which has rhodium (I = ½) hyperfine couplings in the 
range 16–21 MHz [69]. 

2D Mims ENDOR is restricted to hyperfine couplings smaller than the fre-
quency range covered by the m.w. pulses, typically <50 MHz, and can suffer from 
poor resolution along the hyperfine axis as the signal decays with the phase mem-
ory time TM (which is often of the order of only a few microseconds in transition 
metal complexes). 
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Figure 19. HYEND experiment. (a) Pulse sequence. (b) Four-level energy diagrams for an S
= ½, I = ½ spin system illustrating the different states obtained during the experiment. Modi-
fied with permission from [7]. Copyright © 2001, Oxford University Press. 

The HYEND experiment [70] also correlates ENDOR frequencies with their 
corresponding hyperfine couplings. The pulse sequence is show in Figure 19a. The 
nuclear frequency dimension is obtained by varying the frequency of the two selec-
tive /2 r.f. pulses, and the hyperfine dimension by the FT of the echo modulations 
recorded as a function of the time T. The states attained during the experiment for 
an S = ½, I = ½ spin system are shown in Figure 19b. The experiment is easily un-
derstood qualitatively. We assume that the first m.w. pulse is on resonance with the 
allowed EPR transition (1,3) and the r.f. pulse has the frequency  and is thus 
resonant with the nuclear transition (1,2). The first m.w. pulse inverts the polariza-
tion of transition (1,3), and the selective r.f. pulse transfers the polarization of tran-
sition (1,2) to nuclear coherence (wavy line). This coherence is immediately trans-
ferred by a nonselective m.w.  pulse to the  electron spin manifold, where it 
evolves with the nuclear frequency  for a time T. The second nonselective m.w. 

 pulse transfers the nuclear coherence back to the  manifold, where the second 
r.f. pulse transfers the nuclear coherence back to electron polarization, which is 
detected with the m.w. primary echo sequence. The two r.f. pulses must remain 
coherent during the sequence, and then the polarization created by the second r.f. 
pulse is dependent upon the phase accumulated by the nuclear coherence during 
the time T in the  manifold with respect to the phase of the r.f field. This phase is 
given by (  + )T (weak coupling) or (  – )T (strong coupling). The HYEND 
signal as a function of T, for an isotropic hyperfine interaction with the r.f. pulses 
resonant with a nuclear transition, is given by 
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/ ( )  sign(2 )cos( )I isoV T a T  with isoa . (28) 

Figure 20 illustrates a HYEND spectrum from a [Rh(trop2NCH2)(PPh3)] com-
plex [71], which demonstrates the resolution of 13C and 103Rh signals that are oth-
erwise difficult to assign in an X-band Davies ENDOR experiment. 

Figure 20. X-band HYEND spectrum of [Rh(trop2NCH2)(PPh3)] in THF measured at 15 K. 
The dashed lines are separated by twice the nuclear Zeeman interaction (2 I) of 103Rh and 13C, 
and cross the ENDOR and hf axes at I(103Rh) and I(13C), respectively. Modified with permis-
sion from [71]. Copyright © 2006, Wiley-VCH. 

4.4.  Triple Resonance 

This experiment is usually employed to determine the relative sign of two hy-
perfine couplings [72], or in the 2D version additionally the relative orientation 
between two hyperfine tensors [73,74]. In a triple resonance (or double ENDOR) 
experiment, the nuclear transitions are excited with two r.f. fields. Figure 21a 
shows the pulse sequence based on the Davies ENDOR approach. The mixing time 
now consists of two r.f.  pulses separated by a time T. The first r.f. pulse 
(pump pulse) with frequency rf1 must be resonant with a particular nuclear transi-
tion, while the frequency rf2 of the second r.f. pulse (scan pulse) is swept 
through the ENDOR spectrum. Figure 21b shows the expected spectra for an S = ½, 
I1 = ½, I2 = ½ spin system in the weak coupling case (A1S > A2S > 0, I1 = I2):
the ENDOR spectrum (top), the triple spectrum (middle) when the pump pulse 
is resonant with peak 1, and the difference triple spectrum (bottom) obtained 
by subtraction. Since peak 2 occurs on the same side of I as the pump pulse 
on peak 1, the two hyperfine couplings have the same sign. The difference spec-
trum contains only transitions that belong to the same electron spin manifold of the 
same paramagnetic center. 
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Figure 21. (a) Pulse sequence for the triple resonance experiment. (b) ENDOR spectrum 
(top), triple spectrum (middle), and difference triple spectrum (bottom). Modified with per-
mission from [7]. Copyright © 2001, Oxford University Press. 

Figure 22. Pulse sequence for the variable mixing-time ENDOR experiments based on the 
Davies ENDOR sequence. Under suitable conditions the asymmetry of the ENDOR spec-
trum depends upon the variable mixing time tmix, and the sign of the hyperfine coupling. 

4.5.  Variable Mixing Time ENDOR 

Variable mixing time ENDOR experiments can be used to determine the abso-
lute sign of a hyperfine coupling [75]. One such sequence based on Davies 
ENDOR is shown in Figure 22 [76], and includes an additional variable mixing 
time (VMT), tmix. Under suitable conditions the ENDOR signals from the two elec-
tron spin manifolds become distorted (asymmetric), with the asymmetry depending 
upon the electron and nuclear spin-lattice relaxation and cross-relaxation times, T1e,
T1n, and T1x, respectively, the thermal polarization, and the sign of the hyperfine 
coupling. Under suitable experimental conditions, usually low temperature and 
high field, the sign of the hyperfine coupling can be determined from the relative 
intensity of the ENDOR signals from the two mS manifolds. Epel and colleagues 
[77] provice an example of this approach using 1H W-band ENDOR on frozen so-
lutions of nitrous oxide reductase (N2OR). 
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4.6. High-Field ENDOR 

The advantages of measuring ENDOR spectra at high field are (1) separation 
of signals of nuclei with different n, (2) increased orientation selectivity, (3) 
increased sensitivity for samples when only a small amount of material is available 
or where it is only possible to grow small single crystals, (4) improved resolution 
of paramagnetic centers with different g-values, and hence their ENDOR spectra, 
(5) spectra with low n can be measured, such as 2H nuclei, (6) simplification of 
spectra from high-spin systems where the electron Zeeman interaction is dominant, 
and (7) it is often possible to determine the absolute sign of the hyperfine 
interaction. 

Points 1 and 2 can be easily appreciated by inspection of the spin Hamiltonian 
given in Eq. (1); the electron and nuclear Zeeman interactions are field dependent. 
For this reason overlapping spectra of different types of nuclei can be separated 
at higher B0 fields. For instance, at X-band frequencies (e.g., B0 = 330 mT), 
the ENDOR spectra of weakly coupled 1H and 19F nuclei overlap since they are 
approximately centered at H = 14 MHz and F = 13.2 MHz, respectively. 
By measuring at W-band frequencies (e.g., B0 = 3300 mT) the difference between 

H = 140 MHz and F = 132 MHz might be sufficient to separate the two sig-
nals. Another example, often encountered in X-band ENDOR spectra of transition 
metal complexes, is the overlap of strongly coupled 14N signals centered at AS/2 
15 MHz and weakly coupled 1H signals centered at H  14 MHz (see Fig. 16). 
At higher m.w. frequencies (e.g., Q-band, H  50 MHz) the two signals can be 
fully separated. 

In the case of strongly coupled nuclei with I > ½, the measurement at higher 
B0 fields can improve resolution because of the increased nuclear Zeeman splitting. 
An example is shown in Figure 23 for the Cu(II) complex of N-confused tetra-
phenylporphyrin. The Davies ENDOR spectra measured close to g|| (Fig. 23a) con-
sist of doublets split by 2 14N and centered at ENDOR = 30 MHz. Consequently, 
these peaks are assigned to strongly coupled nitrogens of the porphyrin core. 
Due to the unresolved nuclear quadrupole interaction along this orientation, 
the resolution enhancement gained by going from X- to Q-band frequencies 
does not provide any further information. The situation is different for the observer 
position at g . The X-band Davies ENDOR spectrum (Fig. 23b, left) consists 
of five peaks corresponding to the turning points of the orientation dependent sin-
gle-quantum nuclear frequencies (Fig. 23c, left). These four frequencies strongly 
overlap because the nuclear Zeeman and quadrupole splittings are comparable 
(2 14N = 2.1 MHz, 3P  2.8 MHz). In going to Q-band frequency (Fig. 23b, right) 
the nuclear Zeeman splitting increases to 2 14N = 7.6 MHz, and this results in an 
almost complete separation of the nitrogen signals from the two electron spin 
manifolds (Fig. 23c, right). This resolution enhancement allows for a more 
straightforward spectrum simulation [42]. 

In going to higher B0 fields, the resolution of ENDOR signals belonging to the 
same type of nucleus of the same paramagnetic species only improves as a result of 
the increased orientation selection (less contributing orientations equates to sharper 
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Figure 23. Comparison between X-band (left) and Q-band (right) Davies ENDOR spectra of 
Cu(II)NCTPP diluted in ZnTPP powder. (a) Single-crystal like spectra measured at g|| (B0

perpendicular to the porphyrin plane). The peaks are centered at 30 MHz and split by 2 N;
therefore, they are assigned to the two magnetically equivalent strongly coupled core nitro-
gens with a hyperfine coupling of 60 MHz and an unresolved nuclear quadrupole interaction 
along this orientation. (b) Spectra measured at observer positions corresponding to g  (B0 in 
the porphyrin plane). (c) Theoretical in-plane (  = /2) orientation dependence of the single-
quantum nuclear frequencies upon the polar angle . Black curves:  electron spin manifold; 
gray curves:  electron spin manifold. Simulation parameters: (A1, A2, A3) = (71.5, 58.3, 
59.5) MHz and (P1, P2, P3) = (-0.87, 1.00, -0.13) MHz, N = 1.05 MHz for X-band (left) and 

N = 3.80 MHz for Q-band (right). Modified with permission from [42]. Copyright © 2005, 
Wiley-VCH. 

lines). However, this resolution improvement is often very modest, particularly for 
transition metal complexes where the g anisotropy is already resolved at X- or Q-
band. A 2D experiment can help in these cases, and the best resolution may be 
achieved at lower m.w. frequencies. This is especially true for overlapping proton 
signals where HYSCORE [59], or the ENDOR equivalent HYSCORE-ENDOR, is 
ideal for separating overlapping proton signals which originate from hyperfine in-
teractions with different anisotropies. This is because the signal shifts from the 
antidiagonal line are proportional to the hyperfine anisotropy and inversely propor-
tional to the proton Larmor frequency [Eq. (23)]. A lower B0 field also offers an 
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additional advantage for strongly coupled, low n nuclei, since a very short r.f. 
pulse can be realized as a result of the hyperfine enhancement effect (see §4.7). 

4.7.  Hyperfine Enhancement of r.f. Pulses 
A significant technical challenge in ENDOR is to produce a strong r.f. B2 field 

at the location of the sample. The effective r.f. field Brf
eff(t) that induces transitions 

at the nucleus is enhanced by the hyperfine interaction between the electron and the 
nuclear spin, an effect called hyperfine enhancement. For an isotropic hyperfine 
interaction and with B2 << B0, the component of Bhf perpendicular to B0 can be 
written as hf iso I 2/( )B a B , and the total oscillating field amplitude B2

eff with the 
enhancement factor E as [78] 

eff iso
2 2

I

   with   1 sm a
B EB E . (29) 

More general formulae for first-order line intensities, which include hyperfine en-
hancement, are given in [78–81]. Pronounced hyperfine enhancements (or de-
enhancements) are often found in transition metal complexes with ligand nuclei 
having large hyperfine couplings in comparison to their gyromagnetic ratios. This 
is often the case at X-band for strongly coupled nitrogens. For example, a nitrogen 
with a hyperfine coupling of AS/2  = 40 MHz, ms = ½, and I = 1 MHz, has a hy-
perfine enhancement factor of E  = 21, 19. Practically, this means that a  r.f. pulse 
can be achieved in a time much shorter than would otherwise be the case, an ad-
vantage. Note that this effect will decrease at higher B0 fields; at W-band I = 10 
MHz and the hyperfine enhancement factor is E  = 1, 3 for AS/2  = 40 MHz. This 
effect shows that ENDOR performed at low B0 fields is sometimes advantageous 
because of the higher sensitivity afforded by a larger effective B2.

Equation (29) shows that for low-frequency transitions, where As  2| I|, one 
of the E values is close to zero so that it becomes exceedingly difficult to excite 
these nuclear transitions. In this case ESEEM methods are required. 

4.8.  Time-Domain ENDOR 

In this section we describe selected time-domain ENDOR experiments where 
the free evolution of nuclear coherence is recorded. These experiments consist of at 
least three building blocks: a nuclear coherence generator, a free evolution period 
for the nuclear coherence, and a nuclear coherence detector. 

Time-Domain ENDOR methods often employ a chirp r.f pulse; a pulse with a 
linearly swept frequency. This approach enables broadband excitation of the nu-
clear transitions that covers the entire frequency range of the ENDOR spectrum, 
often of the order of 30 MHz. Note that with the available r.f. power this broad 
excitation range is not possible without the r.f. frequency sweep (i.e., a  r.f pulse 
of around 10 ns would be required, whereas a length of around 10 s is typically 
needed for protons). 
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Figure 24. Sequences for chirp ENDOR experiments: (a) Davies-type chirp ENDOR; (b) 
Mims-type chirp ENDOR; (c) Chirp-ENDOR-HYSCORE sequence; and (d) Two-
dimensional chirp ENDOR-HYSCORE spectrum of a Cu(II)-doped glycine single-crystal. 
Cross-peaks in the first quadrant correspond to proton ENDOR lines, cross-peaks in the sec-
ond quadrant to nitrogen ENDOR lines. Modified with permission from [7]. Copyright ©
2001, Oxford University Press. 

The pulse sequences for a Davies-type, a Mims-type, and a Chirp-ENDOR-
HYSCORE are shown in Figure 24 [82]. In the Davies-type sequence (a), the nu-
clear coherence generator consists of the first m.w. and r.f. chirp pulse, followed by 
a variable free evolution time T, and the nuclear coherence detector consisting of 
the second r.f. chirp pulse and the m.w. primary echo sequence. The time-domain 
trace is thus measured by incrementing T and recording the echo intensity. FT 
gives the ENDOR spectrum. The Mims-type sequence, shown in Figure 24b, func-
tions in a similar way. 

Figure 24c shows an ENDOR “equivalent” to HYSCORE, the Chirp-ENDOR-
HYSCORE sequence. This sequence is based on the Davies-type chirp sequence, 
but with the addition of the m.w.  pulse during the free evolution time of the nu-
clear coherence. As with HYSCORE, the  pulse transfers nuclear coherences be-
tween the electron spin manifolds, and FT of the echo intensity as a function of 
the two evolution times t1 and t2, gives a 2D spectrum correlating the nuclear fre-
quencies of the different electron spin manifolds, exactly as in a HYSCORE ex-
periment. A 2D chirp-ENDOR-HYSCORE spectrum of a copper complex is shown 
in Figure 24d, and shows peaks from strongly coupled nitrogens in the sec-
ond quadrant and from weakly coupled protons in the first quadrant. This method 
thus enables a clear separation of the nitrogen and proton signals, in contrast to 
a conventional 1D Davies ENDOR spectrum, where they overlap. ENDOR-
HYSCORE is complementary to conventional HYSCORE, since ENDOR is ideal 
for measuring large hyperfine couplings and isotropic hyperfine couplings, and 
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can measure signals when B0 is along a principal axis direction. Conversely, in 
ESEEM the modulation depth vanishes for isotropic hyperfine couplings (strictly 
true for I = ½) and when B0 is along a principal value, and the m.w. pulses must 
have a sufficient bandwidth to excite both allowed and forbidden transitions of the 
same spin packet. The excitation bandwidth usually restricts ESEEM techniques to 
hyperfine interactions <50 MHz. 

5.  FIELD-SWEPT EPR EXPERIMENTS 

This class of experiments involves measuring a field-swept EPR spectrum, ei-
ther with CW excitation or using m.w. pulses. A variety of 2D pulse field-swept 
EPR experiments exist that aim to increase the resolution by the addition of a sec-
ond dimension to the B0 sweep; T1 and T2 filtered EPR [83], forbidden-transition-
labeled EPR (FORTE) [84], anisotropy-resolved EPR [85], and magic-angle spin-
ning EPR [86]. Here only two types of experiments are discussed: nutation and 
electron Zeeman-resolved EPR. 

5.1.  Nutation Experiments 

It is not always possible to evaluate the electron spin quantum number S of a 
paramagnetic species from the field-swept EPR spectrum. Often only the  
(|–½ , |+½ ) EPR transitions can be observed, or several species with different S
values contribute to the spectrum. Under suitable conditions S can be determined 
from the nutation frequency nut. If the m.w. radiation excites only a single transi-
tion then 

1/ 21 1
s s( , 1) ( 1) ( 1)e

nut s s
g B

m m S S m m . (30) 

B1 can be determined separately in a calibration experiment with a standard sample 
such as DPPH (S = ½, g = g1 = 2.0036), and g1 is related to the laboratory frame x-
axis [7]. 

Nutation experiments allow for the measurement of very low g-values, for ex-
ample, in a Ti3+-doped sapphire sample g  = 0.04 was measured by nutation spec-
troscopy [87]. Separation of the allowed and forbidden EPR transitions can be 
achieved in a 2D nutation experiment (one axis has the B0 field sweep and the other 
the nutation frequencies), since allowed transitions have a significantly lower nuta-
tion frequency than the forbidden transitions [88]. A 2D nutation experiment also 
allows spectra from different sites in a single crystal to be separated, as for exam-
ple in single crystals of N,N -ethylenebis-(acetylacetonatiminato)Cu(II) [89]. There 
are several pulse sequences available to measure nutation frequencies (see, e.g., 
[90,91]). We explain briefly the PEANUT sequence given in Figure 25a [88]. The 
sequence begins with a /2 pulse whose length determines the frequency range of 
the spins involved in the experiment. The transverse magnetization excited by this  
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Figure 25. (a) PEANUT sequence for the measurement of nutation frequencies. (b) Peanut 
experiment at Q-band (35.3 GHz) on a single crystal of Zn(Im)6 doped with 0.4% Mn(II) (S
= 5/2, I = 5/2). Labels 1a,1b show the (|–5/2,mI , |–3/2,mI ) transitions for the two sites in the 
single crystal. Label 2 shows the (|+3/2,mI , |+1/2,mI ) transitions for site a in the single crys-
tal, the six lines from site b are approximately 2 mT to the right of this pattern. Inset: FID-
detected EPR spectrum with the (|–1/2,mI , |+1/2,mI ) transitions marked. From data provided 
by Dr. Inés García Rubio. 

pulse evolves and defocuses during the evolution period . Next, a pulse of con-
stant length T, which is subdivided into two parts of variable length t and T – t with 
opposite m.w. phases applied. During time t the B1 m.w. field is orientated along 
the x-axis and the magnetization nutates with frequency eff around an effective 
field Beff, while during time T – t the B1 m.w. field is orientated along the minus x-
axis and the magnetization nutates with the same frequency eff but around an ef-
fective field B eff. The phase shift at time t causes a partial refocusing to a rotary 
echo, which is detected via a spin-locked echo formed at time  after the nutation 
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pulse. A single time-domain trace is thus obtained by measuring at a fixed field 
position and varying the time t during the nutation pulse of constant length T. A 2D 
spectrum is obtained by sweeping B0.

Figure 25b shows a PEANUT spectrum measured at Q-band (35.3 GHz) on a 
single crystal of Zn(Im)6 doped with 0.4% Mn(II) (S = 5/2 , I = 5/2 spin system). 
The sample contains molecules in two slightly different orientations due to the 
twinning of the crystal. The magnetic field sweep is along the x-axis, and the y-axis 
plots the nutation frequencies. The transition moment between the various mS-
manifolds depends on mS, which results in slightly different turning angles for the 
(|±5/2,mI , |±3/2,mI ), (|±3/2,mI , |±1/2,mI ), and (|–1/2,mI , |+1/2,mI ) transitions. In 
this way the different transitions can be identified in the PEANUT experiment by 
their position on the nutation axis. The most intense lines in the spectrum corre-
spond to the transitions (|±5/2,mI , |±3/2,mI ). At a higher nutation frequency the 
transitions (|±3/2,mI , |±1/2,mI ) can be observed, and also, very weakly, the transi-
tions (|–1/2,mI , |+1/2,mI ). The upper spectrum corresponds to the FID-detected 
spectrum of the single crystal sample for the same crystal orientation. 

5.2.  Electron Zeeman-Resolved EPR 

This 2D EPR experiment makes use of the fact that the electron Zeeman inter-
action is the only relevant field-dependent term in the spin Hamiltonian. The pulse 
sequence is shown in Figure 26a, and consists of a primary echo sequence together 
with a sinusoidal varying magnetic field, B0(t), directed along the B0 axis. The 
additional magnetic field causes an accumulation of the phase of electron coher-
ence, so that transitions with different g-values will be separated from one another. 
An example of this approach to disentangle a spectrum from a powder sample with 
an axial g-matrix and hyperfine interaction from an I = 3/2 nucleus is given in Fig-
ure 26b [92]. 

6.  STRATEGIES AND OUTLOOK 

In this review we have concentrated on explaining the basic mechanisms be-
hind ENDOR and ESEEM spectroscopy. These two methods, along with field-
swept EPR experiments, provide a means to obtain a detailed description of the 
EPR parameters of paramagnetic centers in single crystals, powders, and frozen 
solutions. To obtain the most accurate EPR parameters requires not one technique, 
but a combination, and preferably applied at several m.w. frequencies. Measure-
ments at multi-frequencies allow possible ambiguities that arise from data meas-
ured at only one m.w. frequency to be resolved. 

For ESEEM experiments in particular, the B0 field strength needs to 
be matched to the hyperfine interaction of interest; the largest echo envelope 
modulation occurs when the nuclear Zeeman and hyperfine interaction are equal in 
magnitude (strictly true only for I = ½ nuclei). For a nucleus with a particular hy-
perfine interaction, the modulation depth may be too weak to observe at X-band,  
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Figure 26. (a) EZ-EPR experiment consisting of a primary echo sequence and a sinusoidal 
B0 variation; (b) model calculation for an S = ½, I = 3/2 spin system. Modified with permis-
sion from [7]. Copyright © 2001, Oxford University Press. 

whereas at Q-band the sensitivity can be maximum. Even when the modulation 
depth is predicted to be low for a particular nucleus, sensitivity improvements can 
conveniently be achieved by using matched pulses with an optimal m.w. field 
strength and length. 

Generally, ENDOR resolution is superior at higher B0 fields. However, for nu-
clei with low n values and large hyperfine couplings, the sensitivity may be better 
at lower fields (X-band) because the ENDOR enhancement effect allows very short 

 r.f. pulses to be used. Additionally, the EPR spectrum is less spread out and thus 
more orientations contribute to the measurement. At lower B0 fields, overlapping 
signals from different nuclei can be disentangled by 2D ENDOR experiments. 
Several possibilities have been described here. 

Spectrum simulation is an integral part of EPR spectroscopy of disordered sys-
tems. To obtain the most accurate EPR parameters, it is usually necessary to meas-
ure (ENDOR or ESEEM) spectra at a number of observer positions across the EPR 
spectrum. Ideally, spectra at enough field positions should be recorded so that the 
set contains signals from all orientations of the paramagnetic center with respect to 
B0. The number required depends on the width of the EPR spectrum. In disordered 
systems spectra taken away from the “single-crystal” positions consist of ridges 
whose width reflects the anisotropy of the spin Hamiltonian parameters, and the 
orientation selection. Sharp peaks are usually observed at “single-crystal” positions, 
which generally makes their interpretation straightforward. Once the data have 
been collected, each field position needs to be correctly interpreted and the signals 
simulated. For time-domain experiments, usually a computer programme based on 
the density matrix formalism [93] is implemented. Examples include EasySpin 
[94,95] and XSophe [96,97], and programmes by Madi et al. [31] and Shane et al. 
[98]. 1D time-domain experiments, such as two- or three-pulse ESEEM, can be 
simulated quickly with this approach. This allows in some situations a fitting algo-
rithm to be implemented. However, simulation of 2D experiments such as 
HYSCORE are very time consuming, particularly if S > ½, if more than one nu-
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clear spin needs to be considered, and for nuclei with I > ½. In these cases, we sug-
gest that a scan of possible solutions first be undertaken by computing just the fre-
quency positions of the cross-peaks by exact diagonalization of the spin Hamilto-
nian. This calculation is very rapid, and the correct orientation selection can be 
included. Once possible solutions are found, they should be checked with a simula-
tion that includes both position and intensity information. For ENDOR, very often 
simulation programs calculate the nuclear frequencies and transitions by diagonali-
zation of the spin Hamiltonian, an approach appropriate for resonant irradiation. In 
this case appropriate care should be taken when comparing this simulation to pulse 
ENDOR spectra (e.g., blind spots, hyperfine enhancement, pulse selectivity). 
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CHAPTER 3 

PROBING STRUCTURAL AND ELECTRONIC PARAMETERS
IN RANDOMLY ORIENTED METALLOPROTEINS BY

ORIENTATION-SELECTIVE ENDOR SPECTROSCOPY

Reinhard Kappl, Gerhard Bracic, and Jürgen Hüttermann 
Fachrichtung Biophysik, Universität des Saarlandes, 
Klinikum Bau 76, 66421 Homburg, Germany 

Electron nuclear double resonance (ENDOR) spectroscopy in its con-
tinuous wave (CW) and pulsed operational modes is now widely used to 
characterize the functional, structural, and electronic properties particu-
larly of paramagnetic centers found in metalloproteins. Its essential ad-
vantage is based on the intrinsic high resolution, which permits the 
analysis of small interactions of the metal nucleus or of nuclei in the vi-
cinity of the metal center with the electron spin not observable by stan-
dard EPR techniques. Because most of the protein samples are available 
only as frozen solutions, the essential concept introduced for the analysis 
of such “powder”-type ENDOR spectra is a method for calculation of 
“orientation-selected” ENDOR spectra. In this approach the EPR reso-
nance condition is solved for a set of g-, hyperfine-tensors of the para-
magnetic center(s), yielding the orientational distribution of the subset 
of molecules contributing to the ENDOR spectrum recorded at a certain 
magnetic field value. For these orientations the ENDOR transitions can 
be calculated and the ENDOR powder spectrum composed. Typically, 
the resonance lines arise from cumulations (turning points) of the se-
lected orientations in defined frequency ranges. By recording several 
ENDOR spectra across an EPR spectrum, the tensors of the interactions, 
not resolvable in EPR, are probed. Their evaluation provides important 
information regarding the relative orientation of the g-tensor with re-
spect to relevant hyperfine tensors or, when transformed to an x-ray 
crystal structure, to the molecular frame. In addition the distribution of 
the spin population amongst several spin centers of the paramagnetic 
metal center becomes accessible as well as its delocalization on amino 
acid ligands via the isotropic hyperfine contribution. In this report we 
summarize the fundamental theoretical background for the calculation of 
orientation-selected ENDOR spectra and discuss several approaches for 
the realization of algorithms particularly with respect to fast and effi-
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cient interactive simulation of artefact-free ENDOR spectra. As exam-
ples of this type of ENDOR analysis iron–sulfur clusters in proteins are 
chosen. Reduced [2Fe2S]-clusters in ferredoxins with all-cysteine coor-
dination, the Rieske-type centers, and oxidized [4Fe4S]-clusters in 
HiPIP proteins are presented. The evaluation of their proton and 57Fe
hyperfine interactions is discussed, and it is shown that from these data 
not only the g-tensor position in the molecular frame but also the site of 
reduction or oxidation within the cluster as well as valence delocaliza-
tion of the iron ions can be deduced. 

1. INTRODUCTION 
Electron Nuclear Double Resonance (ENDOR) spectroscopy has become an 

indispensable tool in the elucidation of structure–function relationships in metallo-
proteins. Its role nowadays is about as important as was the role of Electron Para-
magnetic Resonance (EPR) spectroscopy in that field about forty years ago. The 
main advantage of ENDOR derives from its spectral resolution. When an EPR line 
is inhomogeneously broadened by unresolved hyperfine interactions, ENDOR en-
ables these interactions to be detected in a highly resolved manner. Typically, due 
to its connection with nuclear relaxation parameters, the resolution in ENDOR can 
be up to three orders of magnitude higher than in EPR. This advantage is, however, 
connected with a decreased sensitivity, of approximately the same order of magni-
tude. Therefore, rather stable conditions in terms of magnetic field, temperature, 
microwave frequency and power, as well as computer-aided data acquisition are 
the main prerequisites for successfully recording ENDOR spectra, combined with 
sufficient radio-frequency (rf) power. Since its invention by Feher as a transient 
phenomenon for phosphorous donors in silicon [1], technical improvements have 
been achieved for all the parameters of concern. Therefore, ENDOR spectroscopy, 
in general, has become a fairly standard technique in many laboratories, at least in 
its continuous wave (CW) mode and at the standard X-band frequency (~9.5 GHz). 
Apart from this band, commercial ENDOR apparatus is available at Q- (35 GHz) 
and W- (95 GHz) band frequencies. Many home-built spectrometers run at other 
frequencies. In addition, with the development of pulsed EPR machines, the past 
decade has seen pulsed ENDOR equipment becoming available at the three major 
frequencies mentioned. 

With these technical prerequisites fulfilled it is perhaps surprising that the 
complete information about the electronic and structural parameters of the interac-
tion of the unpaired metal ion electron with nuclei in their immediate coordination 
environment is still rarely exploited. One reason may be attributed to the samples 
themselves. The information about the g- and the hyperfine tensor(s) as primary 
parameters obtained by EPR/ENDOR requires, basically, single crystals as sam-
ples: more precisely, single crystals for which a high-resolution structure is avail-
able. Only then can the tensor directions that are measured experimentally with 
respect to the crystal morphology be related, by transformation, with the molecular 
structure. There are, however, only a few examples of such studies in the literature 
[2,3]. Often, single crystals of proteins cannot be crystallized in a size sufficient for 
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handling. Moreover, proteins tend to have many molecules in the unit cell, and thus, 
depending on the space group of the crystal, their contributions may be difficult to 
disentangle with precision when rotating the crystal with respect to the magnetic 
field. Furthermore, for each (say hyperfine) tensor there is an ambiguity in the sign 
of elements that often necessitates rotation not only about three orthogonal axes but 
also about a fourth axis, skew to the others [4]. 

In this situation, the use of polycrystalline or randomly oriented protein sam-
ples comes into consideration. Most, if not all, metalloproteins have at least one 
interaction that is strongly anisotropic and thus spreads the EPR spectrum over the 
magnetic field. This may be the g-tensor alone or in connection with a large metal 
hyperfine interaction as, e.g., in copper or cobalt systems. If so, there is a definitive 
relation between all of these parameters and the magnetic field position within an 
EPR spectrum. The resonance condition for a given magnetic field involves there-
fore only a subset of molecules that contribute to the EPR intensity on account of 
their specific orientations with respect to the magnetic field. When ENDOR is be-
ing performed at such a position, it is only that subset which responds. Assembling 
the ENDOR data from many field positions across the EPR spectrum allows one, 
in principle, to arrive at a full (non-EPR resolved) hyperfine tensor for a given nu-
cleus in the coordination shell. This principle is denoted “orientation selection.” It 
was mentioned first in a paper by Rist and Hyde [5]. Later it was the groups of 
Kreilick [6,7] and of Hoffman [8,9] who described a theoretical foundation as well 
as several applications of this method in which information is obtained from ran-
domly oriented samples that otherwise is restricted to single crystals. We have 
summarized earlier our results obtained from mononuclear metalloproteins such as 
NO-ligated hemoglobin and myoglobin as well as Cu–Zn SOD [10–12]. Since then, 
we have extended the application of orientation-selected ENDOR to multinuclear 
systems like [2Fe2S] and [4Fe4S] clusters in iron–sulfur proteins [13–15]. 

In this report we outline the basic considerations of orientation-selective 
ENDOR spectroscopy and summarize the current status of the method in our group. 
The application of its principles will be detailed using some examples from our 
more recent work on iron–sulfur proteins.

2.  THEORY 
The theory of stationary ENDOR transition frequencies is well understood. In 

the framework of metalloprotein applications we consider one metal ion (or more) 
in the center of a coordination sphere in which ligands like protons and nitrogen 
nuclei are in interaction distance with the ion. Shown in Figure 1 are sketches of 
three different iron–sulfur clusters in proteins and their immediate environment 
that are of relevance for the present report. The Spin Hamiltonian applicable to this 
situation contains metal ion terms indexed as M and ligand terms (indexed L): 

ˆ ˆ ˆˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ( )T T T T T T
e M M L L N N

L

H B S S I I I S I I I g B Ig A P A P  (1) 
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in which the symbols have the usual meaning, i.e., e and N correspond to the 
Bohr and nuclear magnetons, respectively, Ŝ  and Î  for the electron and nuclear 
Spin operator with superscript T indicating the transpose. g, A, and P represent the 
electronic g-tensor, the hyperfine and the nuclear quadrupolar interaction tensors, 
and B  the magnetic field vector. We have omitted a potential fine structure term in 
the metal-centered part assuming that the electron spin S is always 1/2. Also omit-
ted is the metal ion nuclear Zeeman term since it does not contribute for most of 
the metal ions due to their small N values. 

Figure 1. Schematic structures of [2Fe2S] centers for plant- or adrenodoxin-type ferredoxins 
(top left) and for a Rieske-type center (bottom left). The cubane cluster of [4Fe4S] proteins 
is shown in the right part. The roman numerals indicate the sequence of protein ligands to 
the irons. 

If we now consider, as a representative model system, a four-level energy 
scheme arising from the (metal ion) electron spin S = 1/2 and a nuclear spin I = 1/2 
of, e.g., a proton in the coordination environment, the above Hamiltonian reduces 
to 

ˆ ˆˆ ˆ ˆT T T
e N NH B S S I g B Ig A . (2) 

In the first-order perturbation approximation the energy levels E in frequency units 
for this system are obtained for a given field value B0 as [16] 

0( , ) ( , ) ( )S I S S IE M M g B M K M M , (3) 
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with 

( ) ( ) ( )T T
S S SK M h M M hK K  (4) 

and

( )S S PM M
g

A gK 1 . (5) 

The vector h  contains the direction cosines of the magnetic field orientation. The 
symbols P and 1 describe the nuclear Zeeman frequency (for protons) and the unit 
matrix. In this notation, g( , ) is the effective g-factor, which describes the reso-
nance magnetic field for a given microwave frequency o, with h as Planck’s con-
stant, as 

( , )
o

res
e

h
B

g
. (6) 

The connection to the effective g is written as 

1
3 2

2

1
( , ) ( )i i

i
g g h . (7) 

The situation is depicted schematically by the four-level diagram given in Figure 2 
(left column) sketching a single crystal-type situation. There is one value of  and 

for a given orientation that is operative for the g-value as in Eq. (7) and for the 
hyperfine interaction as in Eq. (5). The ENDOR spectrum is obtained, under sta-
tionary (i.e., CW) conditions, by pumping (saturating) one of the EPR transitions 
and sweeping the r.f. frequency, thus desaturating at the respective NMR transition 
frequencies. The resulting spectrum is a doublet, separated by the effective hyper-
fine interaction A at the chosen ( , )-pair and centered around the P frequency 
applicable for the magnetic field value chosen. This applies for the case in which P
> A/2, a situation typically encountered in cases as depicted for metalloproteins in 
Figure 1. The protons are then termed “weakly” interacting. When the crystal is 
rotated about at least three orthogonal axes, a full tensor derivation for A can be 
achieved from the analysis of the variation of hyperfine value A with  and . This 
is a standard procedure detailed in textbooks typically discussing EPR, but the 
ENDOR case is fully analogous [17]. 

Consider now the randomly oriented sample. Figure 3 shows a “powder-type” 
EPR spectrum for a g-tensor with rhombic symmetry (gmax = 2.05, gint = 1.97, and 
gmin = 1.93) in its top part. This parameter is the only one resolved by EPR. When 
ENDOR is now performed at the field position corresponding to gmax (denoted I in 
the figure), only those molecules contribute that have their gmax-axes parallel to the 
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Figure 2. ENDOR transitions (dashed arrows) in the energy level diagrams for an electron 
interacting with a nuclear spin I = ½ (left scheme) and with a nuclear spin I = 1(right 
scheme) for a single orientation. The resulting ENDOR resonance lines and their associated 
spectral parameters are shown in the bottom part. 

magnetic field. The resulting spectrum due to a proton hyperfine interaction there-
fore consists of a single doublet, as discussed above for the single crystal case. The 
same basic consideration holds, given the rhombic g-tensor symmetry, for the 
ENDOR response along gmin. At both extreme g-tensor values the resulting spectra 
are therefore described as “single-crystal type.” (This applies to any nucleus re-
sponding; the case of 14N interactions will be dealt with below.) The situation at a 
chosen magnetic field position in between the limits set by gmax and gmin (e.g., at 
position II, indicated in the figure) is different. Here, a whole range of ( , )-pairs is 
selected that contribute to the resonance condition of Eq. (6). This selection is indi-
cated schematically as a giso line on a unit sphere in which the g-tensor values form 
the orthogonal axis system (middle part of Fig. 3). The giso line connects all ( , )-
pairs of orientations for which the numerical value of the g-factor is the same, i.e., 
that of position II. The consequence of this selection for a proton hyperfine tensor 
ellipsoid due to its relation with respect to the g-tensor axes frame is also shown 
schematically in the middle part of Figure 3. The giso selection transforms into a 
selection of respective hyperfine values A( , ). Thus, the observed ENDOR spec-
trum at this field position involves the range of ( , )-pairs resulting in a corre-
sponding range of superimposed doublet patterns with values of A differing for 
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Figure 3. Typical powder EPR spectrum of a [2Fe2S] center for a g-tensor of rhombic sym-
metry (top); the transformation of a giso selection at a field position corresponding to II in 
the EPR spectrum onto a (proton) hyperfine tensor is shown schematically (middle part). 
The simulated ENDOR spectra obtained for the g-values I and II, indicated in the EPR spec-
trum, for a proton (I = ½) and a nitrogen (14N; I = 1) are shown in the bottom part. See text 
for details. 
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each such pair of angles. In sum, the ENDOR response changes with each field 
position. At any value in between the two field limits corresponding to gmax and 
gmin, many such pairs of ENDOR lines make up the total response, giving a whole 
range of r.f. frequencies covered according to the range of ( , )-pairs selected. 
Typically, however, there are cumulations of contributing orientations (“turning 
points”) that thus give rise to discernable lines in each of the two frequency 
branches below and above P. The example shown as the ENDOR response in the 
first derivative mode is a “single-crystal”-like doublet along gmax (I) and a multiline 
pattern at field position II between gmax and gint (bottom left part of Fig. 3). The two 
spectra derive from a nearly axially symmetrical A-tensor (5.34 MHz, –2.58 MHz, 
and –2.6 MHz). If such ENDOR spectra are analyzed over the whole spread of the 
EPR spectrum, the full tensor information is obtained for the hyperfine interaction 
in terms of principal values and directions with respect to the g-tensor. The analy-
sis involves spectra simulations, as detailed below. 

Apart from protons, the above analysis using Eqs. (5) and (7) applies to all 
I = 1/2 nuclei. In metalloproteins, prominent examples of this case are 57Fe and 15N.
A case in which nuclear quadrupole interaction has to be included in the analysis is 
for nitrogen 14N (I = 1) interactions. The Hamiltonian of Eq. (2) then becomes 

ˆ ˆˆ ˆ ˆ ˆ ˆT T T T
e N NH B S S I I I g B Ig A P . (8) 

This leads to the first-order perturbation theory energy levels [16] 

0( , ) ( , )S I SE M M g B M

                     2( ) ( ) [(1/ 3) ( 1)T
S I IK M M k k I I MP , (9) 

with 

2( ) ( ) ( ) ( )T T T
S S Sk k k M M k K MP K P K . (10) 

The letter P stands for the quadrupole interaction tensor. The corresponding energy 
levels are shown schematically for a single-crystal situation in Figure 2 (right col-
umn). There are four ENDOR lines, centered typically around A/2 and either sepa-
rated by 2 N (assuming A/2 > N) or by the value P of the tensor P. These new posi-
tions are now the center of a doublet in each frequency branch separated by either 
the quadrupolar interaction or by N. In our energy level example P < N was cho-
sen. The situation for a randomly oriented tensor (with values of 12, 6, and 4 MHz 
taken for A, and of 0.8, –0.4, and –0.4 MHz for P), and its spectrum at the same 
two field positions as indicated in the powder EPR spectrum is also shown in Fig-
ure 3 (bottom right part). 

Often, the proton and nitrogen interactions are of such a magnitude that they 
produce overlapping lines in measurements taken at a given microwave frequency 
(e.g., X-band). In this case, variation of that parameter is extremely helpful, e.g., 
going from X- to Q-band or higher frequencies. Since the nuclear frequencies of 
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protons and nitrogens differ strongly, this change often leads to a complete separa-
tion of the two interaction regions in frequency space. This also holds for the two 
other nuclei of interest in metalloproteins, 57Fe and 15N, which otherwise are, like 
the proton, I = 1/2 nuclei, and thus the treatment is analogous to that of the protons, 
if the g-tensor anisotropy is not too large. 

Figure 4. Schematic sequence of microwave (MW) and radiofrequency (RF) pulses of the 
Davies ENDOR experiment (top part) and the energy level diagram indicating the level oc-
cupation in the different time steps of the experiment. 

The above description of the basic orientation selection principle applies for 
both CW and pulse techniques. In practice, each of these two methods has its own 
advantages and drawbacks. As we shall discuss below, in practical applications 
concerning interacting protons emphasis must be given to outer, unoverlapped lines 
that often are broad and of low intensity. They can be picked up well by perform-
ing Davies ENDOR. The corresponding scheme, again for an S = 1/2 and I = 1/2 
system, is shown in Figure 4. Typically, a so-called -pulse selectively inverts the 
population of one of the two MS = –1/2 sublevels (here: level E1) by fully polariz-
ing its MS = +1/2 counterpart level (E4). This period is called the preparation re-
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gime. It is followed by the mixing period, in which, in this case, the nuclear sub-
levels of the MS = +1/2 manifold (E4, E3) are connected with an r.f. pulse, so that 
the polarization resides eventually at E3. If, in the detection period, the same transi-
tion E1 to E4, is now probed selectively in a two-pulse sequence, the change in 
populations (or polarizations) will become apparent and represents the ENDOR 
response. With the appropriate pulse lengths and pulse separations in time it is pos-
sible to emphasize the outer ENDOR lines at the expense of resolution in the inner 
part. It is also possible to separate different EPR active species if their relaxation 
behavior is sufficiently different. In that case, the ENDOR response can be selected 
to arise, e.g., from a more long-lived species. 

In CW ENDOR, using frequency modulation of the r.f. source, the effect 
equivalent to emphasising outer weak lines can be achieved with large modulation 
amplitudes. This technique has been applied in our laboratory. It yields ENDOR 
spectra in the first derivative mode and thus is well suited for achieving spectra 
resolution, unlike the absorption mode typically gained by pulsed ENDOR. The 
resolution is another parameter to be addressed, since in practical work the spectra 
are crowded due to many proton interactions giving overlapping lines. Moreover, 
there is typically an intensity increase toward the center of the spectra, indicating 
that more protons with weaker interactions and more orientations are contributing. 

Suppose that one has extracted a (e.g., proton) hyperfine tensor from orienta-
tion-selective ENDOR measurements. How can this information be utilized in 
terms of relation to structural and electronic properties? First, it has to be empha-
sized that the hyperfine tensor is established within the framework of the orthogo-
nal axes of the g-tensor. If it is possible to assign the hyperfine tensor within a pro-
tein prosthetic group to a specific proton, at the same time the g-tensor with respect 
to the molecular frame is fixed. This is important information that is otherwise only 
obtained from single-crystal measurements. 

The hyperfine tensor contains information about distance and directions 
(within the g-tensor frame) via its dipolar part. It may also contain information 
about the spin density via the isotropic interaction. A typical hyperfine tensor (AD,
i.e., in its diagonalized form) for a proton interacting with a localized spin center 
can be written as the sum of the isotropic and the dipolar interactions: 

 AD = aiso·1 + Adip, (11) 

with aiso given by aiso = trace (AD), and the dipolar part is of the following form: 
Adip = (2T, –T, –T).

The isotropic part is the trace of the diagonal elements, and the dipolar part is 
axially symmetric. There is, of course, an uncertainty concerning the signs. In prac-
tice, however, one often knows (e.g., from Mössbauer experiments in iron–sulfur 
proteins) the sign of the spin density on the metal ion and thus the sign of the iso-
tropic interaction. 

The task now arises to build a structure from these data, i.e., to place a proton 
into an orthogonal (x,y,z) frame from the dipolar part of the tensor and subse-
quently to place this fragment into a reasonable molecular structure that reflects the 
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metal ion coordination in the protein in question (e.g., as depicted in Fig. 1). This is 
facilitated if more than one (proton) tensor is available. Typical cases for this situa-
tion will be discussed below. For practical purposes, the point–dipole approxima-
tion is used for approximate distance determinations. 

There is another way of approaching the same problem. It starts with a high-
resolution structure of the metal ion and its surrounding and ends with hyperfine 
tensors. The structure gives the distance of say an interacting proton and from this, 
in point–dipole approximation, a dipolar tensor is established using as an adjust-
able parameter the spin density on the metal ion(s). An isotropic part is added 
based on assumptions or knowledge from related techniques (e.g., paramagnetic 
NMR) and with this hyperfine tensor the ENDOR spectra across the EPR spectrum 
are simulated. If correct, the result comprises the direction of the g-tensor within 
the known molecular structure and the spin density as a new electronic parameter. 
It is obvious that in both cases the final hyperfine tensor diagonalized in the g-
frame must be identical. As before, the result is becoming increasingly reliable 
with the number of interactions being correctly reproduced. We shall detail below 
the limits and uncertainties of both approaches. The formalism of this kind of 
simulation was first described by Henderson et. al. [6,7] and is based on the follow-
ing formula, which applies for proton hyperfine interactions: 

1
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The components Aij of the hyperfine tensor A in Eq. (12) comprise an anisotropic 
(dipolar) and an isotropic part as written in frequency units in Eq. (13). The term ij
denotes the Kronecker delta function; h in Eq. (13) is Planck’s constant. The dis-
tance r and location (ri,rj) with respect to the center of spin density in the point–
dipole approximation, as well as the isotropic coupling, determine the ENDOR 
response in the case of unit spin density. If a spin density  is distributed over vari-
ous spin centres with l

l
, the components of the dipolar part of the tensor 

are modified to yield 
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3.  ORIENTATION SELECTION IN EPR AND ENDOR 

In frozen solutions of paramagnetic proteins the molecules are static as in crys-
tals, but they are randomly distributed and oriented, i.e., the tensors (g and A) of 
the paramagnetic center may adopt any orientation with respect to the external 
magnetic field direction (or laboratory frame). Such samples typically show axial 
or rhombic “powder-type” EPR spectra extending from a minimal (gmax) to a 
maximal field value (gmin). An example for rhombic symmetry in the g-tensor has 
already been introduced in Figure 3 and was discussed schematically. This discus-
sion will be extended and quantified in the present section. Consider a quite rhom-
bic model system (gmax = 2.2, gint = 1.9, and gmin = 1.6) without a resolved hyper-
fine interaction of, e.g., the metal nucleus. The EPR spectrum obtained in absorp-
tion and in derivative display is shown in Figure 5 (top left). The EPR experiment 
on such a powder sample can now be visualized by a representation in g-space. As 
long as the magnetic field is off-resonance at low values, the corresponding g-
sphere surrounds the g-tensor without having any points in common. For the first 
time the resonance condition is fulfilled when the g-sphere touches the g-tensor at 
the gmax value (2.20) (Fig. 5, top right). Here, only those molecules of the sample 
are in resonance that are oriented with their gmax direction parallel to the external 
field. Further shrinking of the g-sphere to, say g = 2.05 (i.e., going to higher field), 
means that now a different subset of molecules is in resonance whose gmax orienta-
tion is tilted at certain angles from the direction of the applied magnetic field (Fig. 
5, middle left). These orientations are represented by the curve resulting from the 
intersection of the g-sphere and g-tensor (the giso-curve). When the field is passing 
through the intermediate gint = 1.9, the giso-curve adopts its greatest length, indicat-
ing that here the largest number of molecules is contributing to the EPR spectrum 
(i.e., the highest intensity in the absorption spectrum is found; Fig. 5, top left, ab-
sorption mode). Moving further toward gmin (geff = 1.65, Fig. 5, bottom left) leads 
to a selection of molecules whose gmin-orientation is again at defined angles with 
respect to the external field vector, until at gmin again only few molecules are con-
tributing. At this field the g-sphere is touching the g-tensor ellipsoid from within at 
one point, i.e., along gmin (Fig. 5, bottom right). At higher fields the two bodies 
loose contact again. 

This kind of representation of the EPR experiment illustrates that each subset 
of molecules in resonance at a field Bres [Eq. (6)] is associated with a number k of 
vectors [ h  in Eq. (7)] connecting the origin of the g-tensor and k points on the giso-
curve. Hence, one obtains k ( , )-pairs. For each of the vectors h  the hyperfine 
interaction is calculated according to, e.g., Eq. (12) for a given (proton) hyperfine 
tensor with components Aij, yielding exactly two lines (cf. Fig. 2). All the resulting 
doublets are finally composed to give the simulated powder spectrum. The essen-
tial task for the simulation of ENDOR powder spectra (free of artefacts as far as 
possible) is to determine a sufficient number (k) of these vectors, for which several 
possible approaches can be chosen. The vectors are created by a random number 
generator, or by covering the unit sphere with a grid, such as the SOPHE grid [18],  
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Figure 5. Visualisation of the EPR-resonance condition for a subset of molecules and the 
corresponding giso-curves for a rhombic model g-tensor at several effective g-factor values. 
The g-sphere and the principal values on the g-ellipsoid are marked with arrows. The corre-
sponding powder EPR spectrum in absorption and first derivative mode is shown in the top 
left panel. 
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or by a direct calculation of the ( , )-pairs on the giso-curve. The latter method was 
developed for a copper system of coaxial g- and metal A-tensor with axial symme-
try [7]. In our laboratory this approach was extended to tensors of rhombic symme-
try in a coaxial arrangement for which an explicit expression was derived and im-
plemented in a program [11]. Subsequently, the method for direct calculation was 
optimized for fast processing with equal spacing of the points on the giso-curve. 

Before going into further detail about the orientation selection methods, we 
first want to introduce the effect of a spin population distributed over several atoms 
of a protein metal center on the evaluation of a proton ENDOR hyperfine tensor. 
This situation is regularly found in polynuclear metals containing proteins, particu-
larly in iron–sulfur proteins, where the size and also the sign of the spin density of 
the spin centers is changing. This is different from the case of mononuclear metal-
loproteins, with which we have dealt earlier [10,11]. Equation (13) describes the 
hyperfine tensor components of a proton at a defined location with respect to the g-
tensor interacting with a single spin center of unit spin density. In principle, for a 
distributed system, the interaction with each spin center has to be calculated and 
the resulting local tensors summed up weighted with the local spin densities as 
indicated in Eq. (14). This generally leads to rhombic hyperfine tensors for protons. 
In the example, related to a typical [2Fe2S]-protein (cf. Fig. 1, top left) and shown 
in Figure 6, the proton is interacting with two spin centers Z1 (Fe1) and Z2 (Fe2) at 
distances of 3.14 and 3.83 Å, and spin densities of 1.8 (Fe1) and –0.8 (Fe2), re-
spectively. Because of its relative position to both centers, the principal tensor 
components are calculated with values of Amax = 8.58 MHz, Aint = –5.36 MHz and 
Amin = –3.27 MHz, yielding a fairly rhombic A-tensor. 

Figure 6. Spatial arrangement of two spin centers (Z1, Z2), the g-tensor, and a single inter-
acting proton for the model ENDOR simulations presented in Figure 7. The principal g-
values are gmax = 2.052, gint = 1.957, and gmin = 1.887. The proton is at a distance of 3.14 Å 
from Z1 and at angles N = 76.5° and N = 82.5° with respect to the g-axis system. The ar-
rangement of the proton with respect to the spin centers models the situation in [2Fe2S] cen-
ters of ferredoxins. 
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With this model situation we now consider the transformation of orientation 
selection by g onto the hyperfine tensor A and thus the ENDOR response at chosen 
magnetic field values. This extends the schematic discussion based on Figure 3 
(middle part) given above. The EPR spectrum using the principal values of the g-
tensor for a typical [2Fe2S] ferredoxin sample (gmax = 2.052, gint = 1.957, and gmin
= 1.887) is shown in Figure 7 (bottom row, left). It is labeled with three field posi-
tions (1–3) for which the giso-curves were calculated and projected onto the g-
tensor ellipsoid (top row in Fig. 7). For position 1 (geff = 2.003) the bent giso-curve 
is represented by the points following the surface of the g-ellipsoid at some dis-
tance from the gmax principal value. It also has its mirror image in the lower part of 
the g-ellipsoid. At the intermediate g-factor gint = 1.957 the two giso-curves cross 
through this point and adopt their greatest length. At field position 3 (geff = 1.921) 
in between gint and gmin, the curves are surrounding the minimal g-value and its 
mirror image. Each of the points represents one h  vector (or a ( , )-pair), and thus 
a possible orientation of a protein molecule in resonance. Consequently, each of 
the vectors is intersecting the proton A-tensor, fixed with respect to the g-tensor in 
each molecule, differently. This is visualized by the points on the surface of the A-
tensor ellipsoid for which the h  vectors have been transformed into the diagonal 
A-tensor system (Fig. 7, middle row). The resulting curve is skewed with respect to 
the hyperfine principal values. The ENDOR resonance lines of the simulated pow-
der spectrum (bottom row, right panel) arise from those regions of the curve where 
the change of the hyperfine value is smallest for changes of ( , )-angles, i.e., at the 
inflection (turning) points of the curve indicated by arrows on the A-tensor ellip-
soid for field position 1. Because the A-tensor is rhombic, as in our example above, 
the four regions cause four ranges on the frequency scale where intensity is accu-
mulating, giving four resonance lines on each Ms-branch, as is evident from the 
simulated spectra. It also appears that for field position 2 the curve is approaching 
the Amax-value producing the largest separation of lines in ENDOR spectrum 2. 
Hence, when the field positions are varied in sufficiently small steps across the 
EPR spectrum, the hyperfine tensor of an interacting proton is probed and the rele-
vant parameters can be determined. 

The quality of a simulated ENDOR powder spectrum critically depends on the 
number k of the h  vectors (or ( , )-pairs) defining the giso-curve when selecting a 
certain field position in an EPR spectrum. Using a random generator requires the 
calculation of a very large number of orientations, so that a sufficient number of 
points are found on a giso-curve. In practice, several tens or hundreds of thousands 
of vectors, depending mainly on the anisotropy of the EPR-spectrum, are necessary 
to yield an artefact-free ENDOR spectrum. This requires considerable processing 
time (and memory) and is generally inapplicable for an interactive simulation rou-
tine that simultaneously evaluates 20 to 30 field positions for up to 15 or 20 pro-
tons interacting with several spin centers. As an alternative, a grid can be created 
over a unit sphere to obtain sufficient orientations. An example is shown in Figure 
8A in a quadrant with 841 points on a half sphere. Here, the number of points 
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Figure 7. Simulation of the EPR spectrum and the corresponding ENDOR spectra for the 
model system introduced in Figure 6 at the three selected g-factors 2.003 (1), 1.957 (2), and 
1.921 (3) (bottom row). The top row shows the giso-curves (dotted lines) for the three g-
factors projected onto the surface of the g-tensor ellipsoid. The directions of the giso-curves 
are transformed onto the surface of the A-tensor (middle row). (For the simulation spin den-
sities of 1.80 (on Z1) and –0.80 (on Z2) were used yielding a rhombic A-tensor.) 
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Figure 8. Panel A presents the grid distribution in a quadrant obtained with 20 steps in 
(from 0–90°) and the partitioning of  dependent on the step size of . This results in 841 
points on a half sphere. The giso-curves in panel B (g = 2.003) show the points obtained by 
direct calculation (filled circles) and the hits of the grid method (gray squares). The direct 
calculation was performed with initial step  of /30 resulting in 144 equally spaced points. 
The grid distribution was performed with 120 steps in  yielding only about 40 points. The 
giso-curves in panel C for g = 1.957 were calculated for the same conditions as B. The grid 
method yields a clustering of points near the equatorial plane. For reasons of clarity, the step 
size was kept low. To demonstrate the effects of the two methods, the simulated ENDOR 
spectra (panel D, g = 2.003; panel E, g = 1.957) are compared for the grid distribution (dot-
ted line, 1000 steps in ) and the direct calculation of the giso-curve (initial step  of 

/1000). In panel E the spectral differences are marked by asterisks. 
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along the angle  depends on the number of steps of the azimutal angle  from 0 
(pole) to /2 (equator), so that a roughly regular distribution of points is achieved. 
Since integer numbers for the steps are used, the occupation near the equator is 
somewhat higher. However, the grid can be reproducibly calculated in a much 
shorter time in comparison to the random approach for spectra of comparable qual-
ity because an approximately regular distribution is achieved with a significantly 
smaller number of orientations. Again, care has to be taken to have sufficient 
points located on the giso-curve for artefact-free ENDOR spectra. 

The method of direct calculation of the h  vectors (or ( , )-pairs) has proven 
to be the optimal simulation approach, because it combines fast calculation with an 
evenly distributed pattern of points on the giso-curve. The procedure is briefly out-
lined for a system without hyperfine lines from, e.g., the metal nucleus. Then the 
giso-curve is described by the relation 

2 2 2 2 2 2 2 2 2
iso min int maxsin cos sin sin cosg g g g  (15) 

To obtain a constant distribution of orientations on the giso-curve, the total differen-
tial equation for the curve s in polar coordinates is given by 

2 2 2 2 2 2 2sinds dr r d r d . (16) 

With 2 2
iso constr g  and 0dr dg , the equation simplifies to 

2 2 2 2 2
iso ( sin )ds g d d . (17) 

Equation (15) is then solved for sin2  and , so that  = f( ), and correspondingly, 

`( )d f
d

. With these substitutions, Eq. (17) can be written as 

2 2
iso `( ) sin ( )ds g f d . (18) 

This equation can be integrated numerically to obtain the curve integral. However, 
for our purposes, a simplification in going to a small segment representation is 
preferable, yielding the segmental length s as 

2 2
iso `( ) sin ( )s g f . (19) 

Starting with  = 0, the value of , i.e., the first ( , )-pair, is calculated. Then, for 
an initial increment  the segment s is determined and the second ( , )-pair 
defined. In subsequent steps the segment s is kept constant, yielding consecu-
tively new  values that increase  according to  =  + . For each new -
value the related  is determined by calculating sin2 ( ). This procedure is re-
peated until /2. The value of  for  = /2 is calculated separately. All the 
( , )-pairs are then transformed into the other quadrants by mirror symmetry 
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across the axes planes. In this way a regular distribution of the pairs on the giso-
curve is achieved. 

The differences between the grid method and the direct calculation of ( , )-
pairs are demonstrated for the example introduced in Figure 7. The giso-curves for 
2.003 constructed by the two methods are shown in Figure 8B. The grid was set up 
for 120 steps in  (from 0 to 90°), resulting in more than 29,000 points on the upper 
sphere, but only about 40 points (gray squares) are found on the giso-curves. They 
are roughly equally distributed, because the giso-curve is approximately following 
the pattern of the grid distribution horizontally to the xy-plane (cf. Fig. 8A). In 
comparison, the direct calculation method with an initial  increment of /30 pro-
duced 144 equally spaced points (filled circles) on the two curves. For the demon-
stration the step size was kept rather low and had to be increased considerably for 
spectra simulation. Indeed, for the grid a bit more than 2  106 points were placed 
on the upper hemisphere, resulting in 3416 points on the giso-curve. The resulting 
ENDOR spectrum (dotted line) is shown in Figure 8D in comparison to the spec-
trum obtained for direct calculation with about 4700 points (for an initial  in-
crement of /1000) on the giso-curve. It is obvious that the inflection points and the 
resonance frequencies coincide, but that the relative line intensities are clearly dif-
ferent, and that, in addition, the spectrum simulated by the grid method is produc-
ing more “wiggles” of low intensity as a result of the uneven distribution of points 
on the giso-curve. 

The inequivalent distribution of ( , )-pairs becomes even more pronounced 
for giso = 1.957. Here, in the example with reduced step size (Fig. 8C), the grid 
method produces more than 260 points on the giso-curves (gray squares) compared 
to 160 points (filled circles) for the direct calculation. It is obvious, however, that 
the grid points are clustering in the equatorial plane. This effect is the reason that in 
the simulation spectra, apart from small differences in the resonance position, the 
relative line intensities are significantly different (Fig. 8E, marked with asterisks) 
although more points are found on the giso-curve for the grid method than for direct 
calculation (ca. 15000 vs. 5200). 

The example presented in Figure 8 demonstrates that direct calculation of 
the ( , )-pairs is a simple and fast method to achieve an even distribution of suffi-
cient points on the giso-curves and circumvents the intrinsic problems of the grid 
method. This is seen to reproduce the statistical orientation of a large number of 
molecules in the sample in the most realistic way. It also provides the advantage of 
fast calculation, which becomes important when g-strain effects have to be in-
cluded in the simulation of the ENDOR powder spectra. In such a case the ( , )-
pairs of several slightly different giso-curves resulting from a distribution in the 
principal value and/or direction have to be evaluated on the A-tensor. Still, with 
this method an interactive simulation of ENDOR spectra of a few protons is feasi-
ble on a standard PC. 

We have shown earlier [11] that the direct calculation of ( , )-pairs is also ap-
plicable to systems with a rhombic g- and coaxial A-tensor, the latter arising from a 
metal or “strong” ligand hyperfine interaction already resolved in EPR. Presently, 
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the segmentation procedure providing an even distribution of ( , )-pairs is imple-
mented, and it is intended to extend it to a system with noncoaxial arrangement of 
the tensors. 

4.  EXAMPLES OF APPLICATIONS: IRON-SULFUR PROTEINS 

4.1.  Proton Hyperfine Interactions 

Protons are the most abundant nuclei in the environment of metal ion(s) in 
metalloproteins regardless of the details of their coordination. They may be inter-
acting with the metal ion either through space, implying that the tensor comprises 
only a dipolar part, or through bonds, in which case the protons are connected to 
the distribution of the spin-density, which typically is at least in part delocalized. 
As a consequence, the interaction tensor then consists not only a dipolar but also an 
isotropic part. Apart from that, protons can be classified chemically into exchange-
able and unexchangeable ones. Those that are exchangeable produce, when treating 
the protein in D2O buffer conditions, specific changes in the experimental spectra 
that allow secure assignments. However, often one finds that when the prosthetic 
group is not solvent exposable it is difficult to produce efficient H/D exchange 
observable in the experimental situation. 

The problem with analyzing proton interactions in most practical cases arises 
from spectral crowding in the center part, close to the “free” proton frequency. 
Many protons contribute to this region since they are distant and have no signifi-
cant couplings. Most interesting are the outer lines, especially when they are not 
overlapped by other interactions. Typically, they arise from one or two proton in-
teractions and give “turning point” accumulations only from a small range of ( , )-
pairs. Therefore, their line intensity is small. It is one of the main problems in the 
experiment to secure the positions of the outermost weak lines since they form 
anchoring points in the analysis. These considerations will be emphasized in the 
subsequent examples. 

We start with a prototypical [2Fe2S] cluster from Arthrospira platensis ferre-
doxin [15]. The structural arrangement of the prosthetic group with its two irons 
and four cysteine residues is shown schematically in Figure 1 (top left). Its function 
is electron transfer. In its oxidized form its is EPR-mute, the reduced form is para-
magnetic. The spin of the system then is S = 1/2 due to antiferromagnetic coupling 
of the local valences Fe(II) (S = 2) and Fe(III) (S  = 5/2). The aim of the ENDOR 
analysis is to determine the site of iron ion reduction, establish the position of the 
g-tensor in the molecular frame, and give estimates for the spin densities on both 
irons via determination of the hyperfine interactions of relevant protons in the clus-
ter vicinity. Figure 9 (top part) shows the rhombic EPR spectrum (gmax = 2.052, gint
= 1.957, and gmin = 1.887) of the reduced cluster taken at X-band frequencies. The 
spectrum is spread over the magnetic field scale by the g-tensor anisotropy; there is 
no resolved hyperfine interaction. In contrast, hyperfine interactions are highly 
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Figure 9. EPR spectrum (top) of the reduced [2Fe2S] cluster of Arthrospira platensis with 
the field positions (I–III) indicated for which experimental ENDOR spectra are presented 
(bottom part). The outer couplings analysed in detail in the simulations are marked A–D. 

resolved by ENDOR, as shown in the lower part of the figure by three representa-
tive spectra taken at field positions marked I–III in the EPR spectrum. Resonance 
lines shown in first derivative mode are observed in a range from about 8 to 22 
MHz, and they are nearly symmetrically arranged around the “free” proton fre-
quency, which ranges from about 14 to 15 MHz depending on the field value, indi-
cating that the observed resonance lines are due to weakly interacting protons. 
There are broad outer lines of weak intensity, and many sharp and resolved inner 
ones with higher intensity crowding toward the center; the latter are observable if 
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Figure 10. In the field-frequency plot (top) the field regions, in which couplings A–C are 
clearly discernible, are indicated by the broad gray traces. The gamut of experimental data 
points are given as black squares. The dotted lines represent the simulations of outer lines for 
all field positions across the EPR spectrum for the individual cysteine -protons. In the bot-
tom part the structure of the cluster (4fxc.pdb, Brookhaven Protein Data Bank, 
www.rcsb.org) including the final g-tensor orientation and the assignment of the couplings 
A–C to cysteine -protons are given. The large and small (marked with an arrow) gray 
spheres indicate the trace of the gmax-direction obtained from simultaneous fitting of cou-
plings A–C with the automatic calculation routine (for details see text). The variation of gmin

and gint is omitted for clarity. 
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the FM modulation is not too high. Only the outer ones are initially directly ame-
nable for analysis. A field-frequency plot given in the top part of Figure 10 shows 
the total set of ENDOR resonances obtained at 25 field positions (“working 
points”) across the EPR spectrum. The crowding in the center part becomes obvi-
ous. The outer couplings, marked A–D in the ENDOR spectra, are also indicated 
in the field-frequency plot. Fortunately, for resonances A–C their anisotropy cou-
pled with their interaction strength makes it possible to follow them from one 
field position to the next (shaded lines in the field-frequency plot), albeit only in 
a limited field range before they become lost in the center part. We note, in addi-
tion, that coupling A becomes very broad toward the gmin range of the EPR spec-
trum. In a similar way, a fourth coupling, denoted D, can be marked, which, how-
ever, barely emerges from the crowded part and is tagged with less security. These 
four couplings remain unchanged under D2O buffer conditions; effects of H/D ex-
change become visible in at most the ±2.5 MHz distance to the free proton fre-
quency. Regarding primary spectral information, we note that when moving in the 
field-frequency plot from the outer couplings towards the center each of the cou-
plings mentioned must be, in principle, represented by a doublet of lines at gmax and 
gmin. This then allows us to assume that the lines connected for couplings A–D rep-
resent the outermost lines of their respective coupling pattern throughout the field-
frequency plot. 

With this information the solution can be found that couplings B and C arise 
from the two -protons bound to one of the cysteines, whereas A and D originate 
from two -protons bound to another cysteine. Both cysteine residues, on the other 
hand, must be bound to the same iron, which has a positive spin density, i.e., the 
iron with the (III)-valence state. Both groups of cysteine -protons have their 
maximum coupling values in different regions of the field-frequency plot. Cou-
plings B and C are largest between gmax and gint, close to gmax; A and D between gint
and gmin. This immediately implies that gmax points approximately toward a cys-
teine residue and not toward the interconnection vector between the two irons in 
the cluster, as was suggested earlier based on theoretical considerations [19]. The 
final solution and assignment places the g-tensor into the molecular frame, as is 
shown in Figure 10 (bottom part), which also indicates the identified protons re-
sponsible for couplings A–C. As mentioned above, besides the g-tensor position 
within the cluster, further results from the analysis comprise the determination of 
the iron site, which is reduced together with the spin densities on both the Fe(III) 
and the Fe(II), and the isotropic coupling of the four cysteine -protons [15]. For 
the isotropic coupling parameters and site of iron reduction, paramagnetic NMR is 
a complementary method with which the ENDOR data can be compared directly. 
For A. platensis the respective data were available prior to our study and compare 
well with the ENDOR results [20]. It turns out that, of the two iron ions, the one 
closer to the surface is reduced, denoted Fe1 in A. platensis (cf. Fig. 10). This can 
be explained in part by its solvent exposure and the larger number of polarizable 
(e.g., NH) protons in its vicinity. 
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It is instructive to reanalyse the proton ENDOR data for A. platensis with a 
new computer program through which the intuitive spectroscopist`s approach is 
guided by a variation routine that selects possible solutions. For both approaches 
described in the theoretical section [Eqs. (4), (5), and (12), as well as Eq. (19), re-
spectively], we have developed a program that compares the position of outer lines 
of a given experimental coupling with a calculated line position over the whole 
range of the magnetic fields of the EPR spectrum. For this, in the experimental 
spectra, the outer lines of a given coupling are marked with a certain range of a 
frequency interval. This range is chosen by the operator; it must be large enough to 
make sure that the calculated position for a “hit” falls into it but should be small 
enough to allow for a differentiation of “hit” and “miss.” In the example of A. plat-
ensis, the spectra for coupling B between about 328 and 338 mT (cf. Fig. 10, top) 
would carry a mark not broader in frequency than their linewidth. For the over-
lapped part to higher magnetic fields, no frequency range is fixed, except for the 
last (or next to last) spectrum. There, a broad frequency range covers the potential 
coupling range, which in our example extends from –3.5 to +3.5 MHz. For cou-
pling A, the unoverlapped range between 340 and 355 mT would carry a mark in 
the order of the linewidth, and the overlap region would be treated according to B 
in its corresponding part along gmax. With couplings A, B, and C one would now 
have three proton interactions, each safely determined in a certain, limited field 
range. If now a structure of the [2Fe2S] core together with its coordinated cysteine 
residues is taken from the protein databank as a high-resolution crystal structure 
and applied as a source for the distances and directions (i.e., fixing the parameters r,
ri, and rj) of relevant protons with respect to the two iron ions, then each of the 
experimental couplings A–C is assigned to a certain proton. 

We use now, as an example, Eqs. (12) and (13) to calculate the ENDOR reso-
nance lines at all selected field positions by varying all parameters within defined 
ranges, except for the proton position that is taken from the structure. The global 
parameters varied are the g-tensor direction and the spin densities, and the individ-
ual parameters concerning each coupling separately are the isotropic parts of the 
hyperfine interaction. A “hit” is produced if, for the same global parameters, the 
outer lines produced by each of the protons simultaneously fall into the assigned 
marked intervals. This condition has to be fulfilled for all the preset field positions 
for the same set of global parameters. In our case the only restriction is that all 
three protons should be bound to the two cysteine residues coordinated to the same 
iron. Starting with an arbitrary assignment of proton and couplings A–C and vary-
ing the g-tensor over the whole unit sphere, one finds the solution indicated by the 
larger gray balls in Figure 10 (bottom) representing the trace of possible gmax-
directions. It includes the solution suggested in an earlier paper [15]. The small 
gray spheres, marked with arrows, result from a thin trace of allowed gmax-
directions, which however are discarded by testing them for couplings to other 
H/D-exchangeable protons with the standard simulation program. It is noted that 
the selective criteria become very stringent if a dipolar coupled proton can be as-
signed in the field-frequency plot. The applied automated procedure is also very 
useful for exploring additional solutions for the parameters, which are not easily 
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found by the interactive simulation. It also can be used to refine a solution with 
respect to proton positions taking into account positional strain or g-strain always 
present in powder spectra of metal proteins. 

The question arises as to whether the g-tensor is directed as shown in Figure 
10 above in all [2Fe2S] ferredoxins. The EPR spectra of this class of clusters show 
a large variation both in symmetry as well as in values within a symmetry class. 
The classical distinction has been made between plant and vertebrate ferredoxins. 
The typical plant (spinach, parsley) ferredoxin has rhombic g-tensor symmetry and 
values around 2.05, 1.96, and 1.89, with an average value below 2. Representative 
for the vertebrate ferredoxins is adrenodoxin or putidaredoxin, in which the g-
tensor has fairly axial symmetry, with gmax around 2.02 and gax ~ 1.93, with an av-
erage g-factor also below 2. However, other groups of ferredoxin spectra can be 
formed when considering the two redox active [2Fe2S] clusters in molybdopterin 
hydroxylases, e.g., of the xanthine oxidase family. Here one has to distinguish be-
tween the so-called FeSI and the FeSII center. Both are [2Fe2S] clusters with all-
cysteine coordination but show a large variation in symmetry and g-factor values. 
For the FeSII centers the g-factor can adopt values of gmax around 2.13, but values 
below 2.1 also occur. FeSI centers exhibit a maximum g-factor of about 2.03 [14]. 
Some representative EPR spectra from five different members of this family show-
ing the diversity of spectra appearances for [2Fe2S] clusters are given in Figure 11. 
In some cases one can derive directly from splittings of lines in the spectra that the 
two centers do interact; in others this is not obvious. 

In view of this large diversity of EPR spectra, the question concerning the di-
rection of the g-tensor becomes highly significant. Apart from A. platensis, which 
represents the typical plant ferredoxin group in symmetry and values of the g-
tensor, we have recently analyzed in detail adrenodoxin, the axially symmetrical 
case, with smaller gmax values. In that case the spin density on the irons was slightly 
reduced (by about 20%), but the position of the g-tensor with respect to the mo-
lecular frame was similar in comparison to A. platensis [21]. In addition, we have 
preliminary data from Anabaena sp. that also gives the same g-tensor position. 
Furthermore, the present state of our analysis from the two FeS centers in the mo-
lybdopterin cofactor protein aldehyde oxidoreductase (labelled “Mop” in Fig. 11) 
indicates that, apart from the FeSII center, which clearly gives the same positioning 
of the g-tensor as the examples before, the more obscured FeSI center also has the 
same basic g-tensor orientation. 

One of the means of separating contributions within either center is based on 
relaxation. In simple EPR data acquisition, one finds that FeSI appears already 
around 77 K, whereas FeSII starts to grow in at much lower temperatures, typically 
below 30 K. This is true for all different samples of molybdopterin hydroxylases 
and implies differing relaxation behavior, mainly in spin lattice relaxation time T1.
Therefore, in Davies ENDOR, one can use the time separation of the detection 
pulses (see Fig. 4) in order to distinguish between the two FeS centers in their 
ENDOR response. This is shown in Figure 12 for Mop as an example. Recording a
is for a 400-ns time delay between the detection pulses, trace b is for 1200 ns. At 
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Figure 11. Comparison of the EPR powder spectra (20 K) of the two reduced [2Fe2S] clus-
ters FeSI and FeSII of various molybdenum hydroxylases of the xanthine oxidase (XO) fam-
ily showing a pronounced variation of EPR parameters of the centers. The principal g-tensor 
components of both clusters are indicated. The horizontal arrows mark appearance of dipolar 
interaction between the clusters. The dashed rectangle covers the field range of sizeable con-
tributions from paramagnetic Mo(V) species. Qor: quinoline oxidoreductase; Qox: qui-
naldine oxidase; Ior: isoquinoline oxidoreductase; Mop: aldehyde oxidoreductase. 

the longer time, one of the outer lines clearly disappears and is thus assigned to the 
FeSII center. In this way an assignment for the two centers can be attempted, lead-
ing to the statement concerning the g-tensors as done above. At present it seems 
that g-tensor localization within the cluster structure is independent of EPR g-
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tensor symmetry or absolute numerical values for the g-tensor and always looks 
like that shown in Figure 10 (bottom). This information is an absolute prerequisite 
when trying to understand the interaction parts in the EPR spectra of Figure 11, but 
space restrictions do not allow us to go into further detail on this complex topic. 

Figure 12. Pulse Davies 1H-ENDOR of Mop at gint of FeSI for pulse separations of 400 ns (a) 
and 1200 ns (b) of the detection pulses. The arrow indicates the clear reduction of a proton line 
in spectrum b that therefore can be assigned to belong to the fast relaxing FeSII cluster.  

The position of the g-tensor is different, on the other hand, in the Rieske iron 
sulfur protein, in which, in the [2Fe2S] cluster, two of the cysteine residues coordi-
nated to one iron are exchanged against histidines (cf. Fig. 1, left bottom structure). 
Here gmax lies along the iron–iron interconnection vector, as was proposed on theo-
retical grounds and supported from single-crystal EPR data [19,22]. We have re-
cently analyzed the proton ENDOR data and found clearly the respective symmetry 
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of the outer proton lines in the field-frequency plot necessary for this assignment 
[21]. The position of the g-tensor within the Rieske cluster is shown in the stere-
oplot of Figure 13. 

Figure 13. The stereoplot of the Rieske [2Fe2S] cluster shows the orientation of the g-tensor 
in the molecular frame as derived from an analysis of proton ENDOR. 

Consider now [4Fe4S] clusters. There are two groups of iron–sulfur proteins 
utilizing the same basic cubane structure shown schematically in Figure 1 (right 
part). They are either reducible and thus ferredoxins, or they are oxidizable and 
then are called High Potential Iron sulfur Proteins (HiPIP) since their redox poten-
tial is positive. We shall deal here with the latter group. As an example, consider 
the HiPIP of Ectothiorhodospira halophila (E. hal.) II. Its basic cubane structure 
combined with the sequence information (also for E. hal. I) concerning its amino 
acid residue environment is given in Figure 14 (top). The typical iron spin coupling 
scheme for the case of E. hal. I is also shown (bottom part). For HiPIPs in the clus-
ter oxidation state [Fe4S4]3+ generally there is an S = 1/2 ground state arising from 
antiferromagnetic coupling of two pairs of irons: a ferric and a mixed-valence 
(formally ferric–ferrous) pair. The pairs are coupled in a ferromagnetic way, which 
involves spin maximization. In the coupling scheme shown, the total spin S = 1/2 
would then result from the antiferromagnetic combination of S = 9/2 for the mixed-
valence (5/2 + 2) and the S = 4 for the ferric pair (5/2 + 3/2), respectively. Note, 
however, that an S = 1/2 total spin state can also arise from other combinations, e.g., 
S = 7/2 and S = 4 or S = 7/2 and S = 3, etc. Details on this question will be given 
below. (In both the cubane and the coupling scheme, the final result concerning the 
specific assignment of the individual iron ions Fe1 to Fe4 to the two pairs is al-
ready shown: the mixed-valence pair resides on Fe2 and Fe3). The EPR spectrum 
is shown in Figure 15 (left part, top). It is axial with some resolved rhombic distor-
tion (gmax = 2.145, gint = 2.034, and gmin = 2.024). Apparently the spectrum is due to 
a single paramagnetic species. Therefore, considering the six cubane faces, the 
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Figure 14. Environment of the HiPIP [4Fe4S] cluster (top) of E. hal. II (and I) showing the interacting 
protons observed in ENDOR (cysteine -protons: black spheres, protons of amino acids in the immedi-
ate cluster vicinity: light gray spheres). The gmax-orientation is given by the gray arrow; gmin is along the 
vector connecting Fe2 and Fe3, gint along the vector between Fe1 and Fe4 (not shown). In the bottom 
part the spin coupling scheme for the 4Fe4S system illustrates the combination of possible local iron 
spin states by ferromagnetic coupling (dashed black line) to subspins (open arrows) which antiferro-
magnetically coupled yield the total spin S = 1/2. The narrow dashed lines indicate exchange and super-
exchange pathways. In the example the irons Fe2 and Fe3 constitute the mixed-valence pair; Fe1 and 
Fe4 the ferric pair. 
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Figure 15. Comparison of 1H-ENDOR spectra of the HiPIPs from E. hal. II (left panel) and 
E. hal. I and its variant F36G (right panel). Spectra were recorded at the field positions indi-
cated in EPR spectrum (left panel, top). The gray circles mark the interaction of HCB Phe48 
in E. hal. II and correspondingly of HCB Phe36 in E.hal. I. This interaction vanishes in the 
F36G variant. 

question arises whether all possible combinations of iron pairs, mixed-valence and 
ferric, are occupied and thus the spectrum represents an ensemble average of these 
or if only one of the combinations applies and, if so, which one and for what reason. 
When we started our analysis [13], unlike the situation for [2Fe2S] clusters, there 
was much additional information available. For example, in single crystals of a 
model compound the oxidized state had been produced by ionizing irradiation, and 
the EPR showed that several spectroscopically distinct [Fe4S4]3+ centers were 
formed potentially aligning with several possible occupations of the mixed-valence 
pairs [23]. Later, the same group of authors presented an ENDOR single-crystal 
analysis of one of these centers that was highly useful in terms of transfer to the 
protein data [24]. Also, sequence-specific paramagnetic NMR studies at room tem-
perature were available for E. halophila II, and thus access to the position of the 
mixed-valence pair and isotropic hyperfine couplings had been given. In addition, a 
high resolution x-ray structure of the isoenzyme E. halophila I was available [25], 
from which a molecular dynamics simulation for the E. halophila II structure had 
been derived [26]. We therefore considered our study a test of the feasibility of 
orientation-selective ENDOR for this group of proteins since no other such studies 
existed. The structural details of the cubane and its amino acid residue environment 
(cf. Fig. 14, top part) emphasizes the potential protons with possible interactions. 
Apart from eight cysteine -protons (black spheres), there are nine more protons 
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(light gray spheres) close enough (within 4 Å) to potentially contribute to the 
ENDOR spectra. 

Shown together with the EPR spectrum in Figure 15 (left part) are three repre-
sentative proton ENDOR spectra taken at the respective field positions marked in 
the EPR part. In two spectra, an outer line group is indicated (filled circle). For the 
detailed analysis of the field-frequency plot for all ENDOR data (not shown) one 
stringent parameter was applied: the direction of the g-tensor with respect to the 
cubane face was taken from the model complexes [23]. It had been shown that the 
maximum g-factor aligned with the normal to the face and the other two, “in-face” 
directions were parallel with the connecting vectors between the two mixed-
valence (gmin) and the two ferric ion pairs. With this parameter fixed it became im-
mediately clear that the coupling of about 6.8 MHz along about gmax (marked in Fig. 
15) could not be ascribed to a cysteine -proton since none of them pointed in this 
direction. Only the purely dipolar proton HCB of Phe44 had the right direction and 
distance, and the respective search in the structure showed that only for this face 
(which contained the irons numbered Fe2 and Fe3) was a dipolar proton available. 
It followed that these were the irons of the mixed-valence pair, in agreement with 
the paramagnetic NMR results in which the mixed-valence pair iron ions had been 
associated with residues Cys42 and Cys55. The direction of gmax is shown in the 
cubane of Figure 14 (top). With these prerequisites the four -proton resonances of 
these two residues were simulated and assigned to the experimental spectra. For the 
spin density on the two mixed-valence irons the coupling value of the dipolar pro-
ton and independent ENDOR data from 57Fe substituted E. halophila II protein (see 
below) were taken as input parameters. The agreement between experiment and 
simulation was considered reasonable. Nevertheless, an uncertainty as to the exact 
value of the isotropic coupling of the cysteine -protons remained and led to two 
sets of values. One of them was subsequently discarded on account of less efficient 
matching with the structural prerequisites from the dihedral angle analysis. 

In a subsequent study the iso-protein E halophila I was analyzed, which turned 
out to have the same basic g-tensor direction and spin density parameters as E. 
halophila II. In this protein we could, in addition, probe the assignment of the dipo-
lar coupling to the HCB proton of Phe44 (now 36 in E. halophila I), which was 
crucial for the total assignment for both proteins. A mutant was measured in which 
this residue was replaced by glycine. The resulting changes in the experimental 
ENDOR spectra between wild-type and mutant are shown in Figure 15 (right part). 
It is obvious that the line assigned to this residue, which is present in the wild-type
protein prominently along gmax, and its vicinity (positions I and II) is missing in the 
mutant, whereas at other field positions the patterns show little change. This im-
plies that the mutant has the same cluster environment as the wild type except the 
proton in question is missing. 

It is therefore unambiguous and in line with paramagnetic NMR results that in 
E. halophila II (and I) both the ENDOR and EPR data imply that there is only one 
single and specific paramagnetic species formed upon oxidation of the protein that 
is connected with one specific site of the cubane. (With respect to E. halophila
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I, an additional minority species of unknown origin at less than 5% contribution 
was detected.) It thus appears reasonable to assume that in those HiPIP proteins 
that exhibit more than one species detected by EPR, other faces of the cubane 
should be involved and carry the mixed-valence iron pair. Studies aiming at prov-
ing this experimentally are presently under way in our laboratory. A prominent 
example with more than one EPR-active signal is HiPIP from Chromatium vino-
sum. According to combined EPR and Mössbauer data, three different species con-
tribute to the signal [27]. Another EPR study found four different species [28]. 
Paramagnetic NMR at 300 K discerned two species in a 60:40 ratio [29–31]. We 
are presently studying this HiPIP, and so far the data support the four-species 
model. Details concerning the g-tensor directions deriving from proton ENDOR 
will be given soon. 

4.2.  57Iron Interactions 

The iron nucleus was a very important spectroscopic probe early on in the de-
velopment of an understanding of iron–sulfur clusters. Both for EPR as well as, by 
necessity, for Mössbauer spectroscopy, enrichment of clusters with 57Fe was the 
first methodological approach that allowed for an insight into the basic chemical 
nature of the [2Fe2S] clusters in ferredoxins (see, e.g., [32] for an early review on 
the EPR of this field). A more recent account on the many facets involved with the 
whole group of iron–sulfur proteins is found in [33]. With respect to the EPR 
method, the article by Guigliarelli and Bertrand in that book is of specific interest 
since it deals, among others, with utilization of the only other observable at that 
time, the g-tensor prinicipal values, and their description in terms of a ligand field 
model [33]. One of the main topics connected with analysis of the g-tensor and, 
later on, the 57Fe hyperfine interaction was to understand the valence states of the 
irons ions and their mutual interactions. The first description of the g-tensor values 
in [2Fe2S] clusters that led to the so-called “spin projection coefficients” [34] has 
opened the field to a large number of theoretical approaches and was transferred to 
polynuclear clusters in addition. A more recent account dealing with the analysis 
of iron hyperfine couplings in clusters containing from one to four iron ions and 
their relation to the electronic structure in terms of spin projection coefficients is 
found in [35]. 

The first 57Fe ENDOR measurements were performed on [2Fe2S] clusters of 
the type in Figure 1 from plant ferredoxins, and the idea of orientation selectivity 
of the ENDOR response was already addressed, although not fully exploited [36]. 
With its nuclear spin I = 1/2 the theoretical treatment of 57Fe hyperfine coupling in 
terms of establishing tensors is completely analogous to that of protons. Neverthe-
less, the analysis of the values in terms of spin densities and spin coupling schemes 
in iron–sulfur clusters is a fairly complex matter. We shall deal with this below. 

Let us first consider data from [2Fe2S] clusters. The experimental AFe values 
(isotropic couplings) obtained from plant-type and vertebrate ferredoxins yield 
about 48.2 MHz for the Fe(III) ion and 22.1 MHz for the Fe(II) ion (tabulated in. 
[35]). Since for both ions the AFe/2 value is much larger than the nuclear Zeeman 
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frequency (0.4818 MHz at a magnetic field of 0.35 T), the appearance of an 57Fe 
hyperfine interaction in the spectra involves a doublet of lines for each ion centered 
approximately around 24 (Fe(III)) and 11 MHz (Fe(II)), respectively, split by twice 
the nuclear Zeeman frequency, i.e., by nearly 1 MHz. Typically, the anisotropy of 
the interaction due to Fe(II) is considerably larger than that of Fe(III). 

Figure 16. Observation of 57Fe-ENDOR for the two [2Fe2S] clusters in quinoline oxidore-
ductase (Qor). The top part of the left panel shows the field-swept ESE spectrum with the ar-
rows indicating the principal components of the g-tensors of both clusters (FeSII and FeSI). 
The sticks mark the field positions for which the ENDOR spectra of 57Fe-substituted Qor 
(solid traces) and 56Fe-Qor (dotted traces) are compared in the bottom part of the left panel. 
In the high-frequency part the resonances of the 57Fe3+ ions of both centers are visible. The 
resonances of 57Fe2+ appear only weakly in a narrow field range (ca. 359 mT) at low rf fre-
quencies. The right panel shows the experimental line positions of the 57Fe3+ resonances 
(filled squares) and the simulation of the outer lines of the 57Fe interaction arising from FeSII 
(open circles, dotted line) and FeSI (open squares, dotted line) for comparison. The data-
points were taken from CW difference spectra (56Fe vs. 57Fe); note that the microwave fre-
quency for this panel is different from that in the left part, yielding shifted magnetic field 
values for related working points. The swept radiofrequency is denoted RF

In the group of molybdopterin hydroxylases, there is the complication in terms 
of spectral overlap of two different [2Fe2S] clusters, FeSI and FeSII, which was 
already discussed for the proton interactions above. The main question involved 
with the study of 57Fe interactions is whether the two sites can be distinguished, i.e., 
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four ions grouped into two pairs. If so, the question is whether the 57Fe hyperfine 
couplings derived can give a clue to understanding the strong differences observed, 
e.g., in g-tensor values in EPR (cf. Fig. 11) in the two clusters. So far the results are 
not conclusive. Consider first the EPR spectrum optimized for the observation of 
the two FeS centers in 57Fe-enriched quinoline oxidoreductase (Qor) shown in Fig-
ure 16 (left part, top) as field-sweep electron spin echo response (Hahn echo). The 
labels IImax to IImin and Imax to Imin indicate the three g-factors for the FeS centers I 
and II, respectively, as introduced in Figure 11. As noted above for the proton in-
teractions, at field positions IImax and IImin a response from the FeSII center only is 
expected. Davies ENDOR spectra taken at four different, representative field posi-
tions in the overlap region of centers I and II are shown in the bottom part of Fig-
ure 16 (left part, bottom). The traces of the 56Fe and the 57Fe protein samples are 
superimposed. It is obvious that the center part, which represents the proton inter-
action, is flanked by a group of lines in the 57Fe-enriched sample in the range be-
tween 22 and 25 MHz, which was assigned above to expected Fe(III) contributions. 
The counterpart, the Fe(II) contribution that should occur at about 10 to 11 MHz, is 
obscured mostly by the proton lines. Only at about 359.0 mT field is there a group 
of lines around 6 MHz that should be ascribed to Fe(II) interactions. It is not clear 
why there is only such a small window of fields of accessibility to this interaction, 
but it may be a combination of anisotropy and relaxation. In any case, this interac-
tion cannot be analyzed properly. Concerning the Fe(III) lines, an approximate 
analysis based on a full set of CW-ENDOR data can be attempted utilizing the 
field regions free of overlap for the FeSII cluster (positions IImax and IImin). This is 
shown in the right part of Figure 16. The analysis gives values of 41 MHz (IImax)
and 50.1 (IImin), corresponding to values of A/2Fe of 20.5 and 25.05 MHz, respec-
tively. The outer lines for center II as deriving from the tensor simulation with 52.5 
MHz as a third value are shown as open circles and connected with dotted lines. 
The deviation of the principal value directions of the hyperfine tensor with respect 
to the g-tensor is about 5º. For FeS center I we find from the simulations (open 
squares) slightly smaller coupling values (40, 47.6, and 48.6 MHz, in the same 
order as above for center II). Again, there is little deviation from coaxiality with 
the respective g-tensor directions. For a further analysis involving also the Fe(II) 
contributions for both centers to the spectra, they should be taken at higher fre-
quencies than X-band in order to separate the proton from the 57Fe lines. 

We now turn to the [4Fe4S] clusters in HiPIP proteins. Fortunately, like for 
the protons as mentioned above, there were single-crystal 57Fe ENDOR studies 
from a HiPIP model complex available [37], permitting an estimation of the poten-
tial situation in the proteins. Four different hyperfine tensors were found that could 
be grouped into two categories with two members in each that showed a slight in-
equivalence. The two categories were assigned to the ferric and the mixed-valence 
pair. The mean tensors (isotropic value) found for the mixed-valence pair was 
around 33 MHz, while for the ferric pair a value around 18.5 MHz was found. 
These values were in good agreement with those found earlier by Mössbauer spec-
troscopy from Chromatium vinosum HiPIP [38]. They would translate into 
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Figure 17. ENDOR spectra of 57Fe-enriched HiPIP of E. hal. II at three g-selections: (a) g =
2.143, (b) g = 2.053, and (c) g = 2.030 (refer to EPR spectrum in Fig. 15). Two groups of 
57Fe resonances are marked with arrows and are partly overlapping with proton lines (indi-
cated by sticks). 

ENDOR patterns as (basic) doublets separated by about 1 MHz and centered at 
about 16.5 MHz (mixed-valence) and 9.25 MHz (ferric pair). Therefore, as for the 
[2Fe2S] clusters, there should be considerable overlap with proton resonances 
when the measurements are taken at the usual X-band frequencies. Fortunately, the 
results for E. halophila II are shown in Figure 17 for three g-factors have better 
resolution than the ones discussed above for the [2Fe2S] clusters. Although there is 
no distinction possible between the individual irons within one line group, the 
mixed-valence pair and the ferric pair are nicely distinguishable from the protons 
when the 56Fe sample is used for comparison (data not shown). Comparison with 
the available data based mostly on Mössbauer spectroscopy from several HiPIP 
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proteins, the 57Fe ENDOR data from E. halophila II derived from our study [13], 
fall well within the range of other experimental methods and other proteins [35,39]. 

4.3.  Spin Densities 

Proton and 57Fe hyperfine interactions give insight into the spin density (some-
times denoted spin population) and its distribution, in the present context, over the 
iron ions and other nuclei of iron sulfur clusters. For protons, the dipolar part of the 
tensor is directly connected, apart from distance to the spin center (iron) in the 
structure, with the spin density at the center in the point–dipole approximation. 
This type of spin density is therefore not associated with any iron orbital. The iso-
tropic part that we have considered only for the cysteine -protons is connected 
with the 2 -orbital spin density on the sulfur and the dihedral angle as typical -
protons [40]. The latter spin density is usually not more than about 3–5%. The 57Fe
hyperfine interaction is also associated with the iron spin density, and there have 
been several approaches to its description. 

One of the first attempts, in the context of EPR spectroscopy, to describe spec-
troscopic features of iron–sulfur proteins in terms of theoretical models was intro-
duced for the [2Fe2S] cluster in spinach ferredoxin [34]. Gibson and coworkers 
presented a formula for the g-tensor principal values that coupled a high spin ferric 
and a high spin ferrous ion in an antiferromagnetic fashion. Each iron carried an 
individual g-value (g1 and g2, respectively) coupled to total g by 

1 2
1 2 1 1 2 2

( )
[( ) / 2 ( 1)] [ ( 1) ( 1)]

2
g gg g g S S S S S S , (20) 

With S1 = 5/2, S2 = 2, and S = 1/2 for the ferric, the ferrous and the total spin. one 
obtains 

1 2(7 4 )
3

g gg . (21) 

Values were proposed for g1 and g2 from the energy levels of each iron ion to give 
the experimentally determined one. This model is basically still the one that de-
scribes the contributions of the individual ions to the total parameters. The coeffi-
cients 7/3 and –4/3 for the individual g-values were later denoted spin projection 
coefficients, and in essence they give the spin densities on the iron ions assuming a 
specific coupling scheme, be it a [2Fe2S] or a [4Fe4S] cluster. For the latter, the 
vector coupling model shown in Figure 14 derives from it. 

For the [2Fe2S] cluster the proton interactions give spin densities from the di-
polar part between 1.65 (Adrenodoxin) and 1.80 (A. platensis) on Fe(III) and about 
–0.65 to –0.80 for Fe(II). These values are clearly less than 7/3 and –4/3. This is 
connected to covalency parameters and delocalization. Nevertheless, it is obvious 
that the spin densities in the [4Fe4S] clusters are typically smaller. For E. halophila
II spin densities from the proton ENDOR analysis were 1.30 for the mixed-valence 
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and –0.70 for the ferric pair. This corresponds to a spin coupling scheme of S = 7/2 
for the mixed-valence pair, S = 3 for the ferric pair, and S = 1/2 for the total spin, 
but admixtures of other states cannot be excluded. Note that these values are dif-
ferent from the ones given in the scheme of Figure 14, in which the initial proposal 
discussed in the literature is shown. This comprised, in terms of spin maximization 
as observed in the [2Fe2S] clusters, the states (9/2, 5, 1/2). For FeS clusters in gen-
eral, the 57Fe hyperfine interaction can be connected with the spin projection coef-
ficients in a way that 

exp (Fe ) (Fe) (Fe )i iA K a . (22) 

Here the experimentally observed isotropic interaction of iron number i is con-
nected with the projection coefficient K for that iron and an intrinsic coupling a
that would be normalized to a unit projection coefficient. The question then is the 
value of a(Fei). There are several values proposed in the literature deriving mainly 
from Mössbauer spectroscopy of mononuclear tetrahedrally sulfur coordinated 
complexes FeS4 like in rubredoxin. If we use a typical value of –22 MHz for 
Fe(III) and Fe(II), we obtain, for the [2Fe2S] cluster in Qor as discussed above, a 
spin projection coefficient close to the theoretical value of 7/3 for Fe(III). For the 
Fe(II) iron we have not been able to derive the isotropic coupling. However, the 
proton interactions give spin densities from the dipolar part between 1.65 
(Adrenodoxin) and 1.80 (A. platensis) on Fe(III) and about –0.65 to –0.80 for 
Fe(II). These values are clearly less than 7/3 and —4/3. This difference has been 
connected to covalency parameters and delocalization [35]. It would be of interest 
to be able to give the hyperfine tensor values for the two centers FeSI and FeSII in 
the group of molybdopterin hydroxylases in order to understand the large differ-
ences in their EPR signature. Here, again, the proton interaction analysis can be 
helpful in the absence of 57Fe data. 

It is obvious that the spin densities in the [4Fe4S] clusters are typically smaller 
if we consider the proton interaction data. For E. halophila II from the proton 
ENDOR analysis we found 1.30 for the mixed-valence and –0.70 for the ferric pair. 
According to a detailed analysis of both proton and 57Fe hyperfine interactions in 
model compounds [24,37] and in proteins [35], this corresponds to a spin coupling 
scheme of 7/2 for the mixed-valence pair, 3 for the ferric pair, and 1/2 for the total 
spin. Admixtures of other states cannot, however, be fully excluded. Note that this 
coupling and its associated spin projection coefficients correspond to the values 
given in parenthesis in the scheme of Figure 14 and differ from the initial proposal 
of the literature, which involved the states (9/2, 5, 1/2). The example shows how 
important the spin density is for understanding the coupling scheme. This parame-
ter, on the other hand, is indeed best obtained by ENDOR using combined proton 
and 57Fe data. 
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5.  SUMMARY 

Orientation-selective ENDOR spectroscopy has established itself as a method 
to study not only structural and electronic aspects in mononuclear but also in 
polynuclear metalloproteins like the iron–sulfur proteins discussed here. In this 
context, the global parameter of the g-tensor position within the molecular struc-
ture is again of importance, in part for understanding EPR spectra that show dipo-
lar interaction due to more than one paramagnetic species, but also for determining 
the cluster position with respect to a membrane normal in a membrane protein. The 
difference found between the g-tensor position in the Rieske [2Fe2S] cluster and 
that in “normal” ferredoxins is of relevance in this respect. Another very important 
parameter is the site specificity of the reduction in [2Fe2S] clusters for which pro-
ton ENDOR, like paramagnetic NMR, is the only spectroscopic technique yielding 
such information. The respective parameter in the [4Fe4S] HiPIP clusters is the site 
of oxidation, which is also amenable to orientation-selective proton ENDOR. Apart 
from this, there is information about isotropic proton couplings and the iron spin 
densities. The latter information can be also gained from 57Fe hyperfine interaction 
analysis and gives access to the spin coupling scheme. It should be noted that 
ENDOR is a spectroscopic technique that can probe both interactions simultane-
ously, unlike Mössbauer and paramagnetic NMR. 

The problem with the application of this principle in proteins is spectral 
crowding for proton interactions and, combined with this, only partial definition of 
hyperfine lines over the whole range of the EPR spectrum. This makes direct ten-
sor determination somewhat ambiguous, but in connection with known molecular 
structures a unique solution can typically be found. A very important asset in this 
respect is site-directed mutagenesis, by which specific amino acid residues can be 
changed. For most of the examples of iron–sulfur clusters discussed, a full analysis 
was possible even without this tool. 

ACKNOWLEDGMENTS 

Work from the authors` laboratory was supported by grants from the Deutsche 
Forschungsgemeinschaft. We gratefully acknowledge the contribution of our co-
workers C. Canne, M. Ebelshäuser, C. Cullmann, M. Frotscher, C. Cracuin, and B. 
Bennett. The work was made possible through collaborations with the laboratories 
of I. Bertini (Florence), S. Ciurli (Bologna), S. Fetzner (Münster), R. Bray (Brigh-
ton), D. Lowe (Norwich), T. A. Link (Frankfurt), L. Eltis (Toronto), and M. Ro-
mao, J.J.G. Moura (Lisbon). 

REFERENCES 

1. Feher G, Gere EA. 1956. Polarization of phosphorus nuclei in silicon. Phys Rev
103:501–503.



PROBING STRUCTURAL AND ELECTRONIC PARAMETERS 101

2. Manikandan P, Carmieli R, Shane T, Kalb AJ, Goldfarb D. 2000. W-band ENDOR 
investigation of the manganese-binding site of concanavalin A: determination of proton 
hyperfine couplings and their signs. J Am Chem Soc 122:3488–3494. 

3. van Gastel M, Matthias S, Brecht M, Schroder O, Lendzian F, Bittl R, Ogata H, Higu-
chi Y, Lubitz W. 2006. A single-crystal ENDOR and density functional theory study of 
the oxidized states of the [NiFe] hydrogenase from Desulfovibrio vulgaris Miyazaki F. 
J Biol Inorg Chem 11:41–51.

4. Schonland DS. 1959. On the determination of the principal g-values in electron spin 
resonance. Proc Phys Soc (Lond) 73:788–792.

5. Rist GH, Hyde JS. 1970. Ligand ENDOR of metal complexes in powders. J Chem Phys
52:4633–4643.

6. Hurst GC, Henderson TA, Kreilick RW. 1985. Angle-selected ENDOR spectroscopy, 
1: theoretical interpretation of ENDOR shifts from randomly orientated transition metal 
complexes. J Am Chem Soc 107:7294–7299. 

7. Henderson TA, Hurst GC, Kreilick RW. 1985. Angle-selected ENDOR spectroscopy, 
2: determination of proton coordinates from a polycrystalline sample of bis(2,4-
pentanedionato)copper(II). J Am Chem Soc 107:7299–7303. 

8. Hoffman BM, Martinsen J, Venters RA. 1984. General theory of polycrystalline 
ENDOR patterns: g and hyperfine tensors of arbitrary symmetry and relative orienta-
tion. J Magn Reson 59:110–123.

9. Hoffman BM, Venters RA, Martinsen J. 1985. General theory of polycrystalline 
ENDOR patterns: effects of finite EPR and ENDOR component linewidths. J Magn 
Reson 62:537–542. 

10. Hüttermann J. 1993. ENDOR of randomly oriented mononuclear metalloproteins: to-
ward structural determinations of the prosthetic group. Biol Magn Reson 13:219–252. 

11. Hüttermann J, Däges GP, Reinhard H, Schmidt G. 1995. Metalloprotein-ENDOR-
spectroscopy. In Nuclear magnetic resonance of paramagnetic macromolecules, pp. 
165–192. Ed GN La Mar. New York: Kluwer Academic. 

12. Hüttermann J, Kappl R. 1987. ENDOR: probing the coordination environment in met-
alloproteins. In Metal ions in biological systems, Vol 22, pp1–80. Ed H Sigel. New 
York: Marcel Dekker. 

13. Kappl R, Ciurli S, Luchinat C, Hüttermann J. 1999. Probing structural and electronic 
properties of the oxidized [Fe4S4]3+ cluster of Ectothiorhodospira halophila iso-II high-
potential iron–sulfur protein by ENDOR spectroscopy. J Am Chem Soc 121:1925–1935. 

14. Canne C, Lowe DJ, Fetzner S, Adams B, Smith AT, Kappl R, Bray RC, Hüttermann J. 
1999. Kinetics and interactions of molybdenum and iron-sulfur centers in bacterial en-
zymes of the xanthine oxidase family: Mechanistic implications. Biochemistry
38:14077–14087.

15. Canne C, Ebelshäuser M, Gay E, Shergill JK, Cammack R, Kappl R, Hüttermann J. 
2000. Probing magnetic properties of the reduced [2Fe-2S] cluster of the ferredoxin 
from Arthrospira platensis by 1H ENDOR spectroscopy. J Biol Inorg Chem 5:514–526. 

16. Iwasaki M. 1974. Second-order perturbation treatment of general spin hamiltonian in 
an arbitrary coordinate system. J Magn Reson 16:417–423.

17. Weil JA, Bolton JR Wertz JE. 1994. Electron paramagnetic resonance. New York: 
John Wiley & Sons. 

18. Wang DM, Hanson GR. 1995. A new method for simulating randomly oriented powder 
spectra in magnetic resonance: the Sydney Opera House (SOPHE) method. J Magn 
Reson Series A 117:1–8.



102 REINHARD KAPPL, GERHARD BRACIC, AND  JÜRGEN HÜTTERMANN 

19. Bertrand P, Guigliarelli B, Gayda JP, Beardwood P, Gibson JF. 1985. A ligand-field 
model to describe a new class of 2Fe–2S clusters in proteins and their synthetic analogs. 
Biochim Biophys Acta 831:261–266. 

20. Dugad LB, LaMar GN, Banci L, Bertini I. 1990. Identification of localized redox states 
in plant-type 2-iron ferredoxins using the nuclear overhauser effect. Biochemistry
29:2263–2271.

21. Kappl R, Ebelshäuser M, Hannemann F, Bernhardt R, Hüttermann J. 2006. Probing 
electronic and structural properties of the reduced [2Fe–2S] cluster by orientation-
selective 1H ENDOR spectroscopy: adrenodoxin vs. Rieske ISP. Appl Mag Reson
30:427–459.

22. Bowman MK, Berry EA, Roberts AG, Kramer DM. 2004. Orientation of the g-tensor 
axes of the Rieske subunit in the cytochrome bc(1) complex. Biochemistry 43:430–436. 

23. Gloux J, Gloux P, Lamotte B, Mouesca JM, Rius G. 1994. The different [Fe4S4]3+ and 
[Fe4S4]+ species created by gamma irradiation in single crystals of the 
(Et4N)2[Fe4S4(SBenz)4] model compound: their EPR description and their biological 
significance. J Am Chem Soc 116:1953–1961.

24. Mouesca JM, Rius G, Lamotte B. 1993. Single-crystal proton ENDOR studies of the 
[Fe4S4]3+ cluster: determination of the spin population-distribution and proposal of a 
model to interpret the 1H-NMR paramagnetic shifts in high-potential ferredoxins. J Am 
Chem Soc 115:4714–4731. 

25. Breiter DR, Meyer TE, Rayment I, Holden HM. 1991. The molecular structure of the 
high-potential iron-sulfur protein isolated from Ectothiorhodospira halophila deter-
mined at 2.5 Å resolution. J Biol Chem 266:18660–18667. 

26. Banci L, Bertini I, Capozzi F, Carloni P, Ciurli S, Luchinat C, Piccioli M. 1993. The 
iron–sulfur cluster in the oxidized high-potential iron protein from Ectothiorhodospira 
halophila. J Am Chem Soc 115:3431–3440. 

27. Dilg AWE, Capozzi F, Mentler M, Iakovleva O, Luchinat C, Bertini I, Parak FG. 2001. 
Comparison and characterization of the [Fe4S4]2+/3+ centre in the wild-type and C77S 
mutated HiPIPs from Chromatium vinosum monitored by Mössbauer, 57Fe ENDOR and 
EPR spectroscopies. J Biol Inorg Chem 6:232–246. 

28. Priem AH, Klaassen AAK, Reijerse EJ, Meyer TE, Luchinat C, Capozzi F, Dunham 
WR, Hagen WR. 2005. EPR analysis of multiple forms of [4Fe–4S]3+ clusters in 
HiPIPs. J Biol Inorg Chem 10:417–424. 

29. Bertini I, Briganti F, Luchinat C, Scozzafava A, Sola M. 1991. 1H-NMR spectroscopy 
and the electronic structure of the high-potential iron sulfur protein from Chromatium
vinosum. J Am Chem Soc 113:1237–1245. 

30. Bertini I, Luchinat C. 1996. Electronic isomerism in oxidized Fe4S4 high-potential 
iron–sulfur proteins. ACS Symp Ser 653:57–73.

31. Bertini I, Ciurli S, Luchinat C. 1995. The electronic structure of FeS centers in proteins 
and models, a contribution to the understanding of their electron-transfer properties. 
Struct Bonding 83:1–53.

32. Dunham WR, Sands RH. 2003. g-strain, ENDOR, and structure of active centers of 
two-iron ferredoxins. Biochem Biophys Res Comm 312:255–261.

33. Guigliarelli B, Bertrand P. 1999. Application of EPR spectroscopy to the structural and 
functional study of iron–sulfur proteins. Adv Inorg Chem 47:421–497. 

34. Gibson JF, Hall DO, Thornley JH, Whatley FR. 1966. Iron complex in spinach ferre-
doxin. Proc Natl Acad Sci USA 56:987–990.



PROBING STRUCTURAL AND ELECTRONIC PARAMETERS 103

35. Mouesca JM, Noodleman L, Case DA, Lamotte B. 1995. Spin-densities and spin cou-
pling in iron–sulfur clusters: a new analysis of hyperfine coupling-constants. Inorg 
Chem 34:4347–4359. 

36. Fritz J, Anderson R, Fee J, Palmer G, Sands RH, Tsibris JCM, Gunsalus IC, Orme-
Johnson WH, Beinert H. 1971. Iron electron-nuclear double resonance (ENDOR) of 2-
iron ferredoxins from spinach, parsley, pig adrenal cortex and Pseudomonas putida.
Biochim Biophys Acta 253:110–133. 

37. Rius G, Lamotte B. 1989. Single-crystal ENDOR study of a 57Fe-enriched iron sulfur 
[Fe4S4]3+ cluster. J Am Chem Soc 111:2464–2469.

38. Middleton P, Dickson DPE, Johnson CE, Rush JD. 1980. Interpretation of the Möss-
bauer spectra of the high-potential iron protein from Chromatium. Eur J Biochem
104:289–296.

39. Dilg AWE, Mincione G, Achterhold K, Iakovleva O, Mentler M, Luchinat C, Bertini I, 
Parak FG. 1999. Simultaneous interpretation of Mössbauer, EPR and 57Fe ENDOR 
spectra of the [Fe4S4] cluster in the high-potential iron protein I from Ectothi-
orhodospira halophila. J Biol Inorg Chem 4:727–741. 

40. Noodleman L, Chen JL, Case DA, Giori C, Rius G, Mouesca JM, Lamotte B. 1995. 
Isotropic hyperfine coupling in high-potential [Fe4S4]3+ models. In Nuclear magnetic 
resonance of paramagnetic macromolecules, pp. 339–367. Ed GN La Mar. New York: 
Kluwer Academic. 



105 

CHAPTER 4 

MOLECULAR SOPHE: AN INTEGRATED APPROACH TO THE 
STRUCTURAL CHARACTERIZATION OF 

METALLOPROTEINS: THE NEXT GENERATION
OF COMPUTER SIMULATION SOFTWARE*

Graeme R. Hanson, Christopher J. Noble, and Simon Benson 
Centre for Magnetic Resonance, The University of Queensland 
St. Lucia, Queensland, Australia 

Herein we describe an integrated approach — Molecular Sophe — for 
determination of the molecular structure of redox active cofactors in 
metalloproteins from an analysis of their high-resolution EPR spectra. 
Molecular Sophe involves the computer simulation of continuous-wave 
and orientation-selective pulsed EPR and electron nuclear double reso-
nance (ENDOR) spectra. As aids to the correct analysis of these spectra, 
calculation of energy level diagrams, transition roadmaps, and transition 
surfaces can also be performed. This approach, based on molecular 
structure, promises to revolutionize the three-dimensional molecular 
(geometric and electronic) characterization of paramagnetic materials 
using a combination of high-resolution EPR spectroscopy and quantum 
chemistry calculations. 

1.  INTRODUCTION 

Multifrequency continuous-wave electron paramagnetic resonance (CW EPR) 
and pulsed EPR spectroscopy [1–8] have found application in the structural charac-
terization of paramagnetic species (species containing one or more unpaired elec-
trons) used in a wide range of areas from physics, materials science, chemistry, 
biochemistry, microbiology, and medicine. Metalloproteins comprise approxi-
mately 30% of all known proteins and are involved in a variety of biologically im-
portant processes, including oxygen transport, biosynthesis, electron transfer, bio-
degradation, drug metabolism, proteolysis, and hydrolysis of amides and esters, 

G. Hanson, L. Berliner (eds.), High Resolution EPR, Biological Magnetic Resonance 28,  
DOI 10.1007/978-0-387-84856-3_4, © Springer Science+Business Media, LLC 2009 
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Figure 1. Examples of redox cofactors found in metalloproteins. (a) [Fe2–S2]2+;1+ cluster; (b) 
[Fe3–S4]1+;0 cluster; (c) [Fe4–S4]3+;2+/2+;1+ cluster; (d) molybdenum cofactor in xanthine oxi-
dase; (e) molybdenum cofactor in dimethylsulfoxide reductase; (f) heme prosthetic group; 
(g) iron molybdenum cofactor in nitrogenase. 
 

environmental sulfur and nitrogen cycles, and disease mechanisms [9–11]. The 
diversity of reactions catalyzed by these metalloenzymes is reflected in the large 
number of different redox cofactors incorporated into and stabilized by the secon-
dary and tertiary protein structure. Some examples of these cofactors are shown in 
Figure 1. 

Reactive oxygen species (ROS) and other free radicals, including amino acid 
free radicals, play a crucial role in a broad range of biochemical reactions involv-
ing metabolism, catabolism, and respiration. The high reactivity of these free radi-
cals is also associated with tissue damage leading to a variety of degenerative dis-
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cals is also associated with tissue damage leading to a variety of degenerative dis-
eases such as chronic inflammation and arthritis, cardiovascular diseases such as 
atherosclerosis, and neurodegenerative diseases such as Alzheimer’s and Parkin-
son’s, as well as acute conditions such as reperfusion injury and aging. 

EPR spectroscopy has an important role in not only the geometric structural 
characterization of the redox cofactors in metalloproteins and free radicals but also 
their electronic structure, as this is crucial for their reactivity. While x-ray crystal-
lography can provide detailed geometric structural information of redox cofactors 
in metalloproteins, spectroscopy (EPR, magnetic circular dichroism, electronic 
absorption, infrared and resonance Raman) provides detailed information concern-
ing the electronic structure of these cofactors in metalloproteins. In addition, cata-
lytic mechanisms can be determined through the use of high-resolution EPR spec-
troscopy, which enables the geometric and electronic structural characterization of 
resting metalloenzymes and their catalytic intermediates and product complexes. 

Computer simulation of the experimental randomly oriented or single-crystal 
EPR spectra from isolated or coupled paramagnetic centers is often the only means 
available for accurately extracting the spin Hamiltonian parameters required for the 
determination of structural information [1,2,12–28]. EPR spectra are often complex 
and arise through a range of interactions involving one or more unpaired electrons, 
the external magnetic field, and one or more nuclei. Pictorially, these interactions 
are shown in Figure 2, and, in summary: 

• The electron Zeeman interaction involves the interaction of the 
magnetic dipole moment associated with the spin and orbital an-
gular momentum of the unpaired electron with an externally ap-
plied magnetic field. The magnitude of this interaction is de-
scribed by a 3  3 g matrix (B.g.S).

• The fine structure interaction involves the interaction between 
the magnetic dipole moments of electrons on an atom containing 
more than one unpaired electron. The magnitude of this interac-
tion is described by the second rank D tensor. Second-order 
terms, D and E/D correspond to the axial zero field splitting (D)
and the asymmetry parameter E/D, which varies from 0 (axial 
symmetry) to 1/3 (rhombic symmetry) (S.D.S). Fourth- and 
sixth-order corrections to the fine structure interaction tensor D
may also be necessary to adequately interpret the spectrum, 

• The hyperfine interaction involves the interaction between the 
magnetic dipole moments of the unpaired electron(s) and the nu-
cleus of the same atom. The magnitude of this interaction is de-
scribed by the hyperfine (A) 3  3 matrix (S.A.I).

• The superhyperfine interaction involves the interaction between 
the magnetic dipole moments of the unpaired electron and the 
nucleus of different atoms. The magnitude of this interaction is 
described by the hyperfine (A) 3  3 matrix (S.A.I). 
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Figure 2. Spin Hamiltonian interactions. 

• The quadrupole interaction requires the existence of a quadrupole 
moment that arises from an inhomogeneous electric field gradi-
ent at the nucleus. By necessity, the nuclear spin must be greater 
than ½ and the nucleus must experience a symmetry lower than 
cubic. The magnitude of this interaction is described by a sec-
ond-rank tensor Q or P, both of which are used interchangeably 
in the literature and throughout this chapter (I.Q.I) or (I.P.I). 

• The nuclear Zeeman interaction involves the interaction of the 
magnetic dipole moment arising from the nuclear spin with an 
externally applied magnetic field ( B.I).

• The exchange interaction involves the interaction of magnetic di-
pole moments of unpaired electrons on different atoms. This in-
teraction can occur through molecular orbitals (J S.S, G.SxS) or 
space (S.J.S).

Mathematically these interactions can be written using the spin Hamiltonian for-
malism. For an isolated paramagnetic center (A) a general spin Hamiltonian (H)
[1,2,12] is: 

All Nuclei

1
       1 ,

A

k k k k k k k
k

H S S g S

S A I I Q I I

D B

B
 (1) 

where S and I are the electron and nuclear spin operators, respectively; D is the 
zero field splitting tensor, g and A are the electron Zeeman and hyperfine coupling 
matrices, respectively; Q the quadrupole tensor;  the nuclear gyromagnetic ratio; 

 the chemical shift tensor;  the Bohr magneton and B the applied magnetic field. 
Additional hyperfine, quadrupole, and nuclear Zeeman interactions will be required 
when superhyperfine splitting is resolved in the experimental EPR spectrum. When 
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two or more paramagnetic centers (Aij i,j = 1, ..., N; i j) interact, the EPR spec-
trum is described by a total spin Hamiltonian (HTotal), which is the sum of the indi-
vidual spin Hamiltonians (HAi, Eq. (1)) for the isolated centers (Ai), and the interac-
tion Hamiltonian (HAij), which accounts for the isotropic exchange (Ji,j Si . Sj), anti-
symmetric exchange (Gij Si Sj) and the anisotropic spin–spin (Si . Jij . Sj, dipole–
dipole coupling) interactions between a pair of paramagnetic centers [1,13,14]: 

Total
1 , 1 ,

,

,

N N

A Ai ij
i i j i j

A A A A A A A A A Aij ij i j ij i j i ij j

H H H

H J S S G S S S J S
 (2) 

Computer simulation of randomly oriented or single-crystal EPR spectra from iso-
lated or coupled paramagnetic centers is required to accurately determine the spin 
Hamiltonian parameters (Eqs. (1) and (2)) and the electronic and geometric struc-
ture of the paramagnetic center. The simulation of randomly oriented EPR spectra 
is performed in frequency space through the following integration [1,26]: 

2
0

0 10 0

, | | cos ,ij

N N

c c
i= j=i+= =

S B v = C u f B , d d  (3) 

where S(B, c) denotes the spectral intensity, | ij|² is the transition probability, c the 
microwave frequency, o(B) the resonant frequency,  the spectral linewidth, f[ c
– o(B), ] a spectral lineshape function that normally takes the form of either 
Gaussian or Lorentzian, and C a constant that incorporates various experimental 
parameters. The summation is performed over all the transitions (i,j) contributing 
to the spectrum, and the integrations, performed numerically, are performed over 
half the unit sphere (for ions possessing triclinic symmetry), a consequence of time 
reversal symmetry [1,12]. For paramagnetic centers exhibiting orthorhombic or 
monoclinic symmetry, the integrations in Eq. (3) need only be performed over one 
or two octants, respectively. Whilst paramagnetic centers with an axially symmet-
ric spin Hamiltonian only require integration over  between 0 and /2, those pos-
sessing a spin Hamiltonian with cubic symmetry require only a single orientation. 
Whilst perturbation theory involves an analytical expression for the calculation of 
resonant field positions and is therefore inherently computationally very fast, it 
breaks down when state mixing occurs. Consequently, the better and more general 
approach is to employ numerical matrix diagonalization, which does not suffer 
from this problem, though for large spin Hamiltonian matrices this can be compu-
tationally expensive. 

Experimentally the continuous-wave (CW) EPR experiment is a field-swept 
experiment in which the microwave frequency ( c) is held constant and the mag-
netic field varied. Computer simulations performed in field space assume a sym-
metric lineshape function, f in Eq. (3) (f(B – Bres), B), which must be multiplied by 
d /dB and assume a constant transition probability across a given resonance [1,29]. 
Sinclair and Pilbrow [30,31] have described the limitations of this approach in rela-
tion to asymmetric lineshapes observed in high-spin Cr(III) spectra and the pres-
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ence of a distribution of g-values (or g-strain broadening). The following approach 
has been employed by Pilbrow et al. in implementing Eq. (3) (frequency swept) 
into computer simulation programs based on perturbation theory [1,29]. First, at a 
given orientation of ( , ) the resonant field positions (Bres) are calculated with per-
turbation theory and then transformed into frequency space 0(B)). Second, the 
lineshape [f( c – 0(B), )] and transition probability are calculated in frequency 
space across a given resonance and the intensity at each frequency stored. Finally, 
the frequency swept spectrum is transformed back into field space. Performing 
computer simulations in frequency space produces asymmetric lineshapes (without 
having to artificially introduce an asymmetric lineshape function) and secondly, in 
the presence of a large distribution of g-values will correctly reproduce the down 
field shifts of resonant field positions [29]. Unfortunately, this approach cannot be 
used in conjunction with matrix diagonalization as a very large number of matrix 
diagonalizations would be required to calculate f and the transition probability 
across a particular resonance, resulting in unacceptably large computational times. 
In Sophe (field space version), we assume a symmetric lineshape function, multi-
plied by d /dB and a constant transition probability across a given resonance. 

Previously we have developed the XSophe-Sophe-XeprView® computer simu-
lation software suite [22–27] (Fig. 3) for the analysis of isotropic, randomly ori-
ented, and single-crystal CW EPR spectra. The software suite consists of: XSophe, 
an X-windows graphical user interface; the Sophe authentication and Common 
Object Request Broker Architecture (CORBA) daemons; Sophe, a state-of-the-art 
computational program for simulating CW EPR spectra; and XeprView®, Bruker 
Biospin's program for visualizing and comparing experimental and simulated spec-
tra. The functionality of the XSophe software suite is shown below [23–24]: 

Experiments 
Continuous-Wave EPR Spectra displayed in XeprView®. 
Energy level diagrams, transition surfaces, and transition roadmaps displayed 

in a Web Browser (Mozilla or Firefox). 

Spin Systems 
Isolated and magnetically coupled spin systems. 
An unlimited number of electron and nuclear spins is supported with nuclei 

having multiple isotopes. 

Spin Hamiltonian Interactions 
Second-order Fine Structure Interaction, 4th- and 6th-order corrections (S.D.S,

B4, B6) [12]. 
Isotropic and Anisotropic Electron Zeeman interaction (g B.S, B.g.S).
Isotropic and Anisotropic Hyperfine interaction (aS.I, S.A.I). 
Nuclear Zeeman Interaction for nucleus N (gN N B.I). 
Quadrupole interaction (I.P.I). 
Isotropic Exchange interaction (Jiso Si.Sj).
Anisotropic Exchange interaction (dipole–dipole coupling) (Si.J.Sj). 
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Figure 3. The XSophe (v 1.1.4) main Window. The interface allows creation and execution 
of multiple input files on local or remote hosts. There are macro task buttons to guide the 
novice through the various menus and two button bars to allow easy access to the menus. For 
example, the bottom bar (left to right), Experimental Parameters, Spin System, Spin Hamil-
tonian, Instrumental Parameters, Single Crystal Settings, Lineshape Parameters, Transition 
Labels/Probabilities, File Parameters, Sophe Grid Parameters, Optimisation Parameters, 
Execution Parameters and Batch Parameters. 

Continuous Wave EPR Spectra 
Spectra types: 

Solution, randomly oriented and single-crystal. 
Symmetries: 

Isotropic, axial, orthorhombic, monoclinic and triclinic. 
Multidimensional spectra: 

Variable temperature, multifrequency and the simulation of single-crystal 
spectra in a plane perpendicular to a user defined axis. 

Methods 
Matrix diagonalization — mosaic misorientation linewidth model. 
Sophe Interpolation. 
A choice of perturbation theory or matrix diagonalization for superhyperfine 

interactions. 
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Optimization (Direct Methods) 
Methods: 

Hooke and Jeeves. 
Quadratic variation of Hooke and Jeeves. 
Simplex. 
Two Simulated Annealing methods. 

Spectral Comparison: 
Raw data and Fourier transform. 

XSophe allows transparent transfer of EPR spectra and spectral parameters be-
tween XSophe, Sophe, and XeprView® using platform-independent CORBA librar-
ies. This interactivity allows the execution and interaction of the XSophe graphical 
user interface with Sophe on the same computer or a remote host through a simple 
change of the hostname. XSophe contacts the Sophe CORBA daemon, which then 
interacts with the Sophe authentication daemon via a Unix socket to validate the 
username and password, which has been encrypted with 128-bit encryption and 
embedded in a CORBA string. Once validated the Sophe authentication daemon 
forks a Sophe, which then performs the simulation. 

The output of one- and two-dimensional CW EPR spectra from the Sophe pro-
gram can be visualized in conjunction with the experimental spectrum in Xepr-
View® or Xepr®. Computer simulation of single-crystal spectra measured in a plane 
perpendicular to a rotation axis can be performed by defining the rotation axis and 
the initial and final angles of the magnetic field in the plane perpendicular to this 
axis. Energy level diagrams, transition roadmaps, and transition surfaces aid the 
interpretation of complicated randomly oriented EPR spectra and can be viewed 
with a web browser (mozilla, firefox) and an OpenInventor scene graph viewer 
(ivview) (Fig. 4). 

Elucidation of the three-dimensional crystallographic information (distance 
and orientation of nuclei with respect to the atom containing the unpaired electron) 
of redox active cofactors within a metalloenzyme relies on the observation of hy-
perfine coupling between nuclei and the electron spin, which is often unresolved in 
randomly orientated CW EPR spectra. Traditionally, interpretation of EPR spectra 
has relied on computer simulation to determine the EPR parameters that have ei-
ther then been compared to parameters from well-characterized molecules to de-
termine molecular structure or quantum chemistry calculations have been em-
ployed to reproduce the EPR parameters (Fig. 5). The advent of multidimensional 
pulsed EPR and electron nuclear double (triple) resonance (END(T)OR) spectros-
copy in conjunction with orientation-selective experiments and computer simula-
tion overcomes this problem and allows three-dimensional structures (electronic 
and geometric) of paramagnetic centers to be determined. While electron spin echo 
envelope modulation (ESEEM) experiments are particularly sensitive for ex-
tremely weak couplings from 4-6 Å away from the paramagnetic center, the 
ENDOR experiment is far more sensitive to strongly coupled nuclei 2–4 Å away 
from the paramagnetic center. Two-dimensional correlation experiments 
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Figure 4. Output from Xsophe: (a) CW EPR Spectrum; (b) energy level diagram; (c) transi-
tion Roadmap; (d) single-crystal EPR spectrum; and (e) transition surface with a transition 
probability colour map 
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can be applied to ESEEM or ENDOR pulse sequences, yielding detailed structural 
information on the number and type of nuclei present and their distance and rela-
tive orientation from the paramagnetic center. For example, the complete structural 
characterization of the spin density distribution and consequently the structure of 
the photosynthetic reaction center (PS I) has been ascertained through careful two-
dimensional ESEEM and END(T)OR spectroscopy by Lubitz et al. [32]. Pulse 
sequences based on pulsed ENTOR have been developed for directly determining 
crystallographic information (internuclear separations between nuclei and the 
paramagnetic center and their relative orientation with respect to the paramagnetic 
center) directly through the dipole–dipole interaction [33]. Elucidation of three-
dimensional crystallographic information (distance and orientation) of multiple 
paramagnetic centers within a metalloenzyme relies on the observation of anisot-
ropic exchange (dipole–dipole) coupling between the multiple electron spins. 
Whilst CW EPR can be used to measure the distance and orientation of redox ac-
tive centers up to about 8 Å apart and power saturation studies can be used to infer 
slightly larger distances, pulsed ELDOR allows distances up to 80 Å to be meas-
ured directly from a Pake doublet [34]. 

Figure 5. Traditional Approach to determining molecular structure of molecules from EPR 
spectra.

Herein we describe an integrated approach, Molecular Sophe, for the com-
puter simulation of continuous-wave and pulsed EPR and electron nuclear double 
resonance (ENDOR) spectra, energy level diagrams, transition roadmaps, and tran-
sition surfaces. This approach, based on molecular structure (Fig. 6), will revolu-
tionize the three-dimensional molecular (geometric and electronic) characterization 
of paramagnetic materials using high-resolution EPR spectroscopy and quantum 
chemistry calculations. Until now the analysis of complex CW and pulsed EPR 
spectra has been based on a spin system rather than molecular structure, and the 
analysis of pulsed EPR spectra has mainly relied upon analytical expressions in-
volving perturbation theory. 

2.  MOLECULAR SOPHE COMPUTATIONAL SOFTWARE SUITE 

The Molecular Sophe software suite consists of a graphical user interface, the 
computational program Sophe, and a variety of software tools (XeprView®,
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Figure 6. New approach to determining molecular structure of molecules from EPR spectra. 

Gnuplot, ivview, and Ghostview) for visualizing and comparing simulations and 
experimental EPR spectra. This provides scientists with powerful research tools for 
determining the geometric and electronic structure of magnetically isolated and 
coupled paramagnetic centers within metalloproteins and other paramagnetic 
molecules. Molecular Sophe is Project oriented. Each project can contain a number 
of simulations, each of which contains a sample with one or more molecules con-
sisting of atoms and bonds (interactions). The scientist can then choose a range of 
experiments to be applied to that sample to elucidate the geometric and electronic 
structure of the molecule(s). Upon starting Molecular Sophe (mosophe), a splash 
screen, similar to that shown in Figure 7, is displayed showing the progress of 
loading the software and finally allows the user to choose a project from the Pro-
ject list to load into Molecular Sophe. This list of projects is stored in the user's 
home directory (/home/user/.mosophe/projects). 

Pressing the Load button displays the graphical user interface for Molecular 
Sophe (Fig. 8). Molecular Sophe's graphical user interface incorporates a Menu, 
Tool bar, Explorer Tree, Forms, Control bar, and Message bar (Fig. 8). The main 
menu provides access to all functions whilst the toolbar contains some of the com-
monly used functions in creating a sample, adding experiments, and running exter-
nal programs (XeprView®, printing, and a units calculator). The choice of external 
programs and CORBA settings should be set through the Preferences window ac-
cessed from the menu (Edit, Edit Preferences) and saved to disk so that in future 
runs of Molecular Sophe the settings are loaded automatically upon startup. All of 
the Buttons, Fields, and Tree Nodes have context-sensitive help that can be ac-
cessed by moving the mouse over the desired widget. 



116 GRAEME R. HANSON ET AL.

Figure 7. Splash Screen for Molecular Sophe allowing the user to choose a project from the 
user's list of Projects.

Figure 8. Molecular Sophe Graphical User Interface showing the Explorer Tree and the Pro-
ject Form. 
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Figure 9. Molecular Sophe Graphical User Interface showing the Explorer Tree and the 
Simulation Form. Currently, the computational code does not contain optimisation algo-
rithms. 

2.1.  Project Form 

The Project Form (Fig. 8) displays the status of the multiple simulations 
through timing bars for each simulation. The timing bars are color coded: grey — 
simulation has not been started; green — simulation running; and red — simulation 
finished. A right mouse click on the Project Node displays a menu enabling the 
user to add and load a simulation, create a new project, load a project, save and 
delete a project. 

2.2.  Simulation Form 

The Simulation Form (Fig. 9) displayed by a left mouse click on the Simula-
tion Node (entitled “Mo Simulation” or “C Radical” in Fig. 9) in the Explorer Tree 
allows the choice of Host on which to execute the computational program Sophe 
(currently only localhost), the process priority, whether to run it interactively or in 
a batch queue (currently only interactively), and the host running the XeprView®
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Figure 10. Molecular Sophe Graphical User Interface showing the Explorer Tree and the 
Sample Form. 

program in which to display the resultant spectra. The name of the simulation can 
also be modified through the Simulation Form. A right mouse click on the Simula-
tion Node displays a menu enabling the user to save, delete, copy, print, and run a 
simulation. 

2.3.  Sample Form 

The Sample Node (entitled “Sample” or “Molybdenum Enzyme” in Fig. 8) is 
the next level of the Explorer Tree and a left click displays the Form shown in Fig-
ure 10. The sample can consist of multiple molecules (added through the Molecule 
menu (top toolbar or right mouse click) in different proportions, which itself will 
be able to be optimized. This is important for many paramagnetic samples. For 
example, metalloproteins often have more than a single prosthetic group that is 
paramagnetic and consequently gives rise to multicomponent EPR spectra. Inclu-
sion or exclusion of a particular molecule/molecular fragment can be toggled with 
the radio button adjacent to the Molecule name in the Molecule Form. 

The state of the sample (Crystal, Powder, Frozen Solution, Liquid, Gas, or 
Glass) may also be chosen, which will govern various aspects of the computational 
program, Sophe. If the Crystal state is chosen, the user can then select the Point 
Group for the host crystal. 
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Figure 11. Molecular Sophe Graphical User Interface showing the Molecule Form. 

2.4.  Molecule Form 

The name of the molecule (Cytochrome C, in Fig. 11) can be changed in the 
Molecule Form and a comment added if desired. The units for the atom's positional 
coordinates within the molecule and the lineshape function for all of the experi-
ments (simulations) can be defined in the Molecule Form (Fig. 11). 

2.5.  Adding Atoms 

Once a molecule (Fig. 11) has been added at the sample Node, the user can 
add atoms and subsequently bonds (see §2.14) through the Molecule menu or by a 
right mouse click on the Molecule Node. In this context, the term “bond” is loosely 
defined to include not only bonds but also interactions between electron spins and 
either nuclear spins (superhyperfine interaction) or other electron spins (exchange 
interaction). Adding an atom displays a Periodic Table (Fig. 12) from which the 
user can select an atom by clicking (left mouse button) on the appropriate element. 
The atom is then added to the Molecule in the Explorer. 
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Figure 12. Molecular Sophe Graphical User Interface showing the Periodic Table. 

Figure 13. Molecular Sophe Graphical User Interface showing the Explorer Tree and the Or-
thorhombic Electron Zeeman Interaction Form. 
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Figure 14. Euler Angle Rotations. (a)  about Z, (b)  about gx (red, unlabeled), (c)  about 
gz (blue, unlabeled). 

2.6.  Atom Form 
A left mouse click on the atom (Explorer Tree) displays the atom forms: Elec-

tron Zeeman (Fig. 13), Hyperfine (Fig. 15), Fine Structure (Figs. 16 and 17), Quad-
rupole (Fig. 18), Linewidth (Fig. 19), Isotopes (Fig. 20), and Position (Fig. 21). 
Each Tab also has a three-state button (color-coded tick) associated with it that 
may be changed by a middle mouse click. The three states are: Red Tick — Active 
and Valid; Blue Tick — Inactive and Valid; and No Tick — Inactive and Invalid.
A right mouse click on the value, minimum, maximum fields enables the user to 
set the range of the parameter to be varied using the toggle up and down arrows to 
the right of the parameter field. Currently the Sophe computational code does not 
have any optimization algorithms present as a new method is being developed for 
the global optimization of all spin Hamiltonian parameters from multiple experi-
ments. 

2.7.  Electron Zeeman Interaction ( B.g.S) (Fig. 2) 
The value of the electron spin can be selected and, if greater than zero, the 

atom in the Explorer Tree is colored orange (Fig. 13), and the Electron Zeeman 
Tab now has a Red Tick. The symmetry of the Electron Zeeman Interaction can be 
chosen by selecting the appropriate Representation (Orthorhombic, Axial and Iso-
tropic). The Orthorhombic Representation is shown in Figure 13. Note the g matrix 
is dimensionless and therefore has no units. 

For site symmetries lower than orthorhombic, one or more of the three Euler 
angles , , and  will be greater than zero. Rotation of the principal g components 
(gx, gy and gz) away from the internal (crystal) axes is shown in Figure 14. (  = 
= 0) greater than zero rotates (about the Z axis) gx, gy away from the X and Y axes 
(Fig. 14a), corresponding to C2h monoclinic sites. A rotation of (  =  = 0) rotates 
(about X) the gy and gz axes away from the Y and Z axes corresponds to Cs symmet-
ric sites. In randomly oriented samples containing a single unpaired electron the g
matrix is typically assumed to be coincident with the internal coordinate system 
and the hyperfine matrix is rotated from away from the g matrix. 
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Figure 15. Molecular Sophe Graphical User Interface showing the Explorer Tree and the 
Axial Hyperfine Interaction Form. 

The symmetry can be further lowered to triclinic symmetry (C1) by making ,
, and  greater than zero. The angle  rotates gx and gy about Z (Fig. 14a),  ro-

tates gy and gz about gx (Fig. 14b), and  rotates gx and gy about the new gz (Fig. 
14c). There are two Euler angles available for an axially symmetric site and none 
for an isotropic site. 

2.8.  Hyperfine Interaction (S.A.I) (Fig. 2) 
The Hyperfine Tab (Fig. 15) is only valid if the atom containing one or more 

unpaired electrons (the electron spin is greater than zero) has isotopes with a non-
zero nuclear spin. The interaction can be turned off/on with a middle mouse click 
on the “red/blue” tick on the hyperfine tab. Identical representations (isotropic, 
axial, and orthorhombic) to those for the electron Zeeman interaction are available 
for the hyperfine interaction. The hyperfine coupling constants correspond to the 
isotope of the particular atom that has the largest isotopic abundance. For randomly 
orientated solutions, molecules containing a single unpaired electron with mono-
clinic or triclinic symmetries, the Euler angles, , , and  will be nonzero.  cor-
responds to a rotation about the z (gz) axis,  a rotation about the new Ax axis, and 
a rotation about the new Az axis. 
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Figure 16. Molecular Sophe Graphical User Interface showing the Explorer Tree and an Ax-
ial Second-Order Fine Structure Interaction Form. 

All interactions apart from the electron Zeeman interaction have their own 
units. For the hyperfine interaction these are: MHz and 10–4 cm–1 and can be se-
lected from the Units drop-down list. Since the hyperfine couplings (A/g ) meas-
ured directly from the field-swept CW EPR spectrum are dependent upon the g-
value, it is far easier to determine A-values if the simulation employs frequency 
units as the g- and A-values are then independent. Consequently, we have provided 
a units calculator, accessible from the main Tool bar, to convert Gauss and mT into 
units of frequency. 

2.9.  Fine Structure Interaction (S.D.S) (Fig. 2) 

The fine structure interaction (Fig. 16) is only valid when the electron spin is 
greater than ½ and only has Axial and Orthorhombic representations, as it is a 
traceless tensor. D is the axial zero field splitting and E/D, the rhombicity parame-
ter, can vary between 0 (axial symmetry) and 1/3 (rhombic symmetry). 

In addition to axial and orthorhombic representations, the Fine Structure 
also has b4 (fourth-order corrections) and b6 (sixth-order corrections) [12]. If 
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the B4 representation is chosen (Fig. 17), then the terms b2
0 and b2

2 are related to D
and E, respectively. The units for the Fine Structure Interaction include MHz, GHz, 
10–4cm–1, and cm–1. Note that the higher-order corrections in XSophe (B4, B6) and 
Molecular Sophe (b4, b6) are defined differently. 

Figure 17. Molecular Sophe Graphical User Interface showing the Explorer Tree and the 
Fourth-Order Fine Structure Interaction Form. 

2.10.  Quadrupole Interaction (I.P.I) (Fig. 2) 

The quadrupole interaction (Fig. 18), a traceless tensor, is only valid when an 
isotope of an atom contains a nuclear spin greater than ½. This interaction only has 
Axial and Orthorhombic representations. The quadrupole interaction is included in 
the calculation if it is active and valid (red tick on the interaction tab) and may be 
toggled off/on through a middle mouse click on the tick. When it is valid and inac-
tive (blue tick), the parameters are written to the simulation file, but are not used in 
the calculation. If there is no tick on the tab, then the interaction is invalid, as there 
are no isotopes that have a nuclear spin greater than ½. 



MOLECULAR SOPHE 125

Figure 18. Molecular Sophe Graphical User Interface showing the Explorer Tree and the Or-
thorhombic Representation of the Quadrupole Interaction Form. 

The principal components of the quadrupole tensor (P or Q) are given by 

xP P

yP P  (4) 
2 .zP P

From Schweiger and Jeschke [8]: 
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2

2

MoSophe / 4 2 1 / 2 ,

MoSophe / 4 2 1 / 2 ,

P a e q Q I I h

a e qQ I I h
 (6) 

and the units for the quadrupole interaction include MHz and 10–4cm–1.

Figure 19. Molecular Sophe Graphical User Interface showing the Explorer Tree and the Or-
thorhombic Linewidth Parameter Form. Nuclear T2 and Euler angles are accessible by scroll-
ing the window. 

2.11.  Linewidth Parameters 

Molecular Sophe currently contains only a single linewidth model for the 
simulation of continuous-wave EPR spectra, angular variation of g values, as de-
scribed below: 

2 2 2 2 2 2 2 2 2 2 2/ .x x x y y y z z zg l g l g l g  (7) 
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Figure 20. Molecular Sophe Graphical User Interface showing the Explorer Tree and the 
Isotope Form. 

Representations in the Linewidth Parameter Form (Fig. 19) include orthorhombic, 
axial, and isotropic symmetries. Units include MHz, 10–4 cm–1, and nanoseconds 
(nsec), the latter being more appropriate for pulsed EPR spectra. For pulsed EPR 
spectra we also include the nuclear spin–spin relaxation time T2N. Addition of a 
more a generalized linewidth model involving a distribution of spin Hamiltonian 
parameters and positional coordinates (bond lengths and orientations) is forthcom-
ing. The approach will be similar to that employed for the D- and E-strain 
linewidth model in the XSophe-Sophe-XeprView® computer simulation software 
suite.

2.12.  Atom Isotopes 

The Isotope Form (Fig. 20) contains a list of the atoms isotopes and their natu-
ral abundance, nuclear spin, if known, and the quadrupole moment if the nuclear 
spin is greater than ½. Nuclei can be chosen by selecting the check box adjacent to 
the isotope. The abundance of an isotope can be modified if the user requires the 
simulation of spectra in which the EPR active molecule contains an enriched iso-
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tope. The user should ensure that the total abundance for all isotopes corresponds 
to 100%. Naturally abundant isotopes can be selected by pressing the button in the 
right-hand bottom corner of the Form. A fictitious spin (I = 0) has been added to all 
atoms enabling a quick way of selecting an atom with (I = 0) and reducing overall 
computational times. Note that the abundance of this isotope will have to be modi-
fied in the Isotope Form. 

Figure 21. Molecular Sophe Graphical User Interface showing the Explorer Tree and the 
Position Coordinate Form. 

2.13.  Position Form 

The atom's coordinates can be entered through the Position Form (Fig. 21). 
Since it makes no sense to have mixed units for the atom's coordinates, the units 
for the atoms coordinates are defined in the Molecule Form (Fig. 11). The atom's 
coordinates can be optionally used to determine the anisotropic components of 
either the superhyperfine or exchange interaction matrices. 
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Figure 22. Molecular Sophe Graphical User Interface showing the Add Bond window. Note 
the atom containing unpaired electrons occurs in the left hand combo box. In this example 
Fe1 is the atom containing unpaired electrons.

2.14.  Adding Bonds 

Superhyperfine and Exchange interactions occur between an atom containing 
one or more unpaired electrons and the nucleus of an atom with a nonzero nuclear 
spin or another atom containing unpaired electrons, respectively. In the graphical 
user interface these interactions are created through the Add Bond window (Fig. 
22), accessed either by a right mouse click on the Molecule Node, clicking the 
Bond Icon (Top menu), or through the Molecule Menu. The Add Bond window 
allows the user to define the interaction (bond) between the atom containing the 
unpaired electron(s) and the atom containing the nucleus. It is important that the 
atom containing the unpaired electrons is identified through the left-hand combo 
box (Fig. 22). Inclusion of the dipole–dipole interaction can be chosen by selecting 
the check box. Having chosen the dipole–dipole interaction, the user should ensure 
that the atomic coordinates are entered for each atom defined in the bond, in this 
case for Mo1 and H1. 

2.15.  SuperHyperfine Interactions (S.A.I) (Fig. 2) 

Once the bond is created in the Explorer Tree, a left mouse click on the bond 
opens the Superhyperfine Interaction Form (Fig. 23). The representations and units 
for the superhyperfine interaction are identical to those for the hyperfine interaction 
(§2.8). 

The only difference is that the dipole–dipole interaction can be switched off or 
on from the Form by selecting the check box. If the check box is selected, then the 
internuclear distance and orientation are calculated from the positional coordinates 
of both atoms and the anisotropic interaction is calculated subsequently and added 
to the parameters. The superhyperfine interaction can be toggled off/on by clicking 
(middle mouse button) on the red/blue tick radio button on the superhyperfine tab. 
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Figure 23. Molecular Sophe Graphical User Interface showing an axial Superhyperfine 
Interaction.

2.16.  Exchange Interaction (S.J.S) (Fig. 2) 

The exchange interaction involves the interaction of two or more paramagnetic 
centers, for example, [Fe2S2]2+/1+, [Fe3S4]1+/0, and [Fe4S4]3+/2+/1+ (Fig. 1). The total 
spin Hamiltonian for an exchange-coupled system is given by the sum of the indi-
vidual spin Hamiltonians and the interaction Hamiltonian (Eqs. (1) and (2), respec-
tively). The isotropic exchange interaction involves the overlap of molecular orbi-
tals, whilst the anisotropic exchange interaction (dipole–dipole coupling) is a 
through-space interaction. In the graphical user interface, the user first adds a 
“bond” between two atoms containing one or more unpaired electrons (i.e., S1, S2
½). Of course, in metalloproteins this may be an interaction and not a real bond. 
Once the bond has been created, a left mouse click on the bond will open up the 
bond Form (superhyperfine and exchange interaction tabs). Clicking on the Ex-
change Interaction Tab opens the exchange Form (Fig. 24a–c). Currently there are 
four representations (Isotropic, Anisotropic (Axial and Orthorhombic Symmetry), 
and Antisymmetric). Given the spin Hamiltonian in Eq. (2), a positive value of Jiso
corresponds to antiferromagnetic coupling between the two atoms and for inor-
ganic chemists, who are used to working with the Hamiltonian (H = –2Jiso

* S1·S2,
The asterisk is used here to distinguish the two values), Jiso

* = –Jiso/2.
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Figure 24. Molecular Sophe Graphical User Interface showing (a) the Isotropic Exchange 
Interaction, (b) the Axial Anisotropic Exchange Interaction, and (c) the Antisymmetric Ex-
change Interaction. 
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The anisotropic exchange parameters can either be added through the Anisot-
ropic Representation (Axial; Fig. 24 or orthorhombic) or calculated from the posi-
tional coordinates of the two atoms through the dipole–dipole interaction, by tog-
gling the Dipole-Dipole check box (red enabled). 

The antisymmetric exchange term (Eq. (2), Gab Sa Sb) can be included by se-
lecting the Antisymmetric exchange representation (Fig. 24c), which includes Jiso
and the principal components of the G matrix and three Euler angles. Dipole–
dipole terms can be also included by selecting the Dipole–Dipole radio button (red 
is active). This interaction has been found to be important for trinuclear copper(II) 
systems, where the orbitals containing the unpaired electrons partially overlap. 

Figure 25. Molecular Sophe Graphical User Interface showing the various options in adding 
experiments. 

2.17.  Adding Experiments 

Once the sample has been created, the user can now perform a range of ex-
periments. The choice of experiment is accessed through the Experiment Menu or 
by a right mouse click on the Experiment Node and selecting an Experiment Type 
(Fig. 25). As can be seen in Figure 25, the range of experiments include: CW-EPR, 
Pulsed EPR (FID, 2-Pulse ESEEM, 3-Pulse ESEEM, SECSY, HYSCORE, 2-Pulse 
Echo, MIMS, and Davies ENDOR) and Reports (Energy Level Diagrams, Transi-
tion Roadmaps, and Transition Surfaces). Multidimensional experiments can also 
be performed by adding additional abscissas (Temperature, Microwave Frequency, 
Goniometer Angle, and Magnetic Field). Currently we have no means to visualize 
four-dimensional datasets, thus orientation-selective HYSCORE measurements 
cannot be visualized as a single dataset. This can be overcome in the short term by 
duplicating the HYSCORE Experiment (right mouse click on the HYSCORE Ex-
periment and select Copy Experiment) and adjusting the static magnetic field in the 
copied Experiment. The output spectrum name should also be changed. This proc-
ess can be repeated as often as necessary. 
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Figure 26. Molecular Sophe Graphical User Interface showing the Experiment Form. 

2.18.  Experiment Form 

The Experiment Form (Fig. 26) contains the list of experiments available for 
selection. Individual experiments can be included/excluded by select-
ing/deselecting the check box adjacent to the experiment option. Each experiment 
also has a weighting that will be used when optimizing spin Hamiltonian parame-
ters from multiple experiments. 

The following sections describe four experiments: CW EPR, HYSCORE, 
MIMS ENDOR, and Energy Level Calculations. 

2.19.  CW EPR Experiments 

Once a CW EPR Experiment has been added to the Explorer Tree, the CW 
EPR Experiment forms can be viewed by a left mouse click on the CW EPR Ex-
periment Node in the Explorer Tree. The Continuous Wave EPR Experiment Form 
has Continuous Wave, Sophe, Spectra, and Configuration Tabs. The Sophe, Spec-
tra, and Configuration Tabs are common to all experiments and will be dealt with 
separately.
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Figure 27. Molecular Sophe Graphical User Interface showing the Continuous Wave Ex-
periment Form and specifically the Continuous Wave tab. 

The Continuous Wave EPR Form (Fig. 27) allows the user to enter values 
concerning the field-sweep (center field, sweep width, and the number of data-
points), microwave frequency, detection mode, and temperature. The units for the 
field-sweep parameters include Gauss, mTesla, and Tesla, and those for the mi-
crowave frequency are MHz, GHz, and THz. The harmonic corresponds to the nth
derivative spectrum, where n = 0, 1, and 2, the first derivative being the normal 
mode acquired on an EPR spectrometer using phase-sensitive detection. Whilst 
experimentally the phase of the EPR spectrum can vary anywhere between 0 and 
180º, only the limits are really useful at present. Setting the phase to 180º inverts 
the spectrum. Boltzmann populations for each energy level are automatically in-
cluded and consequently the temperature will affect the intensity of the EPR transi-
tion between two different energy levels. For exchange-coupled systems the mag-
nitude and sign of Jiso may be obtained from a variable-temperature spec-
trum/simulation. Similarly, if the zero field splitting is larger than the microwave 
quantum, then a variable temperature spectrum/simulation can provide the sign and 
magnitude of the axial zero field splitting (D). If D is less than the microwave 
quantum, then this information can be easily determined from a simulation of the 
experimental spectrum. 
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Figure 28. Molecular Sophe Graphical User Interface showing the Frequency Form of a 
Multidimensional Experiment. 

If the user selected a multidimensional CW EPR spectrum, for example, a 
multifrequency variable-temperature experiment (Fig. 28), then additional tabs are 
added to the CW EPR Experiment Form, namely, Temperature and Frequency. 
These tabs allow the user to define the start and increment values for the particular 
parameter and the number of datapoints in the additional dimension. The parame-
ters in this Tab, for example the temperature tab, override the temperature setting 
in the Continuous Wave tab. This also applies to the microwave frequency and 
Goniometer Angle. 

2.20.  Sophe Computational Parameters 

The Sophe tab (Fig. 29) allows the user to input various parameters required 
for the computational calculation, definition of the SOPHE Grid (§3.1), and deter-
mination of the transition probability (selection rules to be used). In the Calculation 
Panel, matrix diagonalization is currently the only method available for performing 
continuous wave and pulsed EPR simulations. The field segmentation algorithm 
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Figure 29. Molecular Sophe Graphical User Interface showing the (a) upper and (b) lower 
parts of the Sophe Tab within the CW EPR Experiment Form. 

employed in the computational program (Sophe) requires the user to define the 
number of field segments where matrix diagonalization will be employed. Whilst 
the number of field segments can usually be set to one or two, sometimes sharp 
features (vertical lines) may be apparent in the spectrum, and these arise from the 
presence of multiple transitions within a segment. If this occurs then the number of 
segments should be increased. 
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Floquet Theory is often used to describe the evolution of a periodic time-
dependent semiclassical spin Hamiltonian in magnetic resonance. The numbers of 
Floquet Segments and Floquet Harmonics are only used in the simulation of Pulsed 
EPR experiments. The number of Floquet Segments refers to the number of seg-
ments microwave pulses are divided into, so that within each segment the time-
dependent spin Hamiltonian is “assumed” to be time independent. These segments 
are used to calculate the average Hamiltonian for the pulse. When the number of 
Floquet Segments is set to zero, the representation is reduced to the rotating frame, 
which is only appropriate for species in which there is no significant electron spin 
state mixing, for example, species containing only a single unpaired electron. For 
high-spin and exchange-coupled molecules, the number of Floquet Segments 
should be greater than zero. 

The SOPHE grid (§3.1) is defined by the number of orientations between the 
“z” and “x” global coordinate system. The number of gamma steps, used in the 
simulation of pulsed EPR experiments, is used to calculate the transition probabili-
ties of the echo intensities. 

The Selection Rules are used to define the transition threshold for inclusion of 
transitions in the simulation. Setting the selection rules to “ALL” sets the transition 
threshold to zero, “None” sets it to one and “Some” is somewhere in between, 
which the user can define to only observe forbidden or allowed transitions. In prin-
ciple, the Selection Rules should always be set to “ALL.” 

2.21.  Spectra Input/Output 

Molecular Sophe employs a data directory to store all of the information asso-
ciated with a particular simulation, including the input file for the computational 
program, Sophe, and all of the input and output spectra. This simplifies the organi-
zation of simulations. The Spectra Form (Fig. 30) allows the import of an experi-
mental spectrum into the Molecular Sophe data directory and the export of simu-
lated spectra from this directory. A title for the experiment can also be added that is 
added to the resultant simulation spectrum. The user can also choose the file type 
(Be3st and ESP Bruker formats) of the spectrum to import into the data directory 
and the output file format (Be3st and ESP Bruker formats, Gnuplot, Image Plot, 
Postscript, and OpenInventor). 

Apart from the OpenInventor file format specifically used for the visualization 
of transition surfaces, ALL of the other file formats are generated when you run a 
simulation. You can change the output file type and select View spectrum to see 
the results in a different format. Both the Bruker Be3st and ESP format files are 
displayed within Bruker's XeprView®, and the gnuplot file is displayed in a gnuplot 
X11 terminal window. The Image (portable network graphics “xxx.png” format) 
and postscript files are displayed in an appropriate viewer defined in the Prefer-
ences window. Typically the default viewers are the web browser mozilla/firefox 
and ghostview, respectively, and representative examples showing all displays can 
be seen in Figure 31. 



138 GRAEME R. HANSON ET AL.

Figure 30. Molecular Sophe Graphical User Interface showing the Spectra Tab within the 
CW EPR Experiment Form. 

2.22.  Resonator Configuration 

The resonator Configuration Form (Fig. 32) allows the user to choose: the 
Bruker spectrometer resonator type; the orientation of the microwave magnetic 
field with respect to the external applied magnetic field (B0); the microwave mag-
netic field strength (B1) at 0 dB; the radio frequency (RF) magnetic field strength 
(B2) at 0 dB. Apart from the dual mode resonator (ER4116DM) that may have B1
either parallel or perpendicular to B0, all of the other resonators have B1 perpen-
dicular to B0.

2.23. Pulsed EPR Experiment: Hyperfine Sublevel 
Correlated Spectroscopy (HYSCORE)

The HYSCORE Experiment Form (Fig. 33) is accessible after having loaded a 
HYSCORE Experiment (§2.17) and selected the HYSCORE Experiment Node 
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Figure 31. Spectral Outputs from Molecular Sophe: (a) Bruker's XeprView® (or Xepr if 
available), (b) Gnuplot, (c) Image plot (portable network graphics 'xxx.png'), (d) GhostView 
(postscript viewer), and (e) Open Inventor Viewer (ivview) (see next page). 
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from the Explorer Tree. The pulse sequence is displayed in the HYSCORE Ex-
periment Form (Fig. 33). The HYSCORE Experiment (Fig. 33) contains the fol-
lowing tabs: HYSCORE, Sophe (§2.20), Spectra (§2.21), and Resonator Configu-
ration (§2.22). 

Within the HYSCORE tab the user can define the Pulse Length of the /2 and 
 pulses, (p0 and p2, respectively), Delay times (d0, d1, and d2), Abscissa Times, 

Phase cycle, static Magnetic Field, the Microwave Frequency, Attenuation, and the 
Temperature of the experiment. Creation of the /2 and pulses is dependent upon 
the pulse length (p0 and p2), the microwave attenuation, and the microwave mag-
netic field strength (B1) at 0 dB. The latter is defined in the Resonator Configura-
tion Tab. The attenuation required to obtain a /2 flip angle with the /2 pulse 
length (p0) and B1 can be obtained by selecting the Experiment Setup Toggle But-
ton and running the experiment. The number of bands can be set to one for this 
setup experiment. This will produce a plot of attenuation versus echo intensity (Fig. 
34). The Position Qualifier within XeprView® or gnuplot can be used to determine 
the power associated with the maximum echo intensity. 

Currently the HYSCORE is monitored at a single point (detection gate delay 
d0), rather than integrating over a detection gate. “dx” and “dy” define the time 
increments in the two dimensions and “sx” and “sy” correspond to the number of 
data (time) points calculated. Whilst the pulse sequence assumes “dx” and “dy” are 
identical, as is often the case experimentally, this condition is not strictly required 
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Figure 32. Molecular Sophe Graphical User Interface showing the Resonator Configuration 
Tab within the CW EPR Experiment Form. 

Figure 33. Molecular Sophe Graphical User Interface showing the HYSCORE Tab within 
the HYSCORE Experiment Form. 
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Figure 34. Gnuplot output showing the result from a Setup Experiment. Attenuation for /2 
pulse = 2.43 dB. 

in the Sophe software. The units for both “dx” and “dy” are selected from the Units 
Menu for “dx.” The HYSCORE tab is a scrollable window, and as such all of the 
parameters may not be visible upon selecting the tab. This is also the case for the 
MIMS ENDOR experiment (Fig. 36), where the static magnetic field and tempera-
ture are hidden but can be entered by scrolling the window. The remaining parame-
ters (magnetic field and temperature) and the parameters in the other tabs have 
been defined previously in the CW EPR Experiment Form (§§2.20–2.22). The 
HYSCORE simulation can be output in either frequency or time domain by select-
ing (red) or deselecting (blue) the check box labeled “Frequency Domain OR Time 
Domain.” 

2.24.  Pulsed EPR Experiment – Orientation Selective HYSCORE 

Orientation-selective experiments involve performing a pulsed EPR experi-
ment, such as HYSCORE, as a function of orientation (magnetic field). The orien-
tation-selective HYSCORE Experiment will provide a four-dimensional dataset 
from which the complete hyperfine matrix for the remote nucleus can be deter-
mined. Subsequently the internuclear distance and orientation of the nucleus from 
the electron spin can be determined from the anisotropic components of the hyper-
fine matrix. Computer simulation of an orientation-selective HYSCORE Experi-
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ment, or indeed any other pulsed experiment, involves adding a pulsed experiment 
and choosing Magnetic Field as the second abscissa. Unfortunately, XeprView®

cannot currently visualize one or more four-dimensional datasets. The Orientation 
Selective HYSCORE Experiment Form is shown in Figure 35, and the only differ-
ence from that of the HYSCORE Experiment Form is the addition of a Magnetic 
Field Tab, which allows the initial field, increment field, and the number of data-
points to be added (Fig. 35). An alternative approach is to duplicate (copy) the 
HYSCORE experiment and change the static field position. 

Figure 35. Molecular Sophe Graphical User Interface showing the Orientation Selective 
HYSCORE Experiment. 

2.25.  Pulsed EPR – MIMS ENDOR 

The MIMS Electron Nuclear Double Resonance (ENDOR) Experiment Form 
(Fig. 36) is accessible after having loaded a MIMS ENDOR Experiment (§2.17) 
and selected the MIMS ENDOR Experiment Node from the Explorer Tree. The 
MIMS ENDOR Experiment is acquired by recording the amplitude versus the fre-
quency of the radiofrequency (RF), pulse as shown in the pulse sequence within 
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Figure 36. Molecular Sophe Graphical User Interface showing (a) the MIMS ENDOR Tab within 
the MIMS ENDOR Experiment Form, (b) the lower section of the MIMS ENDOR Tab. 

the MIMS ENDOR Experiment Form (Fig. 36). The MIMS ENDOR Experiment 
(Fig. 36) contains the following tabs: MIMS ENDOR, Sophe (§2.20), Spectra 
(§2.21), and Resonator Configuration (§2.22). Within the MIMS ENDOR tab the 
user can define the microwave Pulse Length of the /2 pulse (p0), the length of the 
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radio frequency  pulse (rf), Delays, the range of radio frequencies (Abscissa 1 
Radio Frequency), Phase Cycle, the static Magnetic Field, the Microwave Fre-
quency, Attenuation, Radio Frequency Attenuation, and the Temperature of the 
experiment. Creation of the microwave /2 pulse is dependent upon the pulse 
length (p0), the microwave attenuation and the microwave magnetic field strength 
(B1) at 0 dB. Creation of the radio frequency  pulse is dependent upon the pulse 
length (rf), the radio frequency attenuation, and the radio frequency magnetic field 
strength (B2) at 0 dB. B1 and B2 are defined in the Resonator Configuration Tab. 

The microwave attenuation required to obtain a /2 flip angle with a /2 pulse 
length (p0) and B1 can be obtained by selecting the Experiment Setup Toggle But-
ton and running the experiment. This will produce a plot of microwave attenuation 
versus echo intensity (Fig. 34). The Position qualifier within XeprView® or gnuplot 
can be used to determine the power associated with the maximum echo intensity. 
Currently the MIMS ENDOR is monitored at a single point (detection gate delay 
d0) rather than integrating over a detection gate. 

The MIMS ENDOR tab is a scrollable window, and as such all of the parame-
ters may not be visible upon selecting the tab. This is the case in Figure 36, where 
the magnetic field strength, microwave frequency and attenuation, radio frequency 
attenuation, and temperature are hidden but can be entered by scrolling the window 
(Fig. 36). The remaining parameters (magnetic field and temperature) and the pa-
rameters in the other tabs have been defined previously in the CW EPR Experiment 
Form (§§2.20–2.22). 

2.26.  Units Conversion Calculator 

The Units calculator based on kcalc has several additional buttons enabling the 
calculation of (i) g-values from a given frequency and magnetic field, (ii) a mag-
netic field from a given g value and microwave frequency, (iii) the microwave 
pulse angle given the g value, microwave pulse attenuation and pulse length, (iv) 
RF pulse angle given the nuclear g value, RF pulse attenuation and RF pulse length, 
(v) the microwave /2 pulse length given the g value and attenuation, and (vi) the 
RF  pulse length given the nuclear g value and the RF attenuation. The default 
kcalc configuration file (/usr/mosophe/kcalcrc/admin) is shown below: 

#
# Values enclosed in square brackets are stored as constants 
# Other values need to be entered 
#
# Constant 0 
# Calculate : g = [h/beta] * microwave frequency (GHz) / Magnetic field 

(Gauss) 
# Calculate : B (Gauss) = [h/beta] * microwave frequency (GHz) / g 
#
# Constant 1 
# Conversion of Gauss to 10-4 cm-1: A (10-4cm-1) = [beta/h] *g * delta B 
#
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# Constant 2 
# Calculate Microwave Pulse Angle 
# Calculate : Angle (Radians) = [beta/[2 * hbar]] * g * Attenuation (B1, 

Gauss) * pulse length (ns) 
#
# Constant 3 
# Calculate RF Pulse Angle 
# Calculate : Angle (Radians) = [beta_n/[2 * hbar]] * g_n * Attenuation (B2, 

Gauss) * pulse length (ns) 
#
# Constant 4 
# Calculate Microwave Pulse Length 
# Calculate : MW Pulse length (ns) = [1.5707963 * 2 * hbar / beta] / g *

Attenuation (Gauss) 
#
# Constant 5 
# Calculate RF Pulse Length 
# Calculate : RF Pulse length (ns) = [ 3.1415927 * 2 * hbar / beta_n] / g_n * 

Attenuation (B2, Gauss) 

Figure 37. Molecular Sophe Graphical User Interface showing the Energy Level Experiment 
Form and specifically the Energy Level Tab. 
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2.27.  Reports: Energy Level Diagrams 

Once an Energy Level Experiment has been added to the Explorer Tree, the 
Energy Level Experiment forms can be viewed by a left mouse click on the Energy 
Level Experiment Node in the Explorer Tree. The Energy Level Experiment Form 
has Energy Level, Sophe (§2.20), Spectra (§2.21), and Resonator Configuration 
(§2.22). Within the Energy Level Tab (Fig. 37), the user can enter values concern-
ing the field sweep (center field, sweep width, and number of datapoints), Euler 
Angles (orientation of the magnetic field), microwave frequency, and temperature. 
The units for the field-sweep parameters include Gauss, mTesla, and Tesla, and 
those for the microwave frequency are MHz, GHz, and THz. The number of field 
segments should be increased (from 2) to provide sufficient resolution along the 
magnetic field axis. Boltzmann populations for each energy level are automatically 
included and consequently the temperature will affect the intensity (and presence 
or absence) of the EPR transition between two different energy levels. The resul-
tant energy level diagram showing energy levels (blue) as a function of magnetic 
field and the allowed transitions (transitions with a probability greater than the 
threshold) shown in red can only be viewed using Gnuplot, Image Plot, or Post-
script viewers. The choice of format can be chosen in the Spectra tab. (§2.21). 

2.28.  Main Menus 

The Main Menu is shown in Figure 38 and the following Table 1 shows all the 
Menu and Sub Menu items and explains their functions. 

Figure 38. The main menu in the Molecular Sophe Graphical User Interface. 

The Main Menu items can be accessed by placing the mouse over the particu-
lar option and performing a left click or, alternatively, pressing the <Alt> key in 
conjunction with the underlined letter in the Menu Item. For example, the File 
menu can be accessed by pressing <Alt>f. 

2.29.  Tool Bar 

The Tool Bar (Fig. 39) provides quick access to some common tasks in build-
ing the project. 

The buttons left to right perform the following functions: 
• Load a project from disk, 
• Add a simulation to the project, 
• Remove the molecules, atoms and bonds from the sample, 
• Add a molecule, 
• Add an atom, 
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Table 1. Functionality of the Main Menu in Molecular Sophe 

   Main  
menu item                              Submenu item                                            Explanation 

File XeprView® Start Bruker's XeprView® Software 
 Nameclean Clean up the Orbacus Corba Nameserver 
 Exit Exit Molecular Sophe 
Edit Edit Preferences Modify choice of  external programs and 
   CORBA settings 
 Save Preferences Save user preferences  
 Hide Tool Bar Hide (and show) the Tool Bar 
 Hide Control Bar Hide (and show) the Control Bar 
 Hide Message Bar Hide (and show) the Message Bar 
 Load User Preferences Load user preferences 
 Load System Preferences Load system wide preferences 
Project New Create a new project 
 Save Save the current project 
 Load ... Load a project from disk 
 Delete Delete the current project 
 Add Simulation Add a simulation to the project 
 Delete Simulation Delete a simulation from the project 
Simulation Add Add a simulation 
 Load Load a simulation 
 Save Save the current simulation 
 Delete Delete the current simulation 
 Copy Duplicate the selected simulation 
 Print Print the current simulation input file 
 Run Run the current simulation 
 Stop Stop the current simulation 
 Lock Lock the current simulation 
Molecule Add Add a new molecule 
 Paste Greyed out, NOT currently supported 
 Clear All Delete all molecules including all atoms and bonds 
 Delete Delete current molecule including all atoms & bonds
 Cut Greyed out, NOT currently supported 
 Copy Duplicate Molecule 
 Add Atom Add atom to the molecule 
 Paste Atom Greyed out, NOT currently supported 
 Clear Atoms Remove all atoms within the molecule 
 Add Bond Add a bond (interaction) between two atoms 
 Clear Bonds Remove all bonds between atoms 
Atom  Only Active when the atom Node is selected 
 Delete Delete atom 
 Cut Greyed out, NOT currently supported 
 Copy Duplicate atom 
Bond  Only Active when the bond Node is selected 
 Delete Delete bond 
Experiment Add Add an experiment 
 Paste Greyed out, NOT currently supported 
 Clear All Remove all experiments 
 Delete Delete experiment 
 Cut Greyed out, NOT currently supported 
 Copy Duplicate experiment 
Log Clear Clear both Sophe and MoSophe log windows 
 Print Print both Sophe and MoSophe log windows 
 Save Save both Sophe and MoSophe log windows to disk 
Help Click for Help NOT Currently Supported 
 Overview Displays Product Information 
 Index NOT Currently Supported 
 Keys NOT Currently Supported 
 Keys and Shortcuts NOT Currently Supported 
 Product Information Displays name of the binary executable 
 Manual Manual for Molecular Sophe 
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Figure 39. The Tool Bar within the Molecular Sophe Graphical User Interface. 

• Add a bond, 
• Remove all experiments, 
• Add an experiment, 
• A Generic delete function being able to delete the currently ac-

tive Node in the Explorer Tree, 
• New simulation, 
• Load simulation from disk, 
• Save simulation to disk, 
• Print the simulation using the printer defined in the preferences 

dialog, 
• Start the XeprView® software, 
• Units conversion calculator and 
• The manual. 

2.30. Control Bar 

The Control Bar (Fig. 40) is used to start, pause, and stop simulations. Once 
the simulation has started, the simulation is locked, so that the parameters within 
the simulation cannot be altered. 

Figure 40. The Control Bar within the Molecular Sophe Graphical User Interface. 

The components of the control bar from left to right include a toggle button 
that can lock and unlock the simulation, stop, pause, and start buttons, and a timing 
bar. Upon starting the simulation, the color of the start button changes to green. 
The Timing Bar (Fig. 40) shows the state (grey, red, and green) of the simulation. 
A grey timing bar indicates the simulation has not been started and a red timing bar 
that the simulation has completed. A green timing bar indicates the percentage 
completion of a particular isotope combination; i.e., if the simulation has atoms 
with multiple isotopes, the green timing bar will start multiple times. 

There is a problem with threading in the X-server that can sometimes block 
the update of the timing bar, which can be readily seen by the timing bar stopping. 
If this occurs, simply re-press the start button and the timing bar will be updated, 
reflecting the current status of the simulation. 



150 GRAEME R. HANSON ET AL.

3. SOPHE: COMPUTATIONAL CODE 

Sophe is a sophisticated computer simulation software program written en-
tirely in C++ employing a number of innovative technologies, including the 
SOPHE partition scheme, a field segmentation algorithm, the mosaic misorienta-
tion linewidth model, and spectral optimization (under development). In conjunc-
tion with the SOPHE partition scheme, the field segmentation algorithm [22–
25,35] and the mosaic misorientation linewidth model [24,26] greatly increase the 
speed of simulations for most samples. Sophe has been completely rewritten in 
order to incorporate both continuous-wave and pulsed EPR simulations. There are 
versions for both 32 bit (ix86; x = 3, 4, 5, 6) and 64 bit (x86_64) platforms, the 
latter running significantly faster. 

The simulation of a randomly oriented EPR spectrum involves integration over 
a unit sphere (Eq. (3)) that is performed numerically by partitioning a unit sphere 
and calculating the resonant field positions and transition probabilities at all of the 
vertex points. 

3.1.  Sophe Grid 

Whilst a number of different partition schemes have been reported in the lit-
erature for performing the numerical integrations in Eq. (3), including the igloo 
[36–38], triangular [39], spiral [40], and a triangular arrangement with octahedral 
symmetry [41], Molecular Sophe uses a partition scheme involving spherical trian-
gles [35]. The SOPHE partition scheme [35] allows any portion of the unit sphere 
(  [0, /2], [ 1, 2] or [ ], [ 1, 2]) to be partitioned into triangular 
convexes. For a single octant ( [0, /2], [0, /2]) the triangular convexes can 
be defined by three sets of curves: 
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where N  is defined as the partition number and gives rise to N + 1 values of .
Similar expressions can be easily obtained for [ /2, ], [ 1, 2]. A three-
dimensional visualization of the SOPHE partition scheme is given in Figure 41b. 
And the triangular grid resembles the roof of the famous Sydney Opera House
(SOPHE). 

In the SOPHE grid there are N curves in each set, with the number of grid 
points varying from 2 to N + 1 in steps of 1. In order to produce simulated spectra 
of high quality, the unit sphere is often required to be finely partitioned, in other 
words, a large number of vertex points are required to reduce computational noise  
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Figure 41. A schematic representation of the SOPHE partition scheme: (a) SOPHE partition 
grid in which the three sets of curves are described by Eq. (8); SOPHE partition number N
equals 10; (b) subpartitioning into smaller triangles can be performed by using either Eq. (8) 
or alternatively the points along the edge of the triangle are interpolated by the cubic spline 
interpolation method and each point inside the triangle is linearly interpolated three times 
and an average is taken. 

often observed when the spin Hamiltonian parameters are highly anisotropic and 
the linewidths small. Each triangle in Figure 41 can be easily subpartitioned into 
smaller triangles, referred to as “tiny triangles.” In Figure 41b a selected triangle is 
further partitioned into 81 tiny triangles with a subpartition number N = 10. The 
grid formed in such a subpartition can still be described by Eq. (8). In this particu-
lar case, is stepped in a smaller step of /(2(N – 1)(M – 1)) from = 45º to  = 
54º, the two corresponding curves that bound the triangle (Fig. 41b). A similar 
process is applied to curves in sets 2 and 3. Alternatively, various interpolation 
schemes may be used to generate finer grids for simulating randomly oriented EPR 
spectra [39, 40, 42]. In 1995 we described the highly efficient SOPHE interpolation 
scheme [35]. 

The advantage of the SOPHE partition scheme over other schemes (igloo [36–
38], triangular [39], spiral [40], and a triangular arrangement with octahedral sym-
metry [41]) is that it allows the implementation of interpolation schemes, such as 
the SOPHE interpolation scheme and the mosaic misorientation linewidth model 
that reduce the number of matrix diagonalizations required to eliminate computer 
noise. Since matrix diagonalization is an N3 process, where N is the rank of the 
matrix, reducing the number of matrix diagonalizations leads to significant reduc-
tions in the computational time (see §3.5). In addition, the SOPHE grid can be de-
scribed by three analytical expressions (Eq. (8)) that are only dependent upon a 
single parameter, the partition number. 
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3.2. CW EPR Spectroscopy 

3.2.1.  Calculation of Resonant Field Positions 

The very nature of EPR spectroscopy as a field-swept technique imposes a 
computational challenge to computer simulation of randomly oriented spectra. In 
essence, during an EPR experiment, the spin system under investigation is con-
stantly modified through the Zeeman interactions as the magnetic field is swept. In 
a general situation where two or more interactions have comparable energies, the 
search for resonance field positions is not a trivial task as the dependence of the 
energies of the spin states on field strength (B0) can be very complex. The compli-
cation involved is best manifested by the presence of multiple transitions between a 
given pair of energy levels. 

3.2.2.  Brute Force: Matrix Diagonalization and Field Segmentation Algorithms 

A number of search schemes have been used in the full matrix diagonalization 
approach for locating resonant field positions [19,43–46]. Generally, they can be 
grouped into two categories. In category I, the resonant field position is searched 
independently for every transition. Among the schemes belonging to this category, 
the so-called iterative bisection method is the safest but probably the most ineffi-
cient [16]. Other more efficient methods such as the Newton-Raphson method have 
also been used [19]. In general, these search schemes are time consuming, as a 
large number of diagonalizations are normally required. The search schemes be-
longing to category II may be called segmentation methods. In these schemes, the 
field-sweep range is divided equally into k segments, and for each segment the 
whole energy matrix is diagonalized once for the center field value of that segment. 
Thus, only k diagonalizations are performed for each orientation. A perturbation 
theory is then employed for determining the presence of a transition in each seg-
ment. This search scheme is still limited to situations where in each segment there 
is no more than one possible transition. However, if k is not too large, the chance of 
having two resonances in a single segment is rare. Reijerse et al. [43] use a first-
order perturbation approach for exploring transitions in each segment. However, 
from our experience, first-order perturbation theory cannot be guaranteed to pro-
duce resonance field positions with satisfactory precision. In Sophe we have 
adopted the second-order perturbation theory [47], where for each orientation on 
the SOPHE grid the field range is divided into a number of intervals. Matrix diago-
nalization [48] is performed once in each interval, and second-order perturbation 
theory is then employed to locate the resonant field positions within the interval. 
We have found that this approach has proven to be efficient and reliable for locat-
ing the resonance field positions in field-swept EPR spectra and can also deal with 
complicated situations where multiple transitions or looping transitions are present. 
A saving factor in the segmentation method lies in the fact that full matrix diago-
nalization is only performed k times irrespective of the number of transitions in-
volved. By contrast, in the other schemes, a few diagonalizations are required for 
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Figure 42. Mosaic misorientation linewidth model. 

each transition, and for large spin systems this number can become very large. The 
precision of the resonance field positions normally depends on the segment number 
k as well as on the spin system. For S = 1/2 spin systems a value of 2 for the seg-
ment number is usually suitable, but for high-spin systems where the linewidth is 
narrow and the magnetic field sweep is large larger values are required. Simula-
tions can be performed with different segmentation numbers, providing an easy test 
of precision and also to test whether apparent resonances are noise or real. 

3.2.3.  Mosaic Misorientation Linewidth Model 

When the linewidth is small compared to the anisotropy of the system, it is 
necessary to integrate over a large number of orientations to avoid simulation noise 
in the simulated spectrum. This increases the computational time considerably. The 
SOPHE grid and Interpolation schemes were developed as a way to overcome this 
problem. A new approach based on the mosaic misorientation linewidth model 
[24,49] has recently been developed (Fig. 42). In the mosaic misorientation 
linewidth model a Gaussian distribution of molecular geometry axes about an aver-
age crystal c-axis is assumed. In the current implementation the partial derivatives 
of the eigenvalues with respect to a rotation about the x and y axes are calculated 
using first-order perturbation theory. 

The contribution of a Gaussian distribution, of halfwidth , to the linewidth 
can then be calculated with the following equation: 

22
2  .ij ij
m ij i j

x y

E E
= + , E = E E  (9) 
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In the simulation of powder spectra each point in the SOPHE grid is considered to 
be a microcrystallite with a Gaussian distribution of orientations (Fig. 42a), such 
that there is an overlap between adjacent grid points (Fig. 42b): 

.
N

 (10) 

At turning points in the spectrum the partial derivatives of the eigenvalues and 
hence m are zero and the linewidths are determined by other contributions. At 
other orientations where the resonant field varies strongly with orientation, the 
linewidths will be broadened (smoothed). This model simulates an EPR spectrum 
where the important features, the turning points, are resolved in a significantly re-
duced time. Increasing N, the number of bands in the SOPHE grid, will lead to a 
convergence to the “true” spectrum. For a large number of spin systems, N can 
initially be set to 20. The mosaic misorientation linewidth model can be contrasted 
with interpolation schemes by considering it as an extrapolation method. 

3.2.4. A Comparison of Brute Force Matrix Diagonalization and  
Mosaic Misorientation 

An example demonstrating the efficiency of the SOPHE partition scheme in 
conjunction with the SOPHE interpolation scheme and the mosaic misorientation 
linewidth model is shown in Figure 43a–d, where we have calculated a randomly 
oriented spectrum for a high-spin rhombically distorted naturally abundant Cr(III) 
ion for which an appropriate spin Hamiltonian is 

2 2 21 1 S.A.I. .
3e z x y nH g B S + D S S S + + E S S g B.I  (11) 

The spin Hamiltonian parameters employed were ge = 2.00, D = 0.10 cm–1, E/D = 
0.25, Ax =120.0, Ay = 120.0, and Az = 240.0  10–4 cm–1. A narrow linewidth was 
chosen (30 MHz) in order to demonstrate the high efficiency of these schemes. The 
unit sphere has to be partitioned very finely in order to produce simulated spectra 
with high signal-to-noise ratios when there is large anisotropy and the spectral 
linewidths are narrow. 

The simulated spectra employing brute force matrix diagonalization with N =
18 and N = 400 are shown in Figure 43a and 43b, respectively. Including the 
SOPHE interpolation scheme with a partition number N = 18 (Fig. 43c) dramati-
cally improves the signal-to-noise ratio with a considerable reduction in computa-
tional time. Application of the mosaic misorientation linewidth model (Fig. 43d) 
also dramatically improves the signal-to-noise ratio and is computationally faster 
than the SOPHE interpolation method as interpolation has many overheads. The 
spectra in Figure 43a–d were calculated using the XSophe-Sophe-XeprView®

computer simulation software suite. Clearly the mosaic misorientation linewidth  
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Figure 43. Computer simulations of the powder EPR spectrum from a naturally abundant Cr(III) 
spin system (S = 3/2; I = 3/2) that demonstrates the efficiency of the SOPHE interpolation scheme: 
(a) without the SOPHE interpolation scheme, N = 18; (b) without the SOPHE interpolation scheme, 
N = 400; (c) with the SOPHE interpolation scheme, N = 18; and (d) with the mosaic misorientation 
linewidth model, N = 18. Computational times were obtained on both a Linux PC (AMD Athlon 
XP2400+ CPU with the Mandrake 9.1 operating system) and an SGI supercomputer (MIPS R14K 
CPU with the IRIX 6.5.20 operating system); the latter times are given in brackets,  = 34 GHz; 
field axis resolution 4096 points; an isotropic Gaussian lineshape with a halfwidth at half-maximum 
of 30 MHz was used in the simulation. 

model is the fastest approach and now replaces the brute force matrix diagonaliza-
tion approach within the computational program Sophe and is also preferred over 
SOPHE interpolation. An identical spectrum to Figure 43d is found using Molecu-
lar Sophe, except the computational time was slightly longer: 1.49 vs. 0.79 sec. 
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Running the same simulation on a 64-bit notebook (Athlon XP3400) using Man-
driva Linux 2006 as the operating system produced a computational time of 0.94 
sec, a factor 1.5 to 2 times faster than a 32-bit computer. 

3.2.5.  Linewidth Models 

At present only a single linewidth model, namely, the angular variation of g-
values, has been incorporated into Sophe: 

2 2 2 2 2 2 2 2 2/ ,v x x x y y y z z zg l g l g l g  (12) 

where g2 = gx
2 lx

2 + gy
2 ly

2 + gz
2 lz

2, i (I = x, y, z) are the input linewidth parameters 
and li (i = x, y, z) are the direction cosines of the magnetic field with respect to the 
principal axes of the g matrix. 

A similar approach to that used for the distribution of zero-field splittings in 
XSophe [23,24] will be implemented for all spin Hamiltonian and structural pa-
rameters. 

3.2.6.  Visual Aids for Analyzing Complex CW EPR Spectra 

Molecular Sophe provides three tools (Energy level Diagrams, Transition 
Roadmaps, and Transition Surfaces) for aiding the analysis of complex CW EPR 
spectra. The Energy Level Diagrams and Transition Roadmaps can be displayed 
using Gnuplot, Ghostview (postscript files), or through an image viewer (portable 
network graphics files) such as a web browser (Firefox or Mozilla). The transition 
surface scene graphs are plotted with an OpenInventor scene graph viewer (ivview) 
using cartesian coordinates, which is extremely useful for highly anisotropic spin 
systems such as high-spin systems (e.g., Fig 4e). This requires the minimum field 
to be set to zero, which is defined as the origin. In contrast, for nearly isotropic 
systems it is important to examine a single transition at a time. The choice of tran-
sitions can be made through the Transition Labels/Probabilities window and either 
setting the transition threshold or defining the transitions. 

3.3.  Pulsed EPR Simulations 

The simulation of pulsed EPR spectra involves calculating the evolution of an 
observable ( O ; Eq. (13)) during the microwave pulses, radiofrequency pulses, and 
free evolution periods that comprise the pulse sequence. The signal in an arbitrary 
pulsed EPR experiment can be simply described in superoperator notation [8,50]: 

0 1 2 .... .nO = R R R O  (13) 

In most experiments the initial density matrix ( 0) is the equilibrium density matrix 
( ) with diagonal elements given by the Boltzmann population of the energy levels 
in the eigenbasis of the static Hamiltonian: 



MOLECULAR SOPHE 157

1

.

i

j

ii

n

j=

E

kT

E

kTe=

e

 (14) 

The density matrix for a two level spin system (S = 1/2) is 

11 12

21 22

,=  (15) 

and the corresponding superbra is 

11 12 21 22      .  (16) 

The detection operator (observable) in Eq. (13) is given by 

,O = O O
O O

11 12

21 22

 (17) 

and the corresponding superket is 

,|O = O
O
O
O

11

21

12

22

 (18) 

The transverse magnetization (Mx, My) are proportional to Sx, Sy, respectively, and 
are determined by the g value in the x–y plane, the microwave power, and other 
experimental factors. 

In general, a pulse sequence is comprised of one or more microwave pulses, 
free evolution periods, and possibly radio frequency pulses. For example, the pulse 
sequences for the HYSCORE and MIMS ENDOR experiments are shown in Fig-
ures 33 and 36, respectively. Each of these components can be mathematically de-
scribed by a superpropagator ˆ( )R  (Eq. (13)), which in turn is derived from a direct 
product of the propagators: 

ˆ ,R = R R 1
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R̂ = R R R R = R R R R R R R R
R R R R R R R R R R R R

R R R R R R R R
R R R R R R R R

11 12 11 21 11 11 11 21 12 11 12 21

21 22 12 22 11 12 11 22 12 12 12 22

21 11 21 21 22 11 22 21

12 12 12 22 22 12 22 22

 (19) 

Coherence transfer pathways provide a way of visualizing the transfer of magneti-
zation during a pulse sequence and in general an element of the density matrix un-
dergoes the following transformation: 

0 0
.

n n
R

ij ik lj kl
l= k=

R R  (20) 

In the eigenbasis of the static Hamiltonian the superpropagator for each free evolu-
tion period is diagonal. The time dependence of each element in the density matrix 
( ) is simply given by 

2
.

i EEt ij
ij ij

t
e  (21) 

During the microwave pulses the Hamiltonian is no longer time independent and 
contains a term oscillating at the microwave frequency. Using Floquet theory [51] 
the superpropagators for the microwave pulses can be expressed as a Fourier series. 
For many spin systems the series converges rapidly and can be truncated at a low 
number of harmonics: 

ˆ ˆ .
n

im mw
m

m= n

tR t = R e  (23) 

Pulsed EPR experiments typically involve phase cycling where the experiment is 
repeated with different combinations of the phases of the microwave pulses. It can 
be seen that for a single pulse the phase cycle [0, ] filters out all odd Floquet har-
monics while the phase cycle [0,– ] filters out all even Floquet harmonics: 

ˆ ˆ1 .in n inmw mw
n n

t+ tR e = R e  (23) 

The use of phase cycling reduces the number of coherence pathways that must 
be followed. This can be further reduced if we include the condition that the initial 
Fourier index is 0 at equilibrium and at the time of detection must be given by p = 
±1. This is shown in Figure 44 for a two-pulse sequence. The first pulse has p = 
+1, the second pulse p = –2. One pathway though the density matrix (in superbra 
notation) is shown in Figure 44. Each coherence pathway yields a peak that is then 
added to the spectrum. The spectrum may have one or more frequency dimensions 
depending on how the time periods are incremented in the experiment. The final 
spectrum is obtained by averaging over all pathways. For powder spectra the inte-
gration over the orientation disorder using the SOPHE grid is also performed [35]. 
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Figure 44. A schematic diagram of a pulsed EPR sequence and the evolution of the density 
matrix that is traced through each of the microwave pulses and free evolution periods. One 
coherence pathway from the equilibrium density matrix through to the detection operator is 
indicated.

The above approach to the simulation of pulsed EPR spectra allows the simu-
lation of pulsed EPR spectra from not only isolated paramagnetic samples contain-
ing a single unpaired electron but also from samples containing multiple unpaired 
electrons, for example, high-spin Fe(III) centers found in cytochromes and non-
heme iron proteins, and coupled centers, such as the type III copper-containing 
enzymes and the binuclear metallohydrolyases. 

4.  MOLECULAR SOPHE – EXAMPLES 

4.1.  CW-EPR Spectroscopy 

4.1.1.  Mo(V) (S=1/2) Bioinorganic Chemistry 

Reaction of Tp*MoVSCl2 with a variety of phenols and thiols in the presence 
of triethylamine produces mononuclear, thiomolybdenyl complexes Tp*MoVSX2
[Tp* = hydrotris(3,5–dimethylpyrazol-1-yl)borate; X = 2-(ethylthio) phenolate 
(etp), 2–(n-propyl)phenolate (pp), phenolate; X2 = benzene-1,2-dithiolate (bdt), 4-
methylbenzene-1,2-dithiolate (tdt), benzene-1,2-diolate (cat)] (Fig. 45) [51]. 

Multifrequency (S-, X-, Q-band) EPR spectra (Fig. 45) [51] of the complexes 
and selected molybdenyl analogues were acquired at 130 and 295 K, and yielded a 
spin Hamiltonian of Cs symmetry or lower, with gzz < gyy < gxx < ge and Az z > Ax x
Ay y , and a non-coincidence angle in the range of  = 24–39° (Table 2). Multifre-
quency EPR, especially at S- and Q-band, was found to be particularly valuable in 
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the unambiguous assignment of spin Hamiltonian parameters for these low-
symmetry sites. While Q-band measurements provided greater g-value resolution, 
larger state mixing, and reduced g- and A-strain at low frequencies (S-band) al-
lowed an accurate determination of the hyperfine matrix, including its orientation 
with respect to the g matrix. This single set of g and A parameters (Table 2) were 
then used to simulate the S-, X-, and Q-band spectra. The weaker -donor terminal 
sulfido ligand yields a smaller HOMO–LUMO gap and reduced g-values for the 
thiomolybdenyl complexes compared with molybdenyl analogues. 

Figure 45. Multifrequency EPR and DFT Calculations (ORCA) for Tp*MoVS(cat); cat = 
catecholate. (a) x-ray crystal structure of Tp*MoVS(cat). Experimental spectra: (b) S-band, 
(d) X-band, (f) Q-band recorded at 130 K. (c,e,g) Computer-simulated spectra. gxx = 1.9646, 
gyy = 1.9595, gzz = 1.8970, Axx = 30.0, Ayy = 29.0, Azz = 67.5  10–4 cm–1,  = 0º,  = 34.5º,  = 
0º. (h) ORCA calculations of the HOMO and LUMO for Tp*MoVS(cat) and the orientation 
of the principal components of the g- and A-matrices [52]. 
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Table 2. Anisotropic Spin Hamiltonian Parameters for Mo(V) Model Complexes 
Determined from DFT Calculations Using BP86 and B3LYP Functionals 

and Comparison with Experimental Data (results for A = AF + Adip

and A = AF + Adip + ASO have been tabulated separately) 

    Complex             gxx              gyy          gzz g † Axx        Ayy        Azz A † ‡         ‡          ‡

Tp*MoO(cat) 
 BP86 1.9867 1.9796 1.9402 1.9688 9.2 9.5 40.5 19.8 10 43 44 
 BP86+ASO “ “ “ “ 11.7 11.1 46.8 23.3 1 39 10
 B3LYP   1.9790 1.9725 1.9276 1.9597 16.1 16.4 50.2 27.6 10 42 34 
 B3LYP+ASO “ “ “ “ 19.7 18.6 57.4 31.9 0 37 2
 Experimenta 1.9680 1.9660 1.9194 1.9511 27.0 26.0 64.2 39.1 0 36 0 
 Experimentb 1.969 1.969 1.920 1.953 34.0 20.0 66.2 40.1 0 0 0 
Tp*MoS(cat) 
 BP86 1.9796 1.9757 1.9042 1.9524 13.3 12.7 42.6 22.9 0 36 10 
 BP86+ASO “ “ “ “ 14.8 16.6 49.6 27.0 2 34 6 
 B3LYP 1.9698 1.9651 1.8874 1.9408 20.5 19.6 51.8 30.7 1 36 9 
 B3LYP+ASO “ “ “ “ 25.0 22.6 59.9 35.9 2 34 6 
 Experimenta 1.9646 1.9595 1.8970 1.9404 30.0 29.0 67.5 42.2 0 34.5 0 
Tp*MoO(bdt) 
 BP86 2.0161 1.9863 1.9508 1.9844 10.77 10.71 38.2 19.9 3 46 16 
 BP86+ASO “ “ “ “ 12.24 12.18 42.6 22.3 2 44 14
 B3LYP 2.0115 1.9784 1.9413 1.9771 16.4 15.9 47.2 26.5 0 48 1
 B3LYP+ASO “ “ “ “ 18.9 18.1 52.6 29.9 0 46 0 
 Experimenta 2.0025 1.9730 1.9360 1.9705 24.0 26.0 60.0 36.7 0 45 0 
 Experimentc 2.004 1.972 1.934 1.970 50.0 11.4 49.7 37.0 0 0 0 
Tp*MoS(bdt) 
 BP86 2.0079 1.9858 1.9300 1.9745 12.6 13.9 39.6 22.1 2 38 2
 BP86+ASO “ “ “ “ 15.8 14.3 44.6 24.9 2 36 2
 B3LYP 2.0009 1.9756 1.9163 1.9643 19.1 19.7 48.7 29.2 2 40 1
 B3LYP+ASO “ “ “ “ 22.0 22.5 54.9 33.1 2 38 4
 Experimenta 1.9975 1.9680 1.9159 1.9607 26.0 26.5 59.2 37.2 0 39 0 
Tp*MoO(etp)2

 BP86 1.9843 1.9568 1.9324 1.9578 16.9 18.3 46.4 27.2 18 34 15 
 BP86+ASO “ “ “ “ 19.1 21.0 53.2 31.1 18 31 4 
 B3LYP 1.9772 1.9483 1.9175 1.9477 22.5 24.1 55.3 33.9 17 33 11 
 B3LYP+ASO “ “ “ “ 25.5 27.7 63.3 38.9 17 30 2 
 Experimenta 1.9647 1.9417 1.9073 1.9379 33.0 34.0 74.5 47.2 0 26.5 0 

Continued on following page. 

Crystal field description of spin Hamiltonian parameters: Large non-
coincidence angles can be explained by a model in which extensive mixing among 
Mo 4d orbitals takes place. Although ligand-to-metal charge transfer and metal-to-
ligand charge transfer states of appropriate symmetry may also contribute, for tran-
sition metals the dominant contribution to gij is usually -d d

ijg , which arises from 
transitions within the Mo 4d manifold. In Cs symmetry with a (xz) mirror plane, in 
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Table 2, cont’d 

Tp*MoS(etp)2

 BP86 1.9852 1.9386 1.8963 1.9400 16.6 19.0 45.9 27.2 3 34 26 
 BP86+ASO “ “ “ “ 19.5 22.5 53.8 32.0 3 29 16 
 B3LYP 1.9759 1.9256 1.8751 1.9255 23.3 24.7 54.2 33.8 6 34 20 
 B3LYP+ASO “ “ “ “ 26.3 29.5 63.4 39.8 6 30 11 
 Experimenta 1.9558 1.9114 1.8623 1.9098 32.0 34.0 72.0 46.0 0 26 0 
Tp*MoS(pp)2

 BP86 1.9836 1.9356 1.8912 1.9368 16.1 19.3 46.0 27.2 5 34 21
 BP86+ASO “ “ “ “ 19.0 23.1 54.1 32.1 4 30 14
 B3LYP 1.9743 1.9229 1.8696 1.9223 21.6 25.0 54.1 33.6 7 34 16
 B3LYP+ASO “ “ “ “ 25.6 30.1 63.5 39.8 6 31 11
 Experimenta 1.9575 1.9111 1.8575 1.9087 33.0 34.0 72.0 45.5 0 25 0 
† g  = 1/3(gxx + gyy + gzz), A  = 1/3(Ax x  + Ay y  + Az z ); Units for coupling constants = 10–4 cm–1.
‡ Euler rotations (in degrees) are defined as R( , )=Rz( )Ry( )Rz( ). 
a ref. [51]. 
b ref. [54]. 
c ref. [55]. 

which the X axis lies between the metal–ligand bonds, the 2 2x y
d , dxz, and 2z

d  orbi-
tals transform as A  and the dxy and dyz orbitals transform as A . The metal-based 
antibonding wavefunctions are therefore 

2 2 2 2 2

2 2 2

2 2 2 2

1 1 1

2 2 2
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4 4

5 5

,

,

* ,

,

,

xzx y x y z

a'
xz xz x y z
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a' a d +b d c d

= a d b d c d

a' a d b d c d

a d b d

a d b d

 (25) 

where, by definition, aq > bq, cq (q = 1,2,...). Here covalency appears only implicitly 
through the metal-centered orbital coefficients , ..., . Since the molecular X and Y
axes are placed between the metal–ligand bonds, the groundstate wavefunction is 

2 2x y
.

Density Functional Theory Calculations (ORCA) [52]: The electronic g matrix 
and 95,97Mo hyperfine matrix were calculated as second-order response properties 
from the coupled-perturbed Kohn-Sham equations. The scalar relativistic zero-
order regular approximation (ZORA) was used with an all-electron basis and an 
accurate mean-field spin-orbit operator that included all one- and two–electron 
terms. A comparison of the principal values and relative orientations of the g and A
interaction matrices (Table 2) obtained from unrestricted Kohn-Sham calculations 
at the BP86 and B3LYP levels with the values obtained from experimental spectra 
shows excellent agreement at the B3LYP level. A quasi-restricted approach has 
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been used to analyze the contributions of the various molecular orbitals to g and A.
In all complexes the ground state magnetic orbital is 2 2-x y

d -based and the orienta-

tion of the A matrix is directly related to the orientation of this orbital (Fig. 45). 
The largest single contribution to the orientation of the g matrix arises from the 
spin-orbit coupling of the dYZ-based lowest-unoccupied molecular orbital into the 
ground state (Fig. 45). A number of smaller, cumulative charge transfer contribu-
tions augment the d–d contributions. 

Figure 46. Multifrequency EPR spectra of 1% 53Cr(III) doped into CsAl(SO4) . Experimen-
tal spectra (top) and computer-simulated spectra (bottom). The spin Hamiltonian is given in 
Eq. (11) and the spin Hamiltonian parameters are giso = 1.975, D = –0.078 cm–1, and E/D = 0. 
Reproduced with permission of Bruker Biospin. 

4.1.2. Multifrequency EPR Study of High Spin Cr(III) and the Analysis 
of Allowed and Forbidden Transitions using Perpendicular  
and Parallel Mode EPR Spectroscopy. 

53Cr(III) was doped into CsAl(SO4) to a level of 1% and multifrequency EPR 
spectra recorded at X-, Q-, and W-band frequencies (Fig. 46). Computer simulation 
of all three spectra was achieved with a single set of spin Hamiltonian parameters, 
giso = 1.975, D = –0.078 cm–1, and E/D = 0, and the spin Hamiltonian given in Eq. 
(11). Measurement of the perpendicular (B1 B0) and parallel (B1 || B0) mode EPR 
spectra (Fig. 47) allows the observation and identification of the allowed and for-
bidden transitions. Computer simulation of each of these spectra with the above 
spin Hamiltonian parameters reproduces the spectral features accurately (Fig. 47). 
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Figure 47. Computer simulation of EPR spectra of 1% 53Cr(III) doped into CsAl(SO4)
measured in the perpendicular and parallel modes of the ER4116 DM dual mode resonator: 
(a) perpendicular mode showing the allowed transitions; (b) parallel mode showing the for-
bidden resonances; (c,d) computer simulation of (a) and (b), respectively. Computer simula-
tion details are given in Figure 46. Reproduced with permission of Bruker Biospin. 

4.1.3.  Copper(II) Cyclic Peptide Complexes 

Copper(II) forms both mononuclear and binuclear complexes with cyclic pep-
tides (Patellamides, Ascidiacyclamide, Westiellamide (Fig. 48), and synthetic ana-
logs) isolated from Lissoclinum patella and L. bistratum [55–60]. Examination of 
the perpendicular region of the first derivative EPR spectrum of the mononuclear 
copper(II) Westiellamide complex reveals nitrogen hyperfine coupling. Differen-
tiation of the spectra and Fourier filtering produce well-resolved EPR spectra with 
nitrogen hyperfine coupling on the perpendicular resonances, and also on the paral-
lel MI = 3/2 resonance (Fig. 48). Computer simulation of both the first- and second-
derivative EPR spectra, based on the spin Hamiltonian, 

, ,

3,4

1

( (Cu) (Cu) )

      ( (N) (N) ),

i i i i i i n n i i
i x y z

i i i n n i i
j

H B g S S A I g B I

S A I g B I
 (26) 

and with the following parameters (gx 2.083, gy 2.051, gz 2.267; (63Cu) Ax 14.0, Ay
16.2, Az 175.0; (14N two magnetically equivalent nuclei) Ax 12.40, Ay 6.2, Az 10.4; 
(14N, two magnetically equivalent nuclei) Ax 16.50, Ay 12.7, Az 13.4) yield the spec-
tra shown in red. 
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Figure 48. Experimental (blue) and simulated (red) first- and second-derivative X-band EPR 
spectra of the mononuclear Westiellamide copper(II) complex ([CuII(H2Lwa)]+) in methanol at 
50 K,  = 9.3588 GHz. 

4.1.4.  Dinuclear Exchange Coupled Copper(II) EPR Spectra 

Binuclear metalloenzymes are prevalent in nature, performing a range of func-
tions on various substrates. Dicopper sites have an important role in the activation 
of biological oxygen, and the study of structural and functional aspects of copper 
metalloenzymes via model systems is a subject of intense research. One member of 
the family of dicopper proteins is catechol oxidase, which features a type 3 copper  
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Figure 49. Experimental (blue) and computer simulation (red) of [Cu2BPMP(OAc)2][ClO4]. 

center with two proximate copper ions coordinated primarily by histidine donors. 
This enzyme catalyses the two-electron oxidation of o-diphenols to the correspond-
ing quinones. The recent x-ray crystallographic characterization of the catechol 
oxidase from sweet potatoes reveals a nitrogen-rich coordination environment, 
with 3 histidine donors to each copper. Both copper centers are in a trigonal 
bipyramidal geometry. Design and study of model complexes for catechol oxidase 
has been an area of much study and various nitrogen-containing bincleating ligands 
have been used to generate dicopper complexes [61]. The EPR spectrum (red) of a 
dinuclear copper(II) complex of BPMP with terminal, rather than bridging, acetate 
ligands (Fig. 49) has been simulated (blue) using the spin Hamiltonian given in Eqs. 
(1) and (2) with the following parameters: sites 1,2: g|| 2.235, g  2.065, A|| 179.0, 
A  15.0 10–4 cm–1, r 4.58 Å, Jiso –0.59 cm–1. The g and A matrices for the first Cu 
center are rotated + º (10) and those for the second are rotated – º (10). The spin 
Hamiltonian parameters reveal that the two copper(II) ions have a tetragonal ge-
ometry and that the interaction between them occurs through dipole–dipole cou-
pling and a very small component of exchange coupling. A small amount of ex-
change coupling was required to obtain a satisfactory simulation of the allowed and 
forbidden resonances. The magnitude of J was confirmed by fitting the magnetic 
susceptibility data. 



MOLECULAR SOPHE 167

Figure 50. Examples of proton and nitrogen HYSCORE simulations: (a) HYSCORE pulse se-
quence; (b) Proton HYSCORE simulation. giso = 2.0, A|| = –18 MHz, A = 9 MHz, T2Niso = 0.1 MHz. 
Microwave ( /2) pulse length equals 16.0 nsec, and the delays d0, d1, and d2 are 0.0, 40.0, and 200.0 
nsec, respectively. dx, dy = 16.0 nsec, sx, sy = 512. Number of orientations equals 100. B = 342.949 
mT and = 9.6 GHz. (c) Nitrogen HYSCORE simulation. giso = 2.0, ANiso = 5 MHz, P = –1 MHz, 
T2Niso = 0.1 MHz. Microwave ( /2) pulse length equals 16.0 nsec and the delays d0, d1, and d2 are 
0.0, 160.0, and 0.0 nsec, respectively. dx, dy = 48.0 nsec, sx, sy = 512. Number of orientations 
equals 200. B = 342.949 mT and 9.6 GHz. 

4.2.  Pulsed EPR Spectroscopy 

Within Molecular Sophe there are a number of standard (default) experiments 
that have been optimized and are stored in /usr/mosophe/examples. Over time the 
number of examples will increase. Shown in the figures above and below are some 
of the results. Proton and nitrogen HYSCORE simulated spectra are shown in Fig-
ure 50. A pulsed MIMS ENDOR spectrum is shown in Figure 51, and a SECSY 
experiment in Figure 52. 

5.  ADVANCES IN SPECTRAL OPTIMIZATION 

Automatic fitting of EPR spectra is possible, although most techniques have 
problems with false minima and some degree of manual steering is necessary. One 
of the frequently encountered problems is that the least-squares difference is rarely 
an adequate measure of goodness of fit. In practice it is usually necessary to obtain 
a reasonable fit manually before automatic fitting is capable of further optimizing 
the spin Hamiltonian parameters. 
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Figure 51. Proton Powder MIMS ENDOR spectrum: (a) MIMS ENDOR pulse sequence; (b) 
giso = 2.0, A|| = 4 MHz, A = 10 MHz, T2Niso = 0.0 MHz. Microwave ( /2) and RF ( ) pulse 
lengths, 16.0 and 2000.0 nsec, respectively. Delays d0, d1, d2, and d10 are 0.0, 200.0, 400.0, 
3000.0, respectively. Number of orientations equals 100. B = 342.949 mT and 9.6 GHz. 

Figure 52. An example of a SECSY experiment: (a) SECSY pulse sequence and (b) the re-
sultant simulation for giso  = 2.0, A|| = 4 MHz, A = 8 MHz, T2Niso = 0.02 MHz. Microwave 
( /2) pulse length equals 16.0 nsec and the delays d0 and d1 are 0.0 and 1000.0 nsec, respec-
tively. dx, dy = 16.0 nsec, sx, sy = 256. Number of orientations equals 1 (45o). B = 342.949 
mT and 9.6 GHz. 

A novel method for the interactive fitting of CW EPR spectra is presented be-
low. This method allows a user to directly manipulate the simulated spectrum in an 
intuitive manner in order to achieve a fit to the experimental data. Peaks in the 
simulated spectrum are simply dragged and dropped to align them with the corre-
sponding peaks in the experimental spectrum. As the features in the spectrum itself 
are manipulated rather than the spin Hamiltonian parameters, a detailed under-
standing of the relationship between the two is not required by the user. 

The basic CW EPR simulation involves the search for the resonant field posi-
tion, Bi, for each transition, i. The intensity, Ii, and linewidth, i are calculated and 
with the resonant field define the peak [Bi, Ii, i]. The simulated spectrum is then 
generated by adding each peak to the spectrum using an appropriate lineshape 
function. 
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With only a small amount of extra computation it is also possible to approxi-
mate the change in resonant field corresponding to a small change in each of the 
spin Hamiltonian parameters by computing partial derivatives of the energies using 
the Hellman-Feynman theorem: 

,i
i i

j j

E H=
P P

 (27) 

0
.

n

j
j= j

BB P
P

 (28) 

The linewidth can also be treated in an analogous manner by calculating the change 
in linewidth with respect to each of the linewidth parameters: 

0
.

n

j
j= j

=  (29) 

Each peak — with resonant field, intensity, linewidth, and derivatives — is then 
stored in a temporary data structure. The spectrum can then be recalculated 
efficiently with small changes in the spin Hamiltonian parameters without the 
computationally expensive matrix diagonalizations used in the resonant field 
search algorithm. 

The shortest possible vector in the parameter space that gives the desired 
changes in resonant field position and linewidth can then be calculated from the 
normal to the line/plane/etc defined in Eq. (28). 

Figure 53 shows an experimental spectrum (green) calculated with this spin 
Hamiltonian and an initial “guess” (blue). Each arrow is generated by clicking on a 
feature in the simulation, moving the cursor, and dropping the feature at the new 
position. The x-component of the arrow is used to calculate the desired change in 
resonant field position, B, and the y-component is used to calculate the change in 
linewidth, . B and  are then used to calculate the changes to the spin Hamil-
tonian parameters Pj and i. The spectrum is then recalculated for the new spin 
Hamiltonian parameters. The process is repeated until a fit is achieved. 

While it is not necessary for the user to have an understanding of the spin 
Hamiltonian and the relationship of the spin Hamiltonian parameters to the spec-
trum, the program provides useful information and feedback. The sensitivity of the 
field position of a peak to each of the spin Hamiltonian parameters can be deter-
mined from the derivatives. 

Figure 54 shows the spin Hamiltonian parameters at each iteration in the fit-
ting process depicted in Figure 53. Only five iterations are necessary to obtain 
good approximations of the spin Hamiltonian parameters for the experimental 
spectrum. 
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Figure 53. Progressive optimization of spectral simulation. Each step represents one correc-
tion of a peak position and linewdith. The arrow represents the desired shift in field position 
(x component) and the desired change in linewidth (y component). 

In principle, the technique can also be extended to the fitting of pulsed EPR 
spectra using the frequency domain approach [62]. Each peak in the ESEEM spec-
trum is given by one or more frequencies, a complex intensity, and a linewidth. 
Derivatives of the ESEEM frequencies with respect to each of the spin Hamilto-
nian parameters can be calculated and utilized in an identical fashion to that used 
for CW spectra simulations. 

Fully automated fitting of experimental spectra using this methodology is also 
possible. This requires an algorithm to identify features in both experimental and 
simulated spectra. 
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Figure 54. Spin Hamiltonian parameters as a function of the iteration number. Circles are 
the initial parameters used to generate the experimental spectrum: (a) g-values; (b) D and E
values. 

6.  CONCLUSIONS 

The Molecular Sophe software described herein provides scientists with an in-
tegrated tool for the determination of the molecular (geometric and electronic 
structure) of redox cofactors in metalloproteins and also other paramagnetic spe-
cies found in other areas such as solid-state physics, materials science, nanotech-
nology, chemistry, biochemistry, microbiology, and medicine. 
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CHAPTER 5 

SPIN-HAMILTONIAN PARAMETERS FROM
FIRST PRINCIPLE CALCULATIONS:

THEORY AND APPLICATION

Frank Neese 
Lehrstuhl für Theoretische Chemie, 
Institut für Physikalische und Theoretische Chemie, 
Universität Bonn, Germany 

1. INTRODUCTION 

EPR spectroscopists have refined the art of interpreting experimental results 
by means of an effective spin-Hamiltonian (SH) to a high degree of sophistication 
[1]. The SH parameters are the principal outcome of an EPR experiment and repre-
sent a concise summary of the information content of the experiments. However, 
the power of the SH approach extends far beyond summarizing experimental re-
sults. The SH describes the physics of spin systems so well that it can be used to 
creatively design new experiments. The behavior of the spin system can be simu-
lated in advance through exact solutions of the quantum mechanical equations of 
motions in the SH formalism. In this respect it is of major utility that the SH is so 
simple—it usually works in a low-dimensional Hilbert space that is only spanned 
by the (effective) spin degrees of freedom of the system under investigation [2]. 
Due to this simplicity, exact solutions are relatively easy to generate with ordinary 
computational hardware, or, in many cases, just with paper and pencil. The price to 
pay for this invaluable convenience is that the SH contains adjustable parameters, 
the values of which are determined from fitting them to experimental measure-
ments. Clearly, if the SH formalism is well designed, as in fact it is, there must be a 
direct connection between the SH parameters and the microscopic physics that 
governs the behavior of molecules under all conceivable circumstances [3]. Unfor-
tunately, exact solutions to these microscopic (relativistic) wave equations are, 
with very few exceptions, out of the question. Thus, many different pathways exist 
that allow the matching of the SH parameters to the outcome of quantum chemical 
calculations at various levels of sophistication. 

In order to more precisely state the nature of the problem, the leading spin-
Hamiltonian parameters are briefly introduced. The SH is an effective Hamiltonian 

G. Hanson, L. Berliner (eds.), High Resolution EPR, Biological Magnetic Resonance 28,  
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and contains only spin-variables of a “fictitious” electron spin S and the nuclear 
spins IA, IB, … All reference to the spatial part of the many-electron wavefunction 
and therefore to detailed molecular electronic and geometric structure is implicitly 
contained in the well-known SH parameters D (zero-field splitting), g (g-tensor) A
(hyperfine coupling), Q (quadrupole coupling),  (chemical shift), and J (spin–spin 
coupling), which are considered as adjustable parameters in the analysis of experi-
ments and which will be explained in detail below. Thus, the SH is “a convenient 
place to rest” in the analysis of experimental data by theoretical means [4]. The SH 
that includes the interactions covered above is [1,2,5,6] 

ˆ ˆ ˆ ˆˆ ˆ ˆ ˆ ˆA A A A A A A
SPIN N N

A
H SDS BgS SA I Bg I I Q I

              ˆ ˆA AB B

A B
I J I , (1) 

where the sum over “A” refers to the magnetic nuclei, B is the magnetic flux den-
sity and  and N  are the electronic and nuclear Bohr magneton, respectively. 
The SH acts on a basis of product functions ...A A N N

S I ISM I M I M .
For not too many spins this basis is often small enough to allow for exact diago-
nalization of the SH and therefore exact quantum mechanical treatments of the 
spin-physics in the SH framework. For high-dimensional SH problems, both brute-
force [7] and a variety of perturbation theoretical methods can be employed in or-
der to arrive at exact or good approximate solutions. 

The role of theory is then to derive the connection of first-principle electronic 
structure approaches to the SH parameters and to devise practical algorithms for 
the prediction of the values of these parameters. In this way, calculations can help 
to develop the full information content of spectra and thus allow conclusions about 
the geometric and electronic structure of the system under investigation to be 
drawn. 

In the past ten years, our group has contributed to this line of research through 
development of theoretical methods and their use in a number of collaborative 
studies. As a result of the development work, the methods described below have 
been implemented in the general purpose quantum chemical program package 
ORCA [8], which is available free of charge to the academic community. We hope 
that this chapter contributes to a more widespread use of quantum chemical meth-
ods in EPR spectroscopy by showing that for many EPR properties quite accept-
able results can be obtained for many molecules of current interest. In fact, as of 
today, the programs have matured to an extent that they can be productively and 
creatively used by non-experts. The second purpose of this chapter is to provide a 
brief introduction into the presently most commonly used techniques. It is hoped 
that this will help the reader to appreciate the fundamental physical content of the 
calculations. Third, the chapter is meant to illustrate the scope and opportunities of 
the currently available approaches with some examples taken from recent studies 
performed in our group. However, this chapter is not meant to be a comprehensive 
review of the literature on theory and application of SH parameters. Such treat-
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ments can be found elsewhere [3,9–15] Also, in order to keep the size of the chap-
ter within reasonable bounds, the theory of NMR parameters (chemical shift ten-
sor and spin–spin coupling in Eq. (1)) will not be covered. It is mentioned, how-
ever, that precisely analogous techniques as the ones explained below are used in 
this large field of investigation (see, e.g., the chapters in [14] dealing with NMR 
spectroscopy). 

Present-day electronic structure theory is—at least in the applied domain—
somewhat dominated by the methods of density functional theory (DFT) [16]. 
Consequently, the majority of the chapter will deal with this very successful ap-
proach since most of the readers are likely to use DFT methods in their own appli-
cations. However, it would be a misconception to use the terms “quantum chemis-
try” and “DFT” interchangeably, as appears to be widely practiced. In fact, there 
are good reasons to believe that ab initio methods based on Hartree–Fock (HF) 
theory [17] will regain more important in the future, and we at least want to hint at 
their existence as alternatives to DFT at this point. 

2. ELECTRONIC STRUCTURE THEORY OF SPIN-HAMILTONIAN 
PARAMETERS

In this section the basic theory of EPR SH parameters is presented in the way 
it is implemented in contemporary electronic structure program packages such as 
the ORCA [8], Gaussian03 [18], Dalton [19], ADF [20], or MagRespect [21] pro-
grams, all of which have significant but differing capabilities in the prediction of 
EPR properties. Since it is not assumed that the readers are experts in quantum 
chemistry, it is necessary to briefly introduce the underlying theory of N-electron
systems. Some practical advice for performing the calculations will be provided in 
§2.6. This section should be reasonably self-contained and does not require the 
detailed study of the more formal material that is contained in §§2.1–2.5.

2.1. Electronic Structure Methods 

In order to introduce the subject of electronic structure methods, we start from 
the Born–Oppenheimer (BO) Hamilton operator, which only considers the leading 
electrostatic interactions (in atomic units) [17,22]: 

21 1 1
2 2 2

,

1ˆ

ˆ ˆ ˆ ˆ

ˆ ˆ ˆ .

A A B
BO

i i A i j A Bi A A Bi j

eN ee NN

ee NN

Z Z ZH

T V V V

h V V

r R R Rr r

 (2) 

The terms describe the kinetic energy of the electrons, the electron–nuclear attrac-
tion, the electron–electron repulsion, and the nuclear–nuclear repulsion, respec-
tively. In Eq. (2), i, j sum over electrons at positions ri, A, B over nuclei with 
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charge ZA at positions RA. The nuclear positions are assumed to be fixed and the 
electrons supposed to readjust immediately to the positions of these (classical) nu-
clei. The BO-operator contains just the leading electrostatic interactions between 
the negatively charged electrons and the positively charged nuclei. It accounts for 
the vast amount of the molecular total energy, and most problems of chemical 
structure and energetics can be satisfactorily discussed in terms of these compara-
tively simple interactions. Yet, the BO-operator contains the coupled motion of N-
electrons and to find the exact eigenfunctions and eigenvalues of the (time-
independent) BO-Schrödinger equation, 

1 1
ˆ ,..., | ,..., |BO N NH Ex x R R x x R , (3) 

is a hopelessly complicated task for any but the simplest systems. In Eq. (3) the 
many-electron wavefunction 1,..., |Nx x R  has been introduced, which depends 
on the space (r) and spin ( ) variables of the N-electrons ( ,i i ix r ). R collec-
tively denotes the positions of the nuclei on which the many-electron wavefunction 
and the eigenvalues E R  depend parametrically. According to basic quantum 
theory, everything that can be known about the molecular system in the time-
independent case is contained in 1,..., |Nx x R . It is also important to note that 
all measurements always probe the N-electron system. Molecular orbitals (MOs) to 
be introduced below are never observable, and, in fact, the entire theory of mole-
cules can be exactly formulated without any recourse to orbitals. Yet, MOs are 
very convenient building blocks in the majority of approximate methods that have 
been developed to date. 

MOs first appear in the framework of the Hartree–Fock (HF) method, which is 
a mean-field treatment [17,22]. The basic idea is to start from an N-particle wave-
function that is appropriate for a system of non-interacting electrons. Having fixed 
the Ansatz for the N-particle wavefunction in this way, the variational principle is 
used in order to obtain the best possible approximation for the fully interacting 
system. Such “independent particle” wavefunctions are Slater-determinants, which 
consist of antisymmetrized products of single-particle wavefunctions x  (the 
antisymmetry brought about by the determinantal form is essential in order to sat-
isfy the Pauli principle). Thus, the Slater-determinant is written as 

1 1,..., det ...N Nx x , (4) 

and is abbreviated as 1... N . The HF approach consists of varying the shapes of 
these orbitals in order to minimize the Rayleigh-functional ˆ /BOH .
The result is an upper bound to the total molecular energy. The minimization leads 
to the following pseudo-single-particle equations (HF-equations) that must be ful-
filled by the orbitals i x :

ˆˆ ˆ ˆ
i j j i i i

j
F h J K . (5) 
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Here i  is the orbital energy for the ith MO. The Coulomb and exchange operators 
ˆ

jJ  and ˆ
jK  are defined by their actions on an orbital i x :

2

ˆ j
j i iJ d

x
x x x

r r
, (6) 

*

ˆ j i
j i jK d

x x
x x x

r r
. (7) 

The HF equations describe the motion of electrons in the field of the nuclei and the 
average field of the other electrons (hence the name “mean-field” treatment). The 
HF equations are a major simplification of the N-electron problem. However, this 
simplification comes at the price of introducing a coupled set of nonlinear equa-
tions—the Coulomb- and exchange-operators depend on the eigenfunctions of the 
Fock operator, which are unknown before the HF-equations are solved. Thus, an 
iterative approach is necessary. In practice it is not even possible to solve the HF 
equations exactly since the orbitals assume fairly complicated shapes. Therefore, 
one commonly introduces a set of auxiliary one-electron functions x  (basis 
functions) that are used to expand the orbitals: 

i icx x . (8) 

Now, minimization is performed with respect to the coefficients ic  while the basis 
functions are held fixed. The expansion is only exact in the limit of a mathemati-
cally complete basis set x , which is impossible to obtain in practice. Thus, 
the results depend on the size and nature of the employed basis functions, but there 
is a well-defined basis set limit. Since the BO-operator is spin free, it is customary 
to let the orbitals be eigenfunctions of the single-electron spin-operator by choos-
ing them to be either spin-up or spin-down orbitals. This leads to the spin-
unrestricted (UHF) method ( , ):

ˆˆ ˆ ˆ
i j j i i i

j
F h J K . (9) 

For a closed-shell system, the spin-up and spin-down Fock operators are equal 
and the spin-orbitals are obtained in pairs of equal shape and energy. Instead of 
dividing the set of orbitals into spin-up and spin-down orbitals, it is also possible to 
pursue a division into closed-shell and open-shell orbitals. This leads to the re-
stricted open-shell HF (ROHF) method [23–25]. The formalism for this method is 
slightly more involved than the UHF formalism, but the general ideas are identical. 
The ROHF wavefunction is an eigenfunction of the total spin squared ( 2Ŝ ) opera-
tor, while the UHF wavefunction does not have this feature. The energy of the 
UHF wavefunction, on the other hand, is lower than that of the ROHF wavefunc-
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tion due to the increased variational freedom in the UHF case. The matrix elements 
of the Fock-operator become in the UHF case 

| |F h P P . (10) 

With the one- and two-electron integrals over basis functions being defined as 

ˆh h dr r r , (11) 

1 2

1
1 1 2 2 1 2| d dr rr r r r r r . (12) 

Here, the “density matrix” was introduced: 

i i
i

P c c . (13) 

The sum over i is restricted to the occupied MOs with spin  and consists of N
and N  terms for spin-up and spin-down, respectively. The total density matrix is 
P P P  in terms of which the electron density at point r can be written 

Pr r r . (14) 

In the context of EPR spectroscopy it is also important to define the spin-density 
matrix P P P  in terms of which Pr r r . In 

the finite basis set, the UHF equations assume the form of a pseudo-eigenvalue 
problem: 

F c c Sc . (15) 

S is the overlap matrix |S  and  is a diagonal matrix of orbital energies. 
F has been written as F c  to emphasize the fact that F depends on its own ei-
genvectors, which emphasizes the iterative nature of the problem. The total energy 
of the UHF-approximation is 

1
2

1
2 | | .

UHF

NN

E P h F P h F

P h P P P P P P V
(16) 

This equation shows clearly that the nonlocal exchange “interaction” is only pre-
sent for electrons of the same spin. 

HF calculations can nowadays be performed with reasonable basis sets for 
quite large molecules. On standard personal computers, molecules with up to ~500 
atoms are within reach, and using state-of-the-art linear scaling technology [26,27] 
even systems with more than a thousand atoms can be studied. In the basis set limit 
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the HF methods recover typically around 99% of the total molecular energy. Un-
fortunately, even the remaining error is still very large on the chemical scale and 
amounts to hundreds of kcal/mol. Thus many properties cannot be accurately 
enough predicted by HF theory. Since the HF method describes a mean-field ap-
proach to the N-electron problem, the residual error is called correlation error, and 
a very large amount of work has gone into calculating the so-called correlation 
energy, which is the difference between the exact eigenvalue of the BO-
Hamiltonian and the HF-energy. If one follows the ab initio philosophy, one starts 
from the HF solution and tries to calculate the correlation energy using a variety of 
approaches such as configuration interaction (CI), many-body perturbation theory 
(MBPT; also known as Møller–Plesset perturbation theory; the simplest approxi-
mation is the second-order estimate, widely known as MP2), or the powerful cou-
pled-cluster (CC) theory (for an introduction see [28,29]). Such “correlated ab ini-
tio approaches,” if taken far enough, can systematically and reliably approach the 
exact BO-results. However, they are known to be notoriously expensive in terms of 
computational resource requirements. There is good hope, however, that very good 
approximations to the rigorous ab initio methods will be made available in the 
foreseeable future even for large molecules owing to the development of so-called 
linear scaling approaches [30–36]. 

A radically different approach to the N-electron problem is provided by den-
sity functional theory [16,37]. Owing to the celebrated Hohenberg–Kohn theorems 
it is known that, in principle, the knowledge of r  is already sufficient in order 
to deduce the exact ground state energy. This comes at the price of introducing an 
unknown exchange-correlation functional xcE . Since a systematic procedure to 
approach the exact xcE  appears to be unknown, physically motivated guesses 
have to be introduced. Over the years, many such approximations have been sug-
gested and new functionals appear in the literature almost on a weekly basis. Un-
fortunately, each functional has its own strengths and weaknesses, which need to 
be assessed through extensive series of test calculations. 

Without going into much detail, it is noted that the so-called Kohn–Sham pro-
cedure allows one to solve a set of pseudo-single-particle equations that would 
provide the exact ground state energy if the exact xcE  would be known. This 
procedure introduces the so-called “non-interacting reference system” which is 
described by a single Slater determinant and that shares with the physical system 
the electron density calculated through Eq. (14). The spin-unrestricted Kohn-Sham 
equations look similar to the UHF equations. In a finite basis set they read (upon 
dividing the electron density into its spin components r  and r ):

| ,XCF h P V dr r r r . (17) 

Thus, in place of the HF exchange term, there now appears a local exchange-
correlation potential, which is defined as the functional derivative of ,xcE
with respect to r :
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, ,xc
XC

E
V r

r
. (18) 

The total Kohn–Sham energy is 

1
2 | ,UKS XC NNE P h P P E V . (19) 

The second term consists of the Coulombic self-interaction of the electron cloud 
and can be written in a perhaps somewhat more illuminating way as 

1 2

1 1
1 2 1 22JE d dr rr r r r . (20) 

Likewise, the Coulomb contribution to the Kohn–Sham matrix is 

1 2

1
1 1 2 1 2

,C

J d d

V d

r rr r r r r

r r r r
 (21) 

which emphasizes the local nature of the Coulomb potential CV r . Since this 
potential is of long range, its calculation usually dominates the computational ef-
fort of an HF or KS calculation. The precise functional forms of the various ap-
proximations to ,xcE  are complicated and involve “odd powers” of r
such as 4 / 3r . If the functional also depends on the gradient of  ( r ), one 
obtains functionals from the “generalized gradient approximation” (GGA) family. 
Modern functionals may also depend on the Laplacian of the density ( 2 r )
and the kinetic energy density ( r ), which leads to the family of “meta-GGA” 
functionals. In recent years, so called “hybrid functionals” have become very popu-
lar, which involve a fraction of the nonlocal Hartree–Fock exchange, and this 
was found to improve the results for total energies as well as many molecular 
properties [16]. 

There are many important conceptual and practical subtleties in DFT that can-
not be discussed in the framework of this chapter, and the interested reader is re-
ferred to the specialist literature [16,37]. 

2.2. Additional Terms in the Hamiltonian 

Given an approximation to the ground state energy of the BO-Hamiltonian by 
some method, one needs to introduce the smaller field- and spin-dependent terms 
in the Hamiltonian that give rise to the interactions one actually probes by EPR 
spectroscopy. These terms can be derived through relativistic quantum chemistry, 
which is outside the scope of this chapter. Among the many terms that arise, we 
will mainly need the following interactions: 
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a. The spin-orbit coupling. Unlike as found in many textbooks, this term in 
the Hamiltonian is of a two-electron nature and reads within the Breit–Pauli ap-
proximation (for a detailed discussion see [38–41]):

1 2ˆ ˆ ˆ
SOC SOC SOCH H H , (22) 

2
1 1 1 3ˆˆ ˆ ˆˆ ˆ

2
el SOC el SOC

SOC i i i A iA iA i
i i i A

H h Z rh s l s , (23) 

2
2 2 2 2 3

,
ˆ ˆ ˆ ˆ ˆ ˆˆ 2

2
el SOC

SOC SSO SOO i j ij ij i j
i j i i j i

H H H g r l s s . (24) 

Here, 1c  in atomic units is the fine structure constant (~1/137), ˆ ˆ ˆ, ,i i ir p s  are 
the position, momentum, and spin operators of the ith electron, and 
ˆ ˆ ˆ( )iA i A il r R p  is the angular momentum of the ith electron relative to nucleus 
A. The vector ˆ ˆiA i Ar r R  of magnitude iAr  is the position of the ith electron rela-
tive to atom A. Likewise, the vector ˆ ˆ ˆij i jr r r  of magnitude ijr  is the position of 
the ith electron relative to electron j and ˆ ˆ ˆ ˆ( )ij i j il r r p  is its angular momentum 
relative to this electron. The one-electron term is familiar from many phenomenol-
ogical treatments, for example, in atomic spectroscopy and ligand field theory 
[4,42]. The two-electron term has contributions from the spin-same-orbit (SSO) 
and spin-other-orbit (SOO) terms, which are both important for a quantitatively 
correct treatment of SOC. They essentially provide a screening of the one-electron 
term in much the same way as the nuclear–electron attraction and electron–electron 
repulsion contributions counteract each other in the Born–Oppenheimer Hamilto-
nian. Since the full SOC operator is difficult to handle in large-scale molecular 
applications, it is desirable to approximate it as accurately as possible. This is pos-
sible through the spin-orbit mean-field approximation (SOMF) developed by Hess 
et al. [38–40,43]. Without going into the details of the derivation we merely state 
the form of this operator discussed recently [41,44]: 

ˆ ˆˆSOMF SOMF

i
h i iz s , (25) 

with the matrix elements of the kth component of the SOMF operator given by 

1

3 3
2 2

ˆˆ

ˆ

ˆ ˆ           

SOMF el SO
k k

SO
k

SO SO
k k

z h

P g

g g

 (26) 

and
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2
1 3

;
ˆ ˆ

2
el SO

k i A iA iA k
i A

h Z rr l , (27) 

2
3

, ;
ˆˆ

2
SO
k i j ij k ijg rr r l . (28) 

Here, P  is the total charge density matrix calculated by some theoretical method. 
Essentially like the HF approximation, which gives 99% of the total molecular 
energy, the SOMF operator covers around 99% of the two-electron SOC operator. 
It will be exclusively used below in order to approximate the SOC terms that will 
arise in the equations for the SH parameters. 

b. The direct magnetic dipolar spin-spin interaction. This interaction is de-
scribed by a genuine two-electron operator of the form:[45]

2 2

3 5

ˆ ˆˆ ˆˆ 3
8

i ij j iji je
SS

i j ij ij

s ss sg
H

r r
r r

, (29) 

where the free-electron g-value ge = 2.002319… appears. 
c. The hyperfine coupling. This term describes the well-known dipolar-

interaction between the electron spin and the nuclear spins [45]:

3 5

ˆˆ
ˆ 3

2

AA
i iA iAA i

SI e N N
A i iA iA

H g g
r r

s r I rs I
. (30) 

Here, N  is the nuclear magneton, A
Ng  is the g-value of the Ath nucleus, and 

ˆ AI  is the spin-operator for the nuclear spin of the Ath nucleus. While the iso-
tropic Fermi contact term is frequently introduced as a separate operator, it 
arises naturally as a boundary term in the partial integration of the singular operator 
in Eq. (30). 

d. The nuclear–orbit interaction. The interaction of the nuclear spin with the 
orbital angular momentum of the electrons leads to the following term in the Ham-
iltonian [45,46]:

3

ˆ
ˆ

2

AA
A i

LI N N
A i iA

H g
r

l I . (31)

e. The quadrupole coupling. The quadrupole coupling describes the interac-
tion of the electric field gradient (EFG) at a given nucleus with the quadrupole 
moment of that nucleus (only present for nuclei with spin I  > 1/2). The electronic 
quantity of interest is the field gradient operator. The qudrupole interaction may be 
written as an operator of the following form [47]:
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2

,

ˆ ˆ ˆ ˆA A A A
Q

A i
H e Q iI F I , (32) 

where Q(A) is the quadrupole moment of the Ath nucleus, e is the elementary charge, 
and the field gradient operator is given by 

2
; ;

5

3ˆ iA iA iAA

iA

r r r
F i

r
. (33) 

f. The electronic Zeeman-interaction. The interaction of the electrons with a 
static external magnetic field is described by [48]

ˆ ˆ
2LB i e i

i
H gB l s . (34) 

From the fully relativistic treatment there arises a “kinetic energy correction” (rela-
tivistic mass correction) to the spin-Zeeman energy that is given by [45] 

3
2ˆ

2
RMC e
SB i i

i

g
H Bs . (35) 

2.3. Sum-Over States Theory of SH Parameters 

In general, a ground state with total spin S gives rise to 2S + 1 “magnetic sub-
levels” with MS = S, S – 1, … , –S. At the level of the BO-Hamiltonian these 2S + 1 
sublevels are all degenerate. Upon introduction of the additional terms from §2.2
(collectively denoted as 1Ĥ ) this degeneracy is lifted and the task at hand is to de-
scribe the splittings of the magnetic sublevels through an effective Hamiltonian of 
the same form as the SH. An illuminating approach has been outlined by 
McWeeny [22,48,49], and as in previous works [50–54] it is followed here in order 
to give formally exact expressions of the various terms that arise in the SH. Sup-
pose that the entire spectrum of exact eigenfunctions of the BO-Hamiltonian is 
available and the effect of the much smaller additional terms is to be introduced 
through perturbation theory. The ground state many-electron wavefunction is de-
noted as 0SM  and the excited states are written as ,bS M  where b is a com-
pound index that summarizes everything that is necessary in order to unambigu-
ously identify the given excited state of total spin S   and magnetic quantum num-
ber M . In order for the perturbation theory to be valid, it is assumed that the energy 
separation 0b bE E  with 

ˆ ˆ
b BO M M BOE bS M H bS M bS S H bS S  (36) 

much larger than the matrix elements of the additional terms in the Hamiltonian. 
Since for a reasonably well-isolated ground state b is on the order of thousands of 
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wavenumbers, and the additional terms are on the order of at most a few hundred 
wavenumbers, this is in most cases a reasonable assumption. Using the partitioning 
theory outlined in detail elsewhere [50,52], the effective Hamiltonian in the space 
of the magnetic sublevels becomes second order: 

0 1

1
1 1

ˆ0 0

ˆ0 0

ˆ ˆ           0 0 .

eff

MM

b
bS M

SM H SM

E SM H SM

SM H bS M bS M H SM

 (37) 

The first term on the right-hand side is the total energy of the reference state and 
might be dropped since it does not lead to splittings between the magnetic sub-
levels. The second term is of first order in perturbation theory, and the third term is 
of second order and involves an infinite sum over excited states. The task to deduce 
the correct expressions of the SH parameters from this equations involves a con-
siderable amount of algebra that is not carried out here [50,52]. Basically, one 
looks at operators or pairs of operators that carry the same spin- or field terms as 
the corresponding terms in the SH. Next, one studies whether these terms have the 
same M, M , and M  dependence as the corresponding SH terms. This is best done 
through the application of the Wigner–Eckart theorem (for detailed derivations see 
[9,22,46,48–53]). The results are the following formally exact second-order ex-
pressions for the various SH parameters (note that in all the expressions below only 
the “standard components” of each multiplet with M = S appear): 

a. Zero-Field Splitting. The ZFS consists of a first-order term arising from the 
direct spin–spin interaction [45]: 

22

5

31 ˆ ˆ ˆ ˆ ˆ ˆ0 2 0
2 2 1

ij ij ijSS
zi zj xi xj yi yj

i j i ij

r
D SS s s s s s s SS

S S r

r r
, (38) 

and a second-order term that arises from SOC. Using the effective one-electron 
SOC operator described above, the components of the D-tensor can be shown to be 
[50]:

0 1
; ; ; ,2

1 ˆ ˆ0 0
b

SOC SOMF SOMF
kl b k i i z l i i z

b S S i i
D SS z s bSS bSS z s SS

S
, (39) 

1 1
; , 1

1

; , 1

1 ˆ0 1 1
2 1

ˆ                1 1 0 ,

b

SOC SOMF
kl b k i i

b S S i

SOMF
l i i

i

D SS z s bS S
S S

bS S z s SS

 (40) 
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1 1
; , 1

1

; , 1

1 ˆ0 1 1
1 2 1

ˆ                1 1 0 .

b

SOC SOMF
kl b k i i

b S S i

SOMF
l i i

i

D SS z s bS S
S S

bS S z s SS

 (41) 

Thus, the SOC contribution has three terms that arise from excited states with the 
same total spin as the ground state and from terms that differ by unit of total spin-
angular momentum. 

b. g-Tensor. The g-tensor can be written as a sum of four parts [45,48,49,55–
60]. The first part is the free-electron g-value and is usually dominant. However, 
since it is a natural constant it adds nothing to the information content of the g-
tensor in analyzing molecular geometric and electronic structure. The second and 
third terms are of first order and are usually fairly small. The dominant contribu-
tion to g = g – 1ge arises from the cross term between the SOC and the orbital 
Zeeman-interactions (fourth term):

SB
zz eg g , (42)

2
2

;
1 ˆ0 0

2 2
RMC e

kl kl i z i
i

g
g SS s SS

S
, (43)

; ; ;
,

1 0 0GC
kl iA iA i iA k i l z i

i A
g SS r r r s SS

S
r r , (44)

; ; ; ; ; ;

/ 1

0 0 0 0

1

.

b

SOMF SOMF
i k l i z i k i z i i l

i i i i

OZ SOC
kl b

b S S

SS l bSS bSS z s SS SS z s bSS bSS l SS

g
S  (45) 

The first term is simply the spin-Zeeman term, the second term is the reduced 
mass correction, and the third term is a gauge correction to the SOC, which has 
been written in somewhat simplified form here (explained in detail elsewhere [60]).

c. Hyperfine Coupling. The hyperfine coupling consists of three contributions 
where we have separated the Fermi contact term from the traceless dipolar contri-
bution [9,45,56]:

;
;

8 1 0 0
3 2

A c A
kl kl e N N z i iA

i
A g g SS s r SS

S
, (46) 

; 5 2
; ; ;

1 0 3 0
2

A d A
kl e N N z i iA kl iA iA k iA l

i
A g g SS s r r r r SS

S
, (47) 
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; 1 3
; ; ;

3
; ; ;

0 0
2

0 0 .

b

A SO A A SOMF
kl e N N b i k iA l i z i

b S S i i

SOMF A
k i z i i l iA

i i

A g g SS l r bSS bSS z s SS
S

SS z s bSS bSS l r SS

 (48) 

The first two terms are widely known, while the third term is a contribution from 
the SOC and has only more recently received significant attention [9,46,61–63]. 

d. Field gradients. Finally, the computation of field gradients is given by

5 2
; ;0 3 0A

kl iA kl iA iA k iA l
i

V SS r r r r SS . (49) 

Note that this term is a simple spin-independent first-order property of the system. 

2.4.  Linear Response Theory 

The equations given in §2.3 are important from a conceptual point of view as 
they show the basic physics involved in SH parameters most clearly. However, as a 
basis of actual calculations, they are unfortunately much less useful owing to the 
presence of the second-order terms. The evaluation of these terms would require an 
infinite sum over excited many-electron states. In practice, at most a few dozen 
many-electron states can be calculated. Although quite useful results have been 
obtained with this approach [52–57,64–67], the convergence of the perturbation 
sum is uncertain and can, in the general case, hardly be guaranteed. In the case of 
DFT, the excited states cannot be obtained explicitly since the Hohenberg–Kohn 
theorems only apply to the electronic ground state. Hence, it is important to look 
for an alternative definition of the various SH parameters. An approach of substan-
tial generality and elegance is provided by so-called linear response theory (LRT). 
In our view, LRT is just one realization of a family of methods that are all formu-
lated in a similar spirit. If time does not explicitly occur in the equations (which is 
not necessary for the formulation of EPR and NMR parameters), these methods can 
also be called “analytic derivative approaches” [68]. In the framework of HF and 
DFT methods, they are known as “coupled-perturbed self-consistent field” (CP-
SCF [69–72]) methods or “double-perturbation theory” (DPT [73]), respectively. 
All of these acronyms stand for computational methods that provide identical re-
sults, and it is a matter of taste as to which framework one prefers. These methods 
have been developed to high degree of sophistication in quantum chemistry and 
have been proven to be extremely useful in many contexts, including geometry 
optimization and frequency calculations (geometric derivatives), as well as in the 
precise prediction of many molecular properties. In fact, the LRT approaches can 
be shown to implicitly involve an untruncated sum over excited states of the sys-
tem that are (implicitly) described at the same level of sophistication as the ground 
state [74–76]. The key quantities of interest in LRT are the derivatives of the (ap-
proximate) total ground state energy with respect to external perturbation parame-
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ters , ,...  where  and  may denote components of an external field or a nu-
clear magnetic moment of an electronic magnetic moment. Formally, we could 
take the derivative of the perturbation sum in Eq. (36) and then make the connec-
tion to the response formalism by it with the appropriate derivative of the approxi-
mate total energy calculated with the theoretical method of choice. Since all SH 
parameters are bilinear in external perturbations, the desired quantity is the second 
partial derivative of the total energy. 

In order to appreciate the general concepts that are involved, the linear re-
sponse equations for a Self-Consistent Field (SCF) ground state will be sketched 
below. This description is appropriate if the state of interest is well described by a 
HF (Hartree–Fock) or DFT single determinant (§2.1). The ground state energy is 
written here as 

1
2

,
NN ii HF DF XC

i i j
E V h ii jj c ij ij c E . (50) 

The parameters HFc  and DFc  are scaling parameters for the HF exchange energy 
and the XC-energy respectively. Thus, HF theory corresponds to 1;  0HF DFc c ,
“pure” DFT corresponds to 0;  1HF DFc c , while hybrid DFT methods choose 
0 1HFc . The energy has been written here in terms of the occupied orbitals 

i x . They are determined self-consistently from the SCF (HF or KS) equations: 

ˆ ˆ XCii
HF DF i i i

i

E
h d c K c

x
x x x

x x x
. (51) 

For illustrating the concepts, it is sufficient to consider the case where the basis 
functions are chosen to be independent of the external perturbations. To include 
such a dependence (as is necessary, for example, for geometric or magnetic field 
perturbations) is straightforward but would lead to more lengthy equations that are 
not of interest for the purpose of this chapter. Since the MO coefficients c are de-
termined in a variational procedure, one has 

0i

i

cE
c

, (52) 

and therefore the first derivative of the energy with respect to a perturbation  is 

0

ˆE P h , (53) 

where 

ˆˆ hh , (54) 
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if  is a one-electron perturbation and if the basis functions are independent of .
Through an additional differentiation, the second partial derivative becomes 

2

0; 0

ˆ ˆPE P h h . (55) 

This important equation contains two contributions: the first term is referred to as a 
first-order contribution since it only depends on the ground state density. The sec-
ond term is a second-order contribution since it requires the knowledge of the first 
derivative of the density matrix with respect to an external perturbation. These two 
terms substitute the two first- and second-order terms in the perturbation sum of Eq. 
(36). It remains to be shown how the perturbed density matrix can be calculated. 

A simple approach will be followed for the calculation of the perturbed density 
matrix. To this end the perturbed orbitals i i  are calculated in terms of 
the zeroth order orbitals 0 0

i i . Differentiation of the SCF equations yields 

0 0 0ˆ ˆ 0i iF i F i . (56) 

The perturbed orbitals i  are expanded as 

0
ai

a
i U a  (57) 

(here and below, labels i, j, k, l refer to occupied orbitals, and a, b, c, d to unoccu-
pied ones). The unitary matrix U  has only occupied/virtual blocks in the case that 
the basis functions do not depend on the perturbation. In order to determine the 
unique elements of U  one uses the perturbed SCF equations: 

0 0 0 0 0 0ˆ ˆ 0bi i i
b

U a F b a F i , (58) 

                0 0 0 0ˆ 0ai a iU a F i . (59) 

However, F̂  depends on the perturbed orbitals. Therefore, ones needs to take the 
derivative of the SCF operator carefully: 

2
*ˆˆ ˆ ˆbj jb XC

HF bj bj DF
jb

E
F h c U K U K c d d

x
x x x

x x x x
* *ˆ ˆ ˆ ˆ ˆbj jb bj jb

bj bj HF bj HF bj DF xc
jb

h U J U J c U K c U K c f dx x

* 0 * 0

0 * 0

ˆ ˆ ˆ

ˆ ˆ .

bj bj
bj HF DF xc b j

jb

jb jb
bj HF DF xc j b

h U J c K c f d

U J c K c f d

x x x

x x x
 (60) 
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Here, the “XC-kernel” xcf  has been defined as the second functional derivative 
with respect to , and it has been tacitly assumed that for all functionals in use 
this yields a factor x x , which reduces the double integral to a single integral. 
Taken together, this results in the first-order equations 

0 0 0 0

*

ˆ

0.

ai a i

bj HF xc
jb

bj HF xc

U a h i

U bj ai c ba ji ai f jb

U jb ai c ja bi ai f jb

 (61) 

At this point it is useful to distinguish two different types of perturbation: first, 
“electric field-like perturbations” yield purely real 0 0ˆa h i  and consequently, 

also purely real and symmetric U  matrices. In this case one has 

EA U V , (62) 

with

0 0
, 2 2E

ia jb ij ab a i DF xc HFA jb ia c ai f jb c ba ji ja bi , (63) 

0 0ˆ
aiV a h i . (64) 

Note that the A-matrix (the “electric Hessian”) is independent of the nature of the 
perturbation and that the U and V matrices have been written as vectors with a 
compound index (ai).

Secondly, “magnetic field-like perturbations” yield purely hermitian imaginary 
0 0ˆa h i  and consequently also purely imaginary and hermitian U  matrices. 

This leads to 

MA U V , (65) 

with

0 0
,

M
ia jb ij ab a i HFA c ib ja ba ij . (66) 

Thus, magnetic field-like perturbations yield much easier response (or “coupled 
perturbed”) equations in which the contributions from any local potential vanish. In 
fact, in the absence of HF exchange the A-matrix becomes diagonal and the linear 
equation system is trivially solved. This then leads to a “sum-over-orbital”-like
equation for the second derivative that resembles in some way a “sum-over-states” 
equation. One should, however, carefully distinguish the sum-over-states picture 
from linear response or analytic derivative techniques since they have a very dif-
ferent origin. For electric field-like perturbations or magnetic field-like perturba-
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tions in the presence of HF exchange one thus has to solve a linear equation system 
of the size N (occupied) N (virtual), which may amount to dimensions of several 
hundred thousand coefficients in large-scale applications. However, there are effi-
cient iterative techniques to solve such large equation systems without ever explic-
itly constructing the full A-matrix [69]. Once the perturbed orbitals have been de-
termined, the perturbed density is found as 

* 0 0 0 0
ai a i ai i a

i
P U c c U c c . (67) 

2.5. Expression for Spin-Hamiltonian Parameters for Self-Consistent
Field Methods 

Using the results of the preceding sections, it is now possible to provide ex-
plicit expressions for all SH parameters. 

a. Zero-Field Splitting. The ZFS is the least well-developed SH parameter in 
EPR spectroscopy. It is also the most complicated one since the SS contribution is 
a genuine two-electron property. For this contribution McWeeny and Mizuno have 
shown [77,78]

2 2
5 2

12 12, 12, 123
16 2 1

SS e
kl k l kl

g
D P P P P r r r r

S S
. (68) 

The integrals appearing in Eq. (68) look complicated at first glance but are readily 
calculated and owing to the factorization of the two-particle spin-density matrix, 
Eq. (68) can be implemented for large-scale application without creating storage of 
computation time bottlenecks. However, generally applicable programs have only 
appeared recently [76,78–85]. It is very interesting to look at the physical content 
of Eq. (68) in a little more detail. From the form of the operator and the appearance 
of the spin-density matrix, it is obvious that it describes the (traceless) direct elec-
tron–electron magnetic dipole–dipole interaction between unpaired electrons. Such 
a term is widely used in modeling the EPR spectra of interacting electron spins 
within the “point dipole” approximation [1,86–91]. Equation (68) consists of two 
parts. In analogy to HF theory, the first part should be recognized as a “Coulomb” 
contribution, while the second one is an “exchange” contribution. Thus, even the 
direct dipolar spin–spin interaction contains an exchange contribution that is of 
fundamentally different origin than the “genuine” exchange interaction used in the 
modeling of interacting spins [92]. This point does not appear to be widely recog-
nized. Nevertheless, assuming an exponential decay of the basis functions, it be-
comes evident that the exchange term is expected to fall off much more quickly 
with interspin distance than the Coulomb contribution. The “distributed point di-
pole”-like equations can be recovered from Eq. (68) by: (a) neglecting the ex-
change contribution, (b) assuming that the spin density matrix is diagonal in the 
chosen basis, and (c) “compressing” the basis functions to -functions centered at 
the atomic positions. One then obtains 
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where A and B sum over nuclei and A A
P P  is the “gross” spin-

population on atom A. 
Equation (69) describes the interaction of point dipoles centered at atomic po-

sitions where each atom pair is weighted by the product of the spin-populations 
that reside on this atom. Note this gross atomic spin-population differs from the 
usual numbers that are predicted by Mulliken or Löwdin analysis and that are part 
of the output of many-electronic structure programs since the latter contain terms 
that depend on the basis function overlap while AP  does not. However, since the 
approximation leading to the point–dipole formula, Eq. (69), have been rather 
crude, large additional errors may not be expected if Mulliken or Löwdin spin-
populations are inserted into Eq. (69). If the distance between two spin-carrying 
fragments is large enough, it may even be possible to reduce Eq. (69) to a single 
term where RAB must then refer to an “effective” distance. We propose to calculate 
it as follows. First the center of gravity of the spin-density of fragments “F1” and 
“F2” are defined as 
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F
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and then we replace the vector ABR  in Eq. (69) by 1 2
12

F FR R R . The barred 
quantity AP  refers to a normalized spin-population such that the sum 

1
1

AA F
P . This appears to be a slightly more rigorous approach than the com-

monly used approach in which the intercenter distance is fixed by subjective plau-
sible choices which may, however, differ between different workers. Note also that 
the full g-tensor does not enter either Eq. (68) or Eq. (69). We have already criti-
cized the use of the g-tensor in the point dipole approximations for the hyperfine 
couplings [46] and a similar situation also applies to the case of the dipolar ZFS 
tensor.

The SOC contribution to the ZFS involves the response of the orbitals to the 
SOC. The formalism to achieve an analytic derivative formulation of this part of 
the SH has been worked out recently by the present author and is somewhat more 
involved than the analogous methodology for the g-tensor. Without going into too 
much detail, the three contributions to the D-tensor in Eqs. (39)–(41) may be re-
written as follows [175]: 
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The components m
lS  (m = 0, 1) are the vector operator components of the total 

spin. The spin-densities P(m) are the response densities with respect to a SOC per-
turbation. They are calculated from a non-standard set of coupled-perturbed equa-
tions analogous to the ones described above for the g-tensor as 
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With the U-coefficients calculated from 

 m = 0: 
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j b

U c U b i a j j i a b a h i , (78) 
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 m = +1: 
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 m = –1: 
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This formalism is the exact analogue of the ones used to compute the g-tensor and 
the SOC contribution to the HFC tensor and directly follows from general Eqs. 
(39)–(41). It is available in the ORCA package and has been shown to correct some 
deficiencies of earlier formulation of the ZFS tensor in the DFT framework [175]. 
Since the latter procedures are more commonly met in the literature, they are 
briefly described. Pederson and Khanna have suggested the equation [93]: 
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which is valid in the case of DFT functionals that do not contain the HF exchange 
(cHF = 0). It can be shown to be a special case of the more general treatment out-
lined above if the prefactors in front of the individual terms in Eq. (84) are all set to 
1/4S2 rather than the more rigorous values in Eqs. (39)–(41). We had previously 
implemented this equation and compared it to the following equation, which had 
also been motivated from general Eqs. (39)–(41) [84]: 
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In this equation, there enters a set of “quasi-restricted” orbitals (QROs) that are 
explained in detail in [84]. It may be appreciated that both formulations involve the 
terms that are already apparent in the general treatment (Eqs. (39)–(41)). Namely, 
the first two terms correspond to the contributions from the spin-conserving excita-
tions, while the third and fourth terms correspond to the contributions from the 
excited states of lower and higher multiplicity than the ground state, respectively. 
However, this QRO formalism is now superseded by the more general develop-
ment in Eqs. (72)–(74). More information on the relative importance of the indi-
vidual terms can be found below (§§3.5, 3.6). 

b. g-Tensor. The g-tensor is well studied by now, with many implementations 
and applications available (for reviews see [13,15,94]). One obtains the following 
expressions for the four contributions [60]:
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Here T̂  is the kinetic energy operator. It is noted that the g-tensor expressions 
make, through the operators r in Eq. (88) and l (implicit in Eq. (89), see §2.4), ref-
erence to the global origin of the coordinate system. This would seem to imply the 
unphysical and unfortunate situation that the results of the computations depend on 
the choice of origin. This is indeed so in g-tensor calculations and would only dis-
appear in the basis set limit, which is, in practice, never reached. The way around 
this artifact is to employ magnetic field-dependent basis functions (“gauge includ-
ing atomic orbitals,  GIAOs) [95–97]. The GIAOs are an elegant way to solve the 
gauge problem but require some additional computational effort. They have been 
very successful in the prediction of NMR chemical shifts where it is essential to 
remove the gauge dependence entirely. The alternative “independent gauge for 
localized orbitals” (IGLO) [98], which is also popular in chemical shift calcula-
tions, is not successful in EPR spectroscopy since the separate localization of spin-
up and spin-down orbitals introduces artifacts into the results (this statement was 
first made in [99] and has been independently confirmed by the author). Fortu-
nately, the gauge problem in EPR spectroscopy is not large, and one obtains mean-
ingful results even if a slight origin dependence persists. In order to make results 
comparable, a reasonable choice of origin is still required and is, according to Luz-
anov and coworkers [100], conveniently provided by the center of electronic 
charge. The error made by this approximation is much smaller than other remain-
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ing errors due to the functional, the basis set, the molecular model. or the treatment 
of environmental effects. 

c. Hyperfine Coupling. One finds for the three parts of the HFC the following 
expressions [46,101,102]:
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with A e N e NP g g . Thus, the first two terms are straightforward expectation 
values, while the SOC contribution is a response property [46]. In this case, one 
has to solve a set of coupled-perturbed equations with the nucleus—orbit interac-
tion taken as the perturbing operator. Since the solution of the coupled-perturbed 
equations becomes time consuming for larger molecules, this should only be done 
for a few selected heavier nuclei. For light nuclei, the SOC correction is usually 
negligible [176]. 

d. Electric Field Gradient. The EFG tensor is straightforwardly calculated 
from

5 2
; ;

,
3A

A A A AV P r r r r . (93) 

Once available, the EFG tensor can be diagonalized. The numerically largest ele-
ment maxV  (in atomic units) defines the value of q, which is in turn used to calcu-
late the quadrupole splitting parameter as 2

max235.28e qQ V Q , where Q  is the 
quadrupole moment of the nucleus in barn. Transformed to its eigensystem, the 
quadrupole splitting enters the SH in the following form [1]: 
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The asymmetry parameter  is defined as 

mid min

max

V V
V

. (95) 

It is to be noted that this is the only term that involves the total electron density 
rather than the spin density. The field gradient tensor is consequently of a quite 
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different nature than the hyperfine coupling, which depends on the same dipolar 
interaction integrals but in the case of the HFC they are contracted with the spin 
density instead of the electron density. 

It is important to realize that the equations of this section are not only valid in 
the case of a SCF ground state description but are of much wider applicability. In 
the case of correlated ab initio methods, the equations to be solved in order to de-
termine the effective density and its response merely becomes much more compli-
cated than the relatively simple CP-SCF equations sketched above. The general 
line of thought is, however, identical and merely the “mechanics” of the calculation 
become more involved. 

2.6.  Practical Aspects 

The following practical advice is based on several years of experience with the 
calculation of EPR properties. However, it is also of a subjective nature, and other 
investigators may prefer different approaches. 

a. Choice of molecular model. The most important step in a theoretical study 
of SH parameters is the choice of molecular model. Whenever possible, the largest 
and most realistic model that is compatible with the available computational re-
sources should be chosen if the aim of the study is to predict the spectroscopic pa-
rameters as accurately as possible. However, large models tend to be of low sym-
metry and their potentially complicated structure makes it sometimes difficult to 
understand the physical and chemical origin of the computational results. Thus, in 
this case, the computed numbers are as incomprehensible to the investigator as the 
SH parameter values obtained from fitting the experimental spectra. If the only aim 
of the investigation is to obtain the theoretical numbers, perhaps as substitute for 
experimental measurements that cannot be performed, this may not be considered a 
drawback. Yet, if the goal of the study is to obtain insight into the origin of the SH 
parameters, one is well advised to choose an as-small-as-possible model and to 
theoretically study the structure/spectral relationships in this model system. Such 
investigations can give invaluable insight that may even lead to better calculations 
on the large target system. 

b. Choice of geometry. The second critical step in a theoretical study is to 
choose a geometry for the calculation. Unless one has a very good reason to the 
contrary, it is highly desirable to employ quantum chemically optimized geome-
tries—that is, to minimize the total energy with respect to all nuclear coordinates R.
Automatic procedures for performing such calculations are part of virtually all 
quantum chemical programs. Theoretical geometries are well defined once a suit-
able “model chemistry” and a starting structure are selected. This is important in 
order to satisfy the criterion of reproducibility. Second, the theoretical structures do 
not depend on the resolution of a crystallographic experiment. In particular, the 
optimized positions of hydrogens are usually more reliable than the ones obtained 
from crystal structures. Note that even good protein crystal structures have uncer-
tainties in the bond distances (~0.1 Å) that are not tolerable for quantum chemical 
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studies. Third, the theoretical structures are in many if not most cases of good to 
excellent quality. However, there are some situations where a fully optimized 
structure is more harmful than helpful. One such case arises if the theoretical 
model chemistry fails to predict a certain geometrical feature that is known to be 
present in the system. A second case is met when the model consists only of a part 
of the actual system and the remaining part imposes geometric constraints that will 
be violated in an unconstrained optimization. This situation arises typically if ac-
tive sites of proteins are studied. In this case, one may freeze a small amount of 
geometrical parameters in order to satisfy the constraints provided by the protein 
pocket. A much more rigorous approach is to model the entire protein using a 
combined quantum mechanically/molecular mechanical (QM/MM) approach [103–
105]. Here, one treats a small part (the active site) with a quantum mechanical 
model while the rest of the structure is treated with molecular mechanics. Such 
calculations are expected to accurately reflect the geometric constraints of the pro-
tein and furthermore include the leading long-range electrostatic effects of the pro-
tein environment together with its first solvation shell. In some situations it will not 
be sufficient to look at individual optimized structures, and the dynamics of the 
system must be taken into account. These situations are best handled by molecular 
dynamics calculations. One then selects a sufficiently large number of “snapshots” 
from the MD trajectory [106]. Calculations performed at these snapshot geometries 
provide the average values of the desired spectroscopic parameters and also give, 
through proper statistics, an estimate of the inhomogeneous linewidth of the spec-
tra [107]. However, the treatment of QM/MM and dynamic effects has not yet 
reached a “black box” level, and presently experts are still required in order to 
carry out such calculations. 

c. Choice of theoretical method. In the framework of the present chapter, 
the choice of a theoretical method is identical to the choice of an appropriate den-
sity functional. Owing to the large number of different functionals that have 
been developed over the years, it is important to select a functional with a well-
documented performance in the area of interest. If no calibration studies have 
been performed for the given functional, an important requisite for a successful 
study is to perform such a calibration on a series of related molecules with known 
structure and spectroscopic properties. Perhaps the two best-tested functionals in 
chemistry and EPR spectroscopy are the hybrid B3LYP (see [16] for a discussion 
of different functionals) functional and the “pure” GGA functional BP86. The per-
formance of both functionals in EPR spectroscopy has been extensively studied, 
and the error bars to be expected from the calculations are known for many types 
of systems [15,41,60,62,63,108–110]. Overall, the B3LYP functional seems to be 
the best choice for EPR spectral predictions. This is fortunate since B3LYP is also 
the de facto standard for many chemical applications concerning structure and en-
ergetics. Thus, one appears to be on safe ground if this functional is used. This is 
not to say that other functionals may not perform with very similar quality, and 
among the hybrid functionals the PBE0 model [111,112] may be specifically men-
tioned [60,113]. The advantage of non-hybrid functionals is that, owing to the ab-
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sence of HF exchange, the KS equations can be solved much more efficiently and 
performance gains by a factor of ~10 are possible using modern computational 
techniques. This is particularly important in geometry optimizations that require 
typically many individual KS calculations. In our experience, geometries of or-
ganic systems predicted by BP86 are not much worse than those predicted by 
B3LYP, and the geometries of transition metal complexes are in many cases even 
better than the B3LYP structures. Thus, one can invest the savings offered by the 
GGA functionals in a better basis set or a more realistic chemical model in study-
ing the system of interest. 

Some investigators advocate varying the amount of Hartree–Fock exchange in 
hybrid functionals in an attempt to obtain better agreement with experimental val-
ues. In the opinion of this author, there is little reason to invest computer time in 
such a study. The “optimal” amount of HF exchange varies from system to system 
and from property to property. Thus, it would be difficult to claim that an overall 
more realistic electronic structure has been obtained by the fitting procedure com-
pared to the results obtained with standard functionals for which extensive calibra-
tion calculations are often available. One may also ask what additional physical 
insight is obtained from the variation of the fractional HF exchange compared to 
the more traditional approach of correcting for systematic deficiencies of the theo-
retical procedures by scaling procedures based on linear regression. 

d. Choice of basis set. In general one has to balance the cost of the calculation 
versus the accuracy of the results. Ideally, the results obtained only reflect the 
chemical model and the theoretical method chosen, and basis set effects do not 
show up at all. This is, unfortunately, only possible if very large basis sets are used, 
and in practice one always has a dependence of the results on the employed basis 
set. Experience has shown that the smallest reasonable basis sets for the prediction 
of structures and energies are of so-called double-  plus polarization quality. Such 
basis sets consist of a “split” representation of each valence orbital, a single basis 
function for each core orbital and one set of higher angular momentum “polariza-
tion” functions. Typical members of such basis sets are the 6-31G* (or 6-31G**) 
basis set [114], the SV(P) (or SVP) basis set [115] or the DGAUSS-DZVP basis set 
[116]. Among these, the SVP basis set has the smallest number of primitives and 
therefore leads to the fastest calculations. Fairly good results in comparison to the 
basis set limit are typically already obtained if polarized triple-  basis sets are used. 
Typical members are 6-311G** [117], cc-pVTZ [118], or TZVP [119], where the 
latter, again, is the most efficient in terms of computational requirements. If a sec-
ond and third set of polarization functions is employed (as in cc-pVTZ or in 6-
311G(2df,2pd) or in TZVPP), the results become very accurate but the computa-
tions may take as much as an order of magnitude longer than those with simple 
split-valence bases. Thus, a reasonable strategy is to first perform the geometry 
optimization with a small basis set and to reoptimize with a larger basis set once 
convergence has been obtained. For the EPR property predictions at the optimized 
geometries somewhat different basis sets should be chosen. However, the only 
parameter that seems to be critical in this respect is the isotropic hyperfine coupling. 
All other properties appear to be adequately predicted by the standard bases men-
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tioned above. The isotropic hyperfine coupling requires basis sets with additional 
flexibility in the core region. This flexibility is provided, for example, by the EPR-
II and EPR-III basis sets [120], which are otherwise equivalent to split-valence and 
polarized triple-  basis sets, respectively. They are available for the first row ele-
ments. Alternatively, the IGLO-II and IGLO-III basis sets [98] have been devel-
oped for NMR calculations and are available for most first- and second-row ele-
ments. First row transition metals are usually well treated by the TZVP basis set. 
However, for hyperfine calculations a “brute force” set termed CP(PPP) has been 
defined [121] based on the developments of the Ahlrich group [122]. For transition 
metals beyond the first transition row, the effects of relativity become important 
and should be treated on an all-electron level if hyperfine or quadrupole couplings 
are to be predicted. For other properties the use of effective core potentials may be 
adequate, but small cores should be employed. 

e. Summary and recommendations. Calculations of EPR parameters can now 
be performed on a routine basis using highly efficient and user-friendly program 
packages together with cheap mass market personal computers running under the 
Windows or Linux operating systems. For example, our group has developed the 
ORCA program [8], which is particularly well suited for EPR property predictions 
and is available free of charge. Alternative programs have been mentioned before 
[18–21]. For most applications it is recommended to first optimize the geometry of 
the system using the BP86 functional (together with the efficient so-called RI ap-
proximation [123,124]) and the SVP basis set followed by reoptimization with the 
TZVP basis set. The B3LYP functional may also be used for the structure optimi-
zation but will require longer computation times (factor 10–20). For the EPR prop-
erty predictions the B3LYP functional is recommended together with the EPR-II 
basis set for first row atoms, IGLO-II or TZVP for the second row, and CP(PPP) 
for the first row transition metals. For higher accuracy, the EPR-III and IGLO-III 
basis sets should be employed. The size of the systems that can be treated with this 
methodology in reasonable computation times is around 100–300 atoms. If parallel 
computational facilities (such as Linux clusters) are available, even larger systems 
may already be targeted. 

3. CASE STUDIES 

In this section some recent case studies are quoted in order to illustrate the per-
formance of the methods used. Since space does not permit to go into the details of 
the sometimes elaborate analysis, only the leading conclusions of these works are 
presented without detailed proof. 

3.1. Structure–Spectral Relationships: Phenoxyl Radicals 

In order to demonstrate the accuracy that can be obtained nowadays in g-
tensor calculations with DFT, we quote a recent study on modified phenoxyl radi-
cals fused with an imidazole ring in an attempt to model Tyrosine D in photosys- 
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Figure 1. Identification of an oxidation product by a combination of high-field 
EPR spectroscopy and DFT property calculations. Left: one-electron oxidation of 
the parent compounds leads either to proton migration (NH-forms) or the corre-
sponding OH-forms. On the right side, the deviation between calculated and ex-
perimental g-values is shown under assumption of the NH-forms (in red) or the 
OH-forms (in green). Reproduced with permission from [125]. Copyright © 2005, 
Wiley–VCH. 

tem II [125]. In fact, in many cases agreement between theory and experiment 
within ~100 ppm is observed for g-tensors. These compounds were synthesized 
(Fig. 1) in their neutral forms and were then electrochemically oxidized to the radi-
cal form. However, it was not clear whether the radicals persist with the proton still 
attached to the phenolic oxygen or whether it has been transferred to the imidazole 
nitrogen upon oxidation. B3LYP calculations predicted that the result of one-
electron oxidation of the parent compounds depends on the substituents on the imi-
dazole rings. For C6H5 substituents the NH form was predicted more stable, while 
for MeOC4H4 the OH form was predicted 7.7 kJ/mol more stable. However, com-
parison of the calculated and measured g-tensors revealed that in all oxidation 
products only the NH forms occur. In this case, the calculated g-values were in 
better than 100 ppm agreement with experiment, while the errors predicted for the 
OH forms amounted to several thousand ppm (Fig. 1). Thus, the OH forms could 
be safely ruled out as oxidation products. Although this is an isolated example, it 
illustrates that spectroscopic parameters can be much more sensitive reporters of 
the actual situation than total energies, which are, in a sense, bulk properties that 
are insensitive to certain structural features and depend on all aspects of the model-
ing. The important point is to seek the feedback from the available experimental 
data in order to come to correct interpretations. 

Theoretical studies of the g-tensors of aromatic free radicals [126,127] indicate 
that variations in the gx-value of a phenoxyl radical may be understood as arising 
from a combination of two effects, changes in: (a) the unpaired spin-population at 
the oxygen, the constituent atom with the largest spin-orbit coupling constant, and 
(b) the relative energies of two oxygen-based orbitals, the out-of-plane pz orbital 
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(which that has a significant contribution to the SOMO of a phenoxyl radical) and 
the in-plane py lone pair orbital, the contribution of which to the g-shift arises due 
to spin–orbit coupling with the electron in the SOMO. This latter effect produces a 
magnetic moment along the C–O axis that increases the value of gx. Formation of 
an in-plane hydrogen bond stabilizes the py lone pair, increasing the energy differ-
ence between this orbital and the SOMO, resulting in less effective spin–orbit cou-
pling and a reduction of the gx-value. In that respect, the OH-radical forms repre-
sent the extreme cases where the py lone pair is directly involved in the OH-bond 
and is thus not involved in efficient spin–orbit coupling with the SOMO, which 
explains the very low gx-values obtained from the calculation for these species. For 
the NH-radical cations, the DFT calculations indicate that the strength of the hy-
drogen-bond increases across this series, i.e., the –O …HN distance decreases 
along the series of substituents (R = Bz, Ph, or PhOMe) from 1.867 to 1.832 and 
finally to 1.781 Å. Correspondingly, this leads to a reduced gx-value. However, a 
full appreciation of the results also requires a detailed analysis of the spin–density 
distribution, as reported in [125]. 

3.2. Difficult Cases: Cysteine Radicals 

A particularly difficult case has been met for cysteine radicals. Such radicals 
are important models for thiyl radicals in proteins. Such radicals are known to dis-
play very large g-shifts that furthermore are strongly dependent on the nature of the 
environment. Recently a detailed experimental and theoretical study was under-
taken in order to clarify the observed effects [128]. In the first step, the conforma-
tions of the cysteine radical were studied with respect to variations in the dihedral 
angle S–C –C –C.

Scheme 1. Newman projections along the C –C  axis for the three structures that corre-
spond to energy minima. 

Constrained geometry optimizations led to the potential energy surface shown 
in Figure 2. The three minima observed correspond to the structures shown in Fig-
ure 3. It is evident that the three minima are almost isoenergetic, and consequently 
the system can assume any of the three forms. 

The calculation of the spectroscopic parameters at the three minima showed 
that the g-tensor is surprisingly sensitive to the conformation of the cysteine radical 
and that, indeed, very large g-shifts are calculated. However, the calculated g-shifts 
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are much smaller than the experimentally observed numbers in Table 1, which re-
quires a detailed analysis of the origin of these effects. 

Table 1. Summary of the C–C –C –S  Dihedral Angles (degrees), Excitation Energies 
E0 1 (cm 1) from the Ground State to the First Excited State and g-Values for the 

Three Geometries that Correspond to Minima on the Potential Energy Surface 

 1st minimum 2nd minimum 3rd minimum 
C–C –C –S  286.6 171.3 61.4 
E0 1 1732 1083 2917 

gx gy gz gx gy gz gx gy gz

  2nd order 2.2649 2.0215 2.0024 2.3692 2.0214 2.0023 2.1680 2.0161 2.0023 
  3rd order 2.2649 2.0043 1.9852 2.3692 1.9877 1.9686 2.1680 2.0092 1.9954 

x y z x y z x y z 
  C - S  1.3 88.7 89.9 1.6 89.5 88.5 2.6 89.7 87.4 
  C -C -S  347.7 170.3 80.3 53.8 174.7 95.3 121.2 37.6 127.6 

The g-values up to second order stem from the calculations. Those up to third order are calculated by Eq. 
(1). Also included are the angles (degrees) between the principal axes and the C –S  direction, and the 
dihedral angle with the C –C –S  plane. A graphic representation of the principal axes is given in 
Figure 3. Reproduced with permission from [128]. Copyright © 2004, American Chemical Society. 

Figure 2. Potential energy surface for the cysteine thiyl radical resulting from a constrained 
geometry optimization with respect to the C–C -C -S  dihedral angle. Reproduced with 
permission from [128]. Copyright © 2004, American Chemical Society. 
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Figure 3. Overview of the three geometry-optimized structures of the cysteine thiyl radical, 
(a) 1st minimum, (b) 2nd minimum, and (c) 3rd minimum. The directions of the principal 
axes of the g-tensor: z (brown, parallel to the symmetry axis of the 3p orbital in the SOMO) 
and the y (light-blue) principal axis of the g-tensor are indicated. The x axis is parallel to the 
C –S  direction. Reproduced with permission from [128]. Copyright © 2004, American 
Chemical Society. 

The reason for the large errors in the calculations and the large g-shifts ob-
served in crystals or frozen solutions containing the cysteine radical are readily 
understood upon examination of the electronic structure of this radical. The dia-
gram in Figure 4 shows that the sulfur atom has two available lone pairs that are 
oriented perpendicular to the C–S bond direction. 

Figure 4. The sulfur lone pair orbitals of the cysteine radical (in the first minimum) and the 
relation of their energy separation to the g-shift (to second order). 

For methyl-thiolate these two lone pairs are degenerate and, consequently, this 
radical exists in an orbitally degenerate ground state that is Jahn–Teller active. Un-
der these conditions perturbation theory—which assumes an orbitally nondegener-
ate ground state—must fail and higher-order effects become important. In the case 
of the cysteine radical, the degeneracy is of course lifted by the low symmetry of 
the environment. Yet, the lowest lone pair  SOMO excitation is still extremely 
low in energy. According to the high-level ab initio calculations reported in [128], 
this excited state occurs between ~1000 and 3000 cm–1 depending on the confor-
mation of the cysteine radical. Since the SOC between the ground state and this 
first excited state induces a magnetic moment along the C–S bond vector, the posi-
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tion of this excited state will largely determine the gmax shift along this direction. 
As the excitation energy is in the same range as the SOC matrix elements (the SOC 
constant is ~382 cm–1 for sulfur), higher-order effects of the SOC have been ap-
proximately taken into account and are listed as third-order results in Table 1.

Table 2. Experimental g-Values and Isotropic Hyperfine Parameters (MHz) for both  Pro-
tons and 33S for Thiyl Radicals in Different Crystals or Disordered Systems 

                                                            gx              gy                 gz aiso(H1)     aiso(H2)   aiso(33S)

Crystals:
HCl, e , 77 K 2.29 1.99 1.99 109 44 
HCl, UV, 77 K 2.251 2.004 1.985 101 34 
Penicillamine HCl, X, 4 K 2.297 2.037 1.921 
 2.217 2.000 1.983 
HCl, X, 4 K 2.244 2.001 1.984 100.8 
Cysteamine, , 77 K 2.242 1.999 1.980 92.4 42.0 
1,4-Dithiane, , 77 K 2.224 2.028 1.999 95.2 33.6 
N-acetylcysteine, e , 77 K 2.214 2.006 1.990 81.2 61.6 
N-acetylcysteine, X, 77 K 2.214 2.006 1.990 81.2 61.6 43++

N-acetylcysteine, X, 4 K, H 2.493 1.923 1.897 113  7+++

     4 K, Y 2.164 2.012 2.003 110 55 ++++

     4 K, Dd+ 2.239 2.005 1.986 86 64 53++

     4 K, K+ 2.231 1.976 1.962 81 78 52++

Frozen solutions/powder: g|| g
BSA 4mM, pH 7, 20 mM asc.* 2.17 2.008 
BSA lyophilized 2.16 2.006 
BSA dry film 2.17 2.006 
Cysteine HCl 300 mM, pH 3, 
     1 M LiCl, 10 min 140 K* 2.11 2.011 
Cysteine HCl 300 mM, pH 3, 
     12 M LiCl, 10 min 150 K* 2.10 2.015 
Cysteine crystalline powder 2.15 2.011 
Cysteine 300 mM, pH 3* 2.30 2.008 

*200 mM phosphate buffer. 
+After annealing for 12 hours at room temperature. 
++Recalculated after taking the appropriate signs of the principal values into account (see [128], Table 3, 
for calculated values), i.e., the signs of principal values from the references have been changed to (199, 

38, 32) MHz (X, 77 K), (200, 41, 0) MHz (Dd) and (178, 23, 0) MHz (K). 
+++Only observable at some orientations. Recalculated from principal values of (151, 78, 53) MHz. 
++++No 33S structure could be observed. 
Reproduced with permission from [128]. Copyright © 2004, American Chemical Society. 

The range of g-values found experimentally in various crystals and randomly ori-
ented samples span a range from gx = 2.10 to 2.49, and most of them are close to 
either 2.25 or 2.15. This range of gx values is reproduced well by our calculations. 
However, the calculations are not able to reproduce the experimentally found gz
value, which seems to be consistently smaller than the free electron g value (for 
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some complexes, cf. Table 2; also, the gy value is smaller than 2.0023). General 
expressions for the third-order correction to the g-tensor are given by Atkins and 
Jamieson [129]. In our analysis, we considered a simple two-state model that in-
cluded the SOMO (i.e., py) and the SOMO 1 (i.e., pz) [128]. The resulting g-values 
are included in Table 1. Up to third order, the shift of gz away from the free elec-
tron g-value (and for the 2nd minimum also that of gy) has indeed become negative 
and now falls within the range of the experimental gx values. We therefore con-
cluded that the negative shifts of the gz values observed for cysteine thiyl radicals 
are the result of higher than second-order contributions to the g-tensor. For fully 
quantitative accuracy with respect to the experiment, one would have to go beyond 
third order, as can be done, for example, using two-component DFT methods that 
introduce the SOC into the SCF calculation [130–132]. 

While this result already gave sufficient insight in order to qualitatively under-
stand the EPR spectroscopy of thiyl radicals, an unambiguous assignment of the 
individual species listed in Table 2 to one of the three minima was not unambigu-
ously possible. Therefore, the hyperfine couplings of the C -protons were studied 
theoretically and compared to the available experimental data. As expected from 
McConnell type relations, the HFCs were strongly dependent on the conformation 
of the radical. In addition, both, the g-tensor as well as the hyperfine couplings 
were strongly dependent on hydrogen bonds formed with the surrounding. This 
effect was modeled with either one or two additional water molecules. The com-
parison between theory and experiment in conjunction with the results obtained for 
the g-values made it possible to assign the conformation of the observed cysteine 
radical species with a good degree of confidence [128]. 

3.3. Solvent Effects: g-Tensors of Nitroxide Radicals 

The above two examples made it clear that the immediate environment of the 
radicals has a distinct effect on the g-values and hyperfine couplings of the spin-
carrying fragments. There are two principal types of effects to be distinguished: (a) 
“bulk” or unspecific effects that are mainly related to the polarity of the solvent, 
and (b) specific effects that depend on selective interactions between solvent and 
solute. In most cases these effects are related to the formation of hydrogen bonds. 

In a systematic study of these effects, the EPR parameters of two nitroxide 
radicals (Fig. 5) were studied as a function of the polarity of the solvent [133,134].

The dominant mechanism for the gmax-shift is straightforward (Fig. 6) and 
closely analogous to the case of the phenolic radicals or the cysteine radical dis-
cussed above. The oxygen molecule possesses an in-plane and an out-of-plane lone 
pair that is slightly higher in energy. Upon oxidation, the out-of-plane lone pair 
becomes the SOMO. The excitation from the in-plane to the out-of-plane lone pair 
is associated with a significant SOC matrix element along the N–O bond direction 
and leads to a dominant positive gmax-shift along this direction. 
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Figure 5. Molecular structures of the diphenyl nitric oxide (DPNO) and di-tert-butyl nitric 
oxide (DTBNO) radicals, and the g-tensor orientation. The largest component gxx points 
along the N–O bond. Reproduced with permission from [133]. Copyright © 2006, American 
Chemical Society. 

Figure 6. The semioccupied molecular orbitals (SOMOs), the doubly occupied SOMO-1 or-
bitals, and the spin densities of the DPNO (left) and DTBNO radicals (right). The SOMOs 
give an impression of the delocalization of the unpaired electron in these systems. The 
dominating gxx shift is mainly the result of an electronic excitation from the SOMO-1 level 
to the SOMO orbitals. Reproduced with permission from [133]. Copyright © 2006, Ameri-
can Chemical Society. 
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The solvent effect on the g-tensor can be conveniently studied using popular 
polarizable continuum models [135]. In these approaches the solute is embedded in 
a molecular cavity. From the electrostatic potential exerted by the solute on the 
surface of the cavity one can calculate the screening charge on each surface seg-
ment, which is meant to model the polarization of the solvent by the solute [136]. 
The surface charges now interact with the electronic charge distribution via the 
potential they create inside the cavity. The solution of this coupled set of equations 
must therefore proceed iteratively in order to find a self-consistent set of screening 
charges together with the electronic charge distribution of the solute. The popular 
PCM model was already evaluated by Ciofini et al. [135,137–139] as well as by 
Rinkevicius et al. [134], and quite good results were found for aprotic solvents. In 
our study, we have evaluated the conductor-like screening (COSMO) model of 
Klamt and Schüürman [136]. With the B3LYP functional, the SOMF operator and 
reasonably large basis set (EPR-II and enhanced IGLO-III), our results differed by 
less than 100 ppm from the experimental values in the case of aprotic solvents and 
the solvent shifts on the isotropic g-values were very well reproduced. These re-
sults are clearly the most accurate available in the literature. However, it is also 
evident from Table 4 that the g-shifts are not as well modeled in the case of protic 
solvents that can readily be attributed to the formation of hydrogen bonds to the 
oxygen of the spin carrying N–O unit. 

Table 3. Calculated g-shifts for the Di-tert-Butyl Nitric Oxide Radical DTBNO 
(see Scheme 1). 

                                                    BP86                                      B3LYP                           Exptl.
 Solvent                gxx     gyy       gzz      giso     gxx      gyy      gzz      giso         giso

Vacuum 6635 3734 –174 3399 7402 4114 –198 3773 – 
TCL 6528 3702 –170 3353 7236 4074 –194 3705 3751  20 
Toluene 6525 3700 –170 3351 7228 4071 –195 3701 3741  10 
Acetone 6411 3659 –179 3297 7032 4014 –204 3614 3721  50 
Acetonitrile 6357 3658 –170 3282 6971 4013 –196 3596 3651  10 
Methanol 6359 3651 –176 3278 6972 4005 –201 3592 3471  20 
Water 6354 3651 –174 3277 6964 4005 –199 3590 3241  10 

All values in ppm. Solvent optimized geometries were used. Reproduced with permission from [133]. 
Copyright © 2006, American Chemical Society. 

Thus, the models were straightforwardly enhanced by explicit water and 
methanol molecules that were attached to the oxygen of the nitroxide group (Fig. 
7). Upon recalculating these “supermolecules” inside a COSMO cavity, accurate 
results were found in comparison to the experimental values. Thus, it was con-
cluded that the COSMO model enables one to accurately study the solvent effect 
on the g-tensors of organic radicals if possible hydrogen bonds with the solvent are 
explicitly treated. 
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Table 4. Calculated g-Shifts for the Diphenyl Nitric Oxide Radical DPNO in Water 
or Methanol (MeOH), Including Explicit Solvent Molecules 

                                                              BP86                                             B3LYP 
            Solvent                 gxx       gyy        gzz      giso      gxx       gyy         gzz      giso

Gas phase calculations with explicit solvent molecules 
DPNO / 1 H2O 6447 2632 –79 3000 7092 3076 –122 3349 
DPNO / 2 H2O 5915 2443 –51 2769 6396 2843 –108 3044 
DPNO / 3 H2O 5812 2375 –58 2709 6248 2763 –112 2966 
DPNO / 1 MeOH 6463 2632 –40 3018 7098 3056 –105 3350 
DPNO / 2 MeOH 5940 2457 –40 2786 6408 2830 –108 3043 
DPNO / 3 MeOH 5860 2367 –62 2722 6311 2735 –116 2976 

COSMO calculations with explicit solvent moleculesa

DPNO / 1 H2O 5986 2535 –57 2821 6448 2945 –99 3098 
DPNO / 2 H2O 5599 2359 –50 2636 5959 2734 –98 2865 
DPNO / 3 H2O 5462 2414 –171 2568 5891 2774 –200 2822 
DPNO / 1 MeOH 6001 2543 –36 2836 6464 2932 –92 3101 
DPNO / 2 MeOH 5545 2374 –26 2631 5897 2718 –94 2840 
DPNO / 3 MeOH 5340 2260 +12 2537 5661 2602 –59 2735 

All values in ppm. In the experiments, giso shifts of +2761  10 and +3181  10 ppm were found for 
the DPNO radical in water and methanol, respectively (see [133] for references to the original literature). 
a Solvent-optimized structures were employed for the g-tensor calculations. 
Reproduced with permission from [133]. Copyright © 2006, American Chemical Society. 

However, this approach also shows the limitations of this type of modeling: 
the positions and orientations of the additional solvent molecules are not well de-
fined. The potential energy surfaces are extremely flat, and there certainly exist 
many minima in which the system could reside. Furthermore, it is likely that the 
system may interconvert rapidly between the different minima. Thus, even though 
such a supermolecule approach is attractive and straightforward, it is associated 
with considerable uncertainties. This situation could be resolved by explicit mo-
lecular dynamics calculations (see [140]), but this approach is still too expensive 
for general use. 

In the original paper [133], the extension of the standard COSMO model to the 
self-consistent COSMO-RS model was reported. COSMO-RS is a further devel-
opment of COSMO to “real solvents” [141], and it is supposed to model explicit 
effects like hydrogen bonding in a more accurate way without having to introduce 
explicit solvent molecules into the modeling. All that is needed is a screening 
charge profile of the solvent from a standard COSMO calculation. In [133] it was 
possible for the first time to include the COSMO-RS model explicitly into the SCF 
process in such a way that the screening charges now reflect the COSMO-RS 
model rather than the simpler standard COSMO. The resulting screening charges 
are visualized in Figure 8 and compared to the standard COSMO model for the 
DPNO radical. Positive screening charges (red color) were found at the nitroxide 
oxygen atom with its negative net charge. The difference plot of the screening 
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Figure 7. The DPNO radical in coordination with explicit solvent molecules (one, two, and 
three water or methanol molecules). Two solvent molecules form H-bonds to the nitroxide 
oxygen atoms, while the third solvent molecule is hydrogen bonded to another solvent mole-
cule. The COSMO model was used in the geometry optimization (  = 80.4 for water and  = 
32.63 for methanol). Reproduced with permission from [133]. Copyright © 2006, American 
Chemical Society. 

charges from COSMO and D-COSMO-RS (Fig. 8d) shows that the D-COSMO-RS 
approach additionally increases the positive screening charges at the nitroxide oxy-
gen atom. This stabilizes the lone pair orbitals on the oxygen and leads to a larger 
in-plane/out-of-plane energy gap, which then accounts for the observed variations 
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in the g-shift. These effects are quantitatively analyzed in Table 5. From this data 
one is able to conclude that—at least to some extent—the COSMO-RS model is 
able to simulate the effect of the explicit water molecules despite the fact that these 
water molecules have not been included in the model. However, they enter into the 
electronic structure determination via the modified COSMO-RS screening charges. 

Table 5: Comparison of Spin Densities, Orbital Energies (eV), and g-Tensor
Contributions (Relativistic Mass Correction [RMC], Diamagnetic Spin–Orbit [DSO], 
and Paramagnetic Spin–Orbit [PSO] Contributions) of the DPNO Radical in Water, 

Obtained from COSMO, D-COSMO-RS, and from COSMO Employing 
Additionally the Supermolecule Approach (B3LYP/IGLO-II) 

Supermolecule approacha                                COSMO          D-COSMO-RS            COSMO 

Orbital energies (Eh)
SOMO-1 –7.22 –7.46 –7.31 
SOMO –5.43 –5.77 –5.69 

Eb 1.79 1.69 1.62 
g-tensor contributions (ppm) 

gii, RMC –274 –269 –269 
gxx, DSO +153 +153 +154 
gxx, PSO +7046 +6261 +6074 
gyy, DSO +213 +205 +176 
gyy, PSO +3203 +3085 +2827 
gzz, DSO +162 +157 +132 
gzz, PSO +20 +32 +39 

Mulliken spin-populations 
N +0.36 +0.40 +0.42 
O +0.44 +0.39 +0.35 

Atomic contributions to gPSO (ppm) 
gxx (N) +445 +547 +649 
gyy (N) +809 +787 +904 
gzz (N) 0 0 –2 
giso (N) +418 +445 +517 
gxx (O) +6453 +5565 +5309 
gyy (O) +2115 +1967 +1716 
gzz (O) –53 –54 –52 
giso (O) +2838 +2493 +2325 

a Model system with two explicit solvent molecules. 
b In vacuum, an energy difference of 1.91 eV was obtained for the SOMO and SOMO-1 levels. 
Reproduced with permission from [133]. Copyright © 2006, American Chemical Society. 

3.4. SH Parameters in Proteins: QM/MM Studies 

While the study presented in §3.3 is already quite encouraging in terms of in-
cluding the leading environment effects via polarizable continuum models, the next 
level of sophistication is needed for detailed protein studies. As explained in §2.6, 
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Figure 8. Visualization of the screening charges on the COSMO surface obtained for the 
DPNO radical in water. The plots were generated employing (a) the COSMO correction, (b) 
the D-COSMO-RS approach, (c) the supermolecule approach in combination with the 
COSMO method, and (d) a difference plot of the screening charges from COSMO and D-
COSMO-RS. Positive screening charges are given in red. Reproduced with permission from 
[133]. Copyright © 2006, American Chemical Society. 

this can be accomplished via QM/MM approaches that model the entire protein, 
active site, and at least the first solvation shell explicitly [105]. While such calcula-
tions are still quite time consuming, they show the enormous potential for the study 
of macromolecules with a combination of quantum mechanics and molecular me-
chanics. In [105] we have applied the QM/MM methodology to a well-known met-
alloprotein: the blue copper protein plastocyanin (Pc). Pc is one of the “trademark” 
systems of bioinorganic chemistry, and the electronic structure and spectroscopy of 
the active site in the Cu(II) state is very well understood [142–152]. In Figure 9 the 
system that was studied is explained. In Figure 9A the entire system is shown, 
where the solvent water molecules are shown in red and the protein backbone in 
green. This system was equilibrated and subjected to MD runs. In Figure 9B an 8 Å 
sphere around the active site is shown that was active in the following geometry 
relaxation. Finally, two models were selected for explicit quantum treatment: the 
model PCU-S is a small model and only has the copper ion, two histidines, one 
cysteine, and one methionine residue (all in a truncated form) in the quantum re-
gion. Model PCU-L includes the amino acids in their non-truncated forms and also 
adds an important residue (Asn38) to the quantum region that is supposed to 
strongly influence the properties of the cupric active site through hydrogen bonding 
to the cysteine sulfur. The Cu(II)–SCys bond is a famous bond in bioinorganic 
chemistry and gives rise to the blue color of the protein that arises from -bonding 
to the -antibonding transition between the two orbitals shown in Figure 9. The 
extremely high covalency of this bond is held responsible for most of the unique 
properties of the Cu(II) site in Pc compared to low-molecular-weight Cu(II) com-
plexes [142–152]. 

Therefore, we have first studied the influence of the protein on the spin-
populations in the Cu–S bond. In this study, the effects of scalar relativity were 
also probed on the basis of the popular ZORA approach [153], which is imple-
mented into the ORCA package as described by van Wüllen [154]. Rather pro-
nounced effects of the protein environment were found in these calculations. Al-
though the spin-population is not a physical observable, our reference value was 
taken to be 41% spin-population on copper, which was advocated after the exten-
sive studies of Solomon and coworkers [144,146–152]. If this value is accepted, 
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Figure 9. Models of the active site of Pc used in the QM/MM study (see text for explana-
tion). Reproduced with permission from [105]. Copyright © 2006, Wiley. 

Table 6 shows that the PCU-S in the gas phase rather dramatically underestimates 
the spin-population on copper. This has previously been taken as an indication 
for a failure of DFT and has led to revised functionals with increased amounts 
of HF exchange, which is known to correct the metal–ligand covalencies into 
the ionic direction [155]. Upon immersing the site in a dielectric continuum with 
= 4, which is the standard value taken for a protein environment [156,157], 
the spin slightly shifts in direction of the copper while the entire protein ef-
fect brings the calculated value close to the best experimental estimate of 
41% spin-population on Cu. The effects of scalar relativity are visible in the re-
sults but are not dominant. Similar effects were found for the large model without 
any dramatic differences, which shows that the additional hydrogen bond to Asn38 
is not of dominant importance for the spin distribution within the active site of Pc 
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but that rather long-range electrostatic protein effects have a large effect on the 
spin distribution. 

Table 6. Calculated Mulliken Spin Populations of the Copper Ion and the 
Cysteine Sulfur Atom 

                                                             NonRel                                               ZORA 
    Model       Atom           Gas        Continuum    Protein          Gas       Continuum     Protein 

   PCU-S Cu 0.32 0.36 0.41 0.35 0.39 0.44 
 S 0.57 0.53 0.46 0.54 0.50 0.43 
   PCU-L Cu 0.33 0.37 0.39 0.36 0.40 0.43 
 S 0.53 0.49 0.46 0.50 0.46 0.43 

Results from single-point calculations on the QM layer of the QM/MM geometry optimization without 
surrounding (“gas”), employing the COSMO dielectric continuum approach with a dielectric constant of 
4 (“continuum”), and including the MM point charges in the calculations (“protein”). 41% Cu 

2 2x y
d character of the SOMO were obtained in the experiments.
Reproduced with permisison from [105]. Copyright © 2006, Wiley. 

The calculated g-tensor thoroughly reflects the results obtained for the spin-
populations. While gmin(= g1) and gmid (= g2) are predicted with good accuracy, the 
value of gmax (= g3) is underestimated in all calculations. This is a DFT error com-
monly observed for Cu(II) and has been analyzed in some detail previously [60]. It 
is mainly due to errors in the d–d transition energies, and in the original paper a 
semi-empirical estimate of this error was made on the basis of ligand field theory, 
which brought the results into acceptable agreement with experiment. 

Table 7. Calculated g-Tensor of  Plastocyanin 

                                                      NonRel                                  ZORA 
                                        Gas    Continuum   Protein    Gas    Continuum    Protein       Exptl. 

g1 PCU-S 2.039 2.044 2.050 2.043 2.048 2.055 2.047 
PCU-L 2.039 2.044 2.047 2.043 2.048 2.051 

g2 PCU-S 2.064 2.065 2.066 2.067 2.068 2.070 2.059 
PCU-L 2.062 2.064 2.064 2.067 2.068 2.068 

g3 PCU-S 2.119 2.132 2.151 2.132 2.147 2.166 2.226 
PCU-L 2.117 2.133 2.142 2.133 2.148 2.157 

giso PCU-S 2.074 2.080 2.089 2.081 2.088 2.097 2.111 
PCU-L 2.073 2.080 2.084 2.081 2.088 2.092 

Reproduced with permission from [105]. Copyright ©2006, Wiley.

Even more challenging than the determination of the g-tensor is the calculation 
of the copper hyperfine tensor since it has large contributions from three terms of 
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very different origin that are all of the same order of magnitude but are of opposing 
signs. The relatively low quality of the “raw” DFT values becomes apparent from 
inspecting the results in Tables 3 and 4 in [105], where none of the calculations 
show good agreement with experiment. This is a result of two reinforcing errors. 
The error in the SOC part is closely related to the error in the g-tensor, while 
the error in the Fermi contact term is a genuine DFT error. Based on the analysis 
of these errors, we [105] proposed a scaling of the isotropic HFC of Cu(II) by 1.09, 
which brought the values of the Cu–HFC into good agreement with the experimen-
tal values. Thus, this study together with others [46,108] show that, at this 
point, DFT is not able to provide accurate values for metal HFCs. However, the 
DFT errors are very systematic and can be greatly reduced by scaling procedures 
[46,54,104,158–166]. 

While the dominant EPR parameters (g-tensor, metal hyperfine, and also ZFS 
[§3.6]) are difficult to calculate with high accuracy by DFT methods, the situation 
is more fortunate for the magnetic parameters (HFCs, NQCs) of the remote ligand 
nuclei that can be probed by high-resolution magnetic resonance experiments. This 
is also confirmed by our results on the nitrogen HFCs of Pc that are collected in 
Table 8. The results are of quite good quality, and the effects of the protein and of 
relativity were found to be limited. Calculated proton HFCs are also presented in 
[105] and show good agreement with the experimental data. 

Table 8. Calculated 14N Hyperfine Coupling Constants A (MHz), 
Nuclear Quadrupole Coupling Constants e2qQ/h (MHz), and 
Asymmetry Parameters of the Large Model System PCU-L 

                                         NonRel                                             ZORA. 
                         Gas       Continuum    Protein          Gas      Continuum     Protein          Exptl. 

His 37, N 1

AFC +13.7 +16.0 +17.4 +13.7 +15.7 +16.9 +18.1 
A1, SD +2.8 +3.4 +3.7 +3.0 +3.5 +3.9 +1.0 
A2, SD –1.2 –1.5 –1.6 –1.3 –1.5 –1.7 –0.1 
A3, SD –1.6 –1.9 –2.1 –1.7 –2.0 –2.2 –0.9 
e2qQ/h –2.4 –2.2 –2.1 –2.2 –2.1 –2.0 +2.9 

0.7 0.8 0.9 0.6 0.7 0.8 0.5 
His 87, N 1

AFC +23.4 +25.8 +28.3 +23.0 +25.1 +27.3 +25.1 
A1, SD +3.9 +4.6 +5.1 +4.2 +4.8 +5.3 +2.7 
A2, SD –1.7 –2.0 –2.3 –1.8 –2.1 –2.4 –1.1 
A3, SD –2.2 –2.6 –2.9 –2.3 –2.7 –2.9 –1.5 
e2qQ/h –2.4 –2.3 –2.1 –2.4 –2.3 –2.1 2.5 

0.6 0.7 0.8 0.5 0.6 0.7 0.6 
His 37, N 2

AFC +0.63 +0.74 +0.80 +0.63 +0.72 +0.76 +0.87 
A1, SD +0.18 +0.21 +0.23 +0.19 +0.22 +0.24 +0.23 
A2, SD –0.03 –0.04 –0.05 –0.03 –0.04 –0.05 –0.07 
A3, SD –0.15 –0.17 –0.18 –0.17 –0.18 –0.19 –0.18 
e2qQ/h –2.7 –2.5 –2.2 –2.6 –2.4 –2.1 –1.37 

0.1 0.1 0.3 0.2 0.2 0.2 0.86 
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Table 8, cont’d 

His 87, N 2

AFC +1.04 +1.10 +1.19 +1.01 +1.04 +1.13 +1.30 
A1, SD +0.18 +0.21 +0.24 +0.19 +0.22 +0.25 +0.35 
A2, SD –0.06 –0.07 –0.09 –0.06 –0.07 –0.09 –0.04 
A3, SD –0.11 –0.14 –0.15 –0.13 –0.15 –0.16 –0.32 
e2qQ/h –2.7 –2.5 –2.2 –2.6 –2.5 –2.2 –1.43 

0.1 0.1 0.3 0.2 0.2 0.2 0.95 

Experimental results from azurin, assigned to the 14N nuclei of His 117 and His 46 (for references to the 
original data, see [105]). Reproduced with permission from [105]. Copyright © 2006, Wiley. 

Based on the results obtained for the spin distribution between copper and sul-
fur, it is not surprising that the C -proton couplings of Pc react much more sensi-
tively to the protein environment since it affects the spin-population on the nearby 
sulfur to a large extent and this spin-population is largely responsible for the ob-
served 1H-HFCs. If we take the ZORA calculations on the large model inside 
the protein environment as the best theoretical estimate, it becomes apparent 
that the calculations overestimate the proton HFCs by ~20%. Part of this can be 
traced back to slight errors in the calculated dihedral angle H–C –S–Cu to which 
the proton HFCs react very sensitively [167,168]. The remaining error may 
be blamed on a slight overestimation of the spin-population on the sulfur, but we 
also note that different groups experimentally obtained rather different values for 
the HFCs (Table 9). 

Table 9. Cysteine 84 Isotropic HFCs of the H 2 and H 1 Nuclei (MHz) 

                                                   NonRel                                     ZORA 
                                       Gas   Continuum  Protein         Gas  Continuum  Protein         Exptl. 

PCU-S Cys 84 H 1 35.4 33.5 28.1 34.3 32.3 27.1 17.4 
 Cys 84 H 2 45.6 41.7 36.2 44.3 40.3 35.0 23.2 
PCU-L Cys 84 H 1 33.4 30.9 27.3 32.3 32.8 26.2 17.4 
 Cys 84 H 2 35.8 33.2 31.0 40.3 34.3 29.0 23.2 

Werst et al. obtained experimental values of 27 and 16 MHz [167]. Bertini et al. measured values of 
17.4 and 23.2 MHz [169]. Reproduced with permission from [105]. Copyright © 2006, Wiley. 

In summary, the results of [105] show the possibilities of entire protein 
QM/MM modeling of metalloproteins but also demonstrate the limitations that the 
theoretical approaches still have. 

3.5. Zero-Field Splittings: Origin of ZFS in Organic Triplets and Diradicals 
The final SH parameter for which until very recently no large-scale DFT im-

plementation has been available is the SS contribution to the ZFS. Since the SS 
contribution does dominate the ZFS of organic triplets and diradicals, we have 
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tested our implementation within the ORCA program on a series of organic mole-
cules in triplet states (Fig. 10). 

Figure 10. Molecules chosen for evaluating the accuracy of DFT in the prediction of ZFSs 
of organic molecules in triplet states. Reproduced with permission from [85]. Copyright ©
2006, American Chemical Society. 
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Figure 11. Correlation of calculated DSS with measured D values for organic radicals 1–15 
from Figure 10. Comparison of restricted open shell ROBP86/EPR-II (top left), unrestricted 
UBP86/EPR-II (top right), ROB3LYP/EPR-II (bottom left), and ROBP86/EPR-III (bottom 
right) calculations. In all cases, single-point calculations on triplet state geometries were per-
formed. RMSD values of 0.0035 cm–1 (BP86/EPR-II), 0.0772 cm–1 (UBP86/EPR-II), 0.0035 
cm–1 (BP86/EPR-III), and 0.0045 cm–1 (B3LYP/EPR-II) were obtained. Reproduced with 
permission from [85]. Copyright © 2006, American Chemical Society. 

The SS contribution was calculated according to Eq. (68) without any further 
approximation. The structures of the molecules were optimized using RI-
BP86/SV(P), while the properties were calculated with either BP86 or B3LYP to-
gether with the EPR-II and EPR-III basis sets. Both bases were found to be ade-
quate for the purpose of predicting ZFSs [85]. In particular, for 3O2 they were 
found to give results close enough to those obtained with the very large QZVP ba-
sis set [170], which is believed to provide results close to the basis set limit. 

The results are documented in Figure 11 and were found to be puzzling and 
encouraging at the same time. The curious effect was observed that spin-
unrestricted calculations that are quite successful in predicting other EPR parame-
ters failed badly in the prediction of ZFSs. However, open-shell spin restricted cal-
culations provided results that were in excellent agreement with the experimental 
values. The RMSD values were as low as 0.0035 cm–1 (ROBP86/EPR-III) and 
0.0045 cm–1 (ROB3LYP/EPR-II). It is to be noted that the results with the larger 
EPR-III basis set present no improvement over those obtained with EPR-II and 
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gave the same RMS values when used with the BP86 functional. At present we 
have no convincing explanation of why RODFT does as good as it does while 
UDFT does as poorly as observed. The effects of spin-contamination are of minor 
importance in these molecules and the differences between the spin distributions 
calculated with the two approaches are also not pronounced. Consequently, the 
effect must be quite subtle and warrants a much closer theoretical investigation. 

Nevertheless, the results obtained with ROBP86 are quite encouraging, and the 
fact that the calculations can be readily carried out even for molecules as large as 
15 on a single processor of a standard personal computer shows that the method is 
indeed applicable to “real-life” problems. 

However, as a word of caution, we present the data in Table 10. It is observed 
that the DFT calculations follow the general trend to decreasing ZFSs with larger 
size of the aromatic system. However, they clearly underestimate the ZFS beyond 
benzene. However, the results are quite sensitive to the geometries employed 
(ground state singlet or optimized triplet)—another subtle effect that is difficult to 
trace. We tentatively speculate that the failures of DFT may be due to the neglect 
of medium-range correlation by DFT methods. This has been spectacularly demon-
strated by Grimme most recently in a study dealing with isomerization energies of 
simple alkanes and for which DFT methods failed badly [171]. Nevertheless, the 
study of Loboda et al. [79] as well as our study [85] demonstrated that better pre-
dictions of the SS part of the ZFS can actually be obtained on the basis of CASSCF 
wavefunctions. 

Table 10. Comparison of Experimental and Calculated D Parameters 
for Benzene and Polyacenes 

                                             BP86/EPR-II      BP86/EPR-III    B3LYP/EPR-III           Exptl. 

Benzene 0.163 0.159 0.162 0.1593 
Naphthalene 0.053 0.052 0.051 0.1004 
Anthracene 0.042 0.042 0.041 0.0702 
Tetracene 0.032 0.031 0.032 0.0573 

Reproduced with permission from [85]. Copyright © 2006, American Chemical Society. 

3.6. Zero-Field Splittings: Origin of the ZFS in transition metal complexes 

As for all other SH parameters, transition metal complexes are particularly 
challenging; and even more so when it comes to the ZFS, which is arguably the 
most complicated of the SH parameters. We have recently reported a high-level 
MRCI implementation of the SOC contribution to the ZFS and have obtained very 
accurate results for the SOC splittings of the atomic multiplet terms for main group 
atoms, transition metal atoms, and small diatomic molecules [172]. In addition, we 
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have evaluated the SS part by a mean-field approximation in the multideterminan-
tal ab initio framework, and it has been shown that this simple approximation 
works well for 3O2 [85,172]. Unfortunately, these accurate calculations cannot be 
extended to the case of large transition metal complexes due to the excessive com-
putational effort involved. Nevertheless, of the available ab initio approaches it is 
still possible to apply the CASSCF method or the simplified SORCI method to 
molecules of the size of Mn(acac)3, which we have chosen as our initial test mole-
cule for studying ZFS in transition metal complexes ([84]; see Fig. 12). 

Figure 12. Structure of the complex Mn(acac)3 used for evaluation of ZFS effects in transi-
tion metal complexes. Rproduced with permission from [84]. Copyright © 2006, American 
Chemical Society. 

Mn(acac)3 is a high-spin d4 system with tetragonal distortion. Its ZFS has been 
measured to high precision by Barra et al. [173] and by Krzystek et al. [174], who 
arrived at values of D = –4.52 cm–1 and E/D = 0.05 cm–1. Krzystek et al. also pro-
vided a concise ligand field explanation of the origin of the ZFS: due to the Jahn–
Teller active d4 ion, the complex distorts in the direction of tetragonal elongation, 
which leaves the dz2-based MO empty, and according to the standard ligand-field 
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analysis, this leads to a negative D-value [174] (for further ligand field arguments, 
see [9]). 

The DFT calculations documented in Table 11 predict the correct sign and an 
overall reasonable rhombicity. However, the absolute value of D is considerably 
underestimated. As expected, the SOC part contains two significant contributions: 
the first contribution comes from the  excitations. These correspond primarily 
to the spin-allowed (quintet quintet) ligand field excitations and have usually 
been solely held responsible for the ZFS. However, compared to the final value 
they contribute only ~–0.4 cm–1 (~16%), which renders arguments based on spin-
allowed ligand field excitations alone in high-spin d4 systems unreliable. As antici-
pated, a second and even larger SOC contribution arises from the  (quin-
tet triplet) excitations. These excitations contribute ~40–50% of the final D-value. 
Perhaps the most surprising number in Table 11 is the large contribution of the 
direct spin–spin coupling term. It contributes as much as –1 cm–1 to the final D-
value and therefore significantly improves the agreement with the experimental 
values. The final predicted D is then still underestimated, but since all terms have 
been treated with a minimum number of approximations (SOC and spin–spin inte-
grals), it is believed that this number properly reflects the intrinsic accuracy of 
the DFT-based procedures for the prediction of ZFSs in transition metal complexes. 
Again, it has been found in [84] that ab initio procedures provide somewhat bet-
ter agreement with experiment, and this has been attributed to the fact that 
the spin–flip excitations can be rigorously and correctly represented in a multide-
terminantal framework, while this does not seem to be possible within a DFT phi-
losophy [84]. Nevertheless, this study has come to the important conclusions 
that: (a) the spin–spin contributions to the ZFS are much larger than has been as-
sumed for decades in transition metal EPR spectroscopy and must be taken into 
account in any quantitative analysis and (b) the spin–flip contributions that are of-
ten neglected in the analysis of transition metal ZFSs are of major importance. The 
latter statement even holds in the case of the high-spin d4 configuration and is of 
course particularly true also for the high-spin d5 configuration, where no allowed 
sextet–sextet ligand field transitions could contribute to the observed SOC contri-
bution of the ZFS. 

4. CONCLUDING REMARKS 

In the present chapter the theory of SH parameters as it is implemented today in 
sophisticated quantum chemical program packages has been presented and illus-
trated through a series of representative applications. Although this review already 
contains a significant number of equations, it has not been possible to describe all 
important recent developments in detail (for a review, see [13]). It is nevertheless 
hoped that the general lines of reasoning became transparent to the interested 
reader in this way. Hopefully, it also became evident that the theoretical ap-
proaches based on DFT are already highly useful in complementing experimental 
investigations. The methods have been developed to a stage where the programs 
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Table 11. Comparison of Contributions to the Calculated Zero-Field Splitting 
between the Quasi-Restricted DFT Method and the Perderson–Khanna–Kortus 

Approach as well as Comparison of the Results Obtained with the 
SOMF and Veff SOC operators (BP86/TZVP, all numbers in cm–1)

         Method                                                                               D                                  E 

BP86-QRa  –0.42 –0.03 
 –0.03 –0.00 
 –1.07 –0.10 
 +0.00 +0.00 

 Spin-Spin –0.99 –0.17 
 Total –2.51 –0.316 
BP86-PKKb  –0.32 –0.04 

 +0.02 –0.01 
 –1.29 –0.14 
 –0.01 +0.01 

 Spin-Spin –0.99 –0.18 
 Total –2.59 –0.36 
Exp.  –4.52 –0.25 

a with quasi-restricted method; Eq. (85).  b with Pederson/Khanna/Kortus method; Eq. (84). 
Reproduced with permission from [84]. Copyright © 2006, American Chemical Society. 

can be readily used by non-experts and provide results that frequently compare 
well with the experimental measurements. This is to a large extent true for organic 
radicals and triplets, while the area of transition metal EPR spectroscopy is still an 
enormous challenge to theory. Nevertheless, if viewed with sufficient care, the 
calculations can be of tremendous help in analyzing complicated spectra. For ex-
ample, the calculations tend to give tensor orientations that are quite good, and this 
information is often difficult to determine from the experimental spectra without 
any additional source of information such as laborious single-crystal measurements. 
Thus, a reasonable strategy will often be to start extended simulation procedures 
from a set of theoretically calculated parameters and refine them through nonlinear 
least-squares fitting. In many cases it will be found that the theoretical values will 
need adjustment. Even if the calculations give errors on the order of 10–30%, they 
usually provide correct trends and can therefore be of invaluable aid in the decon-
voluting highly complex spectral patterns. We hope that this chapter contributes to 
this line of thought in the following ways: (a) to explain the general strategies that 
lead to the currently used methods, (b) to document precisely what is being done in 
the available program packages, (c) to hint about how the calculations can be done 
in practice, and (d) to show what can be achieved on the basis of the available 
methods. There is no doubt that the development of theoretical methods for the 
prediction of EPR parameters has to continue in order for theory to become an 
even stronger partner of experiment. However, the rapid progress that has been 
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made in this field over the last ten years provides an optimistic view for the future 
of this exciting partnership. 
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CHAPTER 6 

EPR OF MONONUCLEAR NON-HEME IRON PROTEINS

Betty J. Gaffney 
Department of Biological Science, Florida State University 

Flexible geometry of three- to six-protein side-chain ligands to non-
heme iron in proteins is the basis for widely diverse reactivites ranging 
from iron transport to redox chemistry. The gap between fixed states de-
termined by x-ray analysis can be filled by spectroscopic study of 
trapped intermediates. EPR is a versatile and relatively quick approach 
to defining intermediate states in terms of the geometry and electronic 
structures of iron. A number of examples in which the iron chemistry of 
non-heme proteins is understood through x-ray structures at subbond 
length resolution, refined calculations, and spectroscopy exist now. 
Some examples in which EPR has provided unique insight are summa-
rized in Table 1. Assignment and quantitative evaluation of the EPR 
resonances in ferric, non-heme iron sites is the focus of the first section 
of this review. An earlier chapter in this series provides more back-
ground on the theory specific to EPR of S = 5/2 metal ions [1]. Besides 
EPR spectra of ferric mononuclear sites, EPR of ferrous iron coupled to 
a spin 1/2 radical, as it pertains to the categories mononuclear and non-
heme, will also be covered, in the second half of this chapter. Examples 
include the quinone–ferrous interactions in photosynthetic reaction cen-
ters and nitric oxide complexes with non-heme ferrous iron. Other recent 
reviews of the biochemistry and spectroscopy of non-heme iron proteins 
provide additional background [2–6]. 

1. EPR OF MONONUCLEAR, HIGH-SPIN FERRIC 
NON-HEME PROTEINS 

1.1. Assignment: The S = 5/2 EPR Parameter Space Is Large but Not Infinite 

Two accidentally similar EPR spectra provide a focus for discussion of assign-
ing transitions in high-spin, non-heme ferric proteins. Several superoxide reductase 
(SOR) enzymes have been characterized recently [7]. The SOR from Pyrococcus 
furiosus has an EPR spectrum, shown in Figure 1 [8], superficially resembling that 

G. Hanson, L. Berliner (eds.), High Resolution EPR, Biological Magnetic Resonance 28,  
DOI 10.1007/978-0-387-84856-3_6, © Springer Science+Business Media, LLC 2009 
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Table 1. References for Representative High-Spin Ferric Proteins 
Characterized by EPR, X-Ray Structure, and Calculation 

             Protein EPR analysis x-ray structure Calculation 

Phenylalanine hydroxylase 13, 6 67 69 
Lipoxygenase 14 68 70 
Transferrin 13 11 none 

Figure 1. EPR spectra of ferric iron in superoxide reductase (SOR) of Pyrococcus furiosus.
X-band EPR spectra, at low temperature (as indicated on the figure), of recombinant SOR 
(0.5 mM) in 50 mM HEPES, pH 7.5, are shown. The ratio of intensities at g = 5.8 (middle 
Kramers doublet) and g = 7.3 (lower Kramers doublet) is shown in the upper panel. The fig-
ure is from Fig. 2 of Clay et al. [8], with permission of the publisher. 

of the oxalate complex of ferric transferrin, shown in Figure 2 [9]. Iron ligands in 
SOR are four histidines, the thiolate of a cysteine, and either a carboxylate or water 
[10]. In contrast, the sidechains ligating iron in transferrin are two Tyr, one His, 
and one Asp. The remaining transferrin iron ligands are provided by bidentate co-
ordination of an anion [9,11]. Diferric transferrin, with high-spin iron bound in 
both lobes, has a variety of EPR spectra depending on the associated anion and  



EPR OF MONONUCLEAR NON-HEME IRON PROTEINS 235

Figure 2. EPR spectra of transferrin samples in 0.09 M HEPES, pH 7.5, diluted with 2 M 
NaCl to final NaCl concentrations of 0 M (a), 0.5 M (b), and 1.0 M (c), and final protein 
concentrations of 1.0, 0.75, and 0.5 mM transferrin in a, b, and c, respectively. The figure is 
reproduced from Fig. 5 of Dubach et al. [9], with permission of the publisher. 

ionic conditions of the buffer. It is the oxalate complex that has an EPR spectrum 
most similar to the SOR spectrum. The resonances shown in the examples of Fig-
ures 1 and 2 cover g-values greater than 4, although the full spectra extend to g-
values of 2.0 or less. The low-field regions of X-band EPR spectra provide the ba-
sis for assigning values of the zero-field splitting (zfs) terms E and D in spectra of 
numerous non-heme, high-spin ferric proteins. Low-field regions of the EPR spec-
tra are much more diverse for ferric non-heme proteins than for the heme counter-
parts, but as will be illustrated, there is more to assigning the spectra than the g-
values of the resonances. Assignment of features in EPR spectra of high-spin iron 
proteins is the first step in quantitative assessment of the number and nature of the 
species present. 

Non-heme iron proteins frequently require reconstitution with iron after they 
are isolated. Reconstitution of P. furiosus SOR yields samples with iron in two 
kinds of site, each with a unique EPR spectrum. Determining which EPR spectrum 
corresponds to the catalytically active iron site required correlation of an increase 
in one with increases in enzyme activity. In addition, assignment of one of the EPR 
resonances to the redox active iron component was made by quantitative compari-
son of ferric signals obtained at points through a dye-mediated redox titration [8]. 
In a similar problem regarding reconstituted phenylalanine hydroxylase (PAH), 
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one ferric site, among several sites contributing to the EPR spectrum, had to be 
assigned to active site iron [12]. A model including a distribution in the zero-field 
splitting parameter E/D was adopted to make the quantitative comparison of the 
two EPR spectra arising from reconstituted PAH ([13] and references therein). Fer-
ric lipoxygenase also has two overlapping EPR spectra, the ratio of which is sensi-
tive to buffer conditions. Both components of lipoxygenase EPR spectra are from 
active enzyme. Again, spectra were fit according to a distribution in the central E/D
value for each site, and the amount of each component was then determined [14]. 
In the diferric transferrins, assignment of resonances and computer fitting of EPR 
spectra were used to compare spectra of the carbonate complex to those of com-
plexes with other anions, such as oxalate [9,13]. 

The following discussion covers approaches to accurate and quantitative as-
signment of EPR spectra and the role of the experimental variables, temperature, 
and multiple EPR frequencies in making the assignments. As will be seen, the two 
ferric subjects of Figures 1 and 2 differ in the sign and magnitude of the zero-field 
splitting parameter D.

1.2. Assignment for Zero-Field Splitting: the Zeeman Term 

The spin Hamiltonian Eq. (1) has well-known solutions when the microwave 
frequency is less than the zero-field splitting D (at X-band, ~ 9.4 GHz or /c ~
0.3 cm–1). The six energy levels for S = 5/2 arrange in three Kramers doublets at 
zero field and, for D large compared with h , diverge linearly with magnetic field 
until the fields are larger than usually used for X-band spectroscopy: 

 HS = g eH0 S + S  D  S 

      = g eH0 S + D(Sz
2 – S(S + 1) / 3) + E(Sx

2 – Sy
2)

         + terms fourth order in S (minor for most proteins samples). (1) 

Figure 3 summarizes how the g-values of the transitions vary with orientation 
of principal magnetic axes in the magnetic field and with the zero-field terms D
(positive) and E. The numbers shown at selected points on the figure are transition 
probabilities. The bold numbers (e.g., 5 to 6) signify the order of the six energy 
levels; 6 is highest in energy. Some notable features in Figure 3 are that cases with 
E/D of zero or ~1/3 yield simple spectra because only one transition has significant 
probability. A transition at g = 6.0 dominates the spectrum when E/D is 0 (axial), 
and alternatively a transition at g = 4.3 dominates when E/D is 1/3 (rhombic). Note 
also that the absorption at lowest field (highest g-value) corresponds to different 
principal directions of the D tensor for different transitions. The transition prob-
abilities for the highest-energy-level pair (levels 5 to 6) are small, and absorptions 
arising from transitions between these levels are usually significant only when 
symmetry is near rhombic. The specification of principal axis directions to x, y, or z
(see Fig. 3) results from choice of a coordinate system for the traceless D matrix 
such that |Dz|  |Dy|  |Dx| and 1/3 E/D  0 [1].
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Figure 3. Calculated g-values for the full range of E/D. Calculations were performed with a 
value of D = 2.0 cm–1 and X-band frequency. Transitions between pairs of energy levels are 
numbered in bold on each panel (1 to 2, etc.). The g-values along molecular x, y, and z prin-
cipal axes are shown by dotted lines, and representative squared transition moments are 
given along those lines. The figure is reproduced from Fig. 9 of Gaffney and Silverstone [1], 
with permission of the publisher. 
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For D negative, the shape of the plot shown in the top panel of Figure 3 
will replace the shape of the one at the bottom and vice versa: the shape of the bot-
tom plot replaces that of the top. This switch has practical consequences in 
that temperature variation can be used to determine the order of the energy lev-
els, and hence the sign of D, for symmetries yielding significant absorption 
from two doublets. 

Figure 4. The low-field portions of calculated X-band EPR spectra of S = 5/2 for various 
values of D and E/D. Small changes in intensity differentiate spectra for positive (upper) and 
negative (lower) values of D. Spectra were calculated (with XSophe [37]) with frequency = 
9.4 GHz, temperature = 15 K, linewidth = 140 MHz (Gaussian), magnetic field segments = 5 
mT, and 32 angular grid partitions. The amplitudes of the spectra are adjusted to represent 
equivalent numbers of spins. The spectra have additional resonances at fields higher than 
those shown, but these are rarely observed experimentally because of broadening by distribu-
tions in E and D.

Metal centers of intermediate symmetry, with E/D in the range ~0.05–0.30, 
give rise to significant EPR transitions within more than one doublet. The pairing 
of g-values (see Fig. 3) permits assignment of the spectrum to one iron electronic 
state with multiple transitions rather than to single transitions from multiple states 
of iron in the same sample. For example, with E/D = 0.06, transition between lev-
els 1 and 2 (for D positive and >h ) gives principal low-field gy- and gx-values of 
7.3 and 4.5, and the low-field gz-value for the 3 to 4 transition is ~5.9. Figure 4 
shows calculated X-band EPR spectra for the range of E/D values from 0.06 to 
0.18 to illustrate changes in the low-field features. The values of D are positive in 
the upper panel and negative in the lower one. The values of D used in the calcula-
tions are also varied from ±1.0 cm–1 (top row) and ±0.4 cm–1 (middle row) to ±0.2 
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cm–1 (lower row), illustrating the shifts in g-values that occur as D becomes sig-
nificantly smaller than the X-band frequency, 0.3 cm–1. Note also that a new reso-
nance is evident at low field in the lower row of each panel, left and middle spectra. 
This new resonance, an interdoublet transition, arises from a transition in levels 2 
and 3 when the difference in energy of two Kramers doublets (between 2D and 3D
at zero field) is smaller than the microwave energy applied. Interdoublet transitions 
will be discussed in more detail in §1.3. 

Figure 5. Variation with temperature of the relative intensities in a high-spin ferric EPR sig-
nal (D negative). The resonances from transitions in the lowest doublet are marked with stars. 
The resonance at g = 5.9 arises from the 3 4 transition. Increasing temperature increases 
the ratio of resonance at g = 7.5 to that at g = 5.9. The overall intensities of the spectra at the 
two temperatures are adjusted so that the first resonance is of the same amplitude in the two 
spectra. Additional resonances occur at higher fields than the region shown. The spectra 
were calculated (with XSophe [37]) with microwave frequency = 9.4 GHz, D = -0.5 cm–1,
E/D = 0.07, linewidth = 140 MHz, 60 magnetic field segments (0.6 T scan), and 32 angular 
partitions.

The temperature dependence of the ratio of overlapping EPR resonances pro-
vides information about the value of D. The spectra in Figure 5 are calculated for D
= –0.5, E/D = 0.07, at two temperatures. The lowest doublet is marked by stars, 
and the middle doublet contributes the resonance at g = 5.9. The ratio of absorption 
at g = 5.9 divided by that at 7.5 increases with increasing temperature when D is
positive. D negative gives a ratio of these resonances that decreases as temperature 
increases. The dependence on temperature of the relative intensities of two transi-
tions depends on the Boltzmann population factors Eq. (2) for the n energy levels 
involved: 

6
( ) / ( ) /

1
/n iE B kT E B kT

i
e e . (2) 

When the energies are small relative to kT, series expansions of the exponentials 
give the approximation Eq. (3) for the temperature dependence of relative intensi-
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ties, Ik/Il, of resonances arising from the separate pairs of levels, k and l, contribut-
ing to the spectrum 

ln( / ) 1/k lI I T . (3) 

The intensities in Eq. (3) are those of transitions within different doublets, so the 
slope of a plot of ln(Ik/Il) against (1/T) gives the sign and value of D. This approach 
was taken, for example, in assignment of a negative sign, and a magnitude near 
|0.5| cm–1, to the D-value of the iron center in oxidized SOR [8]. The two reso-
nances at lowest field (g-values 7.5 and 5.9) are most convenient to use in applica-
tion of Eq. (3) because they are less subject to broadening by distribution in E/D
than the higher field resonances (refer to Fig. 4). 

1.3. Assignment for Zero-Field Splitting Similar to the Zeeman Term 

Many non-heme iron proteins have zero-field splitting energy similar to that of 
the Zeeman term when X-band EPR is measured. The angular variation of resonant 
fields and transition probabilities become interestingly nonlinear for these cases in 
which two terms are dominant, Zeeman (field dependent) and zero-field splitting 
(field independent), in the spin Hamiltonian. The EPR spectrum is being measured 
under conditions where all six levels of the S = 5/2 spin are close in energy, so sig-
nificant contributions to the spectrum are possible from many of the 15 possible 
transitions between the six energy levels. The experimental sample transferrin ox-
alate has a D-value of ~+0.27 cm–1 and provides a good illustration (see Fig. 2). 
Choosing the magnetic field at one pair of angles,  and , with respect to the mo-
lecular axes, produces the calculated energies and separations of energies shown in 
Figure 6. In the lower plot of separation of energies, the resonant fields for this 
molecular orientation are found from a horizontal line drawn at the applied micro-
wave frequency. At X-band frequency, more than five different transitions from 
this single molecular orientation arise, as indicated by the line drawn on the figure. 
The usual Kramers doublet transitions are between levels 1 and 2, 3 and 4, and 5 
and 6. The interdoublet transitions 2 3 and 4 5 also contribute significantly to 
resonances in the magnetic field range 0–400 mT. A characteristic of interdoublet 
transitions is that the separations of energy levels are curved for a wide range of 
and . The full angular variation of resonant fields for the 2 3 transition (D = 
+0.27 cm–1 and E/D = 0.06) is illustrated by a three-dimensional plot in Figure 7. 
In this figure the direction of the applied magnetic field relative to the molecular x,
y, and z axes is signified by expression of the resonant magnetic field for each ori-
entation in the Bx, By, and Bz space. A single octant is shown in the figure, but the 
pattern is symmetric and would appear as a dumbbell surface in four octants. One 
can immediately see from this figure why this interdoublet transition is called a 
“looping transition.” 

An instructive view of how transitions from all molecular orientations contrib-
ute to the observed EPR spectrum appears in a plot (Fig. 8) showing magnetic field  
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Figure 6. Energy levels and energy separations at selected molecular orientations. The ener-
gies calculated are part of simulations of transferrin oxalate EPR spectra. The molecular axes 
are oriented with respect to the magnetic field at ( , ) = (49°,46.5°). Transition between lev-
els 2 and 3 is highlighted by dotted lines. Levels are numbered as in Figure 3, and parame-
ters of the calculation are given on the figure. The horizontal line in the lower panel is drawn 
at an X-band frequency of 9.23 GHz. The figure is reproduced from Fig. 5 of Gaffney and 
Silverstone [21], with permission of the publisher. 

variation in the intensity factor Eq. (4) for all  and , for a transition between ini-
tial and final levels, i and f:

 Intensity factor 2 | | | | sini S f . (4) 

Examination of this type of plot reveals that regions with a high density of transi-
tions and a high intensity factor would dominate the associated EPR spectrum. 
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Figure 7. Three-dimensional representation of one octant of a looping transition. The reso-
nant magnetic field for each angular orientation is plotted in magnetic field-space, where 
each vector from the origin to a point is graphed according to the x, y, and z components. 
Calculation parameters are the same as in Figure 6. The figure is reproduced from Fig. 7 of 
Gaffney and Silverstone [21], with permission of the publisher. 

Figure 8. Intensity of resonances in a looping transition as a function of magnetic field. The 
intensity factor (y-axis) is shown for transitions between levels 2 and 3, using Eq. (4). Calcu-
lation parameters were D = 0.27 cm–1, E = 0.0162 cm–1, and microwave frequency = 9.23 
GHz). The figure is reproduced from Fig. 11 of Gaffney and Silverstone [21], with permis-
sion of the publisher. 
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Figure 9. Intensity of all significant resonances for small D-value and X-band EPR. The up-
per figure shows the square of the transition dipole for each of the pairs of energy levels that 
contribute significantly to the low-field region of an X-band spectrum with small value of D.
The lower figure shows the corresponding absorption spectra. The color code for transitions 
between pairs of energy levels is 1 2 (red), 1 3 (orange), 1 4 (pink), 2 3 (yellow), 
2 4 (bright blue), 3 4 (turquoise), 3 5 (white), 4 5 (light green), and 5 6 (dark green). 
The input parameters for the IronHS program [1] were D = 0.1 cm–1, E/D = 0.06, frequency 
= 9.4 GHz, linewidth = 140 MHz, field segments = 1 mT, steps in  of 1˚), and steps in  of 
2˚. Regions of looping transitions were calculated using a cubic polynomial [21]. 

Some biomineral samples contain high-spin iron with values of D < 0.2, and 
the S = 5/2 spectra of some manganese centers in proteins have similarly small 
zero-field splittings. At X-band, for D < ~0.2, most of the 15 possible transitions 
between pairs of energy levels become possible, and the spectra are a complex set 
of overlapping transitions. As an aid in assigning the EPR spectra of manganese 
lipoxygenase at X- and W-band frequencies, a plot of X-band intensity factors 
against magnetic field was examined for all of the significant transitions (9 of 15 
possible in this case) with S = 5/2, D = 0.1 cm–1, without the manganese hyperfine 
[15]. This set of parameters is equivalent to a high-spin ferric center with very 
small D. Figure 9, in which the intensity factors (upper figure) are colored differ-
ently for each transition, illustrates the calculation. The corresponding absorption 
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spectra are given in the lower figure. The red points are for the well-behaved 1 2
transition, and the spectrum of this transition would have low-field maxima at 
points where the density of points is high, at about 140 and 210 mT. The other 
transitions shown also give intensity within the same magnetic-field region and, in 
the case of transitions 2 3 (yellow), 2 4 (bright blue), 3 4 (turquoise), and 
3 5 (white), have high density of points and high enough intensity factors that 
they would add to the 1 2 transition in contributing to the spectrum. This figure 
readily explains why assignment of X-band EPR spectra of some ferric or man-
ganous proteins with small D-value is daunting. 

1.4. High-Frequency EPR and Assignment for Zero-Field Splitting: 
The Zeeman Term 

In the previous sections, quantitative evaluation of the amount of ferric iron 
contributing to an EPR spectrum was referenced to the partial spectrum in the low-
field region. This process is somewhat analogous to estimating the extent of an 
iceberg from the portion visible above water. The complexity of multiple overlap-
ping transitions illustrated in Figures 6–9 can be avoided by choice of a different 
microwave frequency such that either h > or h < D. For h > D, high-frequency 
EPR at numerous frequencies is now available [16,17]. When the Zeeman term is 
dominant in Eq. (1) (h > D), the energy levels of S = 5/2 are close to a nested set 
of doublets, diverging linearly with field except for the very-low-field region. Five 
transitions between the six levels occur (1 2, 2 3, 3 4, 4 5, and 5 6), and 
these are centered near g = 2. EPR spectra at 94 GHz (W-band) of diferric transfer-
rin carbonate show this simplification (Fig. 10, experimental (a) and calculated (b)) 
[18]. The simulation illustrates the broadening of selected transitions (dotted lines 
above and below the calculated spectrum) that would result from a distribution in E
and D. Comparing the experimental and calculated spectra reveals extra, low-
intensity features on each side of the central region in the experimental spectrum 
that arise from a second component. Two components in the transferrin X-band 
EPR spectra are resolved in the low-field region [13]. The parameters from earlier 
assignments of transferrin X-band spectra [13] were chosen for the simulation of 
the W-band spectrum shown in Figure 10. 

An experimental spectrum of manganese lipoxygenase, measured at 94 GHz 
[15], is shown in Figure 11 to illustrate the simplification achieved at higher fre-
quency for an S = 5/2 sample with a D value ~0.07 cm–1. Because this spectrum 
was recorded under saturating conditions, it has the appearance of an absorption 
spectrum, and the manganese hyperfine is overmodulated, so the spectrum is al-
most identical to that expected for high-spin ferric with the same value of D. A 
simulated spectrum is shown in the Figure 11 lower panel. A strong central reso-
nance from transition in levels 3 and 4 dominates the spectrum. The outer wings of 
the spectrum arise from transitions in levels 1 and 2 and 5 and 6. Closer to the cen-
ter of the spectrum, transitions in levels 2 and 3 and 4 and 5 contribute. The 
slightly more pronounced features on the low-field side of the spectrum than on the 
higher-field side are consistent with a positive D-value. 
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Figure 10. Experimental and calculated spectra of diferric transferrin carbonate at 94 GHz. 
Transferrin was ~1.5 mM in pH 7.4 buffer/salt solution with 50% glycerol. The experimental 
spectrum recorded at 40 K is shown in (a), and the conditions under which it was recorded 
were frequency = 94.090 GHz, modulation = 1.0 mT amplitude at 100 kHz, microwave 
power = 1 microW, and sampling rate = 8192 points/2T and 0.328 s/point. The spectrum 
shown in (b) was calculated (40 K) with the IronHS program [1] and the following parame-
ters: frequency = 94.1 GHz, D = 0.28 cm–1, E/D = 0.333, width of Gaussian distribution in 
E/D = 0.087, linewidth = 150 MHz. Points are also shown above and below the calculated 
spectrum to illustrate how the magnetic-field positions of features for the interdoublet transi-
tions between levels 2 and 3 and levels 4 and 5 would vary throughout a distribution in D
(horizontal shifts) or E (vertical shifts). Similar width contributions would also apply to the 
outer transitions between levels 1 and 2 and 5 and 6. The figures are reproduced from Figs. 3 
and 5 of Gaffney et al. [18], with permission of the publisher. 
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Figure 11. Manganese lipoxygenase 94 GHz experimental EPR spectrum and calculation. 
Manganese lipoxygenase was 0.5 mM in a pH 7.3 buffer with 28% glycerol. The experimen-
tal spectrum (upper) was recorded at 20 K and 94.094 GHz, with field modulation = 100 kHz, 
1.0 mT amplitude; microwave power = 15.8 W; time constant = 0.082 s; scan rate = 2 
T/0.373 h, 8192 points. The spectrum is the average of one scan each of increasing and de-
creasing field. The calculated (XSophe [37]) absorption spectrum (lower) used D and E = 
0.08 and 0.015 cm–1, respectively, manganese hyperfine = 0.0086 cm–1, linewidth = 84 MHz, 
and microwave frequency = 94.22 GHz. The figure is reproduced from Fig. 7a of Gaffney et 
al. [15], with permission of the publisher. 

1.5. Contributions to Line Shapes 

1.5.1.  The "Aasa-Vänngård Factor" 

In 1975, Aasa and Vänngård [19] pointed out that correct integrals of EPR 
spectra would be obtained from frequency-swept spectra, but because in EPR the 
magnetic field is usually swept, the spin-packet linewidth in field-swept EPR re-
quires additional consideration. The linewidth has proper units of frequency (MHz), 
and the integral of the lineshape function with respect to frequency is normalized to 
one. The frequency to field change of variables is given by Eq. (5), where 0 is the 
microwave frequency and (B0) is the frequency separation of the two levels in-
volved in the transition at magnetic field B0 [20,21]: 
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Under conditions (low magnetic field, D > h ) giving energy levels diverging line-
arly with field, the practical result of Eq. (5) is that the field-swept linewidth is 
proportional to the frequency-swept linewidth divided by the effective g-factor: 

frequency
field

eff

h
g

. (6) 

Although geff is used in Eq. (6) to distinguish it from the electron g-factor, the re-
maining discussion will be phrased in terms simply of g, as is common in EPR. 
The increasing apparent linewidth with decreasing g-value in a field-swept EPR 
spectrum is apparent, for example, in the calculated spectra of Figure 5. Simulation 
of lineshapes provides the best approach to quantitative spin counts in field-swept 
EPR of ferric iron. Another approach to determining spin concentration in samples 
with wide EPR spectra is comparison to the double integral of a standard covering 
a similar magnetic-field range [12]. 

1.5.2.  Relaxation 

From a historical perspective, the insight provided by Aasa and Vänngård 
probably was not noticed in earlier EPR experiments with high-spin iron because 
heme proteins provided the subjects of many early biological EPR experiments. A 
characteristic of ferric heme EPR spectra is that the apparent field-swept linewidths 
at g ~ 6 and g ~ 2 do not vary as implied by Eq. (6). Instead, the apparent 
linewidths have significant relaxation-determined contributions [22,23] that vary 
across the spectrum. Relaxation times of high-spin iron in proteins, heme or non-
heme, are of obvious importance for contemporary experiments designed to deter-
mine distances by EPR of iron-containing proteins [24–26]. For example, in a bio-
logical example involving a non-heme iron to spin-label distance measurement, an 
estimate of 23–30 Å between a hinge region in the ligand-gated channel, FepA, and 
the bound iron chelate, enterobactin, was obtained [27]. 

The relaxation times of enterobactin [27] can be compared with relaxation 
times of other biological non-heme, S = 5/2, iron examples, transferrin carbonate, 
and oxalate [28]. The observed EPR linewidths (>100 MHz) [13] of these non-
heme iron proteins exhibit little temperature dependence (4–100 K), in contrast to 
observed widths of heme proteins. The measured phase memory times (Tm T2) of 
the transferrins correspond to relaxation-determined linewidth contributions of <2 
MHz in the range 4–30 K. The Tm values of enterobactin bound to FepA indicate 
similarly small relaxation-determined widths. The apparent widths of these non-
heme-iron EPR spectra therefore have an origin other than relaxation. 
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Figure 12. An ensemble of calculated EPR spectra related to distributions in E/D for S = 5/2. 
The low-field region of resonances for a constant value of D (–0.5 cm–1) and variable E, at 4 
K, is shown. The range of E/D is from 0.03 to 0.11. The arrows point to the g-values corre-
sponding to E/D of 0.07, similar to those in the EPR spectrum of superoxide reductase [8]. In 
the figure, each spectrum is scaled to represent equivalent spins. In the case of a distribution 
in values of E/D, the amplitudes of the subspectra would be multiplied by an appropriate dis-
tribution function. Other calculation parameters (XSophe [37]) are microwave frequency = 
9.6 GHz, magnetic field partitions = 0.5 mT, 64 angular grid partitions, and linewidth = 140 
mT. The resonances in the magnetic field range 84~117 mT are the gy features of transitions 
in the lowest doublet; only two of the gx features from the same transition appear in the mag-
netic field region shown: they are the two resonances at the extreme right side of the figure. 
There are other resonances at higher magnetic fields than those shown. 

1.5.3.  Distributions in Zero-Field Splitting 

Distributions in zero-field splittings are generally accepted as the dominant 
form broadening the apparent linewidths in EPR spectra of non-heme, high-spin 
iron proteins [13,14,22,29]. Because transition probabilities vary with E/D (Fig. 3), 
shapes arising from distributions are different from ones calculated with a single 
frequency-swept lineshape of width similar to experimentally observed ones. This 
point is illustrated in Figure 12. Each full subspectrum, only part of which is shown, 
has a double integral corresponding to the same number of spins (more transitions 
occur at fields higher than those shown). 

The parameters chosen for Figure 12 give spectra that might be included, for 
example, in fitting the low-field lineshape of ferric superoxide reductase (Fig. 1), 
or (with some change in the value and sign of D) transferrin oxalate (Fig. 2), or the 
high-salt form of ferric lipoxygenase [14]. As the value of E/D decreases, the two 
sets of resonances shown in the figure move closer together, converging on g = 6 
when E/D is zero. Fitting would involve applying a distribution model (Gaussian or 
multicomponent, for example) to adjust the amplitudes of the subspectra within the 
distribution. The lowest-field set of maxima (~84–117 mT) in Figure 12 covers a 
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wider field range than the next set (~118–122 mT). As a result, a distribution of 
E/D would have the effect of diminishing the intensity of the lowest-field maxi-
mum in the spectrum relative to that of the second-to-lowest-field maximum. This 
consideration probably applies to the experimental SOR spectrum in Figure 1. On 
the other hand, the smaller D-value, as well as distribution of E/D, contributes to 
relative intensities in the transferrin oxalate spectra in Figure 2. Distributions in D
might also contribute to breadth in EPR spectra of the types considered here. 

1.5.4.  Looping Transitions 

Interesting cases for simulation arise when looping transitions occur, men-
tioned earlier in §1.3 and Figures 6–8 [20,21,30]. A looping transition occurs when 
a pair of energy levels is in resonance at two separate magnetic fields. For a "pow-
der" EPR sample, a range of angular orientations may contribute looping transi-
tions to the spectrum, whereas outside of that range no transitions occur between 
the same pair of levels (Fig. 7). When the two transitions of a looping transition are 
separated in a magnetic field by a few linewidths, special simulation methods are 
required to represent the spectrum accurately while minimizing the number of cal-
culated field points and matrix diagonalizations. With reference to Eq. (5), as con-
ditions (angular orientation) approach the point at which the two resonances over-
lap, and d (B0)/dB0 goes to zero, a different approach to the lineshape function is 
required. One approach is to approximate ( (B) – 0) by a cubic polynomial in B,
Eq. (7), where the constants c0 and c1 are defined in terms of the two resonant 
fields (B01 and B02) and the derivatives dv(B)/dB at points 1 and 2 [21]: 

0 01 02 0 1( ) ~ ( )( )( )v B v B B B B c c B . (7) 

In essence, h( (B) – 0) is the difference between the curved energy separation (for 
example, the 2 3 transition in Fig. 6) and the microwave energy, h 0. The transi-
tion probability variation requires similar adjustment. Figure 13 illustrates the con-
siderations for the selected angular orientation used in earlier figures (Figs. 6–8). In 
Figure 13a, the dots are the calculated separations of energy levels through the re-
gion of the loop; the straight lines are the slopes, d (B0)/dB0, at the two resonant 
fields; the cubic fit is shown by the solid line; and the shaded area corresponds to a 
linewidth ± (150 MHz). Clearly, d (B0)/dB0 is not constant over a linewidth. The 
standard approximation (two diagonalizations) would apply a shape function to the 
two points where the loop crosses ( (B) – 0) = 0 and approximate ( (B) – 0) by 
(B – B0) in the normalized lineshape function. An exact calculation uses a fre-
quency-swept function calculated at closely spaced intervals (many diagonaliza-
tions) through the looping region. These approaches can be compared to the “cubic 
approximation” in which ( (B) – 0) is approximated by Eq. (7), using just two 
points (Fig. 13b,c). The approximate calculation is the dashed line, and the dots are 
the overlap of exact calculation or cubic approximation. 
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Figure 13. Simulation of a “looping” transition using linear and cubic fits. (a) Cubic fits 
(solid line) and calculated difference between the transition frequency and the microwave 
frequency (dots), compared with linear fits (straight lines) in the region of a looping transi-
tion. (b) Corresponding absorption spectra with (dashed line) and without (dotted line) the 
cubic approximation. (c) Derivative spectra. Calculation parameters are the same as in Fig-
ure 6. The figure is reproduced from Fig. 6 of Gaffney and Silverstone [21], with permission 
of the publisher. 
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2. EPR OF MONONUCLEAR, LOW-SPIN FERRIC 
NON-HEME PROTEINS 

2.1.  Nitrile Hydratase 

Low-spin ferric iron is common in heme and in some iron–sulfur proteins, but 
nitrile hydratase is presently the lone example among mononuclear, non-heme, 
non-iron–sulfur iron proteins [31]. The ferric form of the enzyme is obtained by 
photolysis of the as-isolated nitric oxide d6 form. The g-values of the photodissoci-
ated ferric protein are 2.27, 2.13, and 1.97, and photointermediates of differing g-
values are observed. The relatively narrow linewidths allowed the 57Fe hyperfine to 
be measured at gz (40 MHz), establishing that the g- and iron A-tensors are 45° out 
of alignment. 

Scheme 1.

3. RADICAL (S = 1/2) PROBES OF FERROUS (S = 2) IRON 

3.1.  Photosynthetic Reaction Centers 

Photosynthetic reaction centers are the classic example of ferrous iron: EPR 
invisible at 9 GHz because of large zero-field splitting, rendered visible by interac-
tion with close radical spins. The nature of the path (~7–9 Å, Scheme 1) between 
iron and quinones A and B (QA and QB) is favorable for a spin–spin coupling to be 
the dominant form of interaction. Essentially, each level of the S = 2 system is split 
by the S = 1/2 spin, giving energy separations accessible at 9 GHz. The A or B 
quinone radical interactions with the metal ion can be probed separately by means 
of preparation light pulses and temperature cycles [32] or by selective extraction 
procedures [33]. Recent summaries are available of the history of assigning the 
complex Q–Fe spectra and selecting individual quinone interactions with iron 
[32,34]. Feher has written a personal and historical account of his experimental 
studies, extending from development of EPR spectrometers and the ENDOR tech-
nique to pathways of electron transfer in photosynthesis [35]. 
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Figure 14. Calculated absorption EPR spectra of ferrous iron (S = 2) interacting by J-
coupling with a radical at 8.7 Å. The temperatures in the calculations are 0.5, 4.2, and 15 K. 
The amplitudes of calculated spectra corresponding to equivalent spins were multiplied by 
the values given on the figure for display. The inset marks selected g-values in the 15 K 
spectrum. The 0.5 K spectrum is complete as shown, but the 15 K spectrum extends to near 1 
T (not shown). The calculation parameters (XSophe [37]) are simplified (isotropic value of 
J) from those reported in [36] and [41]: iron g-values = 2.16, 2.27, and 2.04; J = 0.4 cm–1; D
= 5.2 cm–1; and E/D = 0.25. Other calculation parameters include microwave frequency = 9.0 
GHz and linewidth = 30 G (narrower than experimental). Spectra were calculated with 80 
field partitions and 64 grid segments. 

For purposes of discussing the EPR of iron–semiquinone interactions in reac-
tion centers, simplified simulations of the spectra are given in Figure 14. The pa-
rameters chosen for the simulation are similar to those of Calvo et al. [36]. The 
spin Hamiltonian relevant to a one-electron reduced QA–Fe–QB system has terms 
involving the iron zero-field splitting and the semiquinone–iron electron spin–spin 
interactions: 

 H = (iron Zeeman) + (quinone radical Zeeman) + S  D S + SFeII J  SQ.  (8) 

Zero-field splitting (S  D  S) dominates the overall appearance of the spec-
trum for the Q–Fe case. In the absence of a radical, ferrous iron with D = 5.2 cm–1

would have no spectrum unless frequencies considerably higher than 9 GHz 
were used. The radical splits the iron energy levels through a spin–spin interaction. 
The relevant term, SFeII J  SQ, includes isotropic exchange and an anisotropic 
part that consists of both dipolar and exchange interaction components. The iso-
tropic exchange component can be expressed as J0SFeIISQ. When the point di-
pole approximation is appropriate for one spin (semiquinone), the anisotropic in-
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teraction can be described by a vector connecting the spins and by two angles de-
fining the orientation of the interspin vector in the magnetic axis frame of the 
other spin (ferrous iron, S = 2). Different conventions are used for the sign of J.
The convention used in Eq. (8) is that of the XSophe simulation program [37], for 
which the input parameters for spin–spin interaction are J0, r, , and . Positive J0
signifies antiferromagnetic spin–spin interaction in XSophe. The notation used by 
Feher and colleagues [36] is that negative J0 signifies the antiferromagnetic spin–
spin interaction. 

Experimental conditions for observing semiquinone–iron interactions by EPR, 
at low temperature, favor absorption-like rapid-passage spectra. Calculated absorp-
tion spectra are shown in Figure 14 to illustrate major characteristics of EPR spec-
tra of the S = 2, S = 1/2 interactions in Q–Fe centers. In the figure, the portion of 
the spectrum arising from the ground S = 2 doublet is illustrated in the calculation 
with temperature taken as 0.5 K. As the temperature is raised (4.2 and 15 K), more 
complex spectra that include transitions between higher pairs of levels are seen. 
The linewidth chosen for the illustration in Figure 14 is considerably less than the 
experimental linewidth, to show the details of the transitions. In experimental spec-
tra, the overall signal is broad and has a maximum at g' = ~1.8 when the tempera-
ture is 1.4 K or higher [38,39]. Experimental samples also differ from the calcula-
tion in Figure 14 in having an intense g = 2 signal from several radicals. 

The Figure 14 inset identifies g-values in the region where semiquinone–iron 
signals are often monitored. The positions of the g-values are sensitive to D, to E/D,
and somewhat to J and are relatively insensitive to the iron–radical distance, r, in 
the relevant 7- to 9-Å range (the coordinates of QB vary in this range with sample 
conditions [40]). The two reaction-center quinones have very similar magnetic 
properties and distances to iron, so the approximate calculation shown in Figure 14 
could apply to either Q–Fe interaction. In photosystem II (PSII) of the cyanobacte-
rium Thermosynechococcus elongatus, a peak at a g-value of 1.97 is attributed to 
the QB semiquinone–iron interaction, and peaks at g-values in the 1.93–1.95 range 
to either radical–iron interaction [32]. In addition, the biradical state in which both 
QA and QB are semiquinones has a well-defined peak at a g-value of 1.66 in the T.
elongatus photosystem sample. The biradical state is of course not spectroscopi-
cally equivalent to the monoradical state discussed so far. 

Characterizing the semiquinone as a point dipole in simulations of Q–Fe EPR 
works well because the radical is a small perturbation on the highly anisotropic 
ferrous iron energy levels, but for a high-resolution understanding of why the elec-
tron interaction between reaction-center quinones is so efficient, a better picture of 
the electronic properties of each semiquinone is desired. The paramagnetism of 
iron is not necessary for electronic interaction between the quinones, and iron ei-
ther can be driven to low-spin (S = 0) by cyanide addition or can be replaced by the 
diamagnetic metal Zn2+ in photosynthetic systems. Under these conditions, and 
with high-frequency EPR, the relative intensities of QA

–• and QB
–•, as a function of 

the state of the sample, can be examined [33]. In addition, the exchange interaction 
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of quinones in the biradical state (QA
–•QB

–•) of zinc-substituted reaction centers has 
been examined by relaxation and by high-frequency EPR [36,41]. 

3.2. Nitric Oxide and Non-Heme Ferrous Centers 

Nitric oxide (NO) is used commonly by EPR spectroscopists as a tool to ren-
der ferrous iron measurable [42,43]. In oxidases, nitric oxide interacting with iron 
serves as a mimic of oxygen activation. Through advances in higher-frequency 
ENDOR, the intimate details of the structure of non-heme iron oxidase intermedi-
ates are being revealed by studies of Fe–NO complexes [44]. Interest is also in-
creasing in the proteins involved in natural NO-dependent biological responses. 
Bacterial stress regulons are activated by agents including NO, reactive oxygen, 
and drugs in a variety of categories [45]. The NO-response regulons are involved 
in bacterial defense against macrophage attack, a process including NO generation 
by these animal cells. Crosstalk also occurs between genes regulated by iron levels 
and the NO regulons [46]. Progress in  characterizing the non-heme iron–NO com-
plexes of several transcription regulators will be mentioned below. These include 
Fur, a regulator of iron acquisition, and NorR, an NO-responsive transcription fac-
tor. Superoxide reductase (SOR), mentioned earlier in the ferric EPR sections, is an 
enzyme component of the stress response to superoxide. The SOR mononuclear 
Fe–NO complex has been a useful analog of the Fe-superoxide interaction in this 
enzyme. The reader is referred to the chapter on iron–sulfur proteins for further 
discussion of another category of NO additions to iron. The many examples of 
heme–iron proteins interacting with NO are also covered in Chapters 8 and 9. 

Experimentally, nitric oxide complexes of iron proteins have excellent proper-
ties for sensitive spectroscopy. The EPR signals are strong enough that they can 
sometimes be measured within intact Escherichia coli expressing the target protein 
[47], and EPR signals can be observed at higher temperatures, sometimes including 
room temperature, than are normally required for study of other spin states of non-
heme iron [48]. Among the factors contributing to the strong signals are large zero-
field splitting (only the ground state is populated at lower temperatures), relatively 
small deviations from axial symmetry, small distributions in E/D (the short Fe–NO 
bond is a well-defined axial ligand), and of near-coincidence of the g- and hyper-
fine tensors. Some of these favorable properties contribute to the spectra in Figure 
15, which shows the EPR spectra of the iron–nitric oxide complex of lipoxygenase 
at two frequencies, 9.26 and 92.6 GHz, scaled to the same g-value scale. The es-
sentially identical g-values in the two spectra indicate that the D-value of this Fe–
NO complex is >93 GHz (~3 cm–1). These spectra show the presence of two spe-
cies, the relative amounts of which vary with pH and other factors [49]. Variability 
of two components exhibited in spectroscopy of lipoxygenase is also a property 
of both the ferric and ferrous forms of the protein [14,50]. The apparent linewidth 
in the 92.6 GHz spectrum is narrower on the g-value scale shown than that in 
the 9.26 GHz spectrum, indicating that relaxation is probably a significant compo-
nent of the linewidth, especially of the outer features in the spectrum. This spec-
trum is part of an ongoing investigation (Gaffney, unpublished).
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Figure 15. EPR spectra of the high-spin Fe–NO complex of soybean LOX-1 at two frequen-
cies. The soybean lipoxygenase (LOX-1)–nitric oxide complex (3.2 mM in 0.1 M potassium 
phosphate, pH 7.0) was sealed under argon in a quartz EPR tube of 0.7 mm ID. Spectra were 
recorded 9.26 GHz and 94 GHz, and the temperature was 6 K. The original 94 GHz spec-
trum was scaled to the same g-value scale as the 9.26 GHz spectrum, and the magnetic field 
units are shown for the X-band spectrum. Because of the scaling, the high-frequency spec-
trum is labeled in the figure as if it was recorded at 92.6 GHz, and the corresponding mag-
netic field scale would be ten times that shown. 

3.2.1.  Model Compounds 

The similarities and differences between iron–NO and iron–oxygen bonding 
have been the subjects of debate, and model compounds provide important correla-
tions between structure, spectroscopy, and redox chemistry of iron nitrosyls. The 
nitrosyl groups in these complexes can be described as NO+ (S = 0), NO• (S = 1/2), 
NO– (S = 0), NO– (S = 1), and NO2– (S = 1/2). The associated iron ions have 
charges and spins such that the overall numbers of iron d electrons plus NO *
electrons are 6–8 in most experimentally accessible model compounds. The nota-
tion for these complexes follows the Enemark and Feltham conventions [51]. The 
EPR visible complexes are d7, or (Fe–NO)7, and d9, or (Fe–(NO)2)9. Both S = 3/2 
and S = 1/2 d7 complexes are found. Table 2 summarizes possible electronic states 
that might be considered for d6–8 iron–nitrosyl complexes. Representative refer-
ences to those electronic states that are experimentally observed, or calculated, are 
given in the table footnotes. 

Although S = 1/2 nitrosyl complexes with heme iron are well known and de-
scribed, low-spin (S = 1/2) non-heme iron–NO examples are uncommon. Debate 
on the electronic descriptions of the low-spin d6–8 series has focused on whether the 
redox chemistry is ligand centered, as suggested by variation in infrared NO 
stretching frequencies, or metal centered, as implied by Mössbauer isomer shifts. 
What Serres et al. [52] describe as “a unified picture of the electronic structure of 
low-spin non-heme iron nitrosyls in perhaps unprecedented detail” has recently 
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been achieved by combined spectroscopy and density functional theory (DFT) cal-
culations. Iron in this d6–8 series was in complex with the pentadentate 
[Fe(II)NO(cyclam-Ac)] (cyclam = 1,4,8,11-tetraazacyclotetradecane; Ac = a pen-
dant acetyl). Oxidation and reduction were achieved by both electrochemical and 
chemical redox reactions. The d7 oxidation state is EPR active, as expected, and is 
low spin. Experimental and simulated spectra from this work are shown in Figure 
16. Two components, a- (70%) and b- (30%), were required to fit the EPR data. 
Also, linewidths with frequency and g-variation were assigned to yield fits over a 
decade of frequencies. Solvation effects on EPR of the experimental sample pre-
sent some difficulties, but overall, density functional calculations gave EPR pa-
rameters in reasonable agreement with experiment (Table 3). At 34 GHz, resolved 
nitrogen hyperfine of ~74 MHz is clearly seen associated with the middle g-value 
in the spectrum of the minor component. This experimental hyperfine value agrees 
well with a B3LYP calculation that gives a deviation of 21º between axes of mid-
dle g-value and maximum hyperfine (86 MHz), giving a calculated value of cos 
(21°)  86 MHz ~ 80 MHz. From combined spectroscopy and calculation, the low-
spin d7 complex is best described as (Fe(II) (S = 0) (NO•) (S = 1/2))7. The (Fe–
NO)8 component, described as “elusive,” was partially characterized by experiment 
and fully by calculation in this same paper. In summary, calculations and spectros-
copy lead to a picture of oxidation/reduction in the low-spin d6–8 series as ligand 
centered, with iron remaining Fe(II) through the series. 

Table 2.  Possible Electronic States and Total Spin (Stot) of (Fe–NO)6–8 Complexesa

   (Fe–NO)6                (Fe–NO)7               (Fe–NO)7 (Fe–NO)8              (Fe–(NO)2)9

    Stot = 0                     Stot = ½                  Stot = 3/2                Stot = 0                 Stot = 1/2 

[Fe(II)NO+] [Fe(II)NO•] [Fe(II)NO•] [Fe(II)NO–] Nonequivalent NOs 
S = 0, S = 0b,d S = 0, S = 1/2b,e S = 2, S = 1/2 S = 0, S = 0b

[Fe(III)NO•] [Fe(III)NO–] [Fe(III)NO–] [Fe(III)NO2–]
S = 1/2, S = 1/2f S = 1/2, S = 0 S = 5/2, S = 1c S = 1/2, S = 1/2 

[Fe(IV)NO–] [Fe(III)NO–]
S = 1, S = 1g S = 1/2, S = 1

a Table modeled, in part, after Chart 1 in Serres et al. [52]. Representative references to states assigned 
in model compounds are designated in footnotes b–g.  b [52].  c [53,54].  d [66].  e Typical of heme 
Fe(II)NO.  See D. Singel, Chapter 9, this volume.  f [61].  g [31]. 

Several model iron–nitrosyl compounds with S = 3/2 group spins were exam-
ined by optical, infrared, resonance Raman, x-ray absorption, and calculations [53]. 
The data indicate a description of the complexes as antiferromagnetically coupled 
(Fe(III) (S = 5/2) (NO–) (S = 1))7. A number of other studies of model compounds 
agree with this assignment of Stot = 3/2 Fe–NO model compounds. In a separate 
study, the cis- and trans- isomers of the iron complex of 1,4,8,11-tetraazacyclo-
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tetradecane (cyclam), [(cyclam)Fe(II)(NO)(I)], were examined by Mössbauer [54]. 
The trans-cyclam derivative exhibits S = 1/2, whereas the cis-compound is S = 3/2. 
The cis-complex rapidly converts to trans- on slight warming of a freeze-trapped 
sample of the cis-cyclam. 

Table 3.  EPR Parameters from Experiment and DFT Calculation for S = 1/2 d7 Modela

EPR parameter Experimentalb Calculatedc

gx, gy, gz 2.042, 2.022, 1.977 2.017, 1.997, 1.940 
Ax, Ay, Az (MHz) 30, 75, 3 52.9, 86.2, 11.4 

aFrom Serres et al. (52), Tables 3 and 10. 
bOf the two components, the major, a (70%), with more poorly resolved 14N (of NO) hyperfine, is cited. 
cB3LYP DFT calculation.

Figure 16. EPR spectra at three frequencies of low-spin model Fe—NO compounds. The 
EPR spectra of a frozen solution (in butyronitrile) of 1,4,8,11-tetraazacyclotetradecane-1-
acetic acid nitrosyl(iron) (PF6) was measured at low temperature (40 K, 33.9202 GHz; 10 K, 
9.4565 GHz; 13K, 3.8835 GHz). The g-values are given in the labels for the upper abscissa. 
The lower abscissa is labeled with the corresponding magnetic field for the 3.8835 GHz EPR 
spectrum. Two forms, in a ratio of 70:30, were used in a simulation (thin lines). The figure is 
reproduced from Fig. 9 of Serres et al. [52], with permission of the publisher. 
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3.2.2.  Fe–NO as a Model of Iron-Reactive Oxygen Intermediates in Proteins 

Nitric oxide reacts with non-heme, mononuclear iron in proteins that have di-
verse interactions with reactive oxygen. The way in which Fe–NO serves as a 
model of the interaction therefore varies. The ferrous form of facial triad oxy-
genases [4] reacts with oxygen, forming initially a ferric superoxide intermediate 
followed by O–O bond cleavage to give the reactive species Fe(IV)–OH. When 
NO is substituted for oxygen, the analog of the superoxide intermediate is formed 
as a stable species: 

 Fe(II)(NO)  Fe(III)-NO–  stable analog of   Fe(II)(OO)  Fe(III)–OO–.

In contrast, superoxide reacts with ferrous iron in SOR, and in this case, the fer-
rous–NO  ferric–NO– interaction must model formation of a ferric–peroxyl 
complex, but with one less electron [55]: 

 Fe(II)–OO–  Fe(III)–OO2–.

In the third example, no evidence has been obtained, despite serious effort [56], for 
direct interaction of oxygen with the ferrous iron in lipoxygenase, but NO forms a 
complex with a pH-dependent Kd in the range 10–95 μM [49]. Instead, the lipoxy-
genase iron–NO complex (Figure 15) could be viewed as a model of an intermedi-
ate in the catalytic cycle: 

 R-OO• + Fe(II)  ROO– + Fe(III). 

Regardless of the details of the model, the various stable complexes of ferrous iron 
with NO prepare non-heme mononuclear iron proteins for high-resolution local 
structure EPR studies, especially by ENDOR. 

3.3.  High-Spin NO Complexes with Non-Heme Iron Proteins 

3.3.1.  ENDOR Studies of Ligand Rearrangement in Facial Triad 
           Oxygenase-NO Complexes 

A function of the iron center in the “facial triad” oxygenases is to bring three 
exogenous ligands into alignment for reaction while also remaining tightly attached 
to three protein sidechains. Nitric oxide serves as a noncleaved oxygen surrogate in 
structural studies of substrate/inhibitor binding to these oxygenases. Questions re-
garding rearrangements of exogenous ligand sites have arisen in comparisons of x-
ray structures of various facial triad oxygenases in different intermediate states [57]. 
Magnetic resonance of the solution state provides a versatile companion to the 
structural studies. 

High-resolution ENDOR of iron–NO complexes has proven ideal for resolving 
questions about the relative orientations of exogenous iron ligands in facial triad 
oxygenases. Because this volume has a chapter devoted to recent ENDOR studies 
(see Chapter 3), only a brief account of one example, in which an Fe–NO complex 
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is examined by ENDOR, will be given here. The enzyme 1-aminocyclopropane-1-
carboxylic acid oxidase (ACCO) is a facial triad oxygenase involved in ethylene 
formation. The high resolution achieved in ENDOR studies of ACCO included 
higher-frequency (35 GHz) pulsed techniques and genetic manipulations designed 
to facilitate selective isotope labeling [44,58]. The protein-derived metal ligands of 
ACCO are provided by two His and a carboxylate, bound in bidentate fashion. Ni-
tric oxide reacts with ferrous ACCO to form a high-spin d7 (S = 3/2) complex ex-
hibiting an EPR spectrum indicative of near axial symmetry (g1,2,3 = 4.11, 3.94, 
1.99; E/D = 0.008). With substrate or inhibitor present, the EPR spectrum is less 
axial (g1,2,3 = 4.23, 3.82, 1.99; E/D = 0.035) [44]. Besides the change in rhombicity, 
another indication of considerable differences in the electronic structure of the Fe–
NO centers between ACCO–NO and the ACCO–NO–substrate complex (ACCO–
ACC–NO) is that the latter saturates at ~10-fold lower power than the former. 

The problem posed by earlier crystallography studies of other facial triad oxy-
genases [57] is that the carboxylate of the bidentate substrate and a water ligand are 
bound to iron in different arrangements in crystal structures of different members 
of the facial triad oxygenase family. A variety of approaches have now resolved 
the structural questions by showing that the arrangement of ligands can change 
when both NO (or, by analogy, oxygen) and substrate bind. The ENDOR studies 
[44] of ACCO–NO–substrate illustrate this point nicely. All of the protein and 
ligand nuclei coordinated to iron, except the substrate –COOH oxygen, were la-
beled with 14N, 15N, or 17O in this study. Overall, combined pulsed and CW 
ENDOR techniques yielded spectra from both + and – branches and a full range 
of g-values. In CW mode, only the + branch is seen, simplifying the spectra. CW 
ENDOR was also best in providing information near g = 2 (g3) and at angles inter-
mediate between the extreme g-values in angle-selected experiments. Davies-
pulsed 35-GHz ENDOR spectra were better resolved than CW ENDOR spectra 
around g1 and g2. The presence of an iron–water bond in ACCO–NO (no substrate) 
was detected in two ways. CW ENDOR at g3 of the enzyme prepared in H2O17

gave a very large 17O resonance at 13 MHz. Also, a 35-GHz refocused-Mims-
pulsed ENDOR experiment detected a 2-MHz splitting for the deuterons of D2O.
Whether one or two waters contributed to the data could not be determined. In ni-
trogen ENDOR of substrate-free ACCO–NO, the two nitrogen nuclei of histidines 
coordinated to Fe are magnetically identical along g3 (the Fe–NNO bond direction) 
and must, therefore, lie in the plane perpendicular to the Fe–NNO direction. In the 
ACCO–NO–ACC complex, however, they are distinct, one being aligned with g3
and the other with g2. Figure 17 shows the angle-selected, 35-GHz CW ENDOR 
results for the (15N-His)–ACCO–NO–ACC complex. Note that, in the lowest spec-
trum, taken along g3, the two 15N–His signals are distinctly different. This finding 
signifies that one of the Fe–NHis bonds has become trans to the Fe–NNO direction. 
If NO is viewed as a paramagnetic oxygen surrogate, then the ENDOR results 
show that the orientation of oxygen is directed to a unique ligand position on iron, 
the correct position for subsequent reaction, by the substrate displacing waters and 
binding in a bidentate fashion [44]. 
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Figure 17. Orientation-selected CW ENDOR spectra (15N–His at 35 GHz) of the enzyme, 1-
aminocyclopropane-1-carboxylic acid oxidase (ACCO). At each g-value, the upper spectrum 
is experimental, and below each a simulation is shown. Simulations of individual 15N–His 
spectra are shown as gray and black for HisA and HisB, respectively. The simulation at g1 (g
= 4.23) also includes 14NO (long dashes). Note that the two nitrogens of histidine ligands are 
not equivalent along g3 (the Fe–NNO bond direction), so one of the histidines is trans to the 
NO ligand. The apparent absence of angle dependence of the 15N–HisA spectra arises from 
compensating shifts in N(15N) and nitrogen hyperfine coupling. The figure is reproduced 
from Fig. 6 of Tierney et al. [44], with permission of the publisher. 
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3.3.2.  Proteins in which NO Is a Natural Ligand to Mononuclear Non-Heme Iron 

3.3.2.1. NO responsive transcription factor NorR. E. coli genes for proteins 
involved in reduction of nitric oxide are transcribed in response to NorR. Tran-
scriptional activation controlled by NorR involves three domains in the protein. An 
N-terminal GAF domain is the sensor, a middle domain is in the AAA+ family of 
adenosine triphosphatases (ATPases), and the C-terminal domain is a helix–loop–
helix deoxyribonucleic acid (DNA) binding domain. The AAA+ domain is only 
active when NO has bound to the GAF domain [59]. The GAF domain contains 
iron and undergoes a conformational change when NO binds iron. In the NO-
bound state, NorR then activates transcription. Mutation of one of the iron ligands, 
D99A, gives a GAF domain that does not bind Fe. The EPR spectrum of NorR–
Fe–NO is typical of a d7 S = 3/2 species (E/D = 0.03) [47]. 

3.3.2.2. Nitrile hydratase. Nitric oxide is a naturally occurring ligand in inac-
tive Fe nitrile hydratase, as isolated. This state is EPR silent. In addition to the 
natural NO ligand, the iron ligand environment is unique in other ways. Three 
ligands derive from cysteine, but in the highest-resolution x-ray structure two of 
the sulfur ligands are oxidized sulfurs, sulfinic and sulfonic acids, and the third 
sulfur is cysteinate [60]. Photolysis of the NO ligand from nitrile hydratase re-
places NO by water and yields an enzymatically active state with a low-spin ferric 
EPR signal [31]. On the basis of several forms of spectroscopy, the Fe(III)–NO 
form of nitrile hydratase is assigned as low-spin Fe(III)NO, d6. This interesting 
iron center is the subject of ongoing modeling and theory, showing that the charge 
density on iron in the NO-bound d6 form is similar to that in the photolysed FeIII 
form [61]. The center is therefore closer to [Fe(III)NO•], [S = 1/2, S = 1/2], than to 
other charge and spin designations (Table 2). 

3.4. Low-Spin NO Complexes with Non-Heme Iron Proteins 

3.4.1.  d 7 Example: Protocatechuate 3,4-Dioxygenase 

Under most conditions, ferrous protocatechuate 3,4-dioxygenase (3,4-PCD) 
gives EPR spectra of a high-spin, S = 3/2, nitrosyl adduct, but when NO is added to 
a preformed 3,4-PCD–cyanide complex, a well-resolved EPR spectrum of a low-
spin adduct (d7, S = 1/2) is seen [62]. A calculation using the published parameters 
of this low-spin 15NO adduct is illustrated in Figure 18. In variously isotope-
labeled samples, the signals have resolved splittings from 15,14NO, a histidine 14N, 
and 13C–cyanide ligands with resolution as high as many previously reported for 
NO associated with iron in heme proteins. Binding of both cyanide and NO de-
pends on the order of addition. When CN– binds first, a tyrosine ligand is probably 
displaced, maintaining charge neutrality, and subsequently NO and one more CN–

bind. The Fe–NO bond is photolabile. Assignment of the EPR spectra helped es-
tablish how the conformation of the iron center adapts to exogenous ligands. The 
highly resolved hyperfine splittings indicate close alignment of the principal axes 
of the g- and A-tensors. 
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Figure 18. A simulation, after that of Orville and Lipscomb [62], of the EPR spectrum of 
3,4-protocatechuate dioxygenase with cyanide and 15N-nitric oxide. The original appears in 
Fig. 3B of Orville and Lipscomb [62]. The simulation here was performed with XSophe [37] 
with g1 = 2.050, g2 = 2.001, g3 = 1.9535; 15N-NO A1 = 41.9, A2 = 91, A3 = 45 MHz; 14N-
protein A = 2.3 MHz (isotropic); linewidths at g1,2,3 = 0.425, 0.225, and 0.35 mT; microwave 
frequency = 9.2158 GHz; 40 field partitions; and 32 grid segments. It is interesting to com-
pare this spectrum to those of a model d7, S = 1/2 compound shown in Figure 16. 

3.4.2.  d 9 Example: When Spin Counts Matter: Fur-(NO)2

Fur, the iron uptake regulator of Gram-negative bacteria, binds to “iron boxes” 
and is a corepressor for genes involved in iron homeostasis and oxygen stress [46]. 
FeFur includes six iron donor ligands (oxygen plus nitrogen), and the mechanism 
of Fur regulation involves association–dissociation of the iron–protein complex. 
The E. coli FeFur repressor activity is inhibited by NO, concomitant with forma-
tion of a complex having an EPR spectrum with giso = 2.03 [48]. This nitric–oxide 
interaction links bacterial NO stress responses to iron homeostasis. The protein has 
a second metal ion center, a zinc site in an (S2(O/N)2) environment, and it also has 
two free sulfhydryls that are not involved in either metal center (shown by 
mutagenesis). When NO binds to FeFur, the resulting EPR spectrum is identical to 
the well-known d9 iron-dinitrosyl species formed when NO reacts with iron sulfur 
centers. This result is illustrated in Figure 19, where the d9 iron dinitrosyl species 
resulting from an iron–sulfur protein [63] is compared to a simulation using the 
EPR parameters that fit the FeFur spectrum [48]. 

A remaining question is whether the new d9 iron-nitrosyl center might involve 
a rearrangement to include the sulfurs of the zinc center. The extremely tight bind-
ing of zinc to the second metal site in Fur suggests not, but accounting quantita-
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tively for the number of nitric oxides involved in forming NO–FeFur has been im-
portant. Fur has higher affinity for NO than deoxymyoglobin has, and the equiva-
lents of NO needed to saturate FeFur could therefore be determined optically in the 
presence of deoxymyoglobin (see supporting information in [48]). The answer ob-
tained was that 2.7 equivalents of NO were needed to saturate the FeFur site. The 
extra NO equivalent served as a reductant to give the paramagnetic d9 complex. 
The conclusion then is that FeFur forms predominantly (85%) a protein–
(Fe(NO)2)9 (S = 1/2) complex and a minor amount of an EPR-silent (Fe(NO)2)8 (S
= 0) complex (assigned by Mössbauer). In contrast to d7 Fe–NO EPR spectra, the 
d9 species in FeFur has a small nitrogen hyperfine (around 10 MHz or less) and a 
large 57Fe hyperfine, showing that the spin density is high on iron and low on NO. 

Figure 19. The calculated EPR spectrum of the d9, S = 1/2, FeFur(NO)2 complex compared 
with the experimental iron dinitrosyl complex from an iron–sulfur protein, RumA. The upper 
spectrum (dashed line) is a simulation (XSophe [37]) based on the parameters given by 
D'Autréaux et al. [48] (their Fig. 3 legend] for the EPR of an FeFur complex with two 14N–
NO molecules. Simulation parameters used here were spin state, S = 1/2; g1,2,3-values, 2.042, 
2.032, 2.015; linewidths at each g-value, 7.9, 7.0, 4.0. The 14N–NO hyperfine was not used 
in the simulation shown, but incorporating hyperfine splitting from 14N of up to 10, 10, and 5 
MHz (x, y, z) produced no significant change in the calculated lineshape. The lower curve is 
an experimental spectrum that results from NO addition to the [Fe4S4]2+ cluster in the E. coli
RNA methylase, RumA. The frequency used in simulation was 9.26 GHz, to match the 
RumA EPR spectrum. The experimental spectrum was published earlier as Fig. 5b of Agar-
walla et al. [63]. 

The x-ray structure of Fur from Pseudomonas aeruginosa, solved recently [64], 
is the first structure of a Fur protein. In this organism the protein has only one sulf-
hydryl, and it lacks the domain with the high-affinity zinc site of the E. coli ho-
molog. Still, it was found to have two metal sites, one (O4/N2) octahedral site for 
iron and one tetrahedral (O2/N2) site occupied by zinc. All the metal-binding amino 
acids are conserved in the P. aeruginosa and E. coli homologs, so an unidentified 
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metal (M) in a tetrahedral site in Fur proteins, such as the one from E. coli, might 
yield a dinitrosyl complex with geometry similar to those formed in Fe–S proteins. 
However, more recent examination of metal affinities of E. coli Fur cast doubt on 
the existence of the putative tetrahedral site in this version of the protein [65]. Evi-
dently the story of Fur EPR is not over. 
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Binuclear non-heme iron enzymes are a large group of enzymes that 
catalyze a variety of chemical reactions and are involved in numerous 
metabolic functions. In this review, the structural and biochemical prop-
erties of representatives of every class of this group of enzymes are de-
scribed. The contributions of electron paramagnetic resonance-related 
techniques to our understanding of structure and reactivity of binuclear 
non-heme iron enzymes are discussed, and, where appropriate, sup-
ported by data obtained from complementary spectroscopic methods. 
This chapter is intended as a guide to illustrate the usefulness of electron 
paramagnetic resonance-related techniques in the study of these en-
zymes. Consequently, technical details were kept to a minimum. 

1.  INTRODUCTION 

Binuclear non-heme iron enzymes are versatile with respect to the reactions 
they catalyze and their proposed biological functions. Reactions catalyzed include 
oxidations, hydroxylations, epoxidations, desaturations, reversible oxygen binding, 
N-oxide formation, ferroxidation, dehalogenation, NO reduction, NADH peroxida-
tion, reduction of oxyribonucleotides to deoxyribonucleotides, oxygenations, and 
hydrolyses. The spectrum of physiological functions binuclear non-heme iron en-
zymes are involved in range from iron storage, transport and metabolism, DNA 
biosynthesis and repair, to bone metabolism and bioremediation. Many binuclear 
non-heme iron enzymes are characterized by their extraordinary catalytic efficien-
cies. For example, methane monooxygenase (see below) catalyzes the oxidation of 
methane to methanol, a reaction that is energetically very costly [1–3]. In Table 1 
representatives of the group of binuclear non-heme iron enzymes are listed, to-
gether with their metal ion composition, the reaction they catalyze, and their pro-
posed biological functions. 
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Previously, binuclear non-heme iron enzymes have been grouped into four dis-
tinct classes [4]. Class I contains oxygenases, including ribonucleotide reductase 
R2, p53 ribonucleotide reductase, methane monooxygenase, stearoyl-acyl carrier 
protein 9 desaturase, toluene 4-monooxygenase, phenol hydroxylase, alkene hy-
droxylase, xylene monooxygenase, and alkane -hydroxylase. The iron transport 
and storage proteins ferritin, bacterioferritin, and rubrerythrin are grouped in class 
II, while class III contains the oxygen storage and transport proteins hemerythrin 
and myohemerythrin. Class IV comprises hydrolytic enzymes such as purple acid 
phosphatases and some -lactamases. In more recent years, additional members of 
the family of binuclear non-heme iron enzymes have emerged, including mem-
brane-bound diiron proteins such as the alternative oxidase [5], plastid terminal 
oxidase [6], 5-demethoxyquinone hydroxylase [7], and aerobic Mg-protoporphyrin 
IX monomethylester hydroxylase [8], and reductases such as O2 oxidoreductase 
and NO reductase. Most members of these different classes are commonly referred 
to as non-heme diiron carboxylate-bridged proteins that contain similar coupled 
diiron clusters with predominantly O/N ligation in the immediate coordination en-
vironment [9]. These six amino acid residues are highly conserved, and they repre-
sent the iron binding motif in these proteins. Apart from these active site residues, 
the overall sequence homology amongst the members of the binuclear non-heme 
iron enzymes is low. 

High-resolution x-ray crystal structures, often in various oxidation states, are 
available for several binuclear non-heme iron enzymes, and are mentioned where 
appropriate in the sections below. Despite the variety of reactions catalyzed (Table 
1), many of these enzymes display structural similarities, and it is thus often not 
possible to investigate factors that contribute to differences in reactivities from 
crystallographic data alone. The catalytic mechanism of a small number of binu-
clear non-heme iron enzymes has been studied in great detail using a large variety 
of methods, including site-directed mutagenesis, enzyme kinetics, crystallography, 
and a variety of spectroscopic techniques, such as magnetic circular dichroism, 
Mössbauer, nuclear magnetic resonance, electron paramagnetic resonance (EPR), 
x-ray absorption, and resonance Raman spectroscopies. In order to obtain a de-
tailed description of the molecular mechanism employed by binuclear non-heme 
iron enzymes, it is essential to characterize the geometric and electronic structures 
of their iron active sites. Since these enzymes may exist in various oxidation states, 
with different paramagnetic properties, EPR-related techniques have been particu-
larly useful in obtaining insight into factors that govern their reactivities. Impor-
tantly, such methods have been successful in the characterization of labile reaction 
intermediates, providing information about structural and electronic changes that 
take place during a reaction cycle. Here, we summarize advances in the study of 
multinuclear non-heme iron-catalyzed reactions, focusing predominantly on the 
contributions from EPR-related techniques. Although it is our aim to cover binu-
clear non-heme iron enzymes comprehensively, the breadth of the topic has re-
quired a selective approach. “Classical” systems such as methane monooxygenases 
and ribonucleotide reductases have been discussed at length, while other systems 
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have been treated more cursorily. We thus would like to apologize to researchers 
whose contributions may not have been included here. The following sections are 
subdivided into three segments describing (i) biochemical and structural, (ii) some 
relevant spectroscopic, and (iii) mechanistic aspects of the various enzyme systems. 
Notably, the descriptions of proposed reaction mechanisms are kept brief, focusing 
mainly on those aspects where EPR-related techniques provided important insights. 

2.  BACTERIAL MULTICOMPONENT MONOOXYGENASES 

Bacterial multicomponent oxygenases containing binuclear non-heme iron ac-
tive centers are soluble proteins that carry out a large array of oxidation reactions 
and activate dioxygen using a variety of hydrocarbons as substrates (alkanes, al-
kenes, and aromatic compounds) [10,11]. They generally reside in the aero-
bic/anaerobic interface and utilize their respective hydrocarbon substrates as the 
only source of carbon and energy [12]. They have also become major targets for 
various bioremediation/biodegradation and industrial catalytic and environmental 
applications [13]. Multicomponent oxygenases exhibit a high degree of structural 
homology and are divided into four major subgroups based on their structural and 
biochemical properties: (i) soluble methane monooxygenases, (ii) alkene/arene 
monooxygenases, (iii) phenol hydroxylases, and (iv)  alkene monooxygenases. 
Furthermore, they all contain either three or four components (subunits) that are 
required for activity [12]. The carboxylate-bridged binuclear iron active site is lo-
cated within the hydroxylase component [14–18] and is highly homologous to that 
in ribonucleotide reductases and 9 desaturases (§§3 and 4) [19,20]. 

2.1.  Methane Monooxygenase 

2.1.1.  Biochemical and Structural Characterization 

Methane monooxygenase (MMO) is the most extensively studied bacterial bi-
nuclear oxygenase. It catalyzes the selective oxidation of methane to methanol, 
which is the first step in the metabolic pathway of methanotrophic bacteria [21,22], 
and which is energetically one of the most demanding reactions in nature (bond 
dissociation energy for methane is ~104 kcal/mole). Since methane monooxy-
genase is the only enzyme capable of activating inert C–H bonds under ambient 
temperatures and pressures [2], it has become a paradigm for the design of syn-
thetic catalysts. The conversion of methane to methanol occurs according to the 
following equation: 

+ +
4 2 3 2CH NAD(P)H H O    CH OH + NAD(P)  + H O . (1) 

In this monooxygenation reaction, two reducing equivalents from NAD(P)H 
are used to cleave the O–O bond of O2, where one oxygen atom is reduced to 
H2O and the other is used to oxidize methane to methanol. Apart from methane, 
MMO utilizes a broad range of substrates, including linear, branched, cyclic, satu-
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rated, unsaturated, aromatic, heterocyclic, and halogenated reagents [22–24], and 
depending on the identity of the substrate the enzyme catalyzes hydroxylations, 
epoxidations, dehalogenations and the formation of N-oxides [25–27]. Recently, it 
has also been demonstrated that methane monooxygenase is able to catalyze de-
saturation reactions [28]. 

There are two distinct forms of methane monooxygenase, a membrane-bound 
particulate and a soluble type. Methanotrophic bacteria express one or both of these 
forms, and while both are capable of hydroxylating methane to methanol, only the 
soluble type contains a binuclear non-heme iron center [15]. Particulate methane 
monooxygenase contains copper and zinc ions in its active site [29,30] and will not 
be discussed further here. The soluble form has been isolated, purified, and charac-
terized from two sources, Methylococcus capsulatus (Bath) [2,31] and Methylosi-
nus trichosporium OB3b [3]. The enzyme consists of three components: a 245-kDa 
hydroxylase component (MMOH) that contains the binuclear iron center, a 39-kDa 
reductase component (MMOR), and a 16-kDa component B (MMOB), which is 
known to have a regulatory function [2]. MMOH is a dimer of trimers, and has an 

2 2 2 quaternary structure ( , 60.6 kDa; , 45 kDa; , 19.8 kDa) [14,32,33]. The 
binuclear iron active site is located within the  subunit, where both O2 activation 
and methane oxidation take place. The diiron cluster of MMOH can exist in three 
oxidation states: fully oxidized diferric (Fe3+–Fe3+), mixed-valent (Fe3+–Fe2+), and 
fully reduced diferrous (Fe2+–Fe2+). MMOR contains two cofactors: flavin adenine 
dinucleotide and a [2Fe–2S]2+ iron–sulfur cluster, and it is responsible for shuttling 
electrons from NAD(P)H to MMOH [14,32,34–39]. The third component, MMOB, 
is a small effector protein proposed to regulate MMO catalysis, and has no associ-
ated cofactors [40,41], and which is known to (i) increase MMO reactivity with O2
by 1000-fold [42], (ii) alter the redox potential of MMOH [43–46], and (iii) affect 
the regioselectivity of substrate oxidation [47]. MMOB also couples electron and 
O2 consumption with methane oxidation, and it may influence the accessibility of 
the substrates into the active site [48–50]. While the precise structure of the MMO 
complex is not known, maximum turnover of substrate requires an MMOB: 
MMOH ratio of 2:1 [51]. 

Several crystal structures of MMOH from both M. capsulatus (Bath) (PDB 
codes 1MTY, 1MMO, 1FZ0-1FZ9, 1FYZ, 1FZI, 1FZH, 1XMF, 1XMG, 1XMH) 
and M. trichosporium (OB3b) (PDB codes 1MHY, 1MHZ) have been reported 
[15,52–59]. In addition, NMR structures of the FAD (PDB code 1TVC) and the 
[2Fe–2S] ferredoxin (PDB code 1JQ4) domains of MMOR have also been reported 
[35,37]. The overall structure of MMOH is a heart-shaped dimer of trimers, and is 
predominantly -helical (Fig. 1). The binuclear iron center is located within a four-

-helix bundle of the  subunit, a structural motif common to many binuclear iron 
proteins [19,60,61]. In the oxidized, diferric form both irons in the active site have 
distorted octahedral geometry, with Fe1 and Fe2 being coordinated by His147, 
monodentate Glu114, and a terminal water ligand, and by His246, Glu209, and 
Glu243, respectively (unless stated otherwise, numbering of residues is according 
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Figure 1. Overall structure of MMOH from Methylococcus capsulatus (Bath) (PDB code 
1FZ2). 

to the sequence of MMOH extracted from M. trichosporium OB3b; Fig. 2A). The 
two metal ions are linked by a -1,3 carboxylate group from Glu144, a hydroxide, 
and a third ligand, which may be a second hydroxide ion, an acetate group, or for-
mate, depending on the crystallization conditions [15,56–58]. In the structure of M.
capsulatus (Bath) MMOH in the reduced, biferrous state, each metal ion has five 
ligands, with Fe1 and Fe2 coordinated by Glu114, His147, and a terminal water 
molecule, and by Glu243, Glu209, and His246, respectively [57]. In addition to the 

-1,3 carboxylate bridge from Glu144, the two metal ions are also linked via a -
1,1 carboxylate from Glu243 (Fig. 2C); no other bridging ligands are observed. 
Although both iron centers are coordinatively unsaturated, reduced MMOH is not 
reactive with O2. The crystal structure of the mixed-valent form of MMOH from M. 
capsulatus (Bath) has also been reported [56]. The ferric ion is six-coordinate, 
while the ferrous one is four-coordinate, and the two metal ions are bridged via a 
single hydroxide group (Fig. 2B). MMOH has also been crystallized in the pres-
ence of various product/substrate analogs such as phenol, bromoethanol, 6-
bromohexanol, 3-bromo-3-butenol, or chloropropanol [52], iodoethane, and di-
bromomethane [54] in order to mimic possible interactions between enzyme and 
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Figure 2. Active site structures of MMOH (A) oxidized from Methylosinus trichosporium 
OB3b (PDB code 1MHY), (B) mixed-valent from Methylococcus capsulatus (Bath) (PDB 
code 1FZ2), and (C) reduced from Methylococcus capsulatus (Bath). A. Rosenzweig, per-
sonal correspondence. 

substrate, and residue Leu110 in a hydrophobic region of the enzyme has been as-
cribed a role as a “gate,” i.e., it controls access of substrate and solvent molecules 
into the active site [2]. The crystal structures were also obtained for the apo en-
zyme, Mn(II)- and Co(II)-reconstituted MMOH [53], and with bound xenon [54]. 
However, isolated reduced MMOH reacts remarkably slowly with dioxygen; full 
enzymatic activity is only achieved in the presence of MMOB. While the crystal 
structure of the MMOH–MMOB complex is not yet available, NMR solution struc-
tures of MMOB from both M. capsulatus (Bath) (PDB code 1CKV) and M.
trichosporium (OB3b) (PDB code 2MOB) have indicated likely sites of interaction 
between the two MMO components [62,63]. Interestingly, while MMOH–MMOB 
interactions in the complex from M. trichosporium (OB3b) are predominantly elec-
trostatic in nature [63], hydrophobic interactions are crucial in the complex from M.
capsulatus (Bath) [62]. 

2.1.2.  Spectroscopic Characterization of MMOH 

Origin of EPR spectra from dinuclear iron centers. EPR spectra of dinuclear 
iron species can be described by a total spin Hamiltonian involving the sum of the 
individual spin Hamiltonians and the interaction Hamiltonian [64–66]: 

2 2

tot
1 , 1,

i ijA A
i i j i j

H H H , (2) 

(1 )
iA i i i i i i i i i i i i iH S D S g S S A I I Q I IB B

2
ij ij i j ij i j i ij jA A A A A A A A A AH J S S G S S S D S ,

where S and I are the electron and nuclear spin operators, respectively, D the zero-
field splitting tensor, g and A are the electron Zeeman and hyperfine coupling ma-
trices, respectively, Q the quadrupole tensor,  the nuclear gyromagnetic ratio, 
the chemical shift tensor,  the Bohr magneton, and B the applied magnetic field. 
Additional hyperfine, quadrupole, and nuclear Zeeman interactions will be required 
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when superhyperfine splitting is resolved in the experimental EPR spectrum. Due 
to the fast relaxation times (T1 and T2) the large linewidth of the EPR resonances in 
the continuous-wave EPR spectra generally prohibits the observation of these in-
teractions. Consequently, high-resolution techniques such as electron spin echo 
envelope modulation (ESEEM), hyperfine sublevel correlation (HYSCORE), and 
pulsed electron nuclear double resonance (ENDOR) spectroscopy are exploited as 
a function of orientation to determine the distance and orientation of nuclei coordi-
nated to the dinuclear center [67].

The interaction Hamiltonian (HA; Eq. (2)) accounts for the isotropic exchange 
(Hex = –2JS1·S2), antisymmetric exchange (H = S1 G S2), and the anisotropic spin–
spin (dipole–dipole coupling, H = S1·J·S2) interactions between the two paramag-
netic centers [64–66]. There are two types of isotropic exchange, namely, anti-
ferromagnetic (J < 0) and ferromagnetic (J > 0) coupling. The former involves the 
overlap of molecular orbitals on each iron ion through a bridging ligand, giving 
rise to a spin paired ground spin state (vide infra), whilst in a ferromagnetically 
coupled center the molecular orbital on each iron atom is diammetrically opposed 
preventing overlap. The anisotropic exchange interaction (dipole–dipole coupling) 
is a through-space interaction, and the anisotropic exchange matrix J can be used to 
determine the internuclear distance and orientation of the two paramagnetic ions, 
but is often much weaker than the isotropic term. The antisymmetric term is gener-
ally important for trinuclear centers but may be relevant in mixed metal ion dinu-
clear centers such as purple acid phosphatases (§9.1). 

For high-spin iron centers (Fe3+, S = 5/2; Fe2+, S = 2) there are three different 
exchange regimes (strong, intermediate, and weak) that are dependent on the rela-
tive magnitude of the exchange coupling (Jiso) and the zero-field splitting (Di, i = 
1,2), i.e., |Jiso| >> |Di|, |Jiso| ~ |Di|, |Jiso| << |Di|, respectively (Fig. 3). Whilst the EPR 
spectra from dinuclear centers that belong to the strong and weak exchange re-
gimes can be relatively easily intrerpreted, this is not the case for the intermediate 
exchange regime where full matrix diagonalization is required to assess the spectral 
data (Fig. 3B). Fortunately, for the majority of dinuclear iron containing metallo-
proteins, |J| >> |D|, and the spectra are relatively straightforward to understand. A 
brief description of the theory behind the EPR spectra of dinuclear iron centers that 
lie in the strong and weak exchange regimes is presented below. 

Strong exchange regime: In the strong exchange limit the spin system is best 
characterized by a total spin operator Stot = S1 + S2, and for two antiferromagneti-
cally coupled high-spin (S = 5/2) ferric ions there are a total of six spin multiplets, 
characterized by Stot = 0, 1, 2, 3, 4, and 5, where Stot = 0 is the ground spin state and 
each of the spin multiplets is (2Stot + 1)-fold degenerate. The energies of these lev-
els (Fig. 3A) are given by 

tot tot tot 1 1 2 2( ) 1 1 1E S J S S S S S S , (3)

and the energy level difference between adjacent levels is 

tot tot tot( ) ( 1) 2E S E S S J . (4) 
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Figure 3. Energy level diagrams (calculated using Molecular Sophe, Chap. 4) for the three 
exchange regimes for an antiferromagnetically coupled dinuclear Fe3+ center gi = 2, Di = –1 
cm–1, E/Di = 0.3 (i = 1, 2). (A) Strong exchange regime, –2J = 100 cm–1, (B) intermediate ex-
change regime, –2J = 2 cm–1, and (C) weak exchange regime, –2J = 0.01 cm–1.

Consequently, for an antiferromagnetically coupled dinuclear Fe3+ center with a 
large negative value of J, the ground spin state (Stot = 0) is populated and the sys-
tem is EPR silent. This is the case when there is a μ-oxo bridging ligand between 
the Fe3+ centers, and even at room temperature there may only be a partial popula-
tion of higher spin states. However, protonation of the μ-oxo bridging ligand re-
duces the J value to around 10–20 cm–1, which permits thermal population of the 
higher spin states producing complex EPR spectra. It is often desirable to perform 
a variable-temperature study at multiple frequencies to allow the assignment of 
resonances to a particular spin multiplet (Stot) as its relative population (I(Stot)) is 
given by [65, 68]

tot tot

tot tot

tot

1

tot 15

tot
0

( )
2 1

JS S
kT

JS S
kT

S

CeI S
S e

. (5) 

Thus, a variable temperature continuous-wave EPR (cwEPR) study can be em-
ployed to not only determine the magnitude of the exchange coupling constant and 
its sign, but also the spin state of each iron atom as the plots of I(Stot) versus tem-
perature are sensitive to the spin states, for example, Figure 4. 

For mixed-valent, partially reduced antiferromagnetically coupled dinuclear 
(Fe3+–Fe2+) centers, the spin states in order of increasing energy are Stot = 1/2, 3/2, 
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Figure 4. Variable temperature EPR spectra (calculated using Molecular Sophe, Chap. 4) of 
a hydroxy-bridged mixed-valent dinuclear Fe3+–Fe2+ center. Spin-Hamiltonian parameters, 
Fe3+: g = 2, D = –1 cm–1, E/D = 0.3; Fe2+: gx = 1.96, gy = 1.85, gz = 1.75, D = 1 cm–1, E/D = 
0.3; –2J = –6 cm–1. (A) Continuous wave spectra and (B) temperature dependence of particu-
lar resonant field positions. 

5/2, 7/2, and 9/2, and if |J| is large the EPR spectrum is typical of an Stot = 1/2 
ground state (Fig. 4, T = 0.2 K); however, if J is small or the temperature is in-
creased allowing thermal population of the Stot = 3/2 spin multiplet, then the EPR 
spectrum may be more complex (Fig. 4, T = 10 and 21 K), but allows an unambi-
guous determination of J and the zero-field splitting parameters. 

Often fully reduced samples of dinuclear iron containing proteins contain a 
ferromagnetically coupled dinuclear Fe2+ center that has as its ground state Stot = 4 
(vide infra). In many cases formally forbidden Ms = ±4 transitions between the Ms
= ±2 spin states produce resonances in the EPR spectrum with geff ~ 16 (Fig. 5). 
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Figure 5. Low-temperature (4 K) EPR spectra of the fully reduced MMOH from Methylosi-
nus trichosporium OB3b using (a) microwave field parallel and (b) microwave field perpen-
dicular to the static magnetic field B. Reprinted with permission from [76]. Copyright ©
1990, American Chemical Society. 

The observation of these resonances relies on the rhombic zero-field splitting term 
(E) being less than the microwave quantum (h ). However, strain broadening can 
produce a distribution of energy levels resulting in a finite, albeit small population 
of energy levels where E < h . The intensity of these resonances can be enhanced 
by performing parallel mode EPR spectroscopy where the microwave magnetic 
field is parallel rather than perpendicular to the externally applied magnetic field. 

Weak exchange regime: When the magnitude of the axial zero-field splitting 
parameter is greater than the exchange coupling for a dinuclear high-spin Fe3+ cen-
ter, the spectra can be interpeted in terms of the coupling of the Kramers doublets 
of each isolated Fe3+ ion (Fig. 3C). The weak exchange regime is often observed in 
ferromagnetically coupled binuclear ferrous centers, for example, the azide com-
plex of deoxyhemerythrin [69]. Ideally, measuring the EPR spectra at high micro-
wave frequencies will simplify the interpretation of the spectra as the zero-field 
splitting can be treated with perturbation theory for the electron Zeeman interaction. 

Diferric MMOH. Fully oxidized, diferric MMOH is diamagnetic (Stot = 0) at 
low temperatures, indicating the presence of two antiferromagnetically coupled 
high-spin Fe3+ ions (SFe1 = SFe2 = 5/2) [70]. Using parallel mode X-band continuous-
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wave EPR (cwEPR) an integer-spin EPR signal is observed at geff = 8.0 [70]. This 
resonance is seen only at temperatures higher than 10 K, reaching an intensity peak 
at ~30 K, and is likely to arise from MS = ±4 transitions within the excited Stot = 2 
state [70]. This excited state manifold is ~45 cm–1 above the diamagnetic ground 
state. The temperature dependence of this geff = 8.0 resonance allows the exchange 
coupling constant J = –7.5 cm–1 (Hex = –2JS1·S2) [70], suggesting (in agreement 
with extended x-ray absorption fine structure [71–74] and Mössbauer experiments 
[70,75]), the presence of a μ-hydroxo group as the bridging ligand in oxidized 
MMOH (Fig. 2A). 

Diferrous MMOH. The catalytically competent diferrous form of MMOH ex-
hibits a low-field EPR signal at geff = 16, which is indicative of an integer spin 
electronic system with two ferromagnetically coupled high-spin Fe2+ (S = 2) ions 
[76,77] (Fig. 5). The temperature dependence of this geff = 16 resonance has been 
analyzed using a full-spin Hamiltonian for the cases of both strong and weak fer-
romagnetic exchange coupling [76]. The non-Kramers ground state doublet of fully 
reduced MMOH is characterized by the quantum numbers |S,Ms| = |4,±4 , while 
the first excited state sublevel is either the |4,±3  state with geff = 12 (EPR active), 
or one of the diamagnetic |4,0 , |3,0  states. The observed weak ferromagnetic cou-
pling (~0.4 cm–1) [78] between the two ferrous metal centers is likely to be medi-
ated via the μ-1,1 bridging carboxylate in the active site (Fig. 2C) [79]. As will be 
discussed below, the integer-spin EPR signal at geff = 16 has been very useful in 
monitoring interactions between dioxygen and reduced MMOH [42]. ESEEM and 
ENDOR measurements of fully reduced MMOH from both M. trichosporium 
OB3b and M. capsulatus (Bath) have identified coupling to 14N from either one or 
two His residues directly coordinated to the diferrous center of both enzymes 
(Fig 6) [77]. 

Mixed-valent MMOH. In the cwEPR spectrum of the chemically reduced 
mixed-valence Fe3+–Fe2+ form of MMOH resonances with g values of gz = 1.94, gy
= 1.86, and gx = 1.75 (gav = 1.85) are observed [70,71,75,80], suggesting anti-
ferromagnetic coupling between the Fe3+ (S = 5/2) and Fe2+ (S = 2) centers (ground 
state Stot = 1/2) (Fig. 4). The small deviation of the g-values from g = 2.0 has been 
attributed to the octahedral ferrous site (which allows mixing of the low-lying or-
bital states with the ground state), as well as to the comparable magnitudes of the 
exchange-coupling parameter J and axial zero-field splitting parameter D [75]. 
From both EPR and Mössbauer studies the magnitude of J was estimated to be –30 
cm–1 (Hex = –2JS1·S2) [70,71]. Both the cwEPR spectrum and the magnitude of the 
exchange coupling constant of mixed-valent MMOH closely resemble those of the 
mixed-valent forms of the oxygen transport protein hemerythrin (§8) and the hy-
drolytic enzyme purple acid phosphatase (§9) [81,82], indicating that the metal 
ions are bridged via a (hydr)oxo group, thus agreeing with the crystal structure of 
mixed-valent MMOH (vide supra). The nature of the bridging ligand was further 
investigated by Q-band ENDOR (Fig. 7) and pulsed EPR (ESEEM and Davies 
ENDOR) spectroscopy [83,84]. Three classes of resonances were observed, two of 
which are associated with exchangeable protons while the third (with hyperfine 
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Figure 6. Low-temperature (2 K) three-pulse ESEEM frequency domain spectra of the fully 
reduced MMOH from Methylosinus trichosporium OB3b and Methylococcus capsulatus 
(Bath). Comparison with the corresponding ESEEM spectra of reduced hemerythrin–azide 
complex. Reprinted with permission from [77]. Copyright © 1994. American Chemical So-
ciety.

coupling constants A  4 MHz) is ascribed to non-exchangeable protons. The latter 
are likely to belong to amino acid ligands [83]. The resonances associated with one 
of the exchangeable protons have a hyperfine coupling constant of ~8 MHz and are 
nearly isotropic, indicating that they may be due to a terminally Fe3+-coordinated 
water/hydroxide ligand [83]. The second set of resonances associated with an ex-
changeable proton appears as a doublet at ~14 MHz at g1 = 1.94. These resonances 
are characterized by large anisotropy with a maximum coupling constant of ~30 
MHz at g2 [83], A comparison of the hyperfine tensor of these resonances with the 
corresponding parameters determined for semimet azido hemerythrin [84] identi-
fies a metal center-bridging hydroxo group as the likely source for the exchange-
able proton. 
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Figure 7. Low-temperature proton ENDOR spectra of mixed-valent MMOH from Methylo-
coccus capsulatus (Bath) in H2O and D2O showing different proton resonances (see text for 
details). Reprinted with permission from [83]. Copyright © 1993, American Chemical Soci-
ety.

1H and 2H ENDOR spectroscopy was used to probe solvent accessibility of the 
active site in mixed-valent MMOH [83–85]. There are a total of nine magnetically 
unique coupled protons, and at least three of these are exchangeable in deuterated 
solvent. These protons exchange only slowly in 2H2O (over 15–25 hours), which is 
consistent with the hypothesis that the iron active site of MMOH is buried and not 
readily accessible to the solvent [84,85]. This is in contrast to the binuclear iron 
clusters in hemerythrin (§8) or ribonucleotide reductase (§3), where solvent has 
direct access to the active sites of these proteins [86].

The 14N ENDOR spectroscopy of mixed-valent MMOH has identified two sets 
of nitrogen resonances (superhyperfine coupling constants of 13.6 and 2–5 MHz) 
that were assigned to the two N-containing ligands (histidines) directly coordinated 
to the Fe3+ and Fe2+ ions, respectively, in agreement with the crystal structure 
shown in Figure 2B [85].

An alternative method to generate the heterovalent Fe3+–Fe2+ form of MMOH 
involves the use of -irradiation at low temperatures (77 K; radiolytic reduction) 
[87,88]. Since the one-electron reduction is carried out at low temperature, struc-
tural changes to the MMOH active site are anticipated to be minimal, essentially 
leaving the conformation of the diferric MMOH cluster virtually intact [87]. Thus, 
radiolytic reduction provides an avenue to study by EPR (i) the geometric structure 
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of the diferric center in MMOH, and (ii) structural changes that may occur during 
catalysis by comparing spectroscopic parameters of the chemically and radiolyti-
cally reduced mixed-valent forms of MMOH. In the cwEPR spectrum of radiolyti-
cally reduced MMOH from M. capsulatus (Bath), two chemically distinct species 
(labeled H1 and H2) were detected [88]. Their g-matrices are distinctly different 
from that obtained from the chemically reduced form with different relaxation 
properties (effective g values: 1.94, 1.86, and 1.79 (gav = 1.85) for H1, 1.82, 1.77, 
and 1.68 (gav = 1.74) for H2, as compared to 1.94, 1.87, and 1.72 (gav = 1.82) for 
MMOHmv generated chemically). An analysis of the temperature dependence (be-
tween 6 and 15 K) of the EPR resonances associated with species H1 and H2 indi-
cated a predominant contribution of the distribution of the former (~80%) [88]. A 
similar result was obtained upon cryogenic reduction of diferric MMOH from M. 
trichosporium OB3b, with the approximate contribution ratios of the two species 
from EPR spectra estimated to be 65% (species I with g values at 1.94, 1.86, and 
1.79) and 35% (species II with g values at 1.85, 1.75, and 1.70) [87]. The presence 
of these two structural variants of the diferric form, i.e., (MMOHox)mv, is also sup-
ported both by extended x-ray absorption fine structure and x-ray crystallographic 
studies [15,57,58,74]. The two forms are believed to have two bridging 
(hydr)oxides (species H1) or one bridging (hydr)oxide and one bridging water 
ligand (species H2), respectively [88], in addition to the μ-1,3 carboxylate group 
from Glu144 (Fig. 2). Upon incubation of the radiolytically reduced sample at 230 
K for 3 minutes or 293 K for 3–7 minutes (“annealing”), the resonances associated 
with species I and II, and H1 and H2, disappear and the resulting spectrum is char-
acteristic for the chemically reduced heterovalent form of MMOH. This observa-
tion demonstrates that structural changes do occur during the catalytic turnover, 
more specifically upon reduction of the diferric cluster of MMOH to the Fe3+–Fe2+

mixed-valent form. 
Substrate/product interactions with MMOH. In order to probe interactions be-

tween the substrates methane and O2 and the product methanol with the active site 
of MMOH, advanced EPR techniques have been employed. In particular, the in-
hibitor DMSO has been used to mimic enzyme–substrate interactions in the active 
site of mixed-valent MMOH from M. capsulatus (Bath) [89]. 1,2H ENDOR spectra 
of mixed-valent MMOH in the presence of DMSO still display the resonances 
characteristic of both the Fe2+-bound terminal water or hydroxide ligand and the μ-
hydroxide (vide supra), indicating that the addition of the substrate analog does not 
displace these two ligands [89]. 57Fe ENDOR studies in the absence and presence 
of DMSO have identified two sets of resonances, one ascribed to the Fe3+ ion (pre-
dominantly isotropic with A ~ 62 MHz) and the other belonging to the Fe2+ (highly 
anisotropic with A ~ 36–38 MHz) [89]. Since the addition of DMSO does mainly 
affect the resonances associated with the ferric metal ion, it appears that the sub-
strate analog interacts predominantly at this site in MMOHmv from M. capsulatus 
(Bath). Furthermore, the 14,15N ENDOR study by DeRose et al. has shown that 
DMSO binding to MMOHmv from M. capsulatus (Bath) perturbs both His ligands 
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Figure 8. 1H and 2H ENDOR spectra of mixed-valent MMOH from Methylococcus capsula-
tus (Bath). (a) MMOHmv alone, g = 1.87 and negative scan direction, (b) MMOHmv in the 
presence of ethanol, g = 1.862, (c) MMOHmv in the presence of TFE, g = 1.840 and negative 
scan direction, (d) same as (a) but positive scan direction and g = 1.841, (e) four pulse se-
quence, g = 1.86, and (f) same as (e) but with TFE. Reprinted with permission from [91]. 
Copyright © 2002, American Chemical Society. 

that are coordinated to the two iron centers without displacing them: a μ-hydroxo 
bridge, or the terminally coordinated solvent ligand on the Fe2+ center [89]. Each of 
the metal ions is coordinated by a single, different histidine residue (Fig. 2), but 
significant changes in the coordination environment upon the addition of DMSO 
are only recorded in the Fe3+ site. Fe3+-localized binding interactions of 13C- or 2H-
labeled DMSO have also been demonstrated with Q-band Mims pulsed ENDOR 
and X-band three-pulse ESEEM measurements [89]. Furthermore, ENDOR meas-
urements of mixed-valent MMOH from M. capsulatus (Bath) in the presence of 
2H-DMSO and 13C-labeled methanol have shown that the substrate analog and re-
action product do not compete for the same binding site in the active center, but 
both molecules can bind simultaneously [90]. The exchange coupling between the 
metal ions is not affected by the addition of DMSO and methanol, indicating that 
the bridging hydroxide is retained [90]. Interestingly, in contrast to MMOH from 
M. capsulatus (Bath), cwEPR and 1,2H, 14N ENDOR measurements on MMOHmv
from M. trichosporium OB3b have indicated that the Fe2+ ion is predominantly 
perturbed upon addition of DMSO [70,85]. 
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The cwEPR spectrum of mixed-valent MMOH in the presence of methanol 
differs from that of the free enzyme, indicating direct ligation of methanol to the 
metal cluster. Since DMSO has been shown to bind to Fe3+, and since methanol 
does not compete with DMSO, it follows that the product is likely to interact with 
the Fe2+ site without displacing the terminally coordinated water ligand on this iron 
center. This conclusion has been supported by both 1H and 17O ENDOR studies 
[90]. Similarly, a combination of methods including Q-band cwEPR and both 1,2H
and 19F pulsed ENDOR spectroscopy have been employed to demonstrate that the 
product analogs ethanol and 1,1,1-trifluoroethanol (TFE) also bind terminally to 
the ferrous center of the mixed-valent form of MMOH, thus not competing with 
DMSO (Fig. 8) [91]. In addition, a 1,2H ENDOR study monitoring the interactions 
between ethanol or TFE with the one-electron cryogenically reduced MMOH, i.e., 
(MMOHox)mv, has implied a different mode of alcohol binding to oxidized MMOH 
(binding in semi-bridging or bridging mode) as opposed to the mixed-valent 
MMOH (binding to the Fe2+ center), a result consistent with the MMOHox-alcohol 
crystal structure [55]. Furthermore, the diferric center of (MMOHox)mv from M.
capsulatus (Bath) is able to bind methanol and phenols, as demonstrated by X-band 
EPR [88]. However, DMSO or methane binding to the (MMOHox)mv does not per-
turb the EPR spectra, indicating that most likely they do not bind directly to the 
diferric cluster. 

Nitric oxide as a mimic for dioxygen. Nitric oxide (NO) has been extensively 
used as a probe for dioxygen binding to non-heme iron enzymes [92–95]. NO in-
teracts with ferrous iron, forming an antiferromagnetically coupled {Fe(NO)}7

complex with an X-band cwEPR spectrum characteristic of a system with S = 3/2 
(Fe3+ (S = 5/2) and NO– (S = 1) [95,96]. The reaction of NO with fully reduced, 
diferrous MMOH from M. capsulatus (Bath) in the absence/presence of MMOB 
yields predominantly an EPR-silent dinitrosyl species, [{Fe(NO)}7]2 [97]. A 
smaller proportion of active sites (20–30%) appeared to contain mononuclear iron 
centers, characterized by distinct cwEPR resonances with geff values of 4.08, 4.02, 
and 2.00. The time course of the reaction between reduced MMOH and NO was 
investigated using a combination of stopped-flow kinetics measurements and rapid 
freeze-quench (RFQ) cwEPR. Various intermediates were detected [97]. Two la-
bile species are formed within the first 200 ms of the reaction. The first forms in 
the first 100 ms (with a first-order rate constant of 10-20 s–1) decays slowly and is 
identified as a mononuclear {Fe(NO)}7 complex. The second species forms more 
slowly, is more abundant, and is identified, from RFQ-Mössbauer data, as the dia-
magnetic dinitrosyl species [97]. The dinitrosyl species has been proposed as a 
likely mimic of the peroxodiferric reaction intermediate (labeled intermediate P) in 
the catalytic cycle of MMO (rate constants for the formation of the dinitrosyl spe-
cies and intermediate P in the presence of MMOB at 4°C are essentially the same, 
26 and 25 s–1, respectively) [97–99]. An EPR study of the reduced MMO–NO ad-
duct has given insight into the possible effects of MMOB component on the diiron 
center of MMOH required for its interaction with dioxygen. 
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Interactions between MMOH and MMOB. Interactions between MMOH and 
MMOB are essential for MMO to reach its full catalytic potential [14]. Although 
the mechanism with which MMOB binding increases the turnover rate of MMOH 
is still not fully understood, spectroscopic techniques, in the absence of crystallo-
graphic data of the MMOH-MMOB complex, have been instrumental in providing 
insight into the nature of the intereactions between these two protein components. 
Binding of MMOB to the chemically reduced mixed-valent form of MMOH 
from M. trichosporium OB3b affects the cwEPR spectrum by (i) shifting the ob-
served g-values, (ii) altering the power saturation properties, and (iii) decreas-
ing the magnitude of the exchange coupling between the two iron centers (J ~ –5 
cm–1, Hex = –2JS1·S2), which has been interpreted in terms of an MMOB-induced 
conformational change of the MMOH active site [70]. X-band cwEPR was em-
ployed to investigate the effect of MMOB binding on the mixed-valent center 
(generated by chemical and radiolytic reduction) of MMOH, indicating that the 
interactions between MMOH and MMOB are different for different oxidation 
states of the active site [70,87,88]. The EPR spectra of radiolytically reduced 
MMOH ((MMOHox)mv) and MMOH-MMOB ((MMOHox–MMOB)mv) from M.
capsulatus (Bath) are very similar, with the major change affecting the relative 
contributions of the species H2 (vide supra) to the spectrum. In contrast, MMOB 
binding to chemically reduced mixed-valence MMOH alters the EPR spectrum 
significantly (g values at 1.94, 1.87, and 1.72 for MMOHmv and 1.88, 1.77, and 
1.63 for MMOHmv–MMOB), indicating structural changes that may be of impor-
tance for the activation of the MMOH active site [88]. Furthermore, MMOB bind-
ing to the cryogenically reduced MMOH promotes binding of exogeneous ligands 
such as DMSO and glycerol. 

Saturation-recovery EPR has also been employed to study fully oxidized 
(diferric) MMOH from M. capsulatus (Bath) and its complex with MMOB [100]. 
The spin-label methane thiosulfonate (MTSL) was incorporated specifically into 
residue Cys89 of MMOB. Monitoring the spin-lattice relaxation time (T1) of 
MTSL provided evidence that MMOB binding occurs ~15 Å away from the metal 
ions of MMOH, and that the magnitude of the exchange coupling (J = –18.5 cm–1,
assuming Hex = –2JS1·S2) between the two irons increases, suggesting a shortening 
of the Fe–Fe distance [100]. This is in contrast to MMOH from M. trichosporium 
OB3b, where MMOB binding to mixed-valent MMOH decreases J from –15 to –
2.5 cm–1 [51,70] (vide supra). Possible explanations for the increase in the ex-
change coupling constant J between the iron centers in the presence of MMOB 
include (Fig. 2): (i) the flexible residue Glu243 can provide the necessary exchange 
pathway, (ii) residue Glu144 can shorten its oxygen bond to the iron center, or (iii) 
the deprotonation of the bridging hydroxide. In combination with NMR studies 
[62,63], these saturation-recovery EPR measurements have limited possible points 
of interactions between MMOB and MMOH to two helices in the latter that contain 
metal ion ligands Glu209 and Glu243 (Fig. 2). 

The mode of interactions between MMOH and MMOB from M. trichosporium 
OB3b has recently been investigated using a combination of site-directed spin la-
beling (SDSL) [101] and small metal chelate paramagnetic relaxation [102], allow-
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ing an estimate of the binding affinity of MMOB to reduced MMOH of 4.5 μM at 
pH 7.0 [50]. 

From kinetic and NMR data, several hydrophilic amino acid residues (Asn107, 
Ser109, Ser110, Thr111) close to the C-terminal end of MMOB have been identi-
fied to form the binding interface with MMOH [48,49]. The functional importance 
of this C-terminal region and its potential role in the interactions with MMOH were 
investigated using a combination of mutagenesis, kinetics, and EPR spectroscopy 
[40]. Three deletion mutants in the C-terminal region of MMOB were generated: 

126 (with 13 last residues deleted), 131 (with last 8 residues deleted), and 134 
(with last 5 residues deleted). The X-band cwEPR spectrum of chemically reduced 
mixed-valent MMOH (vide supra) is characterized by g values of 1.94, 1.86, and 
1.75, whereas the mixed-valent MMOH–wtMMOB complex exhibits character-
istric resonances at g = 1.87, 1.77, and 1.60 [40]. The EPR spectra of the com-
plexes with the mutant MMOB forms were shown to be dependent on the size of 
the deletion: the larger the deletion, the more similar the spectrum to that of free 
MMOH [40], suggesting that the entire C-terminal domain of MMOB is required 
for proper interactions with MMOH. 

2.1.3.  Mechanistic Insights 

A combination of spectroscopic, crystallographic, and mechanistic studies 
produced remarkable progress over the last decade in elucidating the catalytic cycle 
of MMO. The proposed reaction mechanism for the catalytic cycle of MMO is 
shown in Figure 9. The resting diferric form of MMOH is reduced by two electrons 
from MMOR, resulting in diferrous MMOH. The O2 binds to the diferrous enzyme, 
forming the initial intermediate labeled O, where the O2 is not yet directly bound to 
any of the diferrous ions. Subsequently, intermediate O decays to compound P*,
where the loss of the geff = 16 signal, characteristic of diferrous MMOH (Fig. 5), 
indicates a direct interaction between O2 and the metal center [76,103]. Intermedi-
ate P* then further decays to form intermediate P, a diferric peroxo species. This 
short-lived intermediate has been characterized by absorption and Mössbauer spec-
troscopies [43,99,104,105]. It was found to be diamagnetic at 4 K as a result of the 
two antiferromagnetically coupled Fe3+ centers (Fig. 3), and is proposed to be a μ-
1,2-peroxo diiron(III) complex. In the following step, compound P is converted to 
compound Q, which has been trapped and characterized in great detail by absorp-
tion, Mössbauer, and extended x-ray absorption fine structure spectroscopies 
[105,106]. Compound Q has been described as a high-valent iron–oxygen interme-
diate having an Fe2

IVO2 bis- -oxo “diamond core” structure, and is believed to be 
the hydroxylating intermediate in the catalytic cycle. The ground state of interme-
diate Q is diamagnetic (ST = 0) as a result of two antiferromagnetically coupled 
Fe4+ ions (S1 = S2 = 2). Compound Q reacts with the hydrocarbon substrate, form-
ing compound T. In the final step of catalysis, the product is released from T, and 
resting diferric MMOH is regenerated. 
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Figure 9. Proposed catalytic cycle for MMO. MMOR and B refer to reductase and compo-
nent B, respectively. Adapted with permission from [40]. Copyright © 2006, American 
Chemical Society. 

Due to its diamagnetic ground state, intermediate Q is not readily accessible to 
study by EPR-related techniques. However, radiolytic reduction of Q has been 
shown to produce a structurally preserved but paramagnetic Fe3+–Fe4+ species, des-
ignated QX [107] (in analogy to intermediate X in ribonucleotide reductase; vide
infra). Annealing of this intermediate above 200 K produced a structure essentially 
identical to that of the chemically reduced intermediate at room temperature. 

The reaction mechanism of methane oxidation and the actual O–O bond cleav-
age (heterolytic vs. homolytic) have been under intense investigation and still re-
main the subject of debate. Numerous studies have been carried out to address spe-
cific aspects of the MMO reaction mechanism using substrate analogs such as 
fluoromethanes, ethers, various alkanes, furan, nitrobenzene, and methylcubane 
[49,108–110]. While some studies seem to favor the radical rebound mechanism 
initially proposed in cytochrome P450 chemistry [27,111–115], those involving 
radical clock probes suggest a concerted mechanism [116–119]. Computational 
studies have also argued for alternative mechanisms that involve variations of the 
reaction mechanisms mentioned above, as well as an Fe-substrate carbon bond 
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intermediate [120–122]. Aiming to probe substrate radical formations, some 
mechanistic studies have focused on the detection of radical/cation intermediates 
[28,111,113,117,123]. Suitable spin-trap probes (nitrone or nitroso compounds) 
can be utilized, which can trap transient radical species to form nitroxide adducts 
detectable by EPR spectroscopy [124,125]. Recently, an EPR spin-trapping study 
has demonstrated the use of nitrosobenzene (NOB) as a substrate as well as a radi-
cal trap [126]. This study has shown that a long-lived radical species (t½ = 1 hour) 
is generated in the MMO active site using NOB as a probe, thus strongly favoring a 
stepwise mechanism similar to that of cytochrome P450. 

2.2.  Alkane -Hydroxylase

2.2.1.  Biochemical and Structural Characterization 

The bacterial alkane -hydroxylase from Pseudomonas putida GPo1 (also 
known as P. oleovorans) is an integral membrane oxygenase that catalyzes the 
oxidation of unactivated terminal methyl groups of alkanes and fatty acids (Table 
1) [127]. In addition to hydroxylating n-alkanes (C5–C12 chain length), this en-
zyme can also carry out epoxidations of terminal olefins and allyl alcohol deriva-
tives, aliphatic sulfoxidations, and O-demethylations of branched alkyl and vinyl 
methyl ethers [128–130]. Various homologs of alkane -hydroxylase have also 
been extracted from polluted marine environments and soil as a result of oil and 
fuel spillages and industrial waste accumulation [131–133]. More recently, alkane 
hydroxylases from P. aeruginosa PAO1, P. fluorescens CHA0, Alcanivorax 
borkumensis AP1, and Mycobacterium tuberculosis H37Rv have been cloned 
[134,135]. Alkane hydroxylases have been attracting increasing scientific interest 
due to their biocatalytic versatility with respect to chemical reactions performed 
and substrates used. 

The best-characterized alkane hydroxylase from P. putida GPo1 is comprised 
of three protein components: the membrane-bound oxygenase component (AlkB), 
where substrate hydroxylation takes place; the soluble rubredoxin component AlkG, 
which is responsible for shuttling the required electrons to AlkB [127,136]; and the 
NADH-dependent flavoprotein rubredoxin reductase component (AlkT) [137,138]. 
A sequence comparison of AlkB with other non-heme iron integral membrane en-
zymes has revealed a characteristic conserved eight-histidine motif [139]. A similar 
motif is also found in coenzyme A-dependent rat 9 desaturase and other desatu-
rases from the cyanobacterium Synechocystis and Arabidopsis thaliana, and it has 
thus been speculated that residues within this motif may play a crucial role in the 
catalytic mechanism of these enzymes [139–142]. This hypothesis is further sup-
ported by the observation that these residues occupy similar locations relative to 
their transmembrane domains [143]. The eight-histidine motif was also found in 
other enzymes such as acetylenases, conjugases, epoxidases, ketolases, and decar-
bonylase [141,144,145]. Site-directed mutagenesis studies with AlkB from P.
putida Gpo1 have recently demonstrated the catalytic importance of the eight-
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histidine residues; the substitution of any of the eight-histidine residues with 
alanine produced inactive mutants, while mutations of other, non-conserved his-
tidine residues within the motif still yielded partially active derivatives [143]. No 
crystal structure of an alkane -hydroxylase is yet available, but it is speculated 
that the eight essential histidine residues may coordinate to the two irons in the 
active site, providing a coordination environment different from the carboxylate-
rich active sites of MMOH and other related enzymes [140]. 

2.2.2.  Spectroscopic Characterization of AlkB 

In the absence of crystallographic data, EPR and Mössbauer spectroscopies 
have been crucial for the characterization of the diiron cluster of AlkB [139]. In its 
resting (oxidized) form, AlkB contains two high-spin ferric ions, antiferromagneti-
cally coupled with quadrupole splitting ( EQ(1) = 1.70 mm/s, EQ(2) = 1.13 mm/s), 
and isomer shift parameters ( (1) = 0.55 mm/s, (2) = 0.51 mm/s) similar to those 
reported previously for the distantly related toluene-4-monooxygenase [146] (dis-
cussed below). The exchange coupling constant |J| was estimated to be 40 cm–1 

from Mössbauer data assuming slow or intermediate relaxation rates for the diiron 
cluster [139]. The magnitude of J in oxidized AlkB is consistent with the presence 
of a μ-oxo bridge. Chemical reduction of AlkB leads to an oxygen-stable diferrous 
form of the enzyme [139]. Examination of the fully reduced diferrous AlkB by 
Mössbauer spectroscopy confirmed the presence of two high-spin Fe2+ ions with an 
isomer shift of about 1.05–1.15 mm/s. The smaller isomer shift observed for the 
diferrous center of AlkB is similar to that of deoxyhemerythrin [147] (vide infra)
and strongly supports nitrogen ligation in the coordination environment of the dii-
ron cluster [139]. The addition of both dioxygen and the substrate octane leads to 
oxidation of the diiron center with concomitant catalytic turnover [139]. No EPR 
resonances due to a mixed-valent form of AlkB were detected in this study. 

2.2.3.  Mechanistic Insights 

On the basis of mechanistic studies with wild-type AlkB from P. putida GPo1
and E. coli using norcarane as the diagnostic substrate probe, an “oxygen rebound 
mechanism” has been proposed (Fig. 10) [148,149]. Evidence for the formation of 
a short-lived carbon-centered radical intermediate (lifetime of ~1 ns) has been ob-
tained. It is speculated that AlkB might thus involve a reaction intermediate similar 
to compound Q in MMO-catalyzed reactions (Fig. 9). In addition, ~15% of the 
reaction product for the AlkB-catalyzed reaction was found to be 3-(hydroxy-
methyl)-cyclohexene, implicating a radical rearrangement pathway. Active site 
structural changes that may dictate the formation and lifetime of the radical inter-
mediate were investigated using whole cells and specific compounds as substrates 
for AlkB [150]. The lifetime of the radical appears to depend on substrate concen-
tration; at low concentrations an unusually long lifetime of ~19 ns was observed, 
the longest lifetime for a radical intermediate to be reported for a monooxygenase 
[150]. It has been hypothesized that substrate binding to AlkB may perturb the  
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Figure 10. Mechanism of norcarane hydroxylation by alkane -hydroxylase (AlkB). Re-
printed with permission from [148]. Copyright © 2000, American Chemical Society. 

active site of the enzyme, causing a change in its reactivity. Specifically, a sub-
strate channel close to the active site and within the transmembrane part of the pro-
tein has been invoked that may affect the active site in a manner dependent on the 
presence of solvent or substrate molecules. However, the molecular details of sub-
strate-induced active site structural changes have yet to be investigated. 

2.3.  Alkene Monooxygenase

2.3.1.  Biochemical and Structural Characterization 

Alkene monooxygenase (AMO) from Rhodococcus rhodochrous B-276 (also 
known as Nocardia corallina) is a multicomponent oxygenase that catalyzes the 
stereoselective insertion of an oxygen atom from O2 into aliphatic alkenes, yielding 
the corresponding chiral epoxides (Table 1) [151]. This reaction is the first step in 
the pathway of the alkene metabolism. AMO utilizes substrates ranging from C3–
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C4 chain length 1- and 2-alkenes and styrenes, to chloroalkenes, and the reaction 
products are predominantly R enantiomers [16,151,152]. Since optically active 
epoxides are of interest in the development of pharmaceutical compounds, AMO 
has been attracting increasing attention in recent years. Although AMO posesses 
biochemical properties similar to those of MMO [151], it does not hydroxylate the 
unactivated C–H bonds of alkanes [153,154]. Similar to MMO, AMO consists of 
three protein components that are necessary for catalysis; an epoxygenase compo-
nent (containing subunits  and , of 53 and 35 kDa, respectively), a 40-kDa re-
ductase component (AmoD, containing one [2Fe–2S] cluster and one flavin group), 
and a small 14-kDa coupling protein (AmoB) [151,155]. A sequence comparison 
between the epoxygenase component of AMO, MMOH, and ribonucleotide reduc-
tase has revealed the presence of a conserved iron-binding motif, suggesting a 
similar active site structure for all of these enzymes [156]. In the absence of a crys-
tal structure of AMO, homology modeling studies in combination with chemical 
modifications were used to probe the significance of specific amino acid residues 
for the interactions of substrates and products with the active site of AMO from N.
corallina B-276 [157]. Two residues, Ala91 and Ala185, were proposed to govern 
the stereoselectivity of AMO due to their ability to anchor the substrate or reaction 
product. In contrast, in MMOH the corresponding residues are glycines that do not 
facilitate a proper anchoring of the reaction intermediate (due to the lack of steric 
hindrance). Consequently, the reaction products of MMOH-catalyzed reactions are 
not chiral [157]. 

2.3.2.  Spectroscopic Characterization of AMO 

EPR spectroscopy has been the primary technique utilized to probe the active 
site structure of AMO. The fully oxidized epoxygenase component of AMO exhib-
its a weak, rhombic EPR signal at geff = 4.3, and a free radical EPR signal at g = 
2.01 [16]. It has been speculated that the EPR resonance at geff = 4.3 with signifi-
cantly broad features arises from two weakly coupled high-spin Fe3+ centers (S = 
5/2). Partial reduction of the epoxygenase with dithionite yields a mixed-valence 
form (Stot = ½) with a characteristic EPR signal at gav = 1.9 (gx = 1.93, gy = 1.87, 
and gz = 1.84). Therefore, the mixed-valent form of the epoxygenase component is 
similar to that of the mixed-valent forms of MMOH (vide supra) and ribonucleo-
tide reductase (vide infra) [71,75,80,158]. The fully reduced epoxygenase compo-
nent exhibits an EPR signal at geff = 15 indicative of a binuclear center with 
two weakly ferromagnetically coupled Fe2+ ions, as observed in reduced MMOH 
[14,16,71,76] (Fig. 5). Thus, as anticipated from the above-mentioned sequence 
comparison the epoxygenase component of AMO, and the hydroxylase component 
of MMO are likely to contain similar diiron active sites. 

2.3.3.  Mechanistic Insights 

EPR techniques have proven pivotal in establishing the identity of the pros-
thetic groups and the determination of the midpoint potential of the reductase com-
ponent of AMO [159]. From these studies the following mechanism for the elec-



BI-NUCLEAR NON-HEME IRON ENZYMES 295

tron transfer between the reductase and epoxygenase components of AMO 
emerged. The FAD prosthetic group gets reduced by two electrons originating 
from NADH, which are then transferred to the [2Fe–2S] cluster in two one-electron 
steps, ultimately reducing the diiron cluster of the epoxygenase component. The 
role of reductase component in AMO is very similar to that of the reductase com-
ponent associated with MMO, and the role of the small coupling protein AmoB 
may be similar to that of MMOB in the MMO complex (see §2.1) [159]. 

However, in contrast to MMO, AMO is not inhibited by ethyne, and its reac-
tivity is only mildly affected by the presence of propyne [16]. Since both enzymes 
also display different stereochemistries despite having homologous active sites, it 
has been speculated that MMO and AMO employ alternative catalytic mechanisms 
[16]. While the observation of AMO activation by hydrogen peroxide [160] sug-
gests the formation of a possible diiron–peroxo intermediate in the reaction cycle, 
the enzyme’s inability to oxidize methane indicates that no Q-like diferryl-oxo 
species may be formed [98]. Hence, small differences in the coordination environ-
ment of the diiron centers in AMO and MMO lead to significant variations in sub-
strate specificity and reactivity. 

2.3.4.  Other Alkene Monooxygenases 

Several other alkene monooxygenases have also been isolated and partially 
characterized. For example, the alkene monooxygenase from the Gram-negative 
bacterium Xanthobacter Py2 (XAMO) has been purified and characterized bio-
chemically [161]. XAMO is also homologous to MMOH with the iron-binding 
ligands conserved, and catalyzes the epoxidation of alkenes (C2–C6 chain length) 
to the corresponding epoxides, and the oxidation of benzene, toluene, and phenol 
[162,163]. In addition, XAMO is capable of catalyzing the degradation of various 
chlorinated alkenes, such as trichloroethene, vinyl chloride, 1,3-dichloropropene 
[164], thus making it an interesting target for the design of novel pathways for the 
degradation of environmentally hazardous chemicals [161]. XAMO is a four-
component protein complex comprised of a 212-kDa oxygenase component (with a 
multimeric 2 2 2 structure containing two binuclear iron active sites per holoen-
zyme), a 35.5-kDa reductase component (containing one FAD and an [2Fe–2S] 
cluster as prosthetic groups), whose role is the shuttling of reducing equivalents 
from NADH to the oxygenase component, a 13.3-kDa Rieske-type iron–sulfur 
cluster ferredoxin, and a small 11-kDa coupling protein with no associated metal 
ions or prosthetic groups. Whilst EPR has been used to determine the midpoint 
reduction potential of the Rieske-type iron–sulfur cluster of the ferredoxin compo-
nent (–49 ± 10 mV) [161], no resonances have been observed for the reduced or 
oxidized oxygenase component [161]. Thus, the characterization of the diiron cata-
lytic center of XAMO awaits further investigation. 
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2.4.  Phenol Hydroxylases 

2.4.1.  Biochemical and Structural Characterization 

Phenol hydroxylases belong to the class of multicomponent (three-component) 
aromatic oxygenases and are responsible for the oxidation of phenol and some 
methyl-substituted phenol derivatives to the corresponding catechols (Table 1) 
[165–168]. These enzymes are utilized by a large number of microorganisms to 
degrade toxic compounds to carbon dioxide and water as part of their catabolic 
pathways. Two phenol hydroxylases—the DMP phenol hydroxylase from Pseudo-
monas sp. strain CF600 [165,167–171] and the toluene o-monooxygenase from 
Burkholderia cepacia G4 (TOM), also known as toluene-2-monooxygenase 
[172]—have so far been isolated and characterized. These enzymes exhibit features 
and properties that are similar to MMO (§2.1), both with respect to their reactivity 
and structure [2]. Specifically, each of these systems contains three functional 
components that are required for catalysis: a hydroxylase component containing a 
carboxylate-bridged binuclear iron center, a reductase component, and a small ef-
fector protein. They also require O2 and the electron donor NADH for hydroxyla-
tions to occur. 

The phenol hydroxylase from Pseudomonas sp. Strain CF600 catalyzes the 
first step of the phenol degradation pathway, converting it to catechol, which sub-
sequently undergoes further degradation. Its three components are a heteromul-
timeric ( ) hydroxylase component (DmpLNO) accommodating the binuclear 
non-heme iron center, a reductase component (DmpP) containing FAD and a [2Fe–
2S] cluster as cofactors, and a small coupling (activator) protein (DmpM) with no 
associated metal ions or cofactors [167,170,171]. Biochemical studies and se-
quence comparisons of these components indicate a significant homology to the 
corresponding components of MMO [168], with an especially high degree of simi-
larity with respect to the ligands in the iron-binding domain of the hydroxylase 
components [173]. Furthermore, an amino acid sequence alignment of the coupling 
proteins MMOB (16 KDa) and DmpM (10.4 kDa), and the comparison of their 
NMR solution structures indicate similar secondary structures [174]. It is therefore 
likely that the roles of DmpM and MMOB in their respective protein complexes 
are equivalent, i.e., altering redox potential of the oxygenase component, increas-
ing the reactivity with O2, and affecting the product yield. DmpM is necessary for 
maximum turnover of DMP phenol hydroxylase, which reaches a maximum at an 
approximately 1.5:1 DmpM/DmpLNO ratio [165,168,175]. 

Interestingly, an additional component is associated with DMP phenol hy-
droxylase, the so-called auxiliary protein DmpK, which seems to be responsible for 
the iron-dependent assembly of DmpLNO [171]. More specifically, DmpK has 
been proposed to play a significant role during the post-translational incorporation 
of iron into apoDmpLNO. DmpK appears to be unique amongst binuclear non-
heme iron oxygenases. 
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Figure 11. Active site structure of phenol hydroxylase from Pseudomonas sp. OX1. 

A crystal structure of the phenol hydroxylase-regulatory protein complex from 
Pseudomonas sp. OX1 has been recently reported [176]. The diiron center of PH is 
essentially the same in the absence and presence of its regulatory protein (Fig. 11) 
and resembles that of the diiron center of MMOH in its mixed-valent form (Fig. 
2B). This may be due to the photoreduction of the samples by synchrotron radia-
tion. While these structures provide some insight into the potential role of the regu-
latory protein (preventing reduction of high-valence iron–oxygen intermediates 
during catalysis), detailed spectrosocpic investigation is required to assess the 
geometric and electronic structure changes of the diiron active site in the ab-
sence/presence of the regulatory protein. 

2.4.2.  Spectroscopic Characterization of PH 

Mössbauer studies have been instrumental in characterizing the diiron cluster 
of DmpLNO. Two types of diferric binuclear iron clusters are observed, each con-
taining two equivalent iron sites. Clusters I and II comprise approximately 85% 
and 15% of the total amount of DmpLNO, respectively, and the catalytic activity of 
DmpLNO correlates with the amount of cluster I present in the sample [175]. The 
magnitude of the exchange coupling constant J (Hex = –2JS1·S2) in cluster I is esti-
mated to be >60 cm–1, indicative of an oxo bridge between the two high-spin ferric 
centers and possibly additional bridging carboxylate ligands [177]. In contrast, the 
magnitude of J in cluster II is much smaller, thereby implicating a -hydroxo or -
aqua bridge between the two iron centers, as observed in MMOH (§2.1) [2]. Low-
temperature parallel mode X-band EPR of dithionite-reduced DmpLNO exhibits an 
integer spin signal at geff = 16.6 (Fig. 5), indicative of two weakly ferromagneti-
cally coupled Fe2+ ions having an |S,Ms  = |4,±4  doublet as the ground state. Since 
an analysis of the spin concentration has shown that the observed EPR signal cor-
responds to only 19% of the total concentration of binuclear centers, it has been 
proposed that only cluster II is EPR active [175]. The existence of two different 
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forms of diferric clusters in DmpLNO is reminiscent of 9 desaturase [178,179] 
(§4) and toluene-4-monooxygenase [146] (§2.5), suggesting a similar reaction 
mechanism (vide infra). 

2.4.3.  Other Phenol Hydroxylases 

Phenol hydroxylase from Acinetobacter radioresisents S13 is another multi-
component monooxygenase that catalyzes the hydroxylation of phenol, chloro- and 
methyl-substituted phenols, and naphthol [180–182]. It also requires three protein 
components for full catalytic activity, an oxygenase (PHO) that contains the binu-
clear non-heme iron center required for catalysis, a reductase (PHR), and a small 
regulatory protein (PHI). A distinct protein complex is formed between the three 
components; maximum catalytic turnover is achieved when the PHR:PHI:PHO 
ratio is 2:1:1. Similar to the DMP phenol hydroxylase and MMO, the small regula-
tory component PHI appears to be responsible for promoting interactions between 
the substrate and the iron active site of the PHO component, but in this case the 
effector protein interacts with the reductase component, thus facilitating electron 
transfer between the reductase and oxygenase components. 

Other phenol hydroxylases that are homologous to the DMP phenol hydroxy-
lase, MMO, and the alkene monooxygenase from N. coralline have been isolated 
from Conmamonas testosteroni R5 [183] and Ralstonia eutropha E2 [184], but 
they remain to be characterized structurally spectroscopically and mechanistically. 
Toluene-2-monooxygenase from Burkholderia cepacia G4 (also known as T2MO 
or TOM) is another three-component monooxygenase that catalyzes reactions of 
the toluene catabolic pathway, which include the oxidations of toluene to o-cresol 
and o-cresol to 3-methylcatechol (Table 1) [172,185]. In addition, T2MO also cata-
lyzes the degradation of halogenated compounds such as trichloroethylene, thus 
making this enzyme an interesting target for use in bioremediation [186,187]. The 
three components comprising T2MO include a 211-kDa hydroxylase component 
with an ( )2 quaternary structure, a 40-kDa reductase component containing one 
FAD and one [2Fe–2S] cluster, and a 10.5-kDa regulatory protein with no metal 
ions or organic cofactors [172]. The regulatory component increases the rate of 
toluene oxidation by approximately 10-fold, and is speculated to play a role during 
catalysis similar to that proposed for MMOB in MMO (§2.1). Amino acid se-
quence comparisons between corresponding components from T2MO and other 
related multicomponent monooxygenases suggest that these enzymes have similar 
structural and functional properties [173]. 

The fully reduced, mixed-valent and fully oxidized forms of the hydroxylase 
component of T2MO have been studied by EPR [172]. The fully reduced form 
exhibits a low-field EPR signal at geff = 16, indicative of a ferromagnetically cou-
pled binuclear Fe2+–Fe2+ center, similar to that observed for reduced MMOH 
[71,75] (Fig. 5). Exposure to air leads to the disappearance of this signal, with 
the fully oxidized form being EPR silent, indicating antiferromagnetic coupling 
between two Fe3+ ions [172] (Stot = 0; Fig. 3). In further analogy to MMO (§2.1), 
the mixed-valent form of T2MO hydroxylase yields an EPR spectrum with gav = 



BI-NUCLEAR NON-HEME IRON ENZYMES 299

1.84 (gx = 1.74, gy = 1.85, and gz = 1.93), indicating that the two metal ions, Fe3+ (S
= 5/2) and Fe2+ (S = 2), are antiferromagnetically coupled to give an Stot = ½ 
ground state. 

2.5.  Toluene-4-Monooxygenase 

2.5.1.  Biochemical and Structural Characterization 

Toluene-4-monooxygenase (T4MO) from P. mendocina KR1 belongs to the 
group of soluble four-component bacterial alkene/aromatic monooxygenases [188], 
and is responsible for NADH- and O2-dependent hydroxylation of toluene to p-
cresol with 96% regioselectivity (Table 1) [189,190]. T4MO is able to oxidize a 
variety of other substrates, including some heterocyclic aromatic, halogenated 
compounds such as indole, trichloroethylene, chloroform, benzene, chlorobenzene, 
1,2-dichloroethane, and C3–C8 alkanes [191–197]. Furthermore, T4MO also cata-
lyzes the epoxidation of alkenes such as butene, butadiene, pentene, and hexane, 
and current studies involving direct evolution of T4MO are aimed at evolving this 
enzyme for specific hydroxylation reactions [198,199]. T4MO is comprised of a 
212-kDa hydroxylase component (T4MOH), a 12-kDa Rieske-type ferredoxin 
(T4MOC), a 11.6-kDa effector protein (T4MOD) with no associated cofactors, and 
a 36-kDa NADH oxidoreductase (T4MOF) that contains one FAD and one [2Fe–
2S] cluster [146]. All four components are required for full catalytic activity. 
T4MOH has a ( )2 quaternary structure similar to T2MO (§2.4.3), with the di-
iron center located in the  subunit. The sequence motif E···EX2H occurs in two 
copies within T4MOH, contains all metal-coordinating ligands, and is also found in 
MMOH, 9 desaturase (§4), and ribonucleotide reductase (§3). Apart from this 
motif, the sequence homology between these enzymes is limited, accounting for 
the observed varaitions in substrate specificity and regioselectivities [173]. While 
T4MOH alone can carry out the hydroxylation of toluene under single turnover 
conditions, the presence of T4MOC increases the rate of hydroxylation by ~100-
fold, thus supporting the proposal that T4MOC is responsible for the mediation of 
electron transfer between the T4MOH and T4MOF components [146]. The rate of 
the hydroxylation reaction is further enhanced by the addition of the effector pro-
tein T4MOD [146]. T4MOD is homologous to MMOB both in sequence and struc-
ture, strongly supporting a mechanistic proposal whereby T4MOD fulfills a cata-
lytic role similar to that proposed for MMOB [146,188,194,200,201] (§2.1). The 
stucture of T4MOD has been characterized both crystallographically and by pro-
tein NMR spectroscopy [188,201] and it appears likely that, similar to the 
MMOH–MMOB complex, the T4MOH–T4MOD interactions are predominantly 
of electrostatic nature [62,63]. However, in contrast to MMOB, T4MOD does not 
seem to interact via its N-terminal domain [188,201]. The NMR solution structure 
of the T4MOC component containing a Rieske-type [2Fe–2S] cluster has also re-
cently been reported [202]. 
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2.5.2.  Spectroscopic Characterization of T4MO 

The diiron site in T4MOH has not been studied in great detail. A combination 
of EPR and Mössbauer spectrosocpic data indicates that the active site in T4MOH 
is very similar to that of MMOH. Its diferric form is EPR silent due to the anti-
ferromagnetic coupling of the two S = 5/2 Fe3+ centers [146] (Fig. 3). Mössbauer 
spectroscopy indicates that at 23 K the S = 1 level is already partially populated, 
indicating an exchange coupling constant –J = 7.5–15 cm–1 (Hex = –2JS1·S2) [146], 
consistent with the presence of a -hydroxo or a -alkoxo bridge. The mixed-
valent center of T4MOH has not yet been studied, but the fully reduced form ex-
hibits a low-field integer spin EPR signal at geff  16, reminiscent of the EPR signal 
observed for reduced MMOH [76] (Fig. 5), and indicating ferromagnetic coupling 
between the two Fe2+ centers. 

2.5.3.  Mechanistic Insights 

Most of the studies examining the T4MO reaction mechanism have involved 
the use of radical and cationic diagnostic probes (so-called “radical clock” probes), 
which are capable of forming transient radical/cationic intermediates [150,203] or 
kinetic isotope studies exploiting various substrate analogs [204]. Intramolecular 
isotope effect studies with various substrates have shown that T4MO employs dif-
ferent mechanistic strategies depending on the type of substrates used (aromatic vs. 
aliphatic hydrocarbons) [204]. This observation is analogous to those reported for 
other hydroxylases, which seem to employ different mechanisms depending on the 
nature and strength of the C–H bond in a particular substrate [98,205]. The effector 
protein T4MOD is likely to play an important role in the proper entry and orienta-
tion of the substrate in the iron active site [204]. Recently, studies have been ex-
tended to probe the nature of various component interactions within the T4MO 
complex using fluorophore-labeled T4MOD and fluorescence anisotropy [206]. 
These studies have enabled the determination of binding constants between various 
protein components and have demonstrated the formation of a T4MO catalytic 
complex similar to the MMO complex [34,47]. For T4MO, it is likely that the 
T4MOD and T4MOC components first form a complex, which facilitates proper 
and efficient interaction with the T4MOH component, thus forming a catalytic ter-
nary complex. The T4MOF component seems to affect the interaction between the 
T4MOD and T4MOC components [206], but the precise details of the involvement 
of each component in the catalytic cycle await further investigation. 

2.6.  Toluene/o-Xylene Monooxygenase 

2.6.1.  Biochemical and Structural Characterization 

Toluene/o-xylene (ToMO) from P. stutzeri OX1, which has recently been ex-
pressed and purified, belongs to a class of bacterial multicomponent monooxy-
genases, and is also closely related to MMO [11,12,207]. It catalyzes the oxidation 
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Figure 12. Active site structure of toluene/o-xylene monooxygenase (ToMOH) from Pseu-
domonas stutzeri OX1: (A) fully oxidized native ToMOH (PDB code 2INC), (B) Mn2+/Mn2+

ToMOH (PDB code 2IND), and (C) reduced ToMOH–azide complex (PDB code 1T0R). 

of a broad variety of substrates, including aromatic hydrocarbons like xylene, tolu-
ene, benzene, naphthalene, styrene, and alkenes, and chlorinated alkenes such as 
chloroform, trichloroethylene, and tetrachloroethylene (Table 1) [208–210]. ToMO 
is a multicomponent protein consisting of a hydroxylase component (ToMOH), 
where the catalytic reaction takes place, an oxidoreductase component (ToMOF), 
responsible for electron transfer from NADH to ToMOC, a Rieske-type ferredoxin 
protein necessary for electron shuttling to the hydroxylase component, and a cou-
pling protein (ToMOD) with a possible regulatory role. Preliminary x-ray crystal-
lographic and absorption studies have recently been carried out [211,212]. A com-
parison, by x-ray absorption spectroscopy, between reduced ToMOH in the ab-
sence and presence of ToMOD and the corresponding data from MMOH in the 
absence and presence of MMOB, has indicated that ToMOD (i) directly affects the 
first-shell ligation of reduced ToMOH and (ii) decreases the distance between the 
two ferrous ions. In contrast, MMOB binding to reduced MMOH seems to primar-
ily affect the outer-shell ligands (§2.1). It is likely that these differences between 
ToMOH and MMOH reflect the reactivity differences between the two enzymes. 
Crystal structures have been reported for oxidized ToMOH, an Mn2+/Mn2+ deriva-
tive of ToMOH, azido ToMOH, and the ToMOH–4-bromophenol complex 
[211,213]. The diiron active site of ToMOH is very similar to that of MMOH, with 
both Fe3+ ions displaying octahedral environments (Fig. 12A). The crystal structure 
of the oxidized ToMOH–azide complex is speculated to mimic the potential peroxo 
intermediate, and it suggests that initial dioxygen binding may occur at the Fe2 site 
(Fig. 12C). Although the diiron active sites of ToMOH and MMOH look very 
similar, there are distinct differences between the two enzymes with respect to their 
substrate binding pockets. In ToMOH there is a wide channel (6–10 Å) that is 
rather long (35–40 Å) and extends from the diiron center to the surface of the pro-
tein and can accommodate various aromatic substrates. In contrast, MMOH has 
five hydrophobic cavities, and only three of them have direct access to the protein 
surface, thus making the diiron site in MMOH less accessible for the bulk solvent 
than that in ToMOH [2, 10]. The crystallographic evidence from a dimanganese(II) 
derivative of ToMOH (Fig. 12B) indicates that reduced, diferrous ToMOH is likely 
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Figure 13. EPR spectra of the Fe3+–Fe4+–W  intermediate generated in the reaction of re-
duced I110W mutant of toluene/o-xylene monooxygenase with dioxygen. Reprinted with 
permission from [214]. Copyright © 2006, American Chemical Society. 

to resemble the differous center of MMOH [213]. Finally, a conserved asparagine 
residue in the Mn2+ derivative of ToMOH exhibits a rotameric shift (80°) relative 
to the oxidized diiron structure and is proposed to be crucial for the interaction 
between ToMOH and its regulatory protein ToMOD [213]. 

2.6.2.  Spectroscopic Characterization of ToMOH 

While the diiron active sites of ToMOH and MMOH are very similar, EPR 
and Mössbauer spectroscopic evidence suggests somewhat different intermediates 
in their catalytic cycles [214]. With the I1000W mutant of ToMOH, it has been 
possible to trap and characterize transient reaction intermediates by stopped-flow 
kinetics, rapid freeze-quench-EPR, and rapid freeze-quench-Mössbauer spectro-
scopies. An intermediate species with an absorption maximum at 500 nm and a g = 
2.00 EPR signal, and which reached maximum concentration ~3.5 s after initiating 
the reaction, has been observed. The intermediate shows hyperfine broadening in 
its EPR spectrum that is consistent with that of a spin-coupled Fe4+–Fe3+–W• spe-
cies (Fig. 13), and its Mössbauer parameters are similar to those observed in the 
ribonucleotide reductase mutant R2-W48F [214,215] (§3). An analysis, also by 
Mössbauer spectroscopy, of the precursor of the Fe4+–Fe3+–W• intermediate, 
quenched after 70 ms, has led to its tentative assignment as a peroxodiiron3+ inter-
mediate despite the lack of optical absorption in the 650 nm region, as usually ob-
served in perxodiiron3+ intermediates formed in other diiron-containing non-heme 
iron enzymes. Specifically, the diiron3+ species observed in the ToMOH–I100W 
mutant exhibits Mössbauer parameters different from those characteristic of a μ-
1,2-peroxo intermediate found in MMOH [2]. Based on current spectroscopic and 
kinetic data, it seems likely that the peroxodiiron intermediate in ToMOH is struc-
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turally different from that in MMOH, consistent with the observed differences in 
substrate specificity and reactivity [10]. 

3.  RIBONUCLEOTIDE REDUCTASE 

3.1.  Biochemical and Structural Characterization 

Ribonucleotide reductases are metalloenzymes that catalyze the rate-limiting 
step in DNA biosynthesis: the reduction of ribonucleotides to deoxyribonucleotides 
(Table 1) [216–223]. Over the last decade, due to their crucial role in DNA synthe-
sis and repair, and cell growth, ribonucleotide reductases have become important 
targets for the design of anticancer drugs and therapies [224]. The recent discovery 
of the human p53 ribonucleotide reductase (R2 subunit), regulated by the p53 tu-
mor suppressor protein, has provided a new avenue for the design of more effective 
therapies against various human cancers [225–228]. Since several reviews about 
ribonucleotide reductases have been published recently, including some that focus 
specifically on the use of EPR-related techniques in the study of these enzymes 
[221,223,229–244], here only selected spectroscopic developments are discussed. 

Ribonucleotide reductases are classified into four major groups according to 
their composition, oxygen, and cofactor requirements [219,221,229]. Class I ribo-
nucleotide reductases are found in all eukaryotes, some eubacteria, viruses, as well 
as some prokaryotes, and are comprised of the two homodimeric subunits, R1 and 
R2, arranged in an 2 2 quaternary structure (Fig. 14) [19,245–248]. The best-
characterized class I ribonucleotide reductases to date are the E. coli, mouse, and 
calf-thymus enzymes [240,249–251]. The larger R1 subunit contains one substrate 
(nucleotide) binding site and two allosteric effector sites, while the smaller R2 sub-
unit houses a binuclear non-heme iron active site that utilizes dioxygen to generate 
a stable tyrosyl radical necessary for catalysis to occur (Tyr122• in E. coli)
[19,246,252]. Reductive activation of O2 at the diiron active site of the R2 subunit 
generates the Tyr122• radical, which acts as the “pilot light” and triggers catalysis 
via a long-range radical transfer (proton-coupled electron transfer; PCET) mecha-
nism between the R1 and R2 subunits, thus generating a thiyl radical on Cys439 of 
the R1 subunit (Fig. 14), which is ultimately responsible for initiation of the nu-
cleotide reduction process [223]. Both the diiron cluster and the Tyr122• radical are 
35 Å away from the R1 active site (Fig. 14), and the mechanism of radical propa-
gation over such a long distance has been the subject of intense research. Residues 
involved in this long-range radical transfer are Tyr356, Trp48, and Asp237 in the 
R2 subunit and Cys439, Ty730, and Tyr731 in the R1 subunit (unless mentioned 
otherwise, the residue numbering refers to the sequence of the E. coli enzyme). The 
stable tyrosyl radical is highly conserved amongst almost all sequenced R2 sub-
units, and according to site-directed mutagenesis studies it is essential for catalysis 
[253]. Unlike MMOH, which catalyzes two-electron oxidations, the reaction of 
diferrous R2 with O2 leads to a one-electron oxidation of the nearby Tyr122 resi-
due, forming the stable radical mentioned above. 
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Figure 14. Overall structure of R1 and R2 subunits of RNR from Salmonella typhimurium 
(PDB code 2BQ1). 

Various crystal structures of E. coli R1 and R2 subunits have been reported, 
including some of the complexes of R1 with substrates or effectors [19,246,254–
257]. In addition, the structures of mouse, yeast, and mammalian R2 have also 
been determined [258–263]. The crystal structures of R2 proteins from other spe-
cies are also available, including those from Salmonella typhimurium, Corynebac-
terium ammoniagenes, Mycobacterium tuberculosis, and Clamydia trachomatis 
[257,264–268]. Furthermore, the first crystallographic determination of the R1/R2 
holocomplex from S. typhimurium has recently been reported [269]. The overall 
structural fold of the R2 subunit is a heart-shaped dimer (predominatly helical in 
structure) containing two equivalent diiron clusters separated by 25 Å (Fig. 14). 
While there is low homology between the E. coli and mouse R2 proteins, they con-
tain the highly conserved sequence motif EXXH, also present in MMO (§2.1) and 

9 desaturase (§4) [57,60]. In the fully oxidized form of R2 the two Fe3+ ions are 
both six-coordinate, with Fe1 being coordinated by His118, bidentate Asp84 and a 
water molecule, and Fe2 by His241, Glu204, Glu238, and one solvent molecule 
(Fig. 15A). The octahedral geometry of each ferric iron is completed by a μ-1,3 
carboxylate bridge (from Glu115) and an additional μ-oxo bridge. The Tyr122•

radical is located approximately 5.3 Å from the diiron active site and ~10 Å from 
the surface of the protein [247]. In the reduced form of E. coli R2 (including azide-
bound as well as Mn-substituted forms), a substantial degree of variation with re-
spect to the immediate coordination evironment of the diiron center is observed, 
probably as a consequence of different crystallization conditions and reduction 
methods [256,270–272]. Both metal ions in diferrous R2, reduced chemically or 
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Figure 15. Active site structures of R2 subunit: (A) oxidized R2 from E. coli (PDB code 
1RIB), (B) reduced R2 from E. coli (PDB code 1XIK), and (C) oxidized R2 from Salmonella
typhimurium (PDB code 1SYY). 

photolytically, are four-coordinate, whereby Fe1 is coordinated by His118 and 
Asp84, and Fe2 by His241 and Glu204; additionally, the two irons are linked via 
μ-1,3 carboxylates from Glu238 and Glu115 (Fig. 15B). In contrast, in “ferrous 
soaked” R2 (soaked apo R2 crystals in the solution of ferrous ammonium sulfate) 
the Fe1 is still four-coordinate, while Fe2 is five-coordinate, consistent with spec-
troscopic studies using (magnetic) circular dichroism [256,273–275]. The major 
difference between the oxidized and reduced structures of R2 is the conformation 
of Glu238 (Figs. 15A,B). In the oxidized form this residue coordinates monoden-
tately to Fe2, while in the reduced form it interacts with the Fe2 bidentately in an 
asymmetric fashion and adopts a bridging μ-1,1( 1, 2) coordination mode [256]. 
Similar to the E. coli enzyme, reduced mouse R2 is believed to have considerable 
coordination flexibility, with either one four-coordinate and one five-coordinate 
site, or two four-coordinate sites [261]. Interestingly, oxidized C. trachomatic R2 
contains a somewhat different diiron active site when compared to the E. coli en-
zyme (Fig. 15C) [267]. Here, the two iron ions are coordinated by two histidines 
and four glutamates (two μ-OH bridges and a terminal water molecule complete 
the coordination environment), instead of the three glutamates and one aspartate 
observed in E. coli R2. Thus, the active site of C. trachomatis R2 resembles that of 
diferric MMOH enzyme [2] (Figs. 15C and 2A). In addition, C. trachomatis R2
lacks the Tyr residue corresponding to Tyr122 in the E. coli enzyme, having a 
phenylalanine (Phe127) in the corresponding position instead. It is thus likely that 
the C. trachomatis enzyme has evolved an alternative mechanism to catalyze ribo-
nucleotide reductase-type reactions [267]. 

3.2.  Spectroscopic Characterization of R2 

Diferric R2. The combined application of a range of techniques including satu-
ration-recovery EPR, Mössbauer, resonance Raman, and extended x-ray fine struc-
ture absorption spectroscopies, and magnetization measurements supports the pres-
ence of two strongly antiferromagnetically coupled high-spin Fe3+ ions, bridged via 
a μ-oxo group in oxidized E. coli R2 (J is in the range between –90 and –108 cm–1,
where Hex = –2JS1·S2) [276–281]. Saturation-recovery EPR experiments with oxi-
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dized R2 proteins from mouse and the type 1 herpes simplex virus have resulted in 
similar exchange coupling constants (J = –77 and –66 cm–1, respectively) [277]. 

Diferrous R2. Mössbauer spectroscopy, magnetic susceptibility measurements, 
as well as nuclear magnetic resonance, (magnetic) circular dichroism, and variable-
temperature/variable-field magnetic circular dichroism studies indicate that the two 
Fe2+ ions in reduced E. coli R2 are weakly antiferromagnetically coupled (J  –0.5 
cm–1, with Hex = –2JS1·S2, Stot = 2 and MS = ±2) [273,276,282,283]. Azide was 
added to diferrous R2 in an attempt to mimic O2 binding to the catalytically com-
petent enzyme. The EPR spectrum of azide-bound reduced R2 shows an integer 
spin signal with geff = 17.0 (Fig. 5), indicative of a ferromagnetically coupled difer-
rous cluster with an MS = ±4 ground state [273,284]. This result has demonstrated 
the availability of the open coordination sites on the two ferrous ions for O2 bind-
ing, supporting a metal ion-bridging coordination based on the observed altered 
exchange coupling interaction. 

Mixed-valent R2. Mixed-valent E. coli Fe3+–Fe2+ R2, generated by cryogenic 
reduction at low temperature, exhibits an EPR spectrum with geff values at 14.0, 6.6, 
and 5.4, suggesting an Stot = 9/2 ground state (Fig. 16) as a result of ferromagnetic 
coupling between the Fe3+ and Fe2+ ions [285–288]. In contrast, the chemically 
reduced mixed-valent form of R2 produces an EPR spectrum with g values at 1.93, 
1.85, 1.83, and 1.64, consistent with an Stot = ½ ground state resulting from anti-
ferromagentic coupling [158,289]. The magnitude of the exchange coupling con-
stant (J  –17 cm–1; Hex = –2JS1·S2) supports the presence of a μ-OH bridge [286]. 
The presence of two distinct mixed-valent species with S = 9/2 and S = 1/2 has 
been interpreted in terms of a conformational change of residue Glu238 from 
monodentate coordination to Fe2 to a bidentate and bridging mode of coordination, 
as well as the protonation of the μ-oxo bridge [288] (Fig. 15). 

Oxygen intermediates in R2. The mechanism of self-assembly of the radical 
diiron3+ cofactor of E. coli R2 has been studied by various spectroscopic methods, 
including EPR, ENDOR, Mössbauer, stopped-flow absorption, and resonance Ra-
man spectroscopies [290–293] The reaction of reduced R2 with O2 under limiting 
Fe2+ and non-reducing conditions leads to the formation of a first transient reaction 
intermediate known as U, identified by a characteristic absorption band at 560 nm 
and an EPR signal at g = 2.00 [293]. Intermediate U has been described as an Fe4+–
Fe3+ species coupled to a tryptophan radical cation (Trp48+•) [215,294]. The overall 
process of electron-shuttling in R2 is mediated by this Trp48 residue. 

A second reaction intermediate, labeled X, has been observed both in wild-
type and some variants of E. coli R2 [292,295]. Intermediate X exhibits a broad 
absorption band at ~360 nm and a sharp, isotropic EPR signal at g = 2.00 (Fig. 17) 
[290,296]. Detailed spectroscopic characterization employing EPR, 57Fe, 17O, and 
1,2H ENDOR, Mössbauer, and extended x-ray absorption spectroscopies and (mag-
netic) circular dichroism have shown that intermediate X is best described as an 
antiferromagnetically coupled Fe4+–Fe3+ species (high-spin Fe4+ with S1 = 2 and 
high-spin Fe3+ with S2 = 5/2), giving rise to an Stot = ½ ground state [290,297–302]. 
Mössbauer and 57Fe ENDOR studies with X are consistent with (i) substantial spin 
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Figure 16. Low-temperature (5 K) EPR spectrum of mixed-valence R2 from E. coli. Dashed 
line shows a simulation of the experimental EPR spectrum with parameters S = 9/2, D = 1.5 
cm–1, E/D = 0.05, and E/D = 0.023. Reprinted with permission from [288]. Copyright ©
2000. American Chemical Society. 

delocalization onto the oxygen ligands, (ii) the Fe4+ ion having a small isomer shift 
of  = 0.26 mm/s and a moderate anisotropy, and (iii) the Fe3+ ion being closer to 
Tyr122 than the Fe4+ [297,303]. The active site structure of X has further been elu-
cidated by S-band EPR, cw and pulsed Q-band EPR, as well as 1,2H and 17O pulsed 
ENDOR (Fig. 18) and rapid freeze-quench magnetic circular dichroism studies 
[298–300,302,304]. These studies have demonstrated that X is likely to contain a 
single μ-oxo bridge and a terminal water ligand on the Fe3+, an interpretation that is 
also supported by the short metal–metal distance measured with extended x-ray 
absorption spectroscopy [301]. Detailed MCD study of intermediate X in wt-R2 
and two of its variants has been extended, supporting a μ-oxo/μ-hydroxo [Fe3+(μ-
O)(μ-OH)Fe4+] core structure for intermediate X (Fig. 19) [305]. 

A combination of kinetic studies and EPR spectroscopy has allowed charac-
terization of intermediate X in R2 from C. trachomatis [306]. Since R2 from C. 
trachomatis has a phenylalanine in the position corresponding to Tyr122 in E. coli 
R2, an exceptionally stable intermediate X is formed in the R1/R2/substrate holo-
complex. Observed hyperfine couplings in a 57Fe-substituted sample are consistent 
with the presence of an Fe4+–Fe3+ cluster that stores an extra electron equivalent 
required for catalysis [307]. While the tyrosyl radical is believed to be the initiator 
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Figure 17. X-band RFQ-EPR spectra of (A) intermediate X-W48+  prepared with 56Fe, (B) 
intermediate X-W48+  prepared with 57Fe, (C) intermediate X in R2-Y122F mutant, and (D) 
Y122 . Reprinted with permission from [294]. Copyright © 2000, American Chemical Soci-
ety.

of catalysis in E. coli R2 in C. trachomatis R2, the Fe4+–Fe3+ diiron cluster is pro-
posed to function in this role [307]. Furthermore, this study has demonstrated di-
rect correlation between the presence of interemediate X and the catalytic activity 
of ribonucleotide reductase. 

An additional reaction intermediate, labeled intermediate P, has been observed 
and kinetically as well as spectroscopically characterized in two variants of E. coli
R2: D84E R2 and W48F/D84E R2. Intermediate P is best described as a symmetri-
cally bridged μ-1,2-diferric peroxo complex similar to peroxo intermediates 
trapped in MMO (§2.1) and 9 desaturase (§4) [99,105,308–313]. 

Various studies have also focused on probing the mechanism of the ribonu-
cleotide reduction process [314–316]. Notably, a compound proposed to be an in-
termediate in the reduction process, 3'-keto-2'-deoxynucleotide, has recently been 
trapped and characterized by high-field EPR spectroscopy [317]. 

Application of EPR in the study of amino acid radicals in ribonucleotide re-
ductase. Advanced EPR methods (high-field and high-frequency EPR, ENDOR, 
and ELDOR) have been employed extensively in the study of intermediate amino 
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Figure 18. EPR and ENDOR characterization of intermediate X in E. coli R2. (A) CW 
ENDOR spectra of H2

17O-labeled intermediate X in E. coli R2-Y122F mutant (samples 
quenched at 42 and 4030 ms, respectively. (B) CW ENDOR spectra of 17O2-labeled interme-
diate X in E. coli R2-Y122F mutant (samples quenched at 42 and 4030 ms, respectively). (C) 
S-band EPR spectra of 17O2-labeled intermediate X in E. coli R2-Y122F mutant (samples 
quenched at 42 and 4030 ms, respectively). Reprinted with permission from [299]. Copy-
right © 1998, American Chemical Society. 

Figure 19. Proposed structure of intermediate X in E. coli R2 subunit of ribonucleotide re-
ductase. 
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Figure 20. High-field EPR (94 GHz) spectroscopic signatures for Trp radical (W111 ) in E. 
coli R2-Y122F mutant and Tyr radical (Y122 ) in wt E. coli R2 at 20 and 40 K, respectively. 
Reprinted with permission from [323]. Copyright © 2001, American Chemical Society. 

acid radicals of ribonucleotide reductases in order to elucidate the electronic struc-
ture, function, and mechanism of the R1–R2 holocomplex [230,232,316,318–322]. 
Amino acid radicals are found in all three steps of ribonucleotide reductase cataly-
sis: (i) generation of Tyr122• in the R2 subunit, (ii) the radical transfer pathway 
between Tyr122• in R2 and Cys429 in R1, and (iii) the reduction of ribonucleotides 
[217–219,223,229,235]. The different amino acid radicals (tyrosyl (e.g., Tyr122), 
thiyl (e.g., Cys439), tryptophanyl (e.g., Trp48)) can be identified and characterized 
by the principal values of their g matrices and anisotropies (Fig. 20) [253,323,324]. 
In general, high-field and high-frequency methods allow the determination of the 
relative orientations of the principal components of the g and hyperfine matrices. 
Since both the g and hyperfine matrices are sensitive to their environment, accurate 
detection of any changes in their principal values provides information about (i) 
geometric and electronic structural changes, (ii) relevant H-bonding interactions, 
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(iii) conformational changes and dynamic processes required for reactivity and 
catalysis, as well as (iv) distances between catalytically significant radical species, 
and their electrostatic and chemical environments [231,318,323,325]. 

The above-mentioned tyrosyl radical (Tyr122• in E. coli R2)—in particular 
from E. coli, mouse, and yeast R2—has been the subject of detailed high-field EPR 
and ENDOR studies [231,232,326–328]. H-bonding interactions play an important 
role in the radical transfer pathway between the R2 and R1 subunits of ribonucleo-
tide reductase, and the gx component of Tyr radicals can be used as a fingerprint 
indicating H-bonded and non-H-bonded Tyr radicals in R2 proteins [230,325,329]. 
It may thus be a reflection of mechanistic versatility that, in contrast to the Tyr122•

of E. coli R2, the corresponding Tyr• radicals in mouse, yeast, and the herpes sim-
plex virus R2 proteins are H-bonded through the oxygen atom of the tyrosine ring 
to a water molecule, while M. tuberculosis R2 has both weakly H-bonded and non-
H-bonded populations of the coresponding Tyr• radicals [323,327–329]. 

A combination of x-ray crystallography and high-field EPR has also been ap-
plied to study Tyr122• upon its formation in the R2 active site [330]. The results 
were consistent with a significant tyrosyl sidechain rotation (10°), away from the 
diiron center relative to reduced Tyr122. A similar study was carried out with the 
binuclear metal center-containing subunit of Salmonella typhimurium ribonucleo-
tide reductase [331] (R2F subunit). Although radical formation of the correspond-
ing tyrosine residue (Tyr105) induces a rotation in the opposite direction relative to 
that observed in the E. coli R2 subunit, the overall effect in both enzymes is the 
same since similar distances between the tyrosyl radicals and the binuclear center 
were observed. 

In two mutants of E. coli R2—Phe208Tyr and Phe208Tyr/Tyr122Phe—a new 
paramagnetic species, denoted Z, has been observed and described as an Fe4+–Fe3+

center in equilibrium with the Fe3+–Fe3+–Tyr208• radical [332]. In these mutants, 
there are two competitive pathways in the course of diiron cluster reconstitution 
reaction with apo enzyme, Fe2+, and O2 depending on ascorbate concentration. One 
pathway leads to Tyr208 oxidation, while the other leads to the accumulation of 
species Z. The second pathway leads to stabilization of the tyrosyl radical in the 
wt-R2, and in these two mutants it leads to the different delocalization of the un-
paired spin. Therefore, small structural changes are able to tune and govern delo-
calization and distribution of the unpaired electron spin density [332]. Furthermore, 
the recent characterization by cwEPR and 1,2H, 15N- and 57Fe- ENDOR of the 
Tyr122His single mutant has demonstrated the formation of a stable iron-
coordinated paramagnetic species, labeled H, where the Fe3+–Fe3+ center is 
strongly coupled to the phenoxyl radical from Phe208, which appears to be directly 
coordinated to one of the iron ions [333]. While Tyr122His has no measurable 
catalytic activity, it leads to hydroxylation of Phe208 residue, demonstrating that 
small structural changes in the R2 active site are able to alter the reactivity of the 
diiron center, making it capable of carrying out an MMO-type of reaction, i.e., 
oxygenation of a hydrocarbon in this instance. 
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Figure 21. Pulsed ELDOR data of E. coli R2 and Rnr2Rnr4 from yeast: (A) low-temperature 
(5 K) spin-echo detected spectrum of Tyr  in E. coli R2, (B) time traces normalized with the 
echo signal intensity at zero time, and (C) frequency spectrum. Reprinted with permission 
from [334]. Copyright © 2003, American Chemical Society. 

The distance between the Tyr122• radicals in the two monomers of the E. coli 
R2 homodimer and the corresponding Tyr radicals in mouse R2 has been estimated 
using pulsed electron double resonance (PELDOR) spectroscopy (Fig. 21) 
[319,334]. PELDOR allows detection of weak dipolar interactions between the 
electron spins of radical species separated by distances up to 80 Å, thus facilitating 
the accurate measurement of long-range distances [231,335,336]. In E. coli and 
mouse R2, the distance between the two Tyr radicals is 33.1 and 32.5 Å, respec-
tively, in good agreement with crystallographic data [19,330]. Furthermore, 
PELDOR has allowed determination of the dipolar coupling between the two cata-
lytically essential tyrosyl radicals, thereby providing direct information about the 
relative orientation of the two radicals in solution [337]. PELDOR has also been 
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instrumental for determining selected distances between the R1 and R2 subunits of 
E. coli ribonucleotide reductase in the presence and/or absence of various sub-
strates, allosteric effectors, and inhibitors. For example, in combination with dou-
ble quantum coherence (DQC) PELDOR has allowed the measurement of the dis-
tance between the Tyr122• radical in R2 and the N• radical covalently attached to 
Cys225 in R1 to 47–50 Å [338]. This result is consistent with a proposed docking 
model of the two ribonucleotide reductase subunits and a long-range radical trans-
fer pathway [223]. A recent study using fluorinated tyrosine analogs has shown 
that another residue in the E. coli R1 subunit, Tyr356, is also part of the radical 
propagation pathway of ribonucleotide reductase [339,340]. 

Another E. coli R1-based radical proposed in the radical propagation and thus 
catalytic mechanism of ribonucleotide reductase is Cys439•, believed to initiate 
ribonucleotide reduction by H-atom abstraction from the 3' position of the substrate 
nucleotide [217,223]. Thiyl radicals have been generated artificially in the R1 sub-
unit using several different methods, and their spectral properties have been inves-
tigated by EPR spectroscopy [341,342]. Oxidation of Cys residues in the wild-type 
enzyme with CeIV/nitrilotriacetate or flash photolysis of the nitrosylated R1 subunit 
in order to generate thiyl radicals have not provided samples accessible for further 
spectroscopic characterization, probably due to the short lifetimes of thiyl radicals 
at room temperature [341]. However, the Glu441Gln mutation in R1 reduces the 
reaction rate sufficiently to enable characterization of radical intermediates in the 
R1–R2 complex with bound substrate, cytosine diphosphate [316,343,344]. Two 
transient radical intermediate species have been observed by high-frequency EPR 
(140 GHz) spectroscopy: a cysteinyl (disulfide anion radical) and a substrate-
centered 4'-ketyl radical [316]. 

3.3.  Mechanistic Insights 

The general reaction mechanism of oxygen activation proposed for wild-type 
E. coli R2 based on current kinetic, spectroscopic, and crystallographic data is 
shown in Figure 22 and described in more detail in a recent review [345]. The first 
step of the reaction involves Fe2+ binding to the apo R2 subunit to form the cata-
lytically competent diferrous cluster. In the second step, O2 binds to the Fe2+–Fe2+

cluster, leading to the formation of several sequential short-lived intermediates. 
Intermediate P, a μ-1,2-peroxodiferric complex characterized in the Asp84Glu 
mutant of E. coli R2 (vide supra), is proposed to form first upon the reaction of R2 
with O2 [308–311]. The application of chemical “rescue” experiments has also 
allowed the detection of a state denoted as L, consisting of at least two distinct 
peroxo diferric complexes that interconvert rapidly [345,346], and which decays to 
a state characterized by the presence of the X intermediate and a tryptophan 
(Trp48) cation radical (intermediate U).

Subsequently, Tyr122 is oxidized in a manner that depends on the absence or 
presence of external reductants, and intermediate X is reduced to the stable diferric  
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Figure 22. Proposed reaction mechanism for O2 activation by E. coli R2 subunit of ribonu-
cleotide reductase. Reprinted and adapted with permission from [345]. Copyright © 2006, 
Elsevier. 

state [294]. The radical Tyr122• is the starting point for a long-range electron trans-
fer chain that ultimately leads to the formation of a thiyl free radical on a cysteine 
residue (Cys439), which is located close to the substrate in the R1 subunit, and 
which initiates reduction of the substrate. An interesting variation of the above 
mechanism is observed in the R2 subunit of C. trachomatis ribonucleotide reduc-
tase [307]. In the absences of a tyrosine residue equivalent to Tyr122 in E. coli R2,
the Fe4+–Fe3+ cluster itself acts as the initiator of catalysis. The proposed reaction 
scheme is shown in Figure 23 and involves, in brief, the formation of intermediate 
X via a high-valent Fe4+–Fe4+ state. Substrate binding to the R1 subunit induces 
electron transfer between the binuclear metal center in R2 and residue Cys672 in 
R1 via an electron transfer chain. 

4.  STEAROYL-ACYL CARRIER PROTEIN 9 DESATURASE 

4.1.  Biochemical and Structural Characterization 

Fatty acid desaturases are responsible for catalysis of the O2- and NADH-
dependent desaturation reactions, the insertion of a cis double bond in saturated 
fatty acids (Table 1) [144]. Such reactions are important in fatty acid metabolism 
and processes that facilitate the delivery of lipid precursors to prostaglandins and 
cell membranes [347]. Both soluble and membrane-bound desaturases exist, which 
exhibit different substrate specificities and reactivities [144,348]. The soluble 
stearoyl-acyl carrier protein 9 desaturase from Ricinus communis (castor seeds) is 
the best characterized desaturase and catalyzes the insertion of a cis double bond 
between the C-9 and C-10 carbon atoms of stearoyl ACP to yield an important in 
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Figure 23. Proposed catalytic cycle for ribonucleotide reductase from Chlamydia trachoma-
tis. High-valent iron oxygen intermediate X is shown in step III. Reprinted with permission 
from [306]. Copyright © 2006, National Academy of Sciences, USA. 
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termediate in unsaturated cellular lipid biosynthesis, oleoyl-ACP [60,179,313,349–
358].  9 desaturase is closely related to other carboxylate-bridged binuclear non-
heme iron enzymes, including MMO and other bacterial monooxygenases (§2), 
and ribonucleotide reductase (§3), which all contain the highly conserved diiron 
binding motif [20]. 9 desaturase is a homodimer with a molecular weight of 84 
kDa, and each of the two subunits contains a binuclear non-heme iron center im-
portant for catalysis [359]. The biological electron donor for 9 desaturase is a 
[2Fe–2S] ferredoxin, which transfers the required electrons for the reduction of the 
diiron center [360]. Two genes in Mycobacterium tuberculosis encoding proteins 
highly homologous to soluble stearoyl acyl-carrier desaturases in plants have also 
been identified [361,362]. Most recently a multicomponent membrane-bound acyl 
CoA desaturase from M. tuberculosis related to alkane hydroxylase and xylene 
monooxygenase (with the highly conserved eight-His diiron binding motif) has 
been characterized [363]. 

Figure 24. Active site structure of 9desaturase from Ricinus communis: (A) reduced 
9desaturase (PDB code 1AFR), (B) reduced 9desaturase complexed with acetate (PDB 

code 1OQ9), and (C) reduced 9desaturase complexed with azide (PDB code 1OQ4). 

The crystal structures of both reduced 9 desaturase and its complexes with 
azide and acetate have been reported [60,355]. The binuclear iron center is buried 
in the four-helix bundle, as observed for other binuclear iron enzymes (see text 
discussion of Fig. 1), and the immediate coordination environment of the diiron 
center in reduced 9 desaturase is symmetric and highly similar to the iron active 
site of the R2 subunit in ribonucleotide reductase (Fig. 15). One Fe2+ is coordinated 
by Glu196 and His232 (Fe1 site), while the other is coordinated by Glu105 and 
His146 (Fe2 site), with both Glu196 and Glu105 binding in bidentate fashion (Fig. 
24A). The two metal-binding sites exhibit different affinities for iron, with Fe1 
having a higher affinity [355]. The two iron centers are also bridged by two μ-1,3 
carboxylates from Glu229 and Glu143. The long metal–metal distance (4.2 Å) is 
consistent with the lack of bridging hydroxo or oxo groups. A deep hydrophobic 
cavity extending from the surface to the interior of the enzyme (~20 Å) has been 
identified, and it is speculated to be the cavity through which substrate can access 
the iron active site. Molecular modeling of stearic acid into the substrate binding 
pocket places the substrate with its C-9 and C-10 atoms in close proximity to the 
binuclear iron site (~5.5 Å) [355]. In the crystal structures of the 9 desaturase-
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azide (Fig. 24B) and 9 desaturase-acetate (Fig. 24C) complexes, both azide and 
acetate are bound to the irons in a μ-1,3 bridging mode, with Fe–N and Fe–O dis-
tances of 2.5–2.6 Å. However, apart from Glu196 in the acetate complex, which 
switches its coordination from bidentate to monodentate, the remaining coordina-
tion environment of the diiron centers remain unchanged compared to the structure 
of reduced 9 desaturase alone. Both the azide and the acetate complex of 9 de-
saturase have been proposed to mimic the active site structure of a possible per-
oxodiferric intermediate. 

4.2.  Spectroscopic Characterization of 9 Desaturase 

The fully oxidized and reduced forms of 9 desaturase have been studied in 
great detail by various spectroscopic methods, including optical, resonance Raman, 
Mössbauer, (magnetic) circular dichroism, and extended x-ray absorption 
fine structure [20,179,352,364]. Specifically, an analysis of the oxidized system 
by Mössbauer spectroscopy has shown the presence of high-spin Fe3+ ions, anti-
ferromagnetically coupled with an exchange coupling constant of –J > 30 cm–1 (Hex
= –2JS1·S2) [20,179]. Furthermore, extended x-ray absorption fine structure data 
are consistent with the presence of two dictinctly different diferric clusters, one 
containing a -oxo bridge (Fe–Fe distance: 3.12 Å) and another with a μ-OH 
bridge (Fe–Fe distance: 3.41 Å) [179]. The presence of a μ-oxo bridge exchange-
able with solvent was also confirmed by resonance Raman spectroscopy [20]. The 
reduced, diferrous form of 9 desaturase has been investigated using (magnetic) 
circular dichroism [352]. The two ferrrous ions have equivalent five-coordinate 
sites. Upon the addition of the ACP substrate, one of the two ferrous ions adopts a 
four-coordinate geometry, a structural rearrangement implicated in the observed 
increase in reactivity of the 9 desaturase-ACP complex with O2 [313]. Resonance 
Raman studies have also indicated a perturbation in the μ-oxo bridged diferric cen-
ter in the presence of substrate relative to the that of diferric 9desaturase–substrate 
free form (change in the Fe–O–Fe angle) [364]. 

The radiolytically reduced mixed-valent form of 9 desaturase has recently 
been studied by EPR and ENDOR, providing structural information about the dia-
magnetic fully oxidized (diferric) form [356]. Based on Q-band cw EPR spectros-
copy, and similar to ribonucleotide reductase (§3), the predominant species is a 
strongly antiferromagnetically coupled, μ-oxo bridged system characterized by g
values of 1.945, 1.926, and 1.898 [286]. A minor species containing a μ-OH bridge 
has also been observed in this EPR spectrum (weak resonances in the high-field 
region). The mixed-valent form of 9 desaturase has also been examined in the 
presence of substrate (1-ACP) and a substrate analog (9-thiastearoyl-ACP or 2-
ACP). Cryoreduction of the 9 desaturase-1–ACP complex results in an EPR spec-
trum that is distinctly different from that of the free mixed-valent enzyme with two 
contributing species (an axial one with g  = 1.938 and g|| = 1.727 and a rhombic 
one with g values of 1.945, 1.84, and 1.765). This observation has led to the con-
clusion that substrate induces a conformational change within the diferric center of 
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9 desaturase; the fact that two different species are observed implies the presence 
of two conformers at equilibrium in the fully oxidized 9 desaturase–substrate 
complex, both containing a μ-oxo bridge [286]. The EPR spectrum of the cryore-
duced 9 desaturase-2–ACP complex reveals EPR signals due to four species, a 
major axial component with g  = 1.937 and g|| = 1.754, and three weaker rhombic 
components. Thus, although 1-ACP and 2-ACP are structurally very similar (the 
only difference is at position C-9, with a carbon or sulfur atom in 1-ACP or 2-ACP, 
respectively), their interactions with the enzyme are different. 

Annealing of cryoreduced free 9 desaturase at 170 K yields an EPR spectrum 
characteristic for a μ-hydroxide bridged Fe3+–Fe2+ binuclear iron center [88,287]. 
In contrast, a similar protonation of the μ-oxo bridge was not observed in the 9

desaturase-1–ACP complex upon annealing up to 230 K. This observation suggests 
that the substrate may block the access of the required proton to the active site. 

The binuclear iron center in 9 desaturase has also been characterized by 
ENDOR spectroscopy [356]. 1,2H ENDOR measurements imply that each iron in 
the diferric enzyme has a terminal water ligand. In general, ENDOR data indicate 
that diferric, i.e., cryoreduced mixed-valent 9 desaturase, contains a binuclear iron 
active site similar to that of the corresponding center in the R2 subunit of ribonu-
cleotide reductase [270,356]. Furthermore, both non-exchangeable and exchange-
able protons in D2O were observed for the major species in a cryoreduced sample 
of 9 desaturase-1–ACP. Similar to MMO (§2.1), the signal with the smaller hy-
perfine coupling constant (A  5 MHz) has been assigned to the terminal water 
ligand of the Fe2+ ion [89], while the signal with the larger hyperfine coupling con-
stant (A  16–17 MHz) and low g anisotropy is consistent with a terminal water 
ligand on the Fe3+. 14N ENDOR studies (Fig. 25) of cryoreduced 9 desaturase with 
and without substrate analogs have allowed the identification of two nitrogen-
based ligands (His146 and His232), one coordinated to Fe3+ (Amax = 9.1 MHz) and 
the other to Fe2+ (Amax = 3.34 MHz) [356]. In summary, EPR spectroscopic data are 
consistent with the hypothesis that substrate binding to 9 desaturase prevents sol-
vent access to the iron active site. 

4.3.  Mechanistic Implications 

Spectroscopic, crystallographic, and kinetic isotope effect studies have con-
tributed to the elucidation of the molecular mechanism of 9 desaturase. Substrate 
binding is required to increase the reactivity of this enzyme with dioxygen 
[20,244,313]. In contrast to the reduced R2 subunit of ribonucleotide reductase 
[218], resting diferrous 9 desaturase does not react with O2, but its O2 reactivity is 
increased by ~104-fold in the presence of substrate [313]. Based on a magnetic 
circular dichroism study, substrate binding to the diferrous center of 9 desaturase 
generates an additional vacant coordination site on one of the two iron centers (one 
Fe adopting a four-coordinate distorted tetrahedral geometry, while the other re-
mains five-coordinate) [352]. The reaction of substrate-bound diferrous 9 desatu-
rase with dioxygen results in a blue complex, identified as a symmetric 
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Figure 25. CW 15N ENDOR (35 GHz) spectra of (A) cryoreduced 9desaturase and 
9desaturase in complex with substrate 1-ACP at g = 1.894, and (B) cryoreduced E. coli R2 

at g = 1.82. Reprinted with permission from [356]. Copyright © 2005, American Chemical 
Society.

μ-1,2-peroxo diferric intermediate by Mössbauer and Raman studies [313]. This  
intermediate is very similar to the peroxo intermediates formed in the ribonucleo-
tide reductase R2 mutants Trp48Phe/Asp84Glu and Asp84Glu, is exceptionally 
stable at room temperature (t1/2 of 26 min), and has been proposed to be formed 
immediately prior to O–O bond cleavage [309]. The fate of the peroxodiferric in-
termediate is not fully established and may entail a direct H-atom abstraction from 
the substrate, or, alternatively, a homo- or heterolytic cleavage of the O–O bond to 
yield a high-valent iron intermediate that initiates desaturation [244]. Studies using 
substrate analogs (acyloxy-ACPs) have implied that desaturation may possibly be 
initiated by H-abstraction on the C-10 position of the substrate [365,366]. While 
the precise molecular details of the catalytic mechanism of 9 desaturase still await 
elucidation, resonance Raman studies have indicated that, in contrast to the oxi-
dized R2 subunit of ribonucleotide reductase, 18O-labeled oxygen atoms are not 
incorporated into the μ-oxo bridge linking the two Fe3+ ions in 9 desaturase [364]. 
This suggests that the reaction mechanism of O–O bond cleavage in these two en-
zymes may differ. 
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It is interesting to note that chemically reduced 9 desaturase acts as an oxi-
dase while the enzymatically reduced enzyme (using ferredoxin reductase and 
[2Fe–2S] ferredoxin) is able to carry out desaturation reactions [313]. Thus, the 
active site of 9 desaturase is able to partition two distinct pathways involving oxi-
dase and desaturation chemistry, possibly as a result of specific conformational and 
redox state changes in the diiron cluster. Fluorescence anisotropy techniques have 
been used to probe the binding interactions between 9 desaturase and its substrate, 
and kinetic studies have shown that the length of the acyl chain of the substrate 
directly correlates with the stability of the enzyme–substrate complex [354]. 
Chemical crosslinking and kinetic studies have also been used to investigate the 
protein–protein interactions between 9 desaturase and [2Fe–2S] ferredoxin in the 
catalytic complex [357]. Only one binding site for ferredoxin was identified on the 
surface of 9 desaturase, which suggests that the two required electrons for cataly-
sis are provided by two ferredoxin molecules, which in turn must bind successively, 
resulting in two single electron transfer steps. 

5. MYO-INOSITOL OXYGENASE 

5.1.  Biochemical and Structural Characterization 

Myo-inositol oxygenase (MIOX) catalyzes the first step in the metabolic path-
way of myo-inositol to form D-glucuronate (Table 1) [367–370]. MIOX was first 
identified as an iron-containing enzyme several decades ago, and kinetic charac-
terization focused on the proteins isolated from porcine and hog kidneys 
[368,371,372]. Meanwhile MIOX from several different mammalian sources in-
cluding pig, mouse, rat, and human kidney has been cloned and expressed in E.
coli [373,374]. Sequence analysis reveals that MIOX from these organisms is 
highly conserved, with a molecular weight of 33 kDa [375]. 

MIOX has been classified both as an oxygenase and an oxidase, and the en-
zyme is often referred to as an internal monooxygenase, intramolecular mixed-
function oxidase or renal-specific oxidoreductase [376,377]. At least in humans the 
four-electron oxidation reaction catalyzed by MIOX takes place primarily in kid-
neys and is the only known pathway for myo-inositol catabolism [375,378]. D-
glucuronate subsequently undergoes several different steps before it reaches the 
pentose phosphate cycle [379]. MIOX regulates inositol levels in vivo, and the 
catabolism of myo-inositol is an important process since this molecule constitutes 
the sugar backbone of the phosphoinositide signaling molecules [373]. It has been 
speculated that impairment of MIOX activity contributes to the development of a 
number of disorders in patients suffering from diabetes mellitus, including diabetic 
neuropathy, retinopathy, nephropathy, infantile respiratory distress, and peripheral 
arterial disease [380–384]. Since MIOX expression levels and its activity are in-
creased in tissues with diabetic complications, the enzyme has become an impor-
tant target for drug design and development [385]. 
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Figure 26. Active site structure of myo-inositol oxygenase (MIOX) from Mus musculus
(PDB code 2HUO). 

Mouse MIOX has recently been crystallized in the fully oxidized form, and its 
structure has been solved to 2.0 Å resolution in the presence of its substrate myo-
inositol [386]. The two ferric ions are doubly bridged by a carboxylate from 
Asp124 and a water/hydroxide molecule. Both ferric ions display a distorted octa-
hedral geometry, with the Fe1 also coordinated by His98, His123, Asp253, and a 
solvent molecule, and the Fe2 coordination environment completed by His194, 
His220, and two oxygen atoms of the myo-inositol substrate (Fig. 26). An interest-
ing feature of this crystal structure is the bidentate binding mode of substrate to 
only one ferric ion, which is of mechanistic relevance for the catalytic cycle of 
MIOX (vide infra).

5.2.  Spectroscopic Characterization of MIOX 

Recombinant MIOX from Mus musculus kidney was recently subjected to a 
detailed spectroscopic and kinetic characterization. The nature of the iron active 
site in the presence and absence of substrate myo-inositol was examined using both 
EPR and Mössbauer methodologies [387]. The outcome of this study has not only 
confirmed that MIOX contains a binuclear non-heme iron center, but also that its 
diiron cluster is stable in its mixed-valent form and the fully oxidized state. Spe-
cifically, the low-temperature X-band EPR spectrum of fully reduced, diferrous 
MIOX reveals a geff = 16 resonance that disappears upon sample exposure to O2,
consistent with a conversion of the diferrous center to its mixed-valent form. The 
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geff = 16 EPR signal is similar to that of reduced MMOH (§2.1, Fig. 5), indicating 
that the two Fe2+ ions are weakly ferromagnetically coupled, producing an Stot = 4 
ground state. The mixed-valent form of MIOX can readily be generated in vitro in 
the presence of limiting amounts of O2 and the reductant, and its low-temperature 
X-band EPR spectrum is characterized by a broad axial feature with g|| = 1.95 and 
g  = 1.66 [387], indicative of antiferromagnetically coupled high-spin Fe3+ (S = 
5/2) and a high-spin Fe2+ (S = 2), generating an Stot = ½ ground state (Fig. 4). From 
the temperature dependence of the EPR resonances and the significant g strain, the 
presence of a μ-OH-bridge can be deduced (the presence of different diiron clus-
ters with different spin-Hamiltonian parameters did not allow for exact determina-
tion of the exchange coupling constant in MIOX samples). Furthermore, Möss-
bauer parameters obtained for mixed-valent MIOX are similar to those reported 
for other binuclear non-heme iron enzymes such as MMO and ribonucleotide re-
ductase [70,286]. 

A significant change in the EPR spectrum of mixed-valent MIOX is observed 
upon addition of the substrate myo-inositol, yielding a different axially symmetric 
signal (g|| = 1.95 and g  = 1.81) with smaller g anisotropy and more nar-
row linewidth [387]. Interestingly, the substrate-induced changes observed in 
MIOX are opposite to those observed for the Fe3+–Fe2+ purple acid phosphatase 
(PAP) from pig uterine fluid, where binding of the substrate analog phosphate in-
creases g anisotropy and broadens the linewidth. Furthermore, the magnitude of the 
exchange coupling constant between the iron centers in PAP is reduced from –10 
to –3 cm–1 (Hex = –2JS1·S2) upon addition of phosphate [388,389]. In MIOX, it thus 
seems likely that substrate binding may lead to increased exchange coupling be-
tween the two metal ions. Two possible models have been proposed involving ei-
ther a conformational change in the vicinity of the diiron center or a direct sub-
strate coordination to the metal ions [387]. The latter scheme was proposed in 
analogy to PAPs, where the substrate analog phosphate coordinates in μ-1,3 fash-
ion to both metal ions [390]. The different effect of substrate binding on the ex-
change coupling was rationalized by speculating that in MIOX the metal ions are 
linked via an additional μ-alkoxide bridge, which may provide a more efficient 
superexchange pathway. However, in the recently reported structure of mouse 
MIOX with bound myo-inositol, no μ-alkoxide bridge was apparent; instead, the 
substrate binds bidentately to only one of the metal ions [386]. 

Substrate binding also affects the electronic structure of the fully oxidized 
diferric form of MIOX. Mössbauer spectroscopic data reveal the presence of two 
antiferromagnetically coupled high-spin Fe3+ ions with a diamagnetic Stot = 0 
ground state [387]. The addition of myo-inositol to the diferric enzyme perturbs the 
iron active site, but the binding mode is unknown. 

EPR spectroscopy in combination with stopped-flow absorption and rapid 
freeze-quench techniques has been employed (i) to probe the catalytically relevant 
oxidation state(s) of MIOX and (ii) to investigate the reaction between MIOX, sub-
strate, and O2. While most other oxygen-activating binuclear non-heme iron en-
zymes are catalytically active in their fully reduced form, MIOX exhibits a rather 
different behavior. In single-turnover reactions of the diferrous recombinant Mus 
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musculus kidney, MIOX–myo-inositol complex with limiting amounts of O2 stable 
mixed-valent complexes with an axial EPR spectrum (g|| = 1.95 and g  = 1.81) 
were formed [391]. Spin quantitation of this EPR signal demonstrated a 
stoichiometric conversion of diferrous MIOX to its mixed-valent form. Since it 
was not possible to regenerate the reduced enzyme, it was concluded that the difer-
rous form of MIOX is not a catalytically relevant species. 

Similarly, the catalytic competence of the diferric form of recombinant M.
musculus kidney MIOX was probed both by EPR and Mössbauer spectroscopy and 
kinetic studies [391]. Diferric MIOX exhibits very low activity (<2% of the maxi-
mum activity), but is fully active upon treatment with reductants such as L-Cys or 
ascorbate, which results in the mixed-valent form. In addition, since substrate bind-
ing to diferric MIOX was found to be slow and weak, it was concluded that the 
fully oxidized enzyme was also not a catalytically relevant species. 

The reaction of the mixed-valent MIOX–myo-inositol complex with limiting 
amounts of O2 was monitored by rapid freeze-quench EPR [391]. An analysis of 
samples obtained after various time intervals (Fig. 27) has shown that the mixed-
valent MIOX–substrate complex reacts rapidly with dioxygen and the mixed-valent 
state is regenerated at the end of the reaction. Two transient intermediates were 
detected, trapped, and characterized: (i) an initial precursor intermediate, labeled G,
which decays to a second intermediate, denoted H with a rhombic EPR spectrum 
(g < 2) [391,392]. Deuterated substrates are necessary to observe and trap interme-
diate G since it is formed rapidly (within 25 ms); it is characterized by a rhombic 
EPR signal with g values of 2.05, 1.98, and 1.90, consistent with an Stot = 1/2 spin 
system (Fig. 4). An analysis by EPR of the 57Fe-enriched intermediate G shows 
hyperfine coupling to an I = ½ nuclei, thus suggesting the nature of this intermedi-
ate species to be some kind of an iron complex, possibly a (superoxo)diiron(III/III) 
complex [392]. 

Recent 2H ENDOR data were interpreted in terms of substrate binding to the 
Fe3+–Fe2+ center of recombinant Mus musculus kidney MIOX via a bridging alkox-
ide [393]. However, the crystal structure of mouse MIOX indicates quite a differ-
ent binding mode for the substrate myo-inositol, as discussed above [386]. 

5.3.  Mechanistic Implications 

Recent kinetic and spectroscopic characterization of MIOX has greatly con-
tributed toward an understanding of the reaction mechanism of the glycol-cleavage 
reaction. While MIOX belongs to the class of binuclear non-heme iron oxy-
genases/oxidases, the observation that the resting mixed-valent Fe3+–Fe2+ oxidation 
state is catalytically relevant implies that the reaction mechanism employed by 
MIOX is different from that proposed for other diiron oxygenases (i.e., where the 
full reduced Fe2+–Fe2+ state is catalytically relevant binding and activating O2
[244]). However, currently it is believed that mixed-valent MIOX cannot promote 
O–O bond cleavage, thus making this enzyme a unique member among the  
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Figure 27. Low-temperature (10 K) X-band EPR spectra of samples generated by reaction of 
Fe2+–Fe3+–MIOX–substrate complex with dioxygen. Samples were quenched at shown time 
intervals. EPR resonances belonging to intermediates G and H are shown in B and D, re-
spectively. Adapted with permission from [392]. Copyright © 2006, National Academy of 
Sciences, USA. 

non-heme diiron-containing enzymes. It seems that the mechanism employed by 
MIOX lies between a standard reaction mechanism involving superoxo-Fe3+ spe-
cies and a mechanism used by binuclear hydrolytic enzymes (§9). The role of the 
Fe3+ center in MIOX is likely to be similar to that of the trivalent metal ion in PAPs, 
i.e., to use its Lewis acidity to facilitate ionization of the hydroxyl group on C1 
atom of substrate MI. The formation of a bridging alkoxide would thus be able to 
activate and catalyze the C1–H bond cleavage. 

MIOX catalyzes a four-electron oxidation reaction, and a recently proposed 
mechanism for O2 activation based on kinetic and spectroscopic data is shown in 
Figure 28 [386,391]. While substrate MI is believed to coordinate directly to the 
Fe3+–Fe2+ cluster in the bridging mode based on the EPR and Mössbauer studies 
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Figure 28. Proposed reaction mechanism for myo-inositol oxygenase-catalyzed reaction. 
Reprinted with permission from [386]. Copyright © 2006, National Academy of Sciences, 
USA.

[387,393], this μ-alkoxide bridge is anticipated to facilitate the ionization of the C1 
hydroxy group and result in O2 binding to the Fe2+ center of the mixed-valence 
MIOX–MI complex. However, an alternative mode of substrate binding (bidentate 
coordination to only one ferric ion), as suggested by the crystal structure of the 
MIOX–substrate complex [386], has significant implications for the catalytic 
mechanism of MIOX, activating the substrate for attack and tuning the reactivity of 
the diiron cluster for dioxygen bindning and actiavtion. While the Fe2 site binds 
the substrate, binding of O2 is proposed to occur on the Fe1 site via displacement 
of the solvent ligand on this iron, thus leading to the formation of the proposed 
(superoxo)diferric complex. This superoxo complex is likely to activate C1–H 
bond cleavage in the substrate, and the H-atom abstraction from C1 would form a 
radical species that then generates a hydroperoxo-Fe3+–Fe3+ complex. Subsequently, 
the hydroperoxo species interacts with the substrate C1 radical (hydroperoxyl-
radical rebound step), leading to formation of the 1-hydroperoxy-substrate inter-
mediate that has been invoked in earlier studies using kinetic deuterium and tritium 
isotope effect measurements [394]. Finally, complete mechanistic understanding of 
MIOX necessitates further spectroscopic investigations of the diiron center during 
various steps of the catalytic cycle.
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6.  RUBRERYTHRIN, NIGERYTHRIN AND SULERYTHRIN 

6.1.  Rubrerythrin

6.1.1.  Biochemical and Structural Characterization 

Rubrerythrin has been identified in various anaerobic and microaerophilic bac-
teria and archaea, and was initially isolated from Desulfovibrio vulgaris, an an-
aerobic sulfate-reducing bacterium [395–398]. The D. vulgaris enzyme is a 44-kDa 
homodimer and catalyzes the peroxidation of NADH [396,399–402] (Table 1). 
Although the precise physiological roles of rubrerythrin are still uncertain, several 
functions have been proposed, including a protective role against oxidative stress, a 
role in iron metabolism, per- and ferr-oxidase activity, as well as pyrophosphatase 
activity [395,400,402–407]. Reduced rubrerythrin reacts very rapidly with H2O2
(millisecond timescale) [395], but in contrast to MMO or ribonucleotide reductase, 
its reactivity with dioxygen is rather slow (minute timescale) [399]. 

Figure 29. Active site structure of rubrerythrin from Desulfovibrio vulgaris: (A) oxidized 
rubrerythrin (PDB code 1LKM), (B) reduced rubrerythrin (PDB code ILKO), and (C) re-
duced rubrerythrin complexed with azide (PDB code 1LKP). 

Apart from a binuclear non-heme iron center, rubrerythrin also contains a ru-
bredoxin-like [Fe(SCys)4] site. The presence of the conserved iron-binding se-
quence motif also observed in other oxygenases indicates that rubrerythrin is likely 
to possess a diiron active site similar to those of MMO and ribonucleotide reduc-
tase [408,409] (Figs. 2 and 15). Fully oxidized rubrerythrin contains a four-helix 
bundle (similar to that observed in ferritin and bacterioferritin; §7), and the diiron 
active site is located within this bundle [409]. The two Fe3+ ions are six-coordinate 
in a distorted octahedral environment (Fig. 29A). They are bridged by two car-
boxylates, from Glu53 and Glu128, and a μ-oxo ligand. The coordination of Fe1 is 
completed by the bidentate Glu20 and a terminal carboxylate from Glu97, whereas 
a bidentate carboxylate from Glu94 and His131 are coordinated to Fe2. Thus, there 
are no vacant coordination sites on either Fe3+ site of oxidized rubrerythrin for O2
binding. Furthermore, in contrast to other O2-activating enzymes such as MMO 
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and ribonucleotide reductase, oxidized rubrerythrin has only one histidine residue 
directly coordinated to one of the iron centers, and its diiron active site is rather 
solvent accessible. 

The crystal structures of reduced rubrerythrin and its complex with azide have 
also been solved (Figs. 29B,C) [410]. The Fe2+ sites of the resting diferrous center 
exhibit a pseudo-octahedral geometry and are also bridged by the carboxylate 
groups from Glu53 and Glu128 (Fig. 29B). But, in contrast to the oxidized form, 
both iron centers are coordinated by a bidentate Glu, one His residue, and a water 
molecule. In essence, the reduction of the binuclear center leads to a 1.8 Å shift of 
Fe1 toward His56, which is not a ligand in oxidized rubrerythrin. Hence, His56 
replaces Glu97 as a ligand of the Fe1 ion in reduced rubrerythrin, making the binu-
clear center symmetric (Fig. 29B). The azide replaces two water molecules in re-
duced rubrerythrin and coordinates to the two ferrous ions in a bridging μ-1,3 
mode (Fig. 29C). 

Finally, due to partial reduction of the diiron site during x-ray data collection, 
two distinct mixed-valent cores have been characterized in the crystal structures of 
oxidized rubrerythrin, where the iron in the rubredoxin-like [Fe(SCys)4] site has 
been replaced by zinc [411]. In both structures, the Fe2+ center displays a four-
coordinate geometry, and the bridging ligation differs, with two bridging carboxy-
lates and a μ-OH bridge in one form, and only two bridging carboxylates in the 
other (in the latter the hydroxide is terminally bound to the Fe3+ ion). It has been 
suggested that the two mixed-valent forms represent relevant structures during the 
peroxidation reaction catalyzed by rubrerythrin. 

6.1.2.  Spectroscopic Characterization of Rubrerythrin 

An initial EPR study of rubrerythrin reported a predominantly EPR-silent spe-
cies, indicating the presence of two antiferromagnetically coupled Fe3+ centers re-
sulting in a diamagnetic (S = 0) ground state [396]. Resonances with geff values of 
9.4 and 4.3 (E/D = 0.26) were assigned to the mononuclear high-spin ferric iron (S
= 5/2) in the rhombic environment of the rubredoxin-like FeS4 site (resonances at 
geff = 9.4 and 4.3 are due to transitions within the ground state and first excited 
state Kramers doublets, respectively). Furthermore, a weak EPR signal at g < 2 was 
also observed (g values at 1.98, 1.76, and 1.57), indicating a small proportion 
of mixed-valent Fe3+–Fe2+ binuclear centers, similar to those observed in MMO 
(§2.1) [396]. 

A more detailed spectroscopic characterization of the diiron active site of ru-
brerythrin was carried out using the recombinant enzyme expressed in E. coli, as 
well as a truncated form of the enzyme, lacking the rubredoxin-like site (“chopped” 
rubrerythrin) [412]. The midpoint potential for the rubredoxin-like center of re-
combinant rubrerythrin was determined to be +260 mV, measured from EPR-
monitored redox titrations [412]. In addition, the midpoint potentials for Fe3+–
Fe3+/Fe3+–Fe2+ and Fe3+–Fe2+/Fe2+–Fe2+ redox couples were estimated to be +286 
and +222 mV, respectively. 
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Parallel mode EPR spectra of reduced recombinant and “chopped” ru-
brerythrin exhibit a very weak signal at geff  16. The subsequent addition of azide 
leads to more intense EPR spectra with geff  19.8 and geff  17.5 for the recombi-
nant and “chopped” enzymes, respectively [412]. These integer-spin EPR signals 
are consistent with the two Fe2+ centers (S = 2) of rubrerythrin being ferromagneti-
cally coupled producing an Stot = 4 ground state spin system. 

The mixed-valent form of recombinant rubrerythrin generated by chemical re-
duction with dithiothreitol has also been investigated by cwEPR and pulsed 
ENDOR spectroscopy. As pointed out above, up to 25% of isolated rubrerythrin 
contains mixed-valent binuclear centers with EPR resonances at g < 2 resulting 
from the S = ½ ground state. The exchange interaction between the Fe3+ and Fe2+

ions was evaluated by a power saturation analysis of the X-band EPR spectrum, 
indicating weak antiferromagnetic coupling with J ~ 8 cm–1 (Hex = –2JS1·S2) [413]. 
The magnitude of the exchange coupling constant has been interpreted in terms of 
the presence of a μ-hydroxide bridge, similar to mixed-valent MMO [51,413] 
(§2.1). A 14N ENDOR study of mixed-valent rubrerythrin identifies a single nitro-
gen atom with a hyperfine coupling constant of ~6 MHz as ligand of the Fe2+ cen-
ter. This nitrogen atom has been ascribed to His131. Thus, in contrast to x-ray crys-
tallography, ENDOR facilitates an unambiguous assignment of the Fe3+ and Fe2+

ions to their respective sites in the binuclear center. 
1H ENDOR spectroscopy of mixed-valent rubrerythrin was also carried out, 

revealing a strongly coupled proton (Amax = 25 MHz) that was exchangeable in D2O
and can be assigned to either a terminal water/hydroxide ligand of the Fe3+ or a 
bridging ligand between the two irons [300]. In an attempt to distinguish between 
these two possibilities, two-dimensional field-frequency features of the 1,2H
ENDOR spectra were examined, supporting an assignment of the exchangeable 
proton to the bridging μ-OH ligand (Fig. 30) [413]. 

The structure of the diferric center of rubrerythrin was probed by cryoreducing 
the fully oxidized enzyme to the mixed-valent form at 77 K. The resulting EPR 
spectrum of the cryoreduced sample was essentially indistinguishable from that 
obtained from the chemically reduced sample, indicating that one-electron reduc-
tion of the oxidized enzyme does not lead to significant structural changes [413]. 
The main difference between the two oxidation states is the presence of a μ-oxo or 
a μ-hydroxo bridge in the fully oxidized or mixed-valent forms, respectively [409]. 

6.1.3.  Mechanistic Insights 

Combined spectroscopic, structural, and kinetic data have led to the proposal 
of the following reaction mechanism for rubrerythrin-catalyzed peroxidation [410]. 
In the initial phase H2O2 enters the active site and displaces the solvent molecules 
coordinated to the ferrous ions, leading to formation of a cis μ– 2 diferrous-
hydroperoxo adduct. In the second step O–O bond cleavage occurs with concomi-
tant transfer of two electrons from the two Fe2+ ions to the hydroperoxo species. 
Subsequently, proton transfer and release of a water molecule result in the  
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Figure 30. 2H pulsed ENDOR spectra of mixed-valence rubrerythrin from Desulfovibrio
vulgaris in D2O. Reprinted with permission from [413]. Copyright © 2003, American 
Chemical Society. 
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formation of the μ-oxo bridged diferric active site. Stopped-flow kinetic evidence 
suggests that the intramolecular electron transfer from the rubredoxin-like site to 
the diiron active site occurs prior to formation of the μ-oxo bridged diferric struc-
ture [410]. It is speculated that the formation of the μ– 2 diferrous-hydroperoxo 
adduct mediates the concerted process of two-electron transfer (one from each 
Fe2+) to the hydroperoxo species, and is also considered to provide a protective role 
from oxidative damage caused by Fenton chemistry. The two tyrosine residues in 
the vicinity of the diiron active site (vide supra) have also been proposed to play an 
important role in the protection of rubrerythrin against damaging hydroxyl radicals 
that may be generated from one-electron reduction of H2O2 [410]. 

6.2.  Nigerythrin

6.2.1.  Biochemical and Structural Characterization 

Nigerythrin from D. vulgaris is closely related to rubrerythrin. A comparison 
of the amino acid sequences of the two enzymes indicates 33% sequence identity, 
suggesting that the two enzymes have similar structures (all the iron-coordinating 
residues to both the non-heme diiron center and FeS4 are conserved in both en-
zymes) and functions [414–416]. Nigerythrin is a soluble protein and is found in 
the cytoplasm, and it does not exhibit any of the activities (i.e., oxygenations, hy-
droxylations, desaturations, as well as phosphatase or catalase activities) usually 
found in the diiron-containing oxygen-activating proteins [412,414,415]. The 
physiological role of nigererythrin is yet to be determined, but roles similar to 
those proposed for rubrerythrin have been proposed, including the regulation of 
iron homeostasis and iron metabolism, including a role in the protection against 
oxidative stress via removing or supplying iron to [4Fe–4S] proteins [415]. 

The iron-binding motif observed in rubrerythrin, MMO, and the R2 subunit of 
ribonucleotide reductase is fully conserved and, like rubrerythrin, nigererythrin 
exists as a homodimer. The structural similarity between the two enzymes from D.
vulgaris has recently been confirmed crystallographically [416]. With only a few 
minor exceptions, their overall structures are identical, containing a four-helix bun-
dle that houses the diiron center and the rubredoxin-like C-terminal domain with a 
mononuclear [Fe(SCys)4] site. However, while the rubredoxin-like domain and the 
four-helix bundle are perpendicular to each other in rubrerythrin, they are ap-
proximately parallel in nigerythrin (the distance between the diiron center and the 
[Fe(SCys)4] site is approximately 12–14 Å). During the collection of synchrotron 
x-ray diffraction data it was found that the binuclear iron center was partially re-
duced to the mixed-valent form and the diffraction data were modeled accordingly. 
In the mixed-valent form of nigerythrin the two iron centers are six-coordinate and 
are bridged by either a hydroxo or a water ligand, and two carboxylates from glu-
tamate residues (Glu73 and Glu149) (Fig. 31A). The coordination of the Fe1 center 
is completed by the terminal bidentate Glu40 and a carboxylate oxygen from 
Glu118, while His152 and the bidentate Glu115 complete the coordination  
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Figure 31. Active site structures of (A) mixed-valence nigerythrin from Desulfovibrio vul-
garis (PDB code 1YUX), (B) reduced nigerythrin from Desulfovibrio vulgaris (PDB code 
1YV1), and (C) Fe3+/Zn2+ sulerythrin from Sulfolobus tokadaii strain 7 (PDB code 1J30). 

environment of the Fe2 center [416]. In the differous form, the two iron centers 
retain their six-coordinate environments (Fig. 31B), but instead of the bridging 
solvent ligand, each iron center now contains a terminally bound water ligand. Fur-
thermore, in comparison to mixed-valent nigerythrin, the carboxylate oxygen Fe1 
ligand from Glu118 is replaced by a nitrogen atom from His76 in the fully reduced 
form [416]. A similar switching between Glu and His coordination in one of the 
iron centers has also been observed in rubrerythrin upon conversion from the difer-
ric to the fully reduced form [410] (Figs. 29A,B). This so-called “redox-induced 
toggling” of one iron site is a characteristic structural feature of this family of pro-
teins, and may be an important factor in governing their reactivity. An additional 
structural feature common to both enzymes is the presence of two conserved tyro-
sine residues in the second coordination sphere of the diiron center. It has been 
speculated that a role of these Tyr residues may be the scavenging of free radicals 
as a way of preventing Fenton-type chemistry in the presence of hydrogen peroxide 
[410,416]. 

6.2.2.  Spectroscopic Characterization of Nigerythrin 

The diiron center of nigerythrin has been studied by absorption and EPR spec-
troscopy [414]. The low-temperature EPR spectrum showed three resonances at g
< 2 (gav = 1.74), consistent with two antiferromagnetically coupled irons (Fe3+ with 
S = 5/2 and Fe2+ with S = 2), yielding an Stot = ½ spin ground state. The spectrum is 
reminiscent of those observed for mixed-valent MMO (§2) and hemerythrin (§8) 
[80,81]. EPR spectroscopy was also used to determine the redox potentials of the 
non-heme diiron center and the mononuclear iron of the FeS4 site in nigerythrin, 
which were found to be > +200 mV. 

6.2.3.  Mechanistic Insights 

The mechanistic details of the nigerythtrin-catalyzed reaction, and in particular 
the molecular basis for its preference for hydrogen peroxide as substrate, are not 
yet established. A mechanism has recently been proposed for the peroxidation re-
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action catalyzed by nigerythrin [416]. The proposed mechanistic scheme is similar 
to the one proposed for rubrerythrin (vide supra) [410]. Specifically, the reaction of 
H2O2 with diferrous nigerythrin leads to the formation of the diferric μ-1,2-
hydrogen peroxide intermediate, and it is speculated, based on computational stud-
ies, that electrons are transferred from the ferrous FeS4 rubredoxin-like site to the 
ferric Fe2 of the diiron cluster via a network involving the “through-bond” electron 
transfer pathway [417]. 

6.3.  Sulerythrin 

Sulerythrin is a novel member of the family of non-heme iron proteins, and 
has recently been isolated from a strictly aerobic and thermoacidophilic archaeon, 
Sulfolobus tokodaii strain 7 [418,419]. Sulerythrin belongs to the family of ru-
brerythrin-like proteins, but unlike rubrerythrin or nigerythrin, it lacks the C-
terminal, rubredoxin-like FeS4 domain. However, sulerythrin also exists as a 
homodimer (16 kDa), but is the only rubrerythrin-like protein so far isolated from 
an aerobic organism [419]. The biological role(s) of sulerythrin is not yet estab-
lished. Since all the iron-coordinating residues present in rubrerythrin and ni-
gerythrin are also highly conserved in sulerythrin, it is implied that the latter has a 
binuclear non-heme iron center similar to those observed in the former. However, 
while the identity of the in-vivo metal ions is still a matter of contention, metal ion 
analysis indicates the presence of a binuclear Fe–Zn center [419]. 

Sulerythrin has not yet been the subject of spectroscopic investigations, but its 
crystal structure in the oxidized form shows a similar four-helix bundle domain, as 
the one found in rubrerythrin and nigerythrin, with the “head-to-head” configura-
tion of the two dimers relative to each other [409,420]. The unique feature of sul-
erythrin is the “domain-swapped” structure (two helices of one chain form a hybrid 
four-helix bundle with two other helices from a different chain) of the subunits of 
the homodimer, which may lead to limited flexibility of the metal centers, thus 
regulating the enzyme’s specific function. The crystal structure also supports the 
presence of an asymmetric binuclear Fe3+–Zn2+ center where the iron and zinc ions 
are μ-1,3-bridged by two carboxylates from Glu53 and Glu126 (Fig. 31C). The 
Fe3+ has a distorted octahedral geometry, and its coordination is completed by a 
nitrogen atom from His56, the bidentate Glu20, and an oxygen atom from O2,
while Zn2+ has a tetrahedral geometry and is also coordinated by His129 and Glu92. 
Interestingly, a comparison between the active sites of sulerythrin and the Fe–Zn 
derivative of rubrerythrin shows that the metal sites are switched in the two pro-
teins, i.e., the Fe binding site in sulerythrin corresponds to the Zn site in ru-
brerythrin and vice versa [420,421]. 

7. FERRITINS AND BACTERIOFERRITINS 
7.1.  Biochemical and Structural Characterization 

Ferritins and bacterioferritins constitute a large family of ubiquitous iron stor-
age proteins that are responsible for the oxidation of Fe2+ to Fe3+, and the reversible 
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sequestering of iron in a mineral form for later use by the cells (Table 1). They 
occur in most organisms, including vertebrates and invertebrates, plants, aerobic 
and anaerobic bacteria, archaea, and mammalian organisms [422–426]. Apart from 
their essential role in iron storage, homeostasis, and metabolism, (bacterio)ferritins 
are important for detoxification processes [427,428]. The biological importance of 
ferritins is demonstrated by the observation that the deletion of ferritin-encoding 
genes is lethal for mammals, while in bacteria the lack of ferritin affects their re-
sponse to oxidants [429–431]. It has recently been suggested that the design of iron 
chelators that specifically target ferritins may be a novel avenue to battle iron-
related diseases such as Cooley’s anemia and thalassemia [432–435]. A thermosta-
ble ferritin from the hyperthermophilic archaeal anaerobe Pyrococcus furiosus has 
recently been isolated and characterized, and may be exploited for biotechnological 
applications [436]. 

Ferritins and bacterioferritins share distinct structural similarities (a four -
helix bundle containing a non-heme diiron center) with other binuclear non-heme 
iron enzymes and, in particular, are closely related to rubrerythrin [437]. Although 
ferritins from different sources share little sequence similarity (~15%), their overall 
structures are highly conserved [438,439]. Bacterial and plant ferritins generally 
consist of 24 identical subunits, whereas mammmalian ferritins exist as assemblies 
of 24 subunits, 12 of H and 12 of L type, with molecular weights of ~21 and ~19.5 
kDa, respectively, and ~55% amino acid sequence identity between them [423,440]. 
These 24 subunits form a large hollow protein sphere or cavity with an outer and 
inner diameter of ~125 and ~80 Å, respectively, and which can bind and encapsu-
late up to 4500 iron atoms in the form of a hydrated ferric oxide mineral core 
[423,425]. Some prokaryotes possess a smaller type of ferritin; for example, the 
protein isolated from Listeria innocua consists of only 12 identical 18-kDa sub-
units and can accommodate approximately 500 iron atoms [441–445]. Ferritins 
with 12 subunits are also described as “mini-ferritins,” in contrast to the 24-subunit 
“maxi-ferritins” [446]. Lastly, bacterioferritins, which are only found in fungi and 
bacteria, are distinguished from ferritins due to the presence of an additional heme 
group [436]. Bacterioferritins contain 3–12 iron heme groups per 24 subunits, but 
their function is not yet fully established [423,426,447]. There are suggestions that 
they may be important in mediation of the electron transfer during reduction and 
iron release [445]. 

Crystal structures for a number of ferritins and bacterioferritins from different 
sources have become available, and have recently been reviewed [448]. These 
structures include those for ferritins from horse spleen, bullfrog, the H subunit and 
the mitochondrial form from human, the L subunits from horse and mouse, as well 
as for bacterioferritin from E. coli, Rhodobacter capsulatus, and D. desulfuricans 
ATCC 27774 [433,447,449–462]. In addition, the crystal structures of ferritins 
from the halophile Halobacterium salinarium, from S. solfataricus, from the hyper-
thermophilic archaeon Archaeoglobus fulgidus, and from Azotobacter vinelandii
have recently been solved [463–467]. Each ferritin subunit independent of source 
and type is folded into a characteristic four -helix bundle (each helix ~27 Å long), 



334 NATASA MITIC, GERHARD SCHENK AND GRAEME R. HANSON 

with a fifth shorter -helix positioned at ~60° relative to the other helices 
[448,465]. The four-helix bundles form the hollow spherical protein cavity that can 
accommodate the iron atoms. The binuclear non-heme iron center also known as 
the “ferroxidase center,” which is necessary for catalytic iron oxidation in ferritins 
[468], is also located within the ferritin subunits. Its coordination environment re-
sembles that of other diiron-containing enzymes that activate O2 [244,446], con-
sisting primarily of carboxylate and histidine ligands with one/two μ-1,3 carboxy-
late bridges. 

Figure 32. Active site structure of bacterioferritin (Bfr) from Azotobacter vinelandii: (A) 
oxidized Bfr (PDB code 2FL0), and (B) reduced Bfr (PDB code 2FKZ). 

Three separate kinetic phases have been proposed in the overall mechanism of 
iron oxidation. The initial binding of Fe2+ to the binuclear active site is followed by 
a rapid oxidation of Fe2+ to Fe3+ in the presence of O2, and the subsequent transfer 
of Fe3+ into the ferritin core [469,470]. In mammalian ferritins, the ferroxidase ac-
tive site is located within the H subunits, while the L subunits are proposed to con-
tain a nucleation site that may be responsible for the mineralization process [471]. 
Despite all the efforts, there are not many high-resolution crystal structures of 
diferric/diferrous ferritins, and most of the structural information is based on 
mixed-metal derivatives of ferritins [472]. In the H subunit from human ferritin, 
Fe1 is coordinated by Glu27, His65, and solvent molecules, and Fe2 by Glu61 and 
Glu107 (this coordination environment is based upon the crystal structure 
with Tb3+ ferritin derivative) [451]. The two metal ions are bridged by a single car-
boxylate group from Glu62. The diiron active site of A. vinelandii bacterioferritin 
is somewhat different (Fig. 32) with the two Fe3+ ions being bridged by two car-
boxylate groups (from Glu51 and Glu127) and presumably a water molecule, al-
though the distances between the metal ions and the bridging oxygen argue against 
it [466]. Both irons are five-coordiante in the fully oxidized form, with Fe1 also 
coordinated by Glu18 and His54, and Fe2 by Glu94 and His130 (Fig. 32A). Upon 
reduction, His130 ligand moves away from the Fe2 center and becomes no longer 
coordinated to it (Fig. 32B) [467]. Many ferritins and bacterioferritins have been 
crystallized in the presence of other metal ions [447,455,458,472]. Interestingly, 
in ferritins from E. coli and the archaeon A. fulgidus, a third binding site for iron 
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appears to be positoned very close to the diiron ferroxidase center [465,472]. The 
availability of a third binding site for iron is speculated to play an important role in 
the stabilization of the ferroxidase diiron center. 

7.2.  Spectroscopic Characterization of Ferritins and Bacterioferritins 

Various aspects of ferritin and bacterioferritin reactivity, including iron incor-
poration by the apoenzymes, oxidation of Fe2+ in the presence of molecular oxygen, 
and the mechanism of core formation, have been investigated by an extensive 
number of kinetic and spectroscopic studies [468,473–487]. Early EPR studies of 
iron binding to horse spleen apoferritin have provided evidence for the formation 
of EPR silent antiferromagnetically coupled diferric species [484,488]. Formation 
of the μ-oxo-bridged diferric cluster was also confirmed in the recombinant H sub-
unit of human ferritin and some of its variants [485,489]. Since NO has been im-
plicated in the mediation of iron release from ferritins, EPR spectroscopy has also 
been employed to probe the effects of NO binding to several mammalian ferritins 
and bacterioferritins [490–493]. These studies have shown that addition of NO to 
diferrous ferritin generates iron-nitrosyl complexes with EPR features characteris-
tic of both S = ½ and S = 3/2 spin systems. Three different EPR resonances were 
attributed to the presence of (i) a rhombic S = ½ species (gx = 2.055, gy = 2.033, 
and gz = 2.015), (ii) an axial S = ½ species with g  = 2.033 and g|| = 2.014, and (iii) 
an S = 3/2 species with geff = 4 and geff|| = 2. Although these studies could not un-
ambiguously establish the functional role of NO in the mechanism of ferritin, they 
were able to identify amino acids that are important for the binding of iron in 
mammalian ferritins as well as formation of Fe–NO complexes (His128 and 
Cys130 in human ferritin). 

In combination with the rapid freeze-quench methodology, EPR spectroscopy 
has been instrumental in the detection of reaction intermediates during the reconsti-
tution of horse spleen ferritin from apoferritin, Fe2+, and O2 [486]. Within the first 
second after mixing of the reactants, a monomeric Fe3+–protein complex with a 
characteristic resonance at geff = 4.3, a mixed-valent Fe3+–Fe2+ species with a peak 
at geff = 1.87 (which accumulates quantitatively from the monomeric Fe3+ species), 
and a radical species (g|| = 2.042, g  = 2.0033) that may be associated with either 
Fe2+ or Fe3+ (whose function may potentially involve storage of the oxidizing 
equivalents for subsequent Fe2+ oxidation) have been observed. 

Similarly, the oxidation of Fe2+ during iron core formation in recombinant 
human H subunit ferritin and its variants has been investigated by stopped-flow 
kinetics and Mössbauer spectroscopy [494]. An intermediate species, attributed to 
the purple Fe3+–Tyr34 complex in the Fe2 site, was shown to form rapidly (kox = 
1000 s–1) and to decay within the first 5–10 s. This Fe3+–tyrosinate complex was 
shown to form following the rapid uptake and oxidation of Fe2+, and was proposed 
as one of the initial steps in the fast mineralization process [474]. The oxidation of 
Fe2+ has been shown to lead to the formation of various species, including Fe3+

monomers, dimers, and some larger clusters. Specifically, the observed fast oxida-
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tion of Fe2+ is also associated with the formation of diferric μ-oxo-bridged com-
plexes in the ferroxidase center [494]. 

The mechanism of iron uptake by H-type recombinant frog ferritin, and the 
formation of reaction intermediates during the initial mineralization process, have 
also been investigated by rapid freeze-quench Mössbauer and EPR spectroscopies 
[495]. Four different types of Fe3+-oxy species were identified, three of them binu-
clear iron centers and the fourth a trinuclear iron cluster, which ultimately decays 
to a superparamagnetic species (larger polynuclear ferric clusters), the so-called 
“young” mineral core. The two EPR signals observed (geff = 4.3 and geff = 2.0) 
were attributed to the formation of the trinuclear species and a protein-based radi-
cal. Furthermore, the rate of Fe2+ oxidation (1026 s–1) was consistent with the for-
mation rate constant for the purple Fe3+–tyrosinate complex (920 s–1). The com-
bined kinetic and EPR data imply that, similar to human ferritin, all observed Fe3+-
oxy species may involve a protein tyrosine residue, and that the formation of this 
purple Fe3+–tyrosine complex is the initial step of Fe2+ oxidation [474,495]. The 
subsequent mineralization process and the slow translocation of the resulting prod-
ucts to the ferritin cavity conclude the reaction cycle. It appears likely that specific 
changes in protein folding as well as packing interactions are of vital importance 
for these processes [495]. 

Apart from the occurrence of the Fe3+–tyrosinate intermediate, the detection, 
trapping, and characterization of a peroxodiferric intermediate has contributed sig-
nificantly to our understanding of the ferroxidase-catalyzed reaction [468,475,477, 
478,496]. The ferroxidase reaction catalyzed by frog ferritin has been probed by 
rapid freeze-quench Mössbauer spectroscopy, which has led to the characterization 
of a blue, transient catalytic intermediate with max = 650 nm, a diamagnetic ground 
state and Mössbauer parameters EQ = 1.08  0.03 mm/s and  = 0.62  0.02 mm/s 
[468]. During the catalytic cycle this transient accumulates considerably to ~70% 
of the total ferroxidase concentration. These results were interpreted in terms of the 
formation of a peroxodiferric intermediate in which the two high-spin Fe3+ ions are 
antiferromagnetically coupled. A similar peroxodiferric species has also been ob-
served in the recombinant H subunit of human ferritin, as well as in E. coli ferritin 
[475,496]. The peroxodiferric intermediate has also been characterized by reso-
nance Raman spectroscopy. The band at 851 cm–1 is attributed to a (O–O) stretch 
vibration of the Fe-coordinated peroxide and the bands at 485 and 499 cm–1 to s
and as of the Fe–O2–Fe moiety [477]. The observed Raman bands are consistent 
with the presence of a μ-1,2 diferric peroxide species similar to the diferric peroxo 
intermediates observed in MMO (§2.1), ribonucleotide reductase (§3), and 9 de-
saturases (§4) [59,105,295,313]. However, in contrast to these dioxygen-activating 
enzymes, the ferric iron in feritin is not retained in the active site but is released for 
mineral core formation. The electronic structure of the peroxo intermediate formed 
in frog ferritin has also been investigated using x-ray absorption spectroscopy 
[478]. The unusually short observed Fe–Fe distance of 2.53 Å has led to the pro-
posal that in addition to the peroxo bridge (μ-1,2), two additional single-atom 
bridges are present in this intermediate (μ-oxo). 
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EPR spin labeling (with a cysteine specific spin label) has been useful to 
probe and establish the role of cysteine residues during the iron-loading and oxida-
tion process in the study of recombinant human ferritin [497]. The Cys90 resi-
due was found to be directly involved in ferritin aggregation during iron loading 
[497]. A recent EPR spin-trapping study of the H subunit of human ferritin investi-
gated the role of this protein in the protection of cells from oxidative stress. The 
production of hydroxyl radicals was monitored during the ferroxidase-catalyzed 
oxidation of Fe2+ by H2O2, and these measurements indicated that the H-subunit of 
ferritin is able to regulate the formation of the radicals, implicating a role in detoxi-
fication [498]. This proposal was further supported by EPR spin-trapping experi-
ments that monitored the H2O2-mediated oxidation of Fe2+ by the smaller L. in-
nocua ferritin [443]. 

7.3.  Mechanisitc Insights 

The catalytic mechanism employed by ferritins is yet to be fully elucidated. 
The Fe1 site in the binuclear ferroxidase center has a coordination environment 
reminescent of the corresponding sites in diiron-containing oxygenases such as 
MMO and ribonucleotide reductase (vide supra). However, in comparison to these 
oxygen-activating enzymes, the Fe2 site in ferritins contains a weaker ligand envi-
ronment [59]. It has been suggested that this difference in Fe2 coordination is re-
sponsible for the altered function of ferritins [446,479,499], i.e., it may be a major 
factor determining the fate of the metal ions. While the diiron active sites in MMO 
and other oxygenases are retained as cofactors, in ferritins iron is the substrate and 
is released at the end of the reaction [500]. 

As mentioned above, the initial reaction of diferrous ferritin with O2 leads to 
the formation of a peroxodiferric intermediate, which decays to form different fer-
ric oxy species [468,495,501]. A recent study involving a chimeric protein, where 
the catalytic ferroxidase site from frog ferritin was introduced into a catalytically 
inactive ferritin protein (animal specific L ferritin), has led to identification of sev-
eral residues (Glu23, Glu103, Gln137, and Asp140) involved in the formation of 
the peroxo diferric reaction intermediate [499] (vide supra). It is speculated that the 
formation of an oxo-bridged diferric center initiates the iron release [453]. Al-
though the precise details for this process await further investigations, it has 
emerged that ferritins and bacterioferritins employ a similar mechanistic strategy 
with some differences [482,502,503]. 

8. HEMERYTHRIN 

8.1.  Biochemical and Structural Characterization 

Hemerythrin is a dioxygen carrier protein responsible for reversible O2 binding 
and oxygen transport, and it was the first enzyme from the class of binuclear non- 
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Figure 33. Active site structures of (A) oxy hemerythrin (PDB code 1HMO), (B) deoxy he-
merythrin (PDB code 1HMD), (C) oxy DcrH-hemerythrin (PDB code 2AWY), and (D) de-
oxy DcrH-hemerythrin (PDB code 2AWC). 

heme iron enzymes that was extensively characterized by biochemical, kinetic, and 
spectroscopic methods (Table 1) [244,504–506]. It is found especially in some 
marine invertebrates and usually exists as an octamer (molecular weight of ap-
proximately 13.5 kDa for each subunit) [507]. Most of the initial biochemical and 
spectroscopic studies were carried out with the enzyme extracted from Phascolop-
sis gouldii and Themiste dyscrita. Sequence comparisons have shown that the iron-
coordinating residues employed by hemerythrins from various sources are highly 
conserved. The two physiologically relevant forms of the enzyme are the diferrous 
or deoxyhemerythrin and the diferric or oxyhemerythrin forms [505]. 

The crystal structures of several different forms of hemerythrin from different 
sources are available [508–515]. In the deoxy form, the two Fe2+ sites are inequiva-
lent, with Fe1 and Fe2 being six- and five-coordinate, respectively (Fig. 33B). The 
six-coordinate iron site is coordinated by three histidine residues, two bridging 
carboxylates (from Asp106 and Glu58), and an additional bridging hydroxide [513]. 
The Fe2 site is coordinatively unsaturated, involving two histidines in addition to 
the two bridging carboxylates and a bridging hydroxide. In contrast, in diferric 
oxyhemerythrin O2 binds to the vacant position on Fe2 (Fig. 33A). Upon interac-
tion with dioxygen, two electrons (one from each Fe2+) and the proton from the 
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bridging hydroxide are donated to Fe2-bound O2, yielding a μ-oxo bridged diferric 
center [513]. In comparison to other members of the binuclear non-heme iron en-
zymes, where O2 binds in a metal ion-bridging mode, hemerythrin is rather unique 
in the sense that it has only one vacant coordination site on one of the metal ions, 
accessible for O2 binding in monodentate end-on fashion [244]. Furthermore, he-
merythrin contains a primarily histidine-rich coordination environment (Fig. 33) 
(five histidine residues and only two carboxylates) that seems to facilitate and fa-
vor reversible O2 binding. More recently, a hemerythrin-like domain of a bacterial 
chemotaxis protein DcrH with the likely dioxygen-sensing function from Desul-
fovibrio vulgaris has been identified and crystallized [515,516]. The diiron center 
of this enzyme resembles that of invertebrate hemerythrins (Figs. 33C,D) and oxy-
gen-sensing is proposed to be initiated by O2 binding to the diferrous center and its 
autoxidation to the diferric form. 

8.2.  Spectroscopic Characterization of Hemerythrin 
The different forms of hemerythrin have been characterized with a great num-

ber of spectroscopic techniques, including Mössbauer, (magnetic) circular dichro-
ism, resonance Raman, extended x-ray absorption fine structure, and EPR-related 
techniques, and several reviews have emerged recently [244,517—519]. Here, we 
will focus only on some of the more recent developments involving EPR and re-
lated techniques. Diferrous deoxyhemerythrin is EPR silent with a singlet ground 
state. The two high-spin Fe2+ ions are antiferromagnetically coupled with J = –14 
cm–1 (Hex = –2JS1·S2), determined by magnetic susceptibility measurements [520]. 
The azide adduct of deoxyhemerythrin contains two ferromagnetically coupled 
Fe2+ ions (J = 1.7 cm–1) with geff ~ 16 EPR [69,521]. In contrast, the two Fe3+ ions 
in oxyhemerythyrin are strongly antiferromagnetically coupled due to the presence 
of a μ-oxo bridge (J = –77 cm–1; Hex = –2JS1·S2) [522]. 

Radiolytic reduction of deoxyhemerythrin and the diferrous azido form of the 
enzyme result in the generation of mixed-valent systems (methemerythrin and its 
azido derivative), both with one high-spin Fe3+ (S = 5/2) and one high-spin Fe2+ (S
= 2), which are antiferromagnetically coupled resulting in Stot = ½ [286,523]. 
ENDOR and ESEEM spectroscopy have been particularly useful in the characteri-
zation of these two mixed-valent systems, in particular in probing their nitrogen 
coordination environments [77,524,525]. Even in the presence of a large number of 
magnetically nonequivalent nitrogen atoms (10–13 in the case of hemerythrin), it is 
possible to estimate the values of individual hyperfine coupling constants, thus 
probing the iron active site structure to a high degree. Specifically, ESEEM meas-
urements (Fig. 34) have illustrated structural changes that occur as a consequence 
of azide binding to the active site of the enzyme. Since azide is believed to be a 
suitable mimic for O2, similar structural rearrangements are anticipated during the 
catalytic cycle. Specifically, hyperfine coupling constants for the iron-coordinating 
histidine nitrogens are affected upon azide binding, suggesting significant geomet-
ric changes in the first coordination sphere. 
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Figure 34. Three-pulse ESEEM spectra of semimethemerythrin as a function of time  (a) at 
g = 1.86, and (b) at g = 1.945, and (c) azidosemimethemerythrin at g = 1.94. Reprinted with 
permission from [525]. Copyright © 1998, American Chemical Society. 

Earlier EPR studies were also extended to the nitrosyl adducts of deoxyhe-
merythrin since the NO adduct is believed to be a reasonable mimic of the superox-
ide intermediate expected to be formed upon reaction of hemerythrin with O2
[92,93,95,526] The spin-Hamiltonian parameters for the Fe2+–{FeNO}7 unit of 
NO-deoxyhmerythrin are consistent with antiferromagnetic coupling between the 
two iron centers, and the coordination of NO to the five-coordinate Fe2, as ex-
pected for dioxygen binding. 

8.3.  Mechanistic Insights 

EPR spectroscopy has played an important part in the characterization of the 
iron active site of hemerythrin, and in combination with various other spectro-
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scopic, kinetic, biochemical, and theoretical techniques has led to the following 
currently accepted reaction mechanism. O2 first diffuses into the diiron active 
site of the enzyme, interacting with the five-coordinate Fe2, thus forming a termi-
nally bound hydroperoxide intermediate, which is H-bonded to the μ-oxo 
bridge [244]. The formation of the hydroperoxide can be described as a proton-
coupled two-electron transfer process [522]. Furthermore, theoretical calculations 
strongly support that the presence of the μ-oxo bridge provides an extremely effi-
cient superexchange pathway for the electron transfer from the remote iron cen-
ter to dioxygen [244]. The histidine-rich environment and the presence of the μ-
OH bridge in diferrous deoxyhemerythrin are the main factors that facilitate the 
formation of a terminally Fe2-bound hydroperoxide intermediate instead of a 
bridging μ-1,2 species observed in the carboxylate-rich coordination environments 
of MMO or ribonucleotide reductase [79]. Thus, the iron active site structure of 
hemerythrin directly governs its reactivity, favoring reversible O2 binding rather 
than O2 activation. 

9.  HYDROLYTIC ENZYMES 

Metallohydrolases form a large group of predominantly binuclear enzymes 
that are involved in a wide array of biological functions. We have previously re-
viewed recent advances in their structure and function relationships [527]. Here, 
we focus on two members that have established iron centers, and which have been 
studied with EPR-related techniques. 

9.1.  Purple Acid Phosphatases 

9.1.1.  Biochemical and Structural Characterization 

Catalytically active purple acid phosphatases (PAPs) contain heterovalent 
Fe3+M2+ centers in their active sites, where M is Fe in enzymes extracted from ani-
mal sources, and Zn or Mn in plant enzymes [527]. The characteristic purple color 
of PAPs is due to a ligand-to-Fe3+ charge transfer transition. Since PAPs hydrolyze 
a wide range of phosphate esters and anhydrides (Table 1), no physiologically sig-
nificant substrates have yet been clearly identified. Consequently, the precise bio-
logical role(s) of PAPs remains obscure. Evidence has accumulated that supports a 
role for the animal enzymes in iron transport [528]: the generation of reactive oxy-
gen species (ROS) by macrophages as part of the immune system's response to 
pathogens [529], and bone metabolism [530], which has made PAP a major target 
for the development of anti-osteoporotic chemotherapeutics [531,532]. Plant PAPs 
may also be involved in the production of ROS during an immune response [533], 
but the study of the physiological functions of PAPs in plants is greatly compli-
cated by the presence of a multitude of isoforms [534–536]. No bacterial PAPs 
have yet been reported. However, based on sequence homology it is likely that this 
enzyme occurs in a limited number of bacterial organisms, including mycobacteria 
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and photosynthetically active cyanobacteria [534,536]. It has been speculated that 
especially in mycobacteria PAP may play an essential role in the pathogen’s sur-
vival in an invaded host [534]. 

Figure 35. Active site structures of (A) Fe3+/Zn2+ red kidney bean purple acid phosphatase in 
complex with phosphate (PDB code 4KBP), (B) phosphorylcholine esterase domain of the 
virulence factor choline-binding protein E from Streptococcus pneumoniae (PDB code 
1WRA), and (C) rubredoxin:oxygen oxidoreductase (ROO) from Desulfovibrio gigas (PDB 
code 1E5D). 

Several crystal structures of PAPs have been described over the last decade. 
Despite a low degree of overall amino acid sequence homology between enzymes 
from different kingdoms [535,536], their catalytic sites display a remarkable simi-
larity. The two metal centers are coordinated by seven invariant ligands (Fig. 35A), 
with an aspartate residue bridging the two ions [390,537–542]. The identity of the 
remaining ligands is subject to debate. In the only known structure of a PAP (from 
red kidney bean) in the resting state, the resolution is too low to allow identifica-
tion of water ligands [537]. Nonetheless, the coordination spheres of the two metal 
ions in this enzyme have been completed by modeling two terminally bound and 
one bridging water molecule into the active site [537] (Fig. 35A). The presence of 
the bridging water ligand has since been observed in crystal structures of pig, hu-
man, and rat PAPs, which were crystallized in the presence of either phosphate (pig 
and human enzymes) or sulfate (rat PAP) [390,539,542]. In both pig and human 
PAP the remaining vacant positions in the coordination spheres of the two metal 
ions are occupied by oxygen atoms of a -1,3 bridging phosphate group [390,542]. 
In the structure of the rat enzyme, sulfate binds monodentately to the divalent 
metal ion, while a hydroxide is coordinating the ferric ion [539]. Most recently, red 
kidney bean PAP has been crystallized in the presence of sulfate. The bridging 
oxygen atom is in a position equivalent to that in the animal PAPs. However, in 
contrast to the rat enzyme, the sulfate group does not directly coordinate to the 
divalent metal ion. Instead, it forms several strong hydrogen bonds with amino 
acids in the second coordination sphere and the bridging water molecule [543]. We 
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speculate that this structure represents a precatalytic complex. An interesting varia-
tion is observed in the active site structure of sweet potato PAP. To date this is the 
only PAP with a confirmed Fe3+–Mn2+ center, and in comparison to other PAPs it 
has a significantly enhanced rate of hydrolysis for a broad range of substrates [544]. 
In contrast to other PAPs, the sweet potato enzyme appears to be very selective 
with respect to its divalent metal ion; only Mn2+ has been shown to reconstitute a 
fully active enzyme [545]. In the crystal structure of sweet potato PAP, phosphate 
coordinates the two metal ions in an unusual tripodal mode. The -1,1 bridging 
oxygen atom of the phosphate group is in a position equivalent to the bridging 
oxygen atoms in pig, human, rat and red kidney bean PAP [527]. This observation 
has been interpreted in terms of the bridging oxygen acting as the reaction-
initiating nucleophile [541]. 

9.1.2.  Spectroscopic Characterization of PAP 

EPR-related methodologies have been instrumental in establishing the het-
erovalent oxidation state as the catalytically relevant one [546,547], and in probing 
the active site structures, both in the resting and in the inhibitor-bound states. The 
catalytically inactive diferric form of animal PAPs is characterized by a diamag-
netic ground state due to antiferromagnetic exchange coupling between the two S = 
5/2 Fe3+ ions (Fig. 3; J ~ –100 cm–1; Hex = –2JS1·S2) [82,546–549]. The diferrous 
state of animal PAPs has not been investigated spectroscopically, partially because 
the metal ion affinity in this fully reduced form is low. This fact is generally ex-
ploited for the preparation of metal ion derivatives of PAPs, where the incubation 
of the enzyme with reductants (e.g., dithionite) and chelators leads to the metal-free 
apoform [550–552]. 

The catalytically relevant mixed-valent form of the diiron PAPs from pig, cow, 
human, and rat is typically characterized by gav < 2, indicating antiferromagnetic 
exchange coupling resulting in Stot = 1/2 (Fig. 4) [546,547,553,554]. From the tem-
perature dependence of the EPR spectrum and from multifield/multitemperature 
magnetization measurements, the exchange coupling constant was estimated to be 
~-10 cm–1 (Hex = –2JS1·S2) [388,546,547]. 

Inhibitor binding to PAP affects the electronic structure of the active site of the 
enzyme, and EPR is a convenient and diagnostic tool to study structural changes 
and aspects of the catalytic mechanism. For instance, the addition of the moderate 
competitive inhibitor phosphate to mixed-valent pig PAP reduces the exchange 
coupling interaction to less than half the magnitude observed in the resting enzyme, 
increases the g anisotropy, and the reduction potential is also lowered considerably 
[388,555–557]. In combination with magnetic circular dichroism [389], extended 
x-ray absorption fine structure [558,559], and crystallographic studies [390,538, 
542], EPR data support the formation of a μ-1,3 phosphate complex in pig PAP. A 
similar binding mode has been inferred for the substrate from recent ENDOR stud-
ies [560]. 

For PAPs and related binuclear metallohydrolases, a point of contention has 
been the number of water/hydroxide molecules coordinating to the resting active 
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site [527]. The only available crystal structure of a resting PAP is of unsufficient 
resolution to identify exogenous ligands [542]. EPR and magnetization measure-
ments indicate the presence of a bridging μ-(hydr)oxide at catalytically optimal pH 
[388,545,547]. This finding is supported by a recent 2H Q-band ENDOR study 
with pig PAP [560] (Fig. 36). In addition to the bridging hydroxide, only signals 
due to a terminal, Fe2+-bound water/hydroxide molecule were identified. The Fe3+

ion has no terminal exogenous ligand and is five-coordinate in the resting state. 
95Mo and 75As ENDOR measurements are in agreement with the hypothesis that 
these substrate analogs displace the terminal water ligand. Although 31P ENDOR 
measurements were unable to detect 31P signals upon addition of phosphate to pig 
PAP, EPR line broadening observed in the phosphate complex of the Fe3+Zn2+ de-
rivative of pig PAP indicates that the tetraoxo anion interacts with Fe3+ [555]. Thus, 
a substrate (analog) binding mode is envisioned whereby the phosphate group co-
ordinates to the mixed-valent cluster in the active site in a μ-1,3 fashion [560]. This 
mode of substrate binding is supported by the crystal structures of pig, human, red 
kidney bean, and sweet potato PAP [390,538,541,542]. 

A range of observations evolving from isotope effects and labeling studies as 
well as site-directed mutagenesis, and the apparent lack of transphosphorylation, 
indicate that the phosphate group of the substrate is directly transferred to a metal-
coordinated, nucleophilic solvent (water/(hydr)oxide) molecule [561–564]. Based 
on the results described in the paragraph above, only one nucleophilic candidate 
remains: the μ-(hydr)oxide. Fluoride is known to be able to replace nucleophilic 
(hydr)oxides, and has been used to probe the catalytic mechanism and mode of 
substrate binding in the Fe3+Zn2+ derivative of pig PAP [565]. The disappearance 
of the EPR signals (geff = 9.6 and 4.3) characteristic for a rhombic (E/D = 0.33) S = 
5/2 state, and the emergence of the less rhombic (E/D = 0.18) S = 5/2 signals at geff
= 8.6 and 5.1 upon titration of the pig PAP–phosphate complex with fluoride was 
interpreted in terms of fluoride binding to Fe3+. Accompanying extended x-ray 
absorption fine structure and resonance Raman measurements support the model 
where the fluoride ion displaces the bridging hydroxide, thus rendering the enzyme 
inactive. A similar binding mode for fluoride has recently also been inferred for 
the Fe3+Zn2+ active site of red kidney bean PAP from inhibition [566] and crystal-
lographic [543] studies. Interestingly, the EPR spectra recorded for the ter-
nary PAP–substrate–fluoride complexes are independent of the identity of the sub-
strate [565]. Thus, substrates and analogs such as phenyl phosphate, AMP, 
and arsenate bind in a mode to the active site of pig PAP identical to that of phos-
phate, i.e., in a μ-1,3 fashion (vide supra). Furthermore, the EPR spectra deter-
mined for enzyme–phosphate and enzyme–phosphate–fluoride complexes of bo-
vine PAP are very similar to those reported for the pig enzyme [567], indicating 
that the active site structure and interactions with the substrate analog phosphate 
are well conserved within this family of enzymes. The formation of a ternary en-
zyme–phosphate–fluoride complex has recently also been deduced from EPR spec-
tra of human PAP [568]. 
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Figure 36. 2H ENDOR spectra of uteroferrin in D2O buffer and in complex with molybdate, 
arsenate, and phosphate (top panel showing broad sweep and bottom panel showing narrow 
sweep). Reprinted with permission from [560]. Copyright © 2002, American Chemical So-
ciety.



346 NATASA MITIC, GERHARD SCHENK AND GRAEME R. HANSON 

9.1.3.  Mechanistic Insights 

The catalytic mechanisms employed by binuclear metallohydrolases have re-
cently been reviewed by us, and will only be discussed briefly here [527]. Its gen-
eral features are illustrated in Figure 37. Stopped-flow measurements support an 
initial binding of the substrate to the second corrdination sphere, forming a precata-
lytic complex [569]. The μ-hydroxide is likely to stabilize the substrate in this ini-
tial phase via hydrogen bonding, and may be relevant for the proper orientation of 
the phosphate group within the active site. Subsequently, rearrangement of the sub-
strate leads to the formation of the catalytically competent μ-1,3 phosphate com-
plex. The μ-1,3 coordination mode of the substrate is supported both spectroscopi-
cally and crystallographically (vide supra), and places the metal-bridging hydrox-
ide group of the binuclear cluster in an ideal position for a nucleophilic attack on 
the phosphorus atom of the substrate. Substrate binding is likely to increase the 
nucleophilic character of the μ-hydroxide, possibly by inducing conformational 
changes upon coordinating to the binuclear center. A (magnetic) circular dichroism 
study has demonstrated that binding of the substrate analog phosphate leads to a 
shift of the μ-hydroxide toward the divalent metal ion and away from Fe3+, thus 
increasing its nucleophilicity [389]. This observation is also in agreement with ex-
tended x-ray absorption measurements of the pig PAP–phosphate–fluoride com-
plex, which did not only demonstrate that fluoride displaces the μ-hydroxide in the 
metal-bridging position, but also shows that fluoride is closer to the di- than the 
trivalent metal ion [565]. 

Nucleophilic attack by the μ-hydroxide is followed by the release of the alco-
hol product, with phosphate remaining bound in a tripodal mode to the binuclear 
center [541]. The subsequent steps in the mechanism are not well understood, but 
the regeneration of the resting active site requires the exchange of bound phosphate 
by at least two water molecules. It is speculated that the initial ligand exchange at 
the divalent metal site leads to a cluster characterized by monodentate M2+–H2O
and Fe3+–phosphate complexes, in agreement with an earlier EPR study, which 
indicated that such a cluster may be formed upon the addition of phosphate to pig 
PAP [555]. Deprotonation of the M2+-bound water, possibly mediated via H-bond 
interaction with the bound phosphate group, enables the regeneration of the μ-
hydroxide and the concomitant release of the phosphate. An additional water mole-
cule binds to the divalent metal ion, thus completing the catalytic cycle. 

9.2.  Metallo- -Lactamases 

9.2.1.  Biochemical and Structural Characterization 

An increasingly critical problem for mankind is the alarming ability of patho-
genic bacteria to acquire resistance to antibiotics, which has been triggered as a 
result of the excessive application of these compounds by health care systems. 
Amongst the strategies employed by the bacteria to render these antibiotics ineffi-
cient is the expression of enzymes that hydrolyze, and thus inactivate, the  
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Figure 37. Proposed mechanism of hydrolysis by purple acid phosphatases. Reprinted with 
permission from [527]. Copyright © 2006, American Chemical Society. 



348 NATASA MITIC, GERHARD SCHENK AND GRAEME R. HANSON 

chemotherapeutic reagent [570,571]. One of the most common groups of enzymes 
with anti-chemotherapeutic activity is the family of -lactamases, which hydrolyze 

-lactam antibiotics (Table 1) such as penicillins and cephaolosporins, and which 
were originally categorized into four distinct groups, based on their molecular 
properties [572,573]. Of these, group 3 enzymes, which belong to the superfamiliy 
of metallo- -lactamases, are the most troublesome since they inactivate virtually all 
known -lactams and because there are no efficient inhibitors known to date 
[574,575]. At present, several types of metallo- -lactamases have been identified 
[576,577] that catalyze a wide range of reactions, ranging from the hydrolysis of -
lactams (e.g., L1 from Stenotrophomonas maltophiliac) [575] to the reduction of 
oxygen to water (e.g., rubredoxin:oxygen oxidoreductase (ROO) from D. gigas)
[578]. The majority of metallo- -lactamases appear to require two Zn(II) ions for 
full activity [579–581], although the specific metal ion requirements of metallo- -
lactamases are still subject to debate and may depend on the nature of the catalyzed 
reactions. For instance, ROO from D. gigas requires iron to catalyze its redox reac-
tions (§10) [578]. In contrast, gloxylase II (GOX II), a metallo- -lactamase that 
acts together with GOX I to convert a range of -ketoaldehydes into hydroxy acids 
in the presence of glutathione [582], appears to be more flexible with iron, manga-
nese, and zinc present in the active site [583–585]. 

Crystal structures of members of five of the 17 metallo- -lactamase groups 
have been solved to date [576,578,585–589]. The majority of metal ion ligands are 
conserved in all these enzymes. In the crystal structures of GOX II from human) 
[586], RNase Z from Bacillus subtilis [589], and the phosphorylcholine esterase 
(Pce) domain of the virulence factor choline-binding protein E from Streptococcus 
pneumoniae [576], the two metal ions are bridged by an aspartate residue in a -1,1 
mode, as observed in PAPs (Fig. 35B). In contrast, in ROO from D. gigas the as-
partate residue coordinates in a -1,3 mode to the two metal ions (Fig. 35C) [578], 
while in the zinc-dependent metallo- -lactamase FEZ-1 from Fluoribacter gor-
manii [588] and in GOX II from Arabidopsis thaliana [585] no bridging amino 
acid is present. Similar to PAPs, all structurally characterized metallo- -lactamases 
appear to have a metal-ion bridging water (hydroxide) ligand (Fig. 35B), which has 
been proposed as the reaction-initiating nucleophile in hydrolytically active met-
allo- -lactamases (i.e., GOX II [586], RNase Z [589], FEZ-1 [588], and Pce) [576]. 
A feature common to all known metallo- -lactamases is the presence of a hydrogen 
bond between the bridging water molecule and a terminal aspartate ligand. This 
hydrogen bond may increase the acidity of the bridging ligand, and thus may be an 
important contributor to reactivity [575,576,587–589]. Two metallo- -lactamases, 
Pce and RNase Z, were crystallized in the presence of phosphate [576,589], which 
coordinates bidentately in a -1,3 mode, similar to PAPs. 

9.2.2.  Spectroscopic Characterization of Metallo- -Lactamases 

Since the vast majority of enzymes that belong to the metallo- -lactamase
family are usually purified as di-zinc proteins [583], only a limited number of stud-
ies have been reported at present that describe EPR-spectroscopic parameters of 
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metallo- -lactamases. For instance, rapid-freeze-quench EPR of the Co(II)-
substituted form of the di-zinc metallo- -lactamase L1 from S. maltophilia has 
provided evidence that (i) the intermediate of this enzyme's reaction is likely to be 
metal-ion bound, and (ii) the reaction product may bind reversibly to the metal 
centers in the active site [590]. Naturally occurring iron centers in metallo- -
lactamases are rare (to date), and the only systems that have been investigated in 
some detail by EPR-related techniques are two isoforms of GOX II from A.
thaliana [583–585]. EPR (together with extended x-ray absorption spectroscopy) 
has been instrumental in determining the metal ion composition in the active site of 
recombinant GOX II. In the EPR spectrum of the cytosolic A. thaliana isoform, a 
number of different metal ion combinations have been identified including 
Fe3+Fe2+, Fe3+Zn2+, Mn2+Mn2+, and possibly Mn2+Zn2+ centers [583]. The addition 
of 250- M ammonium ferrous sulfate to the standard culture medium [591] does 
not significantly affect the EPR spectra of recombinant cytosolic A. thaliana GOX 
II extracted from the E. coli cultures, indicating that the bioavailability of iron is 
tightly controlled in E. coli cells [584]. Resonances at g < 2 are similar to those 
observed for some PAPs, MMOs, and ribonucleotide reductases (vide supra) and 
are likely to be due to antiferromagnetically coupled Fe3+Fe2+ centers [583]. Fea-
tures at geff = 4.6 and 9.7 are assigned to isolated, high-spin Fe3+ centers (e.g., in 
the form of Fe3+Zn2+ centers), while the geff = 4.3 resonance is interpreted in terms 
of adventitious Fe3+. Interestingly, a broad EPR signal at geff = 16 is recorded that 
is consistent with the presence of a proportion of weakly ferromagnetically coupled 
Fe2+Fe2+ centers (Fig. 5), as observed in MMOs (§2.1) and ribonucleotide reduc-
tases (§3). Finally, the multiline feature at geff = 2.1 is ascribed to the presence of a 
ferromagnetically coupled Mn2+Mn2+ center, and possibly some mononuclear Mn2+

centers [583]. The addition of 250- M manganese chloride to the E. coli culture 
medium does lead to a significant increase in the proportion of Mn2+-containing 
centers in recombinant A. thaliana GOX II, and the resulting EPR spectrum closely 
resembles that measured for the Mn2+Mn2+ catalase [583,592]. Apart from the vari-
ous EPR-active metal centers, the presence of EPR-silent Fe3+Mn2+, Fe3+Fe3+, or 
Zn2+Zn2+ centers cannot be excluded. Hence, A. thaliana GOX II appears to be 
distinct from most other metallo- -lactamases by its versatile use of different metal 
ion combinations for its catalytic function without significant loss of reactivity 
[583]. In this respect GOX II is reminiscent of some PAPs that have been shown to 
be active with a range of different metal ion combinations, including Fe3+Fe2+,
Fe3+Zn2+, Fe3+Mn2+, Fe3+Cu2+, Ga3+Fe2+, Ga3+Zn2+, and Al3+Zn2+ [550,552,593–
595]. However, in contrast to PAPs, the catalytically relevant oxidation states of 
the metal ions in the active site of GOX II is not yet firmly established. Also, there 
appears to be no site specificity for metal ion binding in GOX II [583], but metal 
ion binding appears to be positively cooperative [584]. Metal ion analysis of re-
combinant A. thaliana GOX II (extracted from E. coli cells grown in minimal me-
dium) [584,596] has shown that only one equivalent of metal ions binds per active 
site. However, spin integrations of EPR spectral data support the interpretation that 
the bound metal ions are predominantly present as binuclear centers [584]. 
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In contrast to the cytosolic isoform, the metal ion content of mitochondrial 
GOX II contains almost exclusively iron and zinc [585]. Nonetheless, the EPR 
spectrum of the mitochondrial isoform resembles that of cytosolic GOX II. Conse-
quently, like its cytosolic counterpart, mitochondrial GOX II consists of a mixture 
of metal centers, including antiferromagnetically coupled Fe3+Fe2+ (S = 1/2), 
Fe3+Zn2+ (S = 5/2), EPR-silent Fe3+Fe3+, and diamagnetic Zn2+Zn2+ centers [585]. 

10. RUBREDOXIN-OXYGEN OXIDOREDUCTASE AND NITRIC 
OXIDE REDUCTASES

10.1.  Biochemical and Structural Characterization 

Various anaerobic archaea, bacteria, as well as protozoa that are able to sur-
vive in oxygen-rich environments utilize metalloflavoproteins that contain diiron 
centers [597–601]. An example is the previously mentioned ROO (rubredoxin-
oxygen oxidoreductase; Table 1; §9.2) from the sulfate-reducing bacterium D. gi-
gas [602]. Together with NADH-rubredoxin oxidoreductase and rubredoxin, ROO 
forms an electron transfer chain that is responsible for oxidation of pyridine nu-
cleotides [603]. Specifically, NADH-rubredoxin oxidoreductase reduces rubre-
doxin, which subsequently shuttles the electrons to ROO, which catalyzes the four-
electron reduction of dioxygen to water while preventing the formation of reactive 
oxygen species [602,604,605]. In addition to its oxidoreductase function, ROO 
may also reduce NO, and consequently it has been speculated that the primary 
physiological role of ROO is to provide a protective mechanism against oxidative 
and nitrosative stress [606]. ROO exists as a homodimer of 43-kDa subunits, each 
of which contains one flavin mononucleotide (FMN) cofactor and a binuclear non-
heme iron center [602]. The crystal structure of oxidized ROO indicates the pres-
ence of two distinct domains—a metallo- -lactamase-like domain housing the dii-
ron active site (vide supra) and a flavodoxin-like domain where the FMN cofactor 
is located [578]. Interestingly, although ROO contains a metallo- -lactamase-like 
structural domain, it has no hydrolytic activity. The immediate coordination envi-
ronment of the diiron center in ROO from D. gigas resembles that of MMO (Fig. 
2), ribonucleotide reductase (Fig. 15), and hemerythrin (Fig. 33) (§8). The two 
metal ions are separated by a distance of 3.4 Å and are bridged via a carboxylate 
group from an aspartate residue (Asp165) and a μ-oxo or μ-hydroxide (Fig. 35C) 
[578]. In addition, Fe1 is coordinated by two histidines (His146 and His79) and 
one glutamate (Glu81), while Fe2 is coordinated by one histidine (His226), one 
aspartate (Asp83), and a water molecule. An additional highly conserved histidine 
(His84) is in the immediate vicinity of Fe2 but does not coordinate. 

Another member of the family of diiron flavoproteins is the recently character-
ized A-type flavoprotein FprA from the anaerobic, Gram-positive acetogenic bac-
terium Moorella thermoacetica [607]. Similar to ROO, recombinant FprA also 
exists as a homodimer of 45-kDa subunits and may function both as an oxido and 
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Figure 38. Active site structure of nitric oxide reductase, metalloflavoprotein FprA from 
Moorella thermoacetica: (A) oxidized FprA (PDB code 1YCF), and (B) reduced FprA (PDB 
code 1YCG). 

NO reductase in vivo [607]. Similar nitric oxide reductase activity has been re-
ported for enzymes from E. coli, Salmonella enterica, and Desulfovivrio vulgaris 
[608–611]. The catalytic efficiency of FprA using NO as substrate is approxi-
mately six times higher than that using O2. Furthermore, the reduction of O2 leads 
to a complete and irreversible inactivation of FprA, while the enzyme activity is 
retained during NO turnover. These observations have led to the proposal that 
FprA may play an important role in the organism's protection against nitrosative 
stress. Consequently, FprA has been classified as a scavenging NO reductase (S-
NOR) [607,612]. The crystal structure of FprA from M. thermoacetica has been 
solved in three different forms—oxidized, reduced, and reduced but reacted with 
NO [612]. The overall structure is reminiscent of that found in metallo- -
lactamases, and the residues constituting the diiron active site of FprA are homolo-
gous to those of ROO from D. gigas. In the oxidized form of FprA, the two Fe3+

ions are five-coordinate and bridged via a carboxylate from an aspartate residue 
(Asp167) and a solvent molecule (μ-oxo, μ-OH or μ-aqua) (Fig. 38A). The remain-
ing, terminal ligands are one glutamate (Glu83) and two histidines (His148 and 
His81) for Fe1, and one aspartate (Asp85) and two histidines (His228 and His86) 
for Fe2. His86 corresponds to His84 in ROO (vide supra) but remains an iron-
coordinating ligand independent of the oxidation state of the binuclear center. In 
contrast, His84 in ROO may only coordinate to Fe2 in the reduced enzyme. In gen-
eral, the structure of the iron active site of FprA appears to be largely unaffected by 
changes in the oxidation state (Figs. 38A,B) [612], with a more exposed metal cen-
ter in the reduced form being the only exception. Modeling studies with the difer-
rous FprA–NO structure have indicated that two NO molecules can be accommo-
dated within the diiron active site, with one NO molecule coordinating in end-on 
fashion to each iron [612]. 

Another novel member of the family of highly conserved A-type flavoproteins 
is flavorubredoxin (FlRd) from E. coli [613]. It could be shown that FlRd is able to 
carry out reduction of O2 to water [614]. However, similar to ROO and FprA, FlRd 
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also functions as an NO reductase, and its major role in anaerobic E. coli is NO 
detoxification [609,615]. The structural core of FlRd is comprised of two domains: 
the flavodoxin-like domain containing one FMN cofactor and the metallo- -
lactamase-like domain, where the binuclear non-heme iron center is located [615]. 

10.2.  Spectroscopic Characterization of FprA and FlRd 

EPR spectroscopy has been instrumental in confirming the presence of binu-
clear non-heme iron centers in diiron flavoproteins. For FlRd, the mixed-valent 
form exhibits a rhombic signal with g values at ~2 (1.93, 1.88, and 1.82), indicative 
of a spin system with an Stot = ½ ground state [616]. Fully reduced FlRd has an 
EPR resonance in the parallel mode at geff ~ 11.3, consistent with the presence of 
two exchange-coupled Fe2+ ions, resulting in an Stot = 4 ground state (Fig. 3). Addi-
tion of NO to reduced FlRd altered the EPR spectrum, resulting in g values at 2.04 
and 2.0016, indicative of an S = ½ ground state (Fig. 3) [614]. The electronic struc-
ture of this complex has not yet been investigated. The diferric form of FlRd is 
EPR silent as a result of two high-spin Fe3+ ions (S = 5/2) being antiferromagneti-
cally coupled, producing an Stot = 0 ground state. The redox properties of the binu-
clear non-heme iron active site in FlRd were analyzed by redox titrations and 
monitored by EPR spectroscopy. The redox potentials for both the 
Fe3+Fe3+/Fe3+Fe2+ and Fe3+Fe2+/Fe2+Fe2+ couples were estimated to be –20 ± 20 mV 
and –90 ± 20 mV, respectively [616]. In the presence of NADH-flavorubredoxin 
oxidoreductase, the physiological redox partner of FlRd, the reduction potentials 
for both couples are shifted by +40 mV [616]. 

Due to the likely antiferromagnetic exchange coupling between the two ferric 
ions of FprA from M. thermoacetica (fully oxidized FprA is EPR silent with a 
weak geff = 4.3 resonance attributed to adventitious ferric iron and a g = 2.005 
resonance due to the presence of a small amount of an FMN semiquionone radical), 
Mössbauer spectroscopy has been employed to investigate the nature of the ex-
change coupling between the two Fe3+ centers. As anticipated, high-field 57Fe
Mössbauer measurements of oxidized FprA from M. thermoacetica has indicated 
the presence of two high-spin Fe3+ ions that are antiferromagnetically coupled, pro-
ducing a diamagnetic ground state [607]. Furthermore, the presence of two quadru-
pole doublets is consistent with two Fe3+ ions with different coordination environ-
ments and, in agreement with the crystal structure (vide supra), the presence of a 
single bridging water ligand [612]. 

10.3.  Mechanistic Insights 

The reaction mechanism of ROO has not yet been studied in detail, but based 
on analogy with related binuclear non-heme iron enzymes, a mechanistic scheme 
has been proposed whereby binding of O2 to the reduced enzyme leads to the for-
mation of a bridging peroxo intermediate, followed by the transfer of electrons 
from the FMN cofactor [578]. 
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A combination of structural, molecular modeling, spectroscopic, and ki-
netic data for FprA from M. thermoacetica has shed light on some aspects of a pos-
sible reaction mechanism for NO reduction [612]. A diferrous dinitrosyl species 
([{FeNO}7]2) is proposed as an initial reaction intermediate in the catalytic cycle. 
Subsequently, this intermediate is reduced by FMNH2, yielding [{FeNO(H)}8]2.
The remaining catalytic steps are subject to future investigations. With respect to 
interactions with O2, diferrous FprA is expected to generate a diferric peroxo or a 
diferryl species, as proposed for various binuclear non-heme iron enzymes in-
volved in O2 activation (vide supra). The interaction of reduced FprA with O2 does 
ultimately lead to irreversible inactivation of the enzyme, but the molecular details 
for this process are not yet understood. 

11. MEMBRANE-BOUND DIIRON PROTEINS: 
ALTERNATIVE OXIDASE 

11.1.  Biochemical and Structural Characterization. 

A new class of membrane-bound diiron carboxylate proteins has emerged re-
cently that are responsible for metabolic roles different from those of bacterial 
monooxygenases, ribonucleotide reductases or desaturases, including functions 
associated with chlororespiration, carotenoid and chlorophyll biosynthesis, 
and photosynthesis [617]. Members include alternative oxidase, plastid termi-
nal oxidase, the diiron 5-demethoxyquinone hydroxylase, and the aerobic Mg-
protoporphyrin IX monomethylester hydroxylase (Table 1) [6,618]. These en-
zymes contain the highly conserved six amino acid residues (four glutamate 
and two histidine residues) that form the iron-binding motif found also in most 
other soluble non-heme diiron-containing proteins mentioned above. Homol-
ogy modeling studies using crystal structures of other, soluble non-heme diiron 
proteins as a reference have provided predicted structures of these integral mem-
brane diiron proteins [7,619]. 

Alternative oxidase is a diiron-containing ubiquinol oxidase that catalyzes 
ubiquinol oxidation and the concomitant reduction of oxygen to water. The enzyme 
has been identified in plants, green algae, and some protozoa and fungi, and is 
part of the mitochondrial respiratory chain [620,621]. Alternative oxidases from 
plants are homodimers (molecular weight of 40 kDa per subunit), while those 
from fungi and protozoas are predominantly monomeric [622]. The precise physio-
logical roles of alternative oxidase are not yet established, but may be organism 
dependent. Plant and yeast alternative oxidases are possibly involved in the protec-
tion against oxidative stress, preventing the formation of reactive oxygen spe-
cies by controlling the amount of reducing equivalents present in the quinol pool 
[620,623–625]. Alternative oxidase has also become an important target enzyme 
for design of new therapeutic agents against African sleeping disease causing para-
sites as a result of its potential role in trypanosome respiration [626]. Two possible 
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models for the active site structure of alternative oxidase have been obtained from 
modeling studies [619,627]. In both models the diiron center is located in a four-
helix bundle [5]. Of interest is residue Tyr280 in the vicinity of the binuclear center 
since it occupies a position similar to that of the corresponding tyrosine residue in 
bacterioferritin (§7), rubrerythrin (§6), and the R2 subunit of ribonucleotide reduc-
tase [409,447,628]. 

11.2.  Spectroscopic Characterization of AOX 

The recent recombinant expression of Arabidopsis thaliana alternative oxidase 
in E. coli membranes has facilitated spectroscopic studies of the diiron active site 
[629]. The fully reduced enzyme exhibits an EPR signal (parallel mode) at geff = 15 
(Fig. 3), consistent with the presence of two weakly ferromagnetically coupled 
high-spin Fe2+ ions (S1 = S2 = 2; Stot = 4) [629]. Fully oxidized alternative oxidase 
is EPR silent as a result of two high-spin Fe3+ ions being antiferromagnetically 
coupled (S1 = S2 = 5/2; Stot = 0). The mixed-valent form (generated by air oxidation 
of dithionite-reduced membranes over different periods of time) shows a highly 
anisotropic EPR signal with gav = 1.65 (g values at 1.86, 1.67, and 1.53), indicative 
of an antiferromagnetically coupled Fe3+–Fe2+ spin system with Stot = ½ (Fig. 4), 
and similar to EPR spectra reported for mixed-valent MMO, mouse ribonucleotide 
reductase, rubrerythrin, uteroferrin, and hemerythrin [71,75,80,82,630–633]. The 
exchange coupling constant for the mixed-valent has been estimated to be J = –5.5 
cm–1 (Hex = –2JS1·S2) based on the half saturation power dependence on absolute 
temperature for the mixed-valent alternative oxidase [629]. This relatively weak 
antiferomagnetic exchange coupling indicates the likely presence of a metal ion-
bridging μ-hydroxide or a μ-aqua ligand. The same study has also indicated that 
the interaction of dioxygen with reduced alternative oxidase is rapid, and the 
mixed-valent form of the enzyme has been proposed as a possible reaction inter-
mediate. Alternative proposals for the role of the mixed-valent form of alternative 
oxidase have been reported. Approximately 5% of the enzyme is in the mixed-
valent oxidation state, but the expression levels of alternative oxidase are not di-
rectly correlated to the concentration of mixed-valent centers [629]. Thus, it has 
been speculated that the formation of mixed-valent centers may be of physiological 
(regulatory) relevance, assuming that only the fully reduced or oxidized forms of 
alternative oxidase are catalytically active, and that the enzyme can easily and re-
versibly be inactivated by oxidation/reduction to its mixed-valent form. Interest-
ingly, in two mutants of alternative oxidase—Glu222Ala and Glu273Ala—no EPR 
resonancs due attributable to a mixed metal center are found. The mechanistic rele-
vance of this observation is not yet understood. 

11.3.  Mechanistic Insights 

The molecular basis for the catalytic process in alternative oxidase has not yet 
been studied in great detail, but in the proposed reaction mechanism the diferric 
oxidation state is considered as the resting state of the enzyme [5]. In the initial 
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phase of the catalytic cycle, the diferric center is reduced by quinol. It has been 
proposed that a second quinol molecule interacts subsequently with the first one 
prior to oxygen binding to the diferrous metal center. The binding of two substrate 
molecules is considered as a possible protection mechanism, preventing side reac-
tions of the highly reactive oxygen species. Upon O2 binding to the diferrous metal 
center, a diferric peroxo intermediate species is likely to be formed, which may 
lead to the generation of a high-valent, oxidizing intermediate with an electronic 
structure similar to that of intermediates X or Q from the R2 subunit of ribonucleo-
tide reductase (§3) or MMO (§2.1), respectively. The existence of such intermedi-
ate species in the alternative oxidase-catalyzed reaction awaits, however, further 
studies. Alternatively, it is possible that the putative diferric peroxo intermediate 
oxidizes the substrate quinol directly, instead of relying on the formation of a high-
valent iron–oxygen intermediate. 

12.  CONCLUSIONS 

Binuclear non-heme iron enzymes form a large and diverse superfamily of en-
zymes that carry out a multitude of biological functions. The spectrum of cata-
lyzed reactions is immense and presents an impressive display of nature’s ingenu-
ity. Although our knowledge about their biology and chemistry has increased dra-
matically over the last decades, new members that employ altogether different 
mechanistic strategies and/or cover alternative physiological aspects are likely 
to emerge. As an example, the class of enzymes known as arylamine oxygenases 
is worth a mention, as they are responsible for catalyzing the oxidation of 
arylamines to arylnitro compounds, which represent an important component of 
many metabolic functions [634–636]. Specifically, the range of biological proper-
ties of arylnitro compounds include antifungal, antitumoral, antibiotic, and insecti-
cidal functions [637–639]. The two presently known enzymes from this group are 
aminopyrrolnitrin oxygenase and p-aminobenzoate oxygenase (Table 1) [640,641]. 
p-Aminobenzoate oxygenase is an N-oxygenase that catalyzes the biosynthesis of 
aureothin, an important cytostatic metbolite in Streptomyces thioluteus [641]. It 
contains the EX28–37DEXXH sequence motif, highly conserved among other non-
heme diiron-containing oxygenases [139,634] (vide supra). Furthermore, a pre-
liminary characterization by EPR of fully reduced, fully oxidized, and mixed-
valent p-aminobenzoate oxygenase indicates the presence of a binuclear non-heme 
iron active site with properties similar to those of MMO and other members of this 
superfamily [634]. 

The projected aim of this review was to provide the reader with an accessible 
means to navigate through an overwhelmingly rich topic in the field of bioinor-
ganic chemistry. Specifically, the novice may find the article useful to enter a “new 
territory,” while the expert may find its benefit as a point of reference providing 
comparative information for a comprehensive if not complete number of related 
enzymes. The article was not intended to target the EPR specialists specifically. On 
the contrary, it was our goal to prevent technical jargon and illustrate the generic 
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use of EPR-related techniques in the study of the electronic properties of binuclear 
non-heme enzymes instead. In any event, it is hoped that the readership has en-
joyed reading the article as much as we did writing it. 
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CHAPTER 8 

PROBING THE STRUCTURE–FUNCTION RELATIONSHIP
OF HEME PROTEINS USING MULTIFREQUENCY

PULSE EPR TECHNIQUES

Sabine Van Doorslaer 
University of Antwerp, SIBAC Laboratory, 
Department of Physics, Antwerp, Belgium 

Although EPR has been used regularly in the study of heme proteins for 
more than 40 years now, the use of multifrequency and/or pulse-EPR 
techniques is still quite scarce. Here, a review of the use of these meth-
ods is presented, highlighting the advantages, limitations, and challenges 
for the future. 

1.  INTRODUCTION 

Heme-based proteins are found in all kingdoms of nature and cover functions 
as diverse as ligand uptake, transport, and storage, electron transfer, and catalysis 
of a large variety of biochemical reactions. It is safe to say that heme proteins, and 
in general metalloporphyrin-based proteins, lie at the basis of life. Unsurprisingly, 
heme proteins are discussed extensively in all standard books on (inorganic) bio-
chemistry ([1–3], and many others). Although a lot is already known about the 
inner workings of some of these proteins, many questions remain unsolved and 
surprising functions of heme proteins are revealed at a regular pace. The interest in 
the biophysical analysis of heme proteins is therefore still as large as it was at the 
start of heme-protein research. 

Because some of the forms of heme proteins are intrinsically paramagnetic, 
electron paramagnetic resonance (EPR) has been used extensively to study the 
structure and structure–function relations of these proteins. By far the majority of 
these investigations are done using continuous-wave (cw) EPR at the conventional 
X-band microwave frequency (~9.5 GHz), and these cw-EPR studies have formed 
the basis of many excellent reviews [4–6]. In the last two decennia, the field of 
EPR spectroscopy has, however, been revolutionized by many technical develop-
ments. Indeed, the construction of pulse-EPR spectrometers, the accompanying 
developments of the pulse-EPR methodology, and the (ongoing) development of 

G. Hanson, L. Berliner (eds.), High Resolution EPR, Biological Magnetic Resonance 28,  
DOI 10.1007/978-0-387-84856-3_8, © Springer Science+Business Media, LLC 2009 



398 SABINE VAN DOORSLAER 

EPR spectrometers operating at high microwave frequencies (>>9.5 GHz) [7,8] 
have tremendously increased the amount of information that can be obtained using 
EPR spectroscopy. 

This chapter will focus on how a multifrequency EPR approach can be used to 
gain insight into the workings of different heme proteins. Although X-band cw-
EPR studies constitute an inherent part of this approach, they will not form the 
center of this discussion. The focus will lie on the strength and limitations of mod-
ern state-of-the art EPR spectroscopy in addressing heme-protein problems, and the 
results of the X-band cw-EPR studies will only be discussed to a level necessary to 
present a coherent story to the reader. For detailed reviews on these cw-EPR analy-
ses of heme proteins, I refer to the earlier mentioned literature [4–6]. Figure 1 gives 
an overview of the pulse-EPR and ENDOR (electron nuclear double resonance) 
techniques that are referred to in the text. 

2.  FERRIC FORMS OF HEME PROTEINS 

The iron ion of the heme group is known to occur in the ferrous, ferric, or 
ferryl form. The ferric forms of cytochromes, heme-containing peroxidases, and 
catalases play an essential biological role (electron-transfer reactions), but the fer-
ric (or met) form of globins was long considered to be only a globin degradation 
product. However, the recent discovery that myoglobin is also involved in the re-
moval of toxic NO in cardiac and striated muscle with formation of the met form, 
which may in turn be reduced by an enzymatic system [9], has renewed the interest 
in the ferric form of globins. 

The spin state of the ferric forms is found to vary from a low-spin (S = 1/2) to 
high-spin (S = 3/2 or 5/2) state. The difference between the states follows from 
ligand-field theory [5.6] and is governed by the strength of the axial ligands (Fig. 
2). As an example, the ferric form of mammalian myoglobin, whereby the F8 his-
tidine and a water molecule are axially coordinating to the heme iron, is in a high-
spin state (S = 5/2), because water is a weak ligand. In neuroglobin, a recently dis-
covered mammalian nerve globin, the exogeneous water ligand is replaced by the 
endogeneous E7-histidine residue, and the bis-histidine coordinated ferric form of 
this protein is characterized by a low-spin iron(III) state [10]. As will be shown in 
the following section, EPR analysis of low-spin and high-spin ferric heme systems 
requires different methodological approaches. 

2.1.  Low-Spin Ferric Forms of Heme Proteins 

The principal g values of low-spin ferric heme proteins are found to vary 
strongly based upon the type and orientation of the axially coordinating ligands. 
F.A. Walker identified three types of low-spin ferric heme centers [6]. Type I cen-
ters have a (dxy)2(dxz,dyz)3 electronic ground state with the axial ligands aligned in 
quasi-perpendicular planes. The centers are sometimes referred to as HALS (highly 
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Figure 1. Scheme of the pulse EPR sequences mentioned in this chapter. (a) Two-pulse 
ESEEM. (b) Three-pulse ESEEM. (c) Four-pulse ESEEM. When times t1 and t2 are stepped 
under the constraint of t1 = t2 = T, a combination-peak experiment is performed. Two-
dimensional HYSCORE spectroscopy is done using the same sequence, whereby t1 and t2 are 
stepped independently. The second and third /2 pulse are replaced by high-turning-angle 
(HTA) pulses in a matched HYSCORE experiment. (d) SMART-HYSCORE. The first and 
third pulses are HTA pulses. (e) Davies ENDOR. (f) Mims ENDOR. (g) ELDOR-detected 
NMR.
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Figure 2. Iron protoporphyrin IX structure (heme). The nature of the axial ligands X and Y 
will determine the spin state of the ferric center. Some typical high- and low-spin ferric heme 
proteins are given. 

anisotropic low-spin) species [11,12]. The corresponding X-band cw-EPR spec-
trum is usually characterized by a single feature, known as the “large gmax” signal, 
and is only observed at low temperatures (4–20 K). The maximum principal g
value (gmax) is usually higher than 3.3. Typical examples of these type I centers are 
cyanide-ligated myoglobin [4] and ferric mitochondrial cytochrome b562 [13]. Type 
II ferric heme centers are also characterized by a (dxy)2(dxz,dyz)3 electronic ground 
state, but with the axial ligands now aligned in approximately parallel planes. They 
show well-resolved rhombic EPR signals at X-band that can be observed up to ca.
70 K. Ferric cytochrome b5 [14], ferric cytochrome c2 [15], and ferric tomato he-
moglobin [16] are typical examples. Finally, type III ferric heme centers have been 
identified, which have a (dxz,dyz)4(dxy)1 electronic ground state with axial ligands in 
any directions. They are characterized by axial g matrices. Several type III ferric 
porphyrins have been synthesized [6,17]. Table 1 shows the g values of a selection 
of typical type I, II, and III ferric heme centers. 

Two of the pioneers of EPR analyses of low-spin ferric heme proteins are un-
doubtedly J. Peisach and W.E. Blumberg. Their so-called “truth tables” allow for a 
prediction of the axial ligands of the iron heme center from the principal g values 
[18]. Although the truth tables are based on crude assumptions and do not include 
type I or type III centers, they can nevertheless give in many cases a valuable first 
clue as to the type of axial ligands. As an example, based on X-band cw-EPR ly-
sine was predicted to be the sixth ligand of native cytochrome f [19,20]. However, 
in order to obtain more detailed and conclusive information on the heme pocket, 
the X-band cw-EPR studies need to be supplemented with more advanced EPR 
experiments. 



STRUCTURE–FUNCTION OF HEME PROTEINS 401

Table 1. Principal g Values for Typical Examples of Type I, Type II and 
Type III Low-Spin Ferric Heme Systems 

                System gx gy gz Ref. 

Type I 
    CN-ligated myoglobin 0.93 1.89 3.45 4 
    Mitochondrial cytochrome b562 n.d. n.d. 3.44 13 
Type II 
    Cytochrome b5 1.35 2.22 3.07 14 
    Cytochrome c2 1.23 2.11 3.13 15 
    Tomato hemoglobin 1.44 2.23 2.98 16 
Type III 
    [TPPFe(2,6-xylylNC)2]+ -2.2 2.2 –1.94 17 

n.d. = not detected. 2,6-xylylNC = 2,6-xylylisocynide, TPP = tetraphenylporphyrin. 

In 1986, C.P. Scholes and coworkers showed in a very detailed manner how 
cw-ENDOR can be used to elucidate the heme and imidazole nitrogen hyperfine 
couplings and the ligand proton hyperfine interactions for different synthetic bis-
imdazole ligated low-spin ferric heme systems and for imidazole myoglobin [21]. 
In this work, combinations of porphyrins and imidazoles containing either naturally 
occurring 14N or isotopically enriched 15N were used to distinguish the spectral 
contributions of the heme and imidazole nitrogens. Furthermore, the use of deuter-
ated tetraphenylporphyrin allowed for elucidation of the proton-ENDOR spectra. 
The information obtained in this way for the model complexes was then used 
to interpret the data of imidazole-ligated metmyoglobin. Despite the fact that the 
study was pioneering, there were several limitations to the work. Although the ni-
trogen and proton hyperfine values could be determined in the principal g direc-
tions, Scholes and coworkers could not derive the full hyperfine matrices and their 
principal directions, let alone derive detailed structural information from the data. 
In fact, they used the existing x-ray data to predict the dipolar contribution to the 
proton hyperfine matrix, which they then matched to the observed couplings. The 
reasons for these encountered problems are inherent to the methodology. Indeed, 
in the X-band cw-ENDOR spectra the signals stemming from the different nitrogen 
nuclei overlap, which hugely complicates the analysis. This also explains the 
need for specific isotope labeling of the model complexes, a procedure that is very 
difficult, if not impossible, in heme proteins. Furthermore, the use of frozen solu-
tions (thus disordered systems) complicates the interpretation. With the exception 
of the spectra taken at the single-crystal-like positions, the powder ENDOR spec-
tra contain contributions of a large number of orientations. Clearly, the spectral 
interpretation would have been considerably easier if single crystals had been 
available. However, for many (heme) proteins, it is impossible to grow single crys-
tals, and even if they can be grown they rarely have the size needed for X-band 
EPR/ENDOR spectroscopy. Additionally, the ENDOR spectra were not interpreted 
through computational simulation of the spectra, but through a rough manual as-
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signment of the line positions. And finally, although the authors did a commend-
able attempt to interpret their hyperfine data in terms of the electronic structure, 
their interpretations were (and could at the time only be) qualitative. In fact, the 
limitations that Scholes and colleagues encountered here and in some of their other 
studies on low-spin iron systems [22,23] summarize nicely the basis of what has 
been the driving force in the development of EPR in the last two decennia, namely 
the quest for increased spectral resolution through instrumental and methodological 
improvements, the search for the development of EPR spectrometers that can han-
dle small samples, the urge to develop adequate spectral simulation programs, and 
the need to match the EPR data with quantum-chemical computations in order to 
extract the maximum amount of information from the experimental data. 

As will be shown, spectral-resolution optimization can in principle only be ob-
tained through the use of different pulse-EPR and ENDOR techniques in a multi-
frequency approach. Fahnenschmidth et al. used X-band Davies-ENDOR spectros-
copy to investigate de-novo synthesized heme proteins [24]. However, this ap-
proach basically led to the same possibilities and limitations as observed in the 
earlier mentioned X-band cw-ENDOR analyses of Scholes and coworkers [21]. 
Already at the end of the 1970s, J. Peisach, W.B. Mims, and J.L. Davis recognized 
the potential of using 3-pulse ESEEM (electron spin echo envelope modulation) 
spectroscopy to obtain information about the hyperfine and nuclear–quadrupole 
couplings of the heme and imidazole nitrogens of low-spin ferric heme proteins 
[25]. Peisach and coworkers subsequently applied the 3-pulse ESEEM technique in 
several of their studies on these types of systems [26–28]. Although again pioneer-
ing in their kind, the 3-pulse ESEEM studies suffer from similar problems as the 
cw-ENDOR analyses. The 3-pulse ESEEM spectra are one dimensional, and the 
signals stemming from the different nitrogens are therefore again overlapping, ren-
dering spectral interpretation and consequent extraction of structural information 
difficult, especially when investigating disordered systems. Furthermore, 3-pulse 
ESEEM spectra suffer from -dependent blind spots that can corrupt the interpreta-
tion [7]. However, as shown by H. Thomann, D. Goldfarb, and coworkers, 2-pulse 
and 3-pulse ESEEM can sometimes be used advantageously in combination with 
isotope labeling [29]. They investigated water binding to the low-spin ferric form 
of P450 by measuring the 2-pulse and 3-pulse ESEEM spectra of substrate-free 
cytochrome P450cam with 17O-enriched and non-enriched water. The 17O ESEEM 
frequencies were obtained from Fourier transformation of the ratio of the ESEEM 
waveforms. Numerical simulation of these frequencies gave structural information 
on the water ligation in P450cam. The information was in a later work corrobo-
rated by 1H Davies-ENDOR and 4-pulse ESEEM (i.e., one-dimensional combina-
tion peak) experiments [30]. 

All foregoing studies were performed at X-band microwave frequencies. B. 
Hoffman and coworkers showed, however, in a number of studies on chloroperoxi-
dase and P450cam that a combination of cw-, Davies- and Mims-ENDOR experi-
ments at Q-band (35 GHz) can largely facilitate the analysis of low-spin ferric 
heme proteins [31,32]. Indeed, due to the magnetic-field dependence of the nuclear 
Zeeman interaction, the spectral contributions stemming from 14N, 15N, 1H, 2H, and 
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13C nuclei can be better separated at higher frequencies. Furthermore, through the 
clever use of different ENDOR techniques to separate the contributions of the dif-
ferent nuclei, the researchers could deduce that the allylbenzene-bound heme of 
inactivated chloroperoxidase is an N-alkylhemin metallocycle with the C-1 of al-
lylbenzene bonded to the pyrrole nitrogen [32]. 

Astashkin et al. showed, in contrast, that there may also be advantages of using 
lower microwave frequencies (e.g., S-band (2–4 GHz)) when studying low-spin 
ferric heme systems [33,34]. This is particularly the case for type II systems with a 
large g anisotropy or for type I centers, whereby the gmin feature is only rarely ob-
servable in the X-band cw-EPR spectra due to large g-strain effects. The same 
holds, of course, for the electron spin echo intensity at the high-field side. Increase 
of the microwave frequency will only worsen this case, whereby decrease of the 
microwave frequency makes ESEEM and ENDOR measurements at the high-field 
edge of the EPR spectrum feasible. In a series of papers, it was shown how the 
proton sum-frequency peaks obtained from 2-pulse or 4-pulse ESEEM experiments 
at X- and S-band microwave frequencies can be used to determine the orientation 
of the axial ligands versus the g tensor [33,35,36]. The shift of the sum frequency 
of the nearby protons of the axial ligands versus twice the proton Zeeman fre-
quency directly relates to the Fe–H distance and the Fe–H vector orientation [33–
36], which can be translated into the ligand orientation. 

Although two-dimensional pulse-EPR techniques, such as HYSCORE (hyperf-
ine sublevel correlation) spectroscopy, have been applied extensively in the study 
of metalloproteins [7], it was surprisingly only in 2003 that the HYSCORE tech-
nique was for the first time applied to low-spin ferric heme systems [37]. In their 
work, García-Rubio et al. selectively isotopic labeled a bis-imidazole heme model 
compound in order to assign the different cross-peaks in the nitrogen HYSCORE 
spectra to the corresponding nuclei. They could then extrapolate this assignment to 
the analysis of cytochrome b559. The authors derived some information on the ni-
trogen hyperfine and nuclear–quadrupole coupling, but were limited by the fact 
that they did not have adequate HYSCORE simulation programs available. In our 
recent work [38], we showed for a bis-imidazole ferric porphyrin model system 
that a combination of the earlier-mentioned Astahkin–Raitsimring–Walker ap-
proach [33–36] with the HYSCORE technique and appropriate spectral simulation 
can lead to valuable information that exceeds any of the other introduced ap-
proaches separately. Figure 3 shows schematically the basis of this combined ap-
proach. In a first stage, the X-band nitrogen HYSCORE spectra are recorded. If 
needed, matching pulses [39] or SMART HYSCORE [40] can be applied to en-
hance spectral quality. The assignment of the major cross-peaks is done based on 
the work of García-Rubio et al. [37]. Subsequently, the HYSCORE contributions 
of the porphyrin nitrogens are simulated. From the orientation of the nuclear–
quadrupole tensor in the g-tensor frame, the orientation of the g principal axes in 
the molecular frame can be derived. This orientation procedure is based on the fact 
that the direction of the largest principal g value corresponds approximately with  
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Figure 3. Cartoon of an EPR approach to determine the orientation of the axial ligands in the 
heme pocket of low-spin ferric heme proteins. The methodology consists of measurement of 
the X-band HYSCORE spectra and simulation of the contribution stemming from the por-
phyrin nitrogens, which leads to determination of the orientation of the g tensor axes in the 
molecular frame. Subsequent analysis of the proton HYSCORE spectra and proton combina-
tion frequencies leads to a determination of the axial ligand orientation in the g axes frame, 
and therefore in the molecular frame. The last step of the procedure consists of a full simula-
tion of the nitrogen HYSCORE spectra. The full methodology is explained in the text. 
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the heme normal (which can be verified from the proton HYSCORE spectra) and 
on the knowledge that in metalloporphyrin systems the largest nuclear–quadrupole 
principal value lies in the porphyrin plane, perpendicular to the metal–Nporph bond 
[38,41]. In a next step, we focus on the analysis of the hyperfine couplings of the 
nearby protons of the axial imidazole ligands, as outlined in the work by Astashkin, 
Raitsimring, and Walker [33–36]. However, the analysis of the sum-peak frequen-
cies obtained by X-band two- and four-pulse ESEEM are now combined with the 
simulation of the X-band proton HYSCORE spectra, which increases the accuracy 
of the spectral interpretation. From the proton hyperfine interactions, information 
on the Fe–H distance and orientation of the Fe–H vector in the g-tensor frame can 
be derived that directly relates to the orientation of the imidazole planes in the g-
tensor frame. Since we derived in the first step the orientation of the latter frame 
versus the molecular frame, we now know the orientation of the axial imidazole 
ligand planes in the heme pocket. The angular information can in a last step be 
used to simulate the contributions of the imidazole nitrogens to the nitrogen 
HYSCORE spectra. In theory, direct simulation of the latter should also allow us to 
determine the orientation of the imidazole ligands. However, simulations revealed 
that the HYSCORE contributions of the imidazole nitrogens vary only marginally 
under rotation of the hyperfine and nuclear–quadrupole tensors over a large angle 
about the heme normal [38]. 

Although the above methodology is in principle a sound one, there are some 
problems that arise when it is applied to low-spin ferric heme proteins [16,38]. 
First of all, there is of course an experimental uncertainty in the determination of 
the g-tensor orientation versus the molecular frame in step 1 and the determination 
of the ligand-plane orientation versus the g-tensor frame in step 2. The added ex-
perimental errors may generate a large uncertainty about the orientation of the 
ligand planes. The degrees of freedom can be limited by the use of the counter-
rotation principle introduced by Shokhirev and Walker, which is valid for most 
type I and II systems [42]. This principle states that the magnetic axes (thus g-
tensor axes) will counter-rotate when the planar axial ligands are rotated about the 
heme normal away from the porphyrin nitrogens toward the meso positions and 
beyond. Use of this principle will pin down the position of the axial ligands very 
nicely for bis-imidazole coordinated hemes with quasi-parallel axial ligands, but 
the situation may not be so clear when the coplanarity of the ligands is broken [16]. 
Furthermore, for systems with large g anisotropy the X-band ESE (electron–spin–
echo) intensity becomes very low at the high-field position of the spectrum due to 
the large g strain effects. HYSCORE spectroscopy is then no longer feasible at 
these positions, so that the above experiments need to be extended with X-band 
Mims ENDOR experiments [43] or with S-band HYSCORE spectra (I. Ioanitescu, 
unpublished results on ferric cytoglobin). 

It is important to note that, despite the above remarks, the recording of the 
ESE-detected EPR spectra is still favored over cw-EPR spectroscopy to determine 
the lowest principal g value in low-spin ferric systems with high g anisotropy (sup-
plementary material of [44]). Furthermore, for type I systems, 2D nutation spec-



406 SABINE VAN DOORSLAER 

troscopy may help in the observation of the high-field features at X-band, as was 
shown for ferric myoglobin cyanide [45]. 

Finally, the recent major evolutions in quantum chemistry (especially the de-
velopment of DFT [density functional theory]) have made it feasible to compute 
the EPR parameters of low-spin heme systems, as was demonstrated for simple 
ferric porphyrin systems [46,47]. However, state-of-the-art quantum chemistry is 
still a long way from an identical match between experimental and computed EPR 
parameters, and the further development of these quantum-chemical methods form 
undoubtedly one of the biggest challenges for the next years. 

2.2.  High-Spin Ferric Forms of Heme Proteins 

A large part of the ferric forms of known heme proteins are in a high-spin state. 
One of the classic examples is given by the aquomet form of mammalian myo-
globin (S = 5/2). The observed X-band cw-EPR spectra of high-spin ferric heme 
proteins resemble those of an Seff = 1/2 system with g ,eff  6 and g||,eff  2. Indeed, 
since the microwave quantum energy, h , is much smaller at X-band (~9.5 GHz) 
than the zero-field splitting (on the order of 5–10 cm–1), the observed (effective) 
EPR spectrum arises from transitions of the lowest Kramers doublet [5,48]. In the 
case of a pure tetragonal symmetry, the observed X-band cw-EPR spectra can be 
simulated by assuming an Seff = 1/2 with g ,eff = 6 and g||,eff = 2. Incorporation of the 
hemin into a protein often constrains the heme in such a manner that there is depar-
ture from tetragonal towards rhombic symmetry, which translates itself in the 
broadening or splitting of the g = 6 signal [49]. In some cases admixed spin states 
(S = 3/2,5/2) have been identified for high-spin ferric heme proteins [50]. 

One obvious way to determine the zero-field splitting parameter, D, with cw-
EPR spectroscopy, is to go to higher microwave frequencies, where the h /D ratio 
becomes larger than 1. E. Reijerse, W. Hagen, and coworkers measured the cw-
EPR spectra of aquometmyoglobin from 1 to 285 GHz [51]. As the microwave 
frequency approaches the zero-field splitting, the value of g ,eff reduces notably, 
giving direct information on the D value. From 130 GHz onwards, an anomalous 
increase of the linewidth is observed that relates directly to D strain effects. 

Again, detailed information on the heme-pocket structure can only be obtained 
by performing additional ENDOR or pulsed EPR experiments. In a detailed X-
band cw-ENDOR study of single crystals of aquometmyoglobin, C.P. Scholes et al. 
unraveled the hyperfine and nuclear–quadrupole tensors of the heme and histidine 
nitrogens [52]. From this, the authors could derive a lot of information on the elec-
tronic and geometric structure of the heme pocket, and the study has become an 
important work of reference. 

The amount of information that one can derive using X-band cw-ENDOR de-
creases enormously when no single crystals of the protein are available for similar 
reasons as discussed in the previous section on low-spin ferric heme centers. Again 
the solution to overcome this problem lies in a multifrequency pulse-EPR/ENDOR 
approach. In their cw and pulse 19F and 1,2H ENDOR study of fluorometmyoglobin, 
B.M. Hoffman and coworkers demonstrated the advantage of combining X- and Q-
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band microwave frequencies [53]. From their study, Hoffman et al. could deter-
mine that the F– is hydrogen-bonded to the N( )H of the distal histidine at all pH 
values between 5.5 and 11. Furthermore, they could derive the D parameter from 
the 19F ENDOR spectra taken at g ,eff = 6. When the high-spin ferric system is de-
scribed as an Seff = ½ system, there is an unusually large “pseudonuclear” contribu-
tion to the fluorine Zeeman tensor in the effective spin Hamiltonian given by 
[52,53] 

,

( )
,

3

F
x y eF F

n n
n

g g A
g g

D
 (1) 

,|| ,F F
n ng g  (2) 

where gF
n is the tabulated nuclear g value of 19F, n and e are the nuclear and Bohr 

magneton, respectively, and gx, gy and AF are the real in-plane principal g values 
and principal fluorine hyperfine values of the high-spin ferric system. From the 
apparent deviation of the effective gn value from the tabulated gn value, the D value 
and the absolute sign of the hyperfine values can be determined using Eq. (1). 
Hoffman and coworkers failed to detect changes in the spin densities and p-orbital 
populations of the proximal and heme nitrogens upon variation of the pH using 
their cw-ENDOR approach. Hong-In Lee showed that this was due to intrinsic in-
homogeneous EPR line-broadening effects of MbF in frozen solutions, and he 
demonstrated how the hyperfine sensitivity of Mims ENDOR can be used advanta-
geously to circumvent this problem [54]. 

A search of the literature reveals that the number of ESEEM studies performed 
on high-spin ferric heme proteins are very scarce, and the ESEEM spectra are only 
performed for observation positions corresponding to the g||,eff = 2 position [55,56]. 
Two obvious reasons for this observation can be identified: 

1. The above-mentioned pseudo-nuclear contribution to the gn value, 
combined with the low nuclear Zeeman frequency of the protons 
at the g = 6, position makes interpretation of the proton ESEEM 
spectra very difficult 

2. Although the principal hyperfine values of the heme and imida-
zole nitrogens lie on the order of 9 to 15 MHz, the effective hy-
perfine values in the heme plane are a factor 3 higher. [This is 
analogous to the difference between the g principal values in the 
S = 5/2 description (g|| = 2, g  = 1.98) and those in the Seff = 1/2 
description (g||,eff = 2, g ,eff = 6) [52]]. Using standard ESEEM 
experiments, effective nitrogen hyperfine interactions of 30–45 
MHz cannot be observed. 

Although the standard ESEEM experiments may fail in this case, we recently 
showed that the nitrogen couplings can still be observed using X-band matched  
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Figure 4. X-band SMART HYSCORE spectrum of aquometmyoglobin taken at observer 
position g = 6. The double-quantum cross-peaks are separated over four times the effective 
nuclear Zeeman frequency, 4 N

eff, which clearly differs from the tabulated value (dashed 
lines, separation 4 N). From this shift, the positive sign of the hyperfine value can be deter-
mined [93,94]. 

HYSCORE and SMART HYSCORE (see Fig. 4; manuscript in preparation). The 
pseudonuclear effect to the gn value can nicely be observed in the double-quantum 
cross-peaks and used beneficially to determine the sign of the hyperfine values (Fig. 
4). Furthermore, the use of ELDOR (electron double resonance) detected NMR 
techniques [57] at W-band largely facilitates the analysis of high-spin iron(III) 
heme proteins [94]. 

3.  NO-LIGATED HEME PROTEINS 

The reaction of nitric oxide (NO) with heme enzymes such as NO synthase 
and nitrite reductase has important biological significance [58]. Furthermore, the 
recent discovery that myoglobin is involved in the removal of toxic NO in cardiac 
and striated muscle has revived the interest in the studies on the NO-ligated ferrous 
form of globins [9]. These forms of the globins are paramagnetic and have been 
studied extensively with X-band cw-EPR (see [59–64], and references therein). 
Heme proteins in a histidine–Fe(II)–NO conformation, such as NO-ligated ferrous 
neuroglobin, are characterized by a temperature-dependent EPR spectrum (Fig. 5) 
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[59,60,62–64]. At high temperatures (>150 K) the cw-EPR spectra are dominated 
by an axial species (denoted state A). Upon decrease of the temperature, a partial 
transformation of this species into a rhombic species (species R) occurs. Although 
the analysis of the temperature dependence of the EPR spectra is largely facilitated 
by a multifrequency approach (combining X-, K-, Q-, and W-band frequencies) 
[65,66], additional techniques are needed to gain information about the structural 
differences between states A and R. Where the nitrogen ENDOR spectra reveal 
detailed information on the nitrogen of the NO ligand, on the directly coordinating 
histidine nitrogen, and on the proton hyperfine couplings [67–71], ESEEM tech-
niques, such as HYSCORE, allow characterization of the interactions with the pyr-
role nitrogens and the remote histidine nitrogens [72–74]. 

Figure 5. Cartoon of the axial (A) and rhombic (R) state of NO-ligated ferrous heme pro-
teins and an example of the corresponding X-band cw-EPR spectra for the NO-ligated fer-
rous form of an E7Gln mutant of neuroglobin at 10 and 190 K. 

Based on X-band cw-ENDOR, three-pulse ESEEM, and HYSCORE experi-
ments, the rhombic component has been ascribed to a hexacoordinated nitrosyl 
Fe(II) heme where the proximal F8 histidine acts as a second axial ligand and the 
Fe–NNO bond does not coincide with the heme normal [67–72] (Fig. 5). DFT com-
putations confirm a small tilt of this axis and indicate that the NO is oriented to-
ward a meso-C atom of the porphyrin ring (i.e., the Fe–NO plane is quasi-bisecting 
the Nporph–Fe–Nporph) [75]. The nature of state A is still somewhat controversial. 
Several authors ascribe state A at low temperature to a species where the Fe–NNO
bond is approximately along the heme normal [65,69–72], although also a bent 
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end-on orientation of the NO with the NO eclipsing one of the equatorial Fe–Nporph
bonds or a partially dissociated hexacoordinated structure with freely rotating NO 
has been suggested [75]. The latter interpretation seems very unlikely to be able to 
describe the axial state observed at 10 K. 

The proton-ENDOR study of nitrosyl horse heart myoglobin suggests that the 
E7-His and E11-Val residues are present in the heme pocket of both forms A and R 
and stabilize the bound NO [71]. The ESEEM and HYSCORE study of NO-ligated 
myo- and hemoglobin reveals an interaction of the unpaired electron with the N
nitrogen of the distal E7-His in state A, which was not found for the rhombic spe-
cies [72]. Several globins appear to adopt a large variety of new Fe–NO configura-
tions between 240 and 100 K [65]. These forms most probably lack hydrogen 
bonding. The fact that for mammalian myoglobin, hemoglobin, and neuroglobin 
the plot of the relative fraction of axial to rhombic species as a function of 1/T de-
viates from linear behavior confirms the existence of more than two conforma-
tional states [64,66]. 

In a very detailed X-band cw-ENDOR study, LoBrutto et al. revealed an es-
sential difference between the NO-ligated heme a3 in cytochrome c oxidase and 
those of NO-ligated myoglobin and model NO–heme–imidazole complexes [70]. 
They discovered in the former protein a unique proton stemming from a nearby 
protein sidechain that perturbs the axial ligand. 

At this point it is also interesting to note that, not only ferrous globins can bind 
NO, but also their related Fe(III) form binds NO, giving rise to an EPR-silent com-
plex. Upon illumination (photolysis) of ferric NO-ligated globins, the EPR-active 
product, the ferric high-spin heme, and the NO molecule become detectable [76]. 
Upon photolysis at low temperature, the photoinduced intermediates trapped in the 
distal heme cavity exhibit new EPR spectra that reflect the interaction between the 
photo-dissociated NO (S = 1/2) and the ferric heme species (S = 5/2). For ferric 
NO-ligated myoglobin, this experiment revealed that the photo-dissociated NO 
cannot leave the protein matrix at temperatures below 100 K [76]. Combining these 
experiments with selective mutagenesis in the heme pocket allowed for selec-
tive probing of the influence of the different amino acids in the heme cavity. 
The mobility of the NO molecule was found to be strongly governed by the amino 
acid at position E11, confirming again the important role of this amino acid in the 
heme pocket, as was also derived from the ENDOR study of ferrous NO-ligated 
myoglobin [71]. 

4.  DISTANCE MEASUREMENTS IN HEME PROTEINS 

In the previous sections, we focused on the heme pocket of the heme proteins, 
whereby the intrinsic paramagnetic centers were used as the probes for structural 
information. However, the introduction of site-directed spin labeling has revolu-
tionized the world of EPR in the sense that now also intrinsic diamagnetic proteins 
can be studied by EPR [77,78]. Indeed, in site-directed labeling, a paramagnetic 
spin label is attached to the protein through reaction of its functional group with the 
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thiol group of the protein’s cysteine(s). These cysteines can either be native or in-
troduced through site-directed mutagenesis. Information on the protein dynamics 
and/or inter-spin distances (and thus the protein structure) can then be derived [77–
79]. Transposing this idea to the field of heme proteins, several possible experi-
ments spring to mind. Indeed, one could mono-label a heme protein in its para-
magnetic form and investigate whether information on the distance between the 
nitroxyl label and the paramagnetic heme center can be extracted. Furthermore, one 
can think of mono- and bi-labeling the diamagnetic forms of the heme proteins and 
study the dynamics and inter-spin distances in the same way as shown for other 
intrinsic diamagnetic proteins [77–79]. 

G. and S. Eaton and their coworkers showed in an extensive series of experi-
ments the possibilities of determining spin label to iron distances in spin-labeled 
ferric heme proteins using a series of cw-EPR, ESE, and saturation recovery (SR) 
experiments [80–86]. They clearly elucidate how the experimental results and their 
interpretation are affected by the spin state of the heme iron. These studies are 
nicely reviewed in [85]. 

In the previous sections we only highlighted the low- and high-spin ferric and 
NO-ligated ferrous forms of heme proteins. However, in many biologically rele-
vant heme proteins, the heme iron is in a high-spin Fe(II) (S = 2) state. This state is 
paramagnetic, but EPR silent at the conventional microwave frequencies. However, 
when a high-spin Fe(II) heme protein is spin labeled or when it contains an intrin-
sic radical such as a tyrosyl radical, the spin-lattice relaxation will be enhanced by 
the interaction with the high-spin Fe(II) [87]. This information could be used to 
determine distances between the tyrosyl radical and the Fe(II) center in photosys-
tem II [88]. 

5.  CONCLUSIONS AND OUTLOOK 

In this chapter, I have tried to summarize the current applications of different 
EPR techniques in the study of low- and high-spin ferric heme proteins, NO-ligated 
heme systems, and spin-labeled heme proteins, with emphasis on the use of 
ENDOR and pulse-EPR techniques in a multifrequency approach. Note that there 
are many other heme-related centers that were not dealt with in this chapter, such 
as the very nice work of the Hoffman group on the cryoreduced heme centers in 
cytochrome P450cam [89,90]. This chapter should therefore not be seen as a full 
review of all EPR work on heme proteins, not even for those themes that were spe-
cifically selected. I have merely tried to give examples of the different EPR tools 
that are currently used in heme research. 

I would now like to point out the biggest challenges for the future in heme 
EPR research. Although a number of pulse-EPR and ENDOR techniques are al-
ready used in the analysis of heme proteins (Fig. 1), there is still an immense dis-
crepancy between the actually used techniques and the state-of-the-art pulse-EPR 
toolbox as collected in standard works on EPR methodology [7]. It is my profound 
belief that we are not yet using the full potential of these tools in the analysis of 
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heme proteins and also in general in the study of metalloproteins. From the point of 
view of EPR methodology, I think that important goals for the future of heme re-
search can be identified, amongst which are intensified use of two-dimensional 
pulse-EPR and ENDOR methods at different microwave frequencies, development 
of computer programs that can simulate the pulse-EPR experiments of complex 
spin systems (including high-spin iron systems), optimization of the DFT computa-
tions to interpret the observed EPR parameters of heme systems, and an extension 
of the use of pulse-EPR and ELDOR techniques at different microwave frequen-
cies to determine metal–metal [91,92] or metal–spin label distances [85]. 
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1. INTRODUCTION 

The field of NO biology began two decades ago with the identification of ni-
tric oxide, NO, as the endothelium-derived vascular relaxing factor (EDRF) dis-
covered by Furchgott [1]. Since then, the scope of the field has dramatically ex-
panded to view the NO moiety as a ubiquitous signaling agent [2] that can modu-
late effector function through a variety of chemistries, most prevalently reactions 
with oxygen, thiols, and metal centers [3]. The seminal work of identifying EDRF 
with nitric oxide (NO) was based in significant part on such chemistry, specifically 
the reaction with oxygen or metal centers in hemoglobin (Hb); these reactions had 
the same inactivating effect on both NO and EDRF [4]. Hb was known to react 
quickly and completely with NO to form nitrate from oxy-Hb or a heme-iron nitro-
syl adduct with deoxy-Hb, as summarized in Eqs. (1) and (2) [5,6]: 

 heme-Fe(II) + NO  heme-Fe(II)NO, (1) 

 heme-Fe(II)O2 + NO  heme-Fe(III) + NO3
–. (2) 

This chemistry of NO, which produces paramagnetic species heme-Fe(II)NO 
or heme-Fe(III), immediately suggests EPR (electron paramagnetic resonance) 
spectroscopy as a choice analytical tool for detection of NO in biological systems. 
Indeed, this connection was immediately recognized: in the first decade of the field, 
EPR played a recurring role in detecting NO and monitoring its biochemical trans-
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formations. The realm of these analytical applications of EPR spectroscopy in 
NO biology continues to enlarge, but the fundamental EPR methods—in particular, 
the variety of EPR-detectable species employed to reveal the presence of NO—
are largely the same as reviewed previously [7,8]. In those earlier reviews, we sug-
gested that some of these species, namely NO adducts that form with endogenous
metal ions and ligands, raise intriguing questions about the possible biological 
roles of these species, and “thus portend a broader role for EPR spectros-
copy in this field: growing from a simple analytical probe for NO into a choice 
spectroscopic tool for characterizing the structure and function of the biological 
targets NO” [7]. 

In the ensuing years, this suggestion has been best realized in terms of NO in-
teractions with Hb. While the heme-Fe(II)NO and heme-Fe(III) species are ideal 
for analytes for EPR spectroscopy, neither of them exert NO vasodilatory bioactiv-
ity. On a fundamental level, then, these efficient reactions raise an intriguing ques-
tion about the manner in which NO exerts its function in the blood: how can the 
bioactivity of NO coexist with Hb, which is known to scavenge NO by Eqs. (1) and 
(2) [3,9]? Over the past decade this question has been addressed from a variety of 
different perspectives [11]. The studies spurred by this question ultimately led to 
discoveries that helped to illuminate general ideas about redox-coupled NO signal-
ing in biology. They led to a renewed appreciation of the subtlety of nonlinear ef-
fects in the chemistry that occurs with interactions of NO and Hb, in which this 
tetrameric protein provides a simple, prototypical example of a complex biological 
system [11,12]. The understanding of this chemistry removed conceptual barriers 
that blocked understanding of a basic physiological role played by NO interactions 
with Hb—a surprising, newly discovered role, for this most-studied of proteins. In 
this chapter, we highlight EPR spectroscopy that has advanced this work, and that 
continues to provide new methodologies that propel it. We begin with a broad 
overview of the chemical biology, then turn to unique applications of EPR spec-
troscopy. 

1.1.  NO Hb Functional Interactions 

A number of investigators examined the biophysical problem of the effects of 
flow and cellular packaging on the interaction of NO and Hb in blood [9,13–22]. 
Their collective work suggests that in flowing blood, NO and Hb encounters are 
reduced by several orders of magnitude as compared to in-vitro behavior. Another 
route to protect NO bioactivity involves the oxidative formation of S-nitrosothiols 
(thionitrites) [2,3,23]. 

 RSH + NO + A  RSNO + H+ + A–. (3) 

In Eq. (3), A is an electron acceptor whose reduction is coupled to the oxidative 
activation of the NO for nitrosylation of the thiol. In principle, A (or A– ) can serve 
as an EPR marker of the NO redox reaction; in practice, Hb heme-Fe(III) has been 
shown to be competent to play this role [24,25]. The active product, S-nitrosylated 
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low-molecular-weight thiols or protein thiols, exhibit equal or higher molar vasodi-
latory potencies in bioassays than NO [26–30]. Moreover, they appear to be the 
most abundant compounds exhibiting NO-related bioactivity in the blood and 
blood vessel walls, existing at basal levels orders of magnitude greater than NO 
itself [29]. While the biophysical studies suggested ways in which NO in blood can 
evade Hb or other scavengers in the red blood cell (RBC), chemical processing to 
make SNO [Eq. (3)] provides a means to circumvent and limit reactions 1 and 2, 
even in the RBC. 

This chemical processing in the RBC is crucial to the regulation of the RBC’s 
primary function, namely, the delivery of O2 to tissues. Blood flow in the microcir-
culation is principally regulated by position-to-position variations in O2 levels that 
are quickly reflected in changes in HbO2 saturation and coupled to regulated vaso-
constriction or vasodilation through local modulation of vascular tension [31–35]. 
O2 delivery is thus matched to metabolic demand: decreases in the O2 content of 
blood are coupled to decreases in vessel tension, increases in blood flow, and re-
cruitment of more oxygen-rich RBCs. In this light, the scavenging chemistry [Eqs. 
(1) and (2)] presents a paradox, as it would lead to vasoconstriction, which would 
impede blood flow and O2 delivery [10]. The resolution of this paradox required 
the development of a broader understanding of the chemistry of NO–Hb interac-
tions, and has led to a molecular model of the manner in which O2 gradients are 
sensed and transduced to evoke the physiological vasodilatory response. 

1.2.  SNO-Hemoglobin 

The ideal O2 sensor in this regulatory process would appear to be Hb itself, 
particularly since it is the O2 saturation of blood-Hb rather than the pO2 that deter-
mines blood flow [32]. Hb’s scavenging chemistry [Eqs. (1) and (2)] with NO, 
however, presented a conceptual roadblock: how could O2 signals detected by Hb 
transduced to elicit NO-mediated vasodilation? The discovery by Stamler and co-
workers that Hb itself is among the blood proteins that sustain S-nitrosylation 
broke this roadblock and initiated resolution of the paradox. Specific cysteine resi-
dues of Hb form S-nitrosothiols both in vivo and in vitro [10]. In tetrameric ( 2 2)
Hb, S-nitrosylation occurs on the -subunits on the cysteine adjacent to the proxi-
mal histidine (cys- 93 in human numbering); this cysteine is conserved in all 
mammalian and avian species. S-nitrosylated-Hb (SNO-Hb) has been characterized 
by mass-spectrometry [36] and x-ray crystallography [37,38]. In bioassay studies, 
SNO-Hb exhibits a potency equivalent to authentic NO [11]. The reactivity of 
these cysteines toward NO reagents has been shown to depend on the quaternary 
structure of the tetramer [10,39]: SNO-Hb forms preferentially in the oxygenated 
(or R) structure; conditions favoring the deoxygenated (T) structure, such as low 
pO2, favor release of NO groups [11]. SNO-Hb containing RBCs have been shown 
to actuate a unique, rapid, and graded vasodilator and vasoconstrictor response 
across a physiological range of pO2 [40]. The biological activity of SNO-Hb and 
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RBCs thus exhibit the requisite dependence on Hb oxygen-saturation, apparently 
coupled to the allosteric behavior of Hb [41]. 

1.3.  SNO-Hemoglobin Function 

The core elements of the paradigm of SNO-Hb’s mediation of RBC-induced 
vasodilation entail: (1) the sensing of oxygen levels by Hb; and (2) release of NO 
bioactivity in response to reduced oxygen tension. In the paradigm, SNO-Hb is 
identified as the active species through which oxygen-responsive NO-group trans-
fer occurs. This model requires that SNO-Hb can be formed and delivered in the 
small amounts sufficient for regulated dilation of constricted vessels, notwithstand-
ing the potential scavenging represented by reactions 1 and 2. Moreover, the ambi-
ent oxygen-signal must be transduced by Hb to dispense NO-bioactivity from 
SNO-Hb. Clearly, the chemical interactions of NO with Hb must be tightly regu-
lated for modulating blood flow and oxygen delivery. This adaptive chemical re-
sponse presumably includes limited dispensing of NO-bioactivity in hypoxic vaso-
dilation, capture of NO in the complementary process of hyperoxic vasoconstric-
tion, and, potentially, trapping and/or reactive elimination of NO under conditions 
of NO overproduction [42,43]. Moreover, in the limit of the very high NO levels 
used in the early in-vitro studies, it must faithfully reflect the predominant produc-
tion of nitrate and heme-Fe(II)–NO in reactions 1 and 2. Hb’s NO chemistry is 
complex [12]; the condition dependent adaptation of the products formed when NO 
encounters Hb is, and has always been, a fundamental feature of the paradigm [44]. 

NO has unique reactivity with Hb. In addition to its binding to the heme-iron 
in place of oxygen and coupling to thiol, it further reacts to form higher oxides and, 
reciprocally, is produced by Hb from higher oxides (reductive nitrosylation). NO 
coordinates to both oxidized and reduced heme irons and couples with Hb in redox 
reactions. In contrast to most heme ligands, NO expresses substantial subunit in-
equivalence in its reactions with Hb. Overall, complexity emerges in Hb interac-
tions with NO from: the variety of the chemical species formed in reactions of NO 
and hemoglobin; the branched network of coupled kinetic equations underlying 
this chemistry; the tetrameric nature and allosteric behavior of Hb that enables 
modulation of reactivities. Accordingly, in encounters of NO and Hb, the fate of 
the NO group—its “disposition” on the protein (or elsewhere) and its reactive pos-
ture—is thus a function of many variables, including pH, pCO2, pO2, amount of 
NO, and the ratio of their concentrations, and the ligand occupancies and oxidation 
states of each heme in the tetramer [42,45–51]. Hb can be viewed as a programma-
ble reactor that senses ambient levels of oxygen tension (and pH, anion levels, etc.), 
processes this information through structural alterations of the protein, and thereby 
modulates chemical formulation (disposition of the NO group) and reactivity. 
Overall, it adaptively modulates NO chemistry (input/output) to yield products that 
provide the optimal NO response to the ambient conditions. Emerging ideas about 
the salient aspects of the chemical program of this reactor are illustrated in Figure 1. 
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Figure 1. Chemical Dynamics of NO Interactions with Hemoglobin. This perspective envi-
sions Hb as a programmable chemical reactor in which NO chemistry is modulated, as illus-
trated, by ambient conditions of NO, oxygen, and redox potentials. Allosteric effectors 
would likewise modulate the chemistry through effects on oxygen-saturation, oxidation-
states, and spin-states. NO signal input, entailing NO, NO donors, nitrites, thionitrites are 
processed—as directed by effector levels, absolute and relative concentrations of reagents, 
and reagent mixing—to provide a disposition of NO products on the protein appropriate for 
signal output. For hypoxic vasodilation, output appears to involve dispensing of vasodilatory 
activity through formation of S-nitrosylated RBC membrane proteins and perhaps low-
molecular-weight thiols. In the case of high levels of NO, for example in sepsis, the adaptive 
chemistry works to brake NO release. The species indicated should be taken as exemplary, 
but underscore the role of minority species and micropopulations in this chemistry. 

The complexity of the chemical interactions of NO and Hb points to the im-
portance of specific micropopulations of Hb in the chemistry of SNO-formation. 
Certain reactive micropopulations now clearly appear to be responsible for S-
nitrosylation, but their identity remains to be fully elucidated [52]. A general model 
that rationalizes the dependence of SNO-formation and release on the basis of the 
different micropopulations that exist under different physiological conditions re-
mains to be advanced. Reaching this goal will require the characterization of mi-
cropopulations of active species in the presence of a background (majority) of inac-
tive species. This situation is very familiar in EPR spectroscopy, where the para-
magnetic species probed are typically a minority species in the sample. The selec-
tivity of EPR for trace nitrosylated or oxidized hemes, especially without interfer-
ence from deoxy- or oxy-Hbs, continues to be the salient advantage of EPR spec-
troscopy in this work. 
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2.  EPR SPECTROSCOPY OF NO Hb INTERACTIONS 

2.1.  Heme-Fe(II)NO Spectral Components 

In the early studies of Hb NO interactions, where the NO ligand was used as a 
surrogate for O2, two striking properties of the heme-Fe(II)NO EPR spectra were 
discovered. First, tetrameric ( 2 2) Hbs exhibit pronounced subunit-inequivalences 
in their heme-Fe(II)NO EPR spectra; these subunit inequivalences make it possible 
to determine proportions of NO on the - vs. -subunits by decomposition of the 
spectra according to their subunit contributions [48]. This analysis has become 
routine in studies of NO Hb interactions in vitro, but has more recently been used 
in the analysis of blood samples drawn from live subjects under high doses of NO 
or NO donors [42,47,53–56]. Second, heme-Fe(II)NO EPR spectra show a promi-
nent hyperfine structure from the NO nitrogen, when the bond between the iron 
and proximal imidazole in the -subunits is ruptured, as occurs in the quaternary 
T-state (deoxy-Hb state) of Hb. Thus EPR can report on the quaternary state and 
subunit distributions of nitrosyl populations. These spectral archetypes are exhib-
ited together with an authentic spectrum of Hb(NO)4 in Figure 2. 

Figure 2. X-band EPR spectra, at liquid nitrogen temperatures, of standard heme-Fe(II)NO 
components in human Hb: (green) -subunit five-coordinate species; (blue) -subunit six-
coordinate species; (red) -subunit species; (orange) Hb(NO)4.

Kon [57] and Wayland and Olson [58] were the first to associate the emer-
gence of the prominent triplet hyperfine structure (Fig. 2, green) with a “rupture 
or distortion” of the proximal imidazole N–Fe bond. The prominence of this spec-
tral feature was soon found to be influenced by pH [59], organophosphate effectors 
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[60,61], and heme pocket mutations [61]. Szabo and Perutz linked the presence 
(or absence) of the prominent hyperfine structure with the hemoglobin quaternary 
T (or R) state [62]. This view is supported by the studies of Sahlany, Ogawa, 
and Shulman, who found correlated spectral markers of the R/T transition in 
EPR, NMR, and CD spectra [63]. Shiga et al. [64] and Henry and Banerjee [65]
obtained spectra from “isolated” subunits of human hemoglobin ( -subunit tetram-
ers and likely -subunit dimers) fully saturated with NO. The subunit spectra (Fig. 
1) clearly show distinctions: the -subunit spectrum (Fig. 2, blue) exhibits rhombic 
character (three distinct g-values); the -subunit spectrum (Fig. 2, red) is axial 
(two distinct g-values). The composite spectrum formed simply by addition of the 
subunit spectra (Fig. 2, orange) is essentially identical to that of the tetrameric 2 2
Hb(Fe(II))(NO)4 (Fig. 2, Hb(NO)4). The Hb “hybrids” 2(NO)/ 2(deoxy) and

2(deoxy)/ 2(NO) were prepared from the chemically isolated subunits and shown 
to exhibit spectra equivalent to those of the isolated - or -subunits, respectively 
[65]. Treatment of such hybrids with organic phosphates [66] definitively estab-
lished that the hyperfine structure discussed above derives exclusively from the -
subunits. Taken together, these results establish the current approach for analyzing 
HbNO EPR spectra: simple decomposition of the EPR spectra into three compo-
nents. The type of analysis described here has been used in numerous EPR-based 
studies of the kinetic and equilibrium properties of NO binding by Hb 
[24,40,45,47,54,67–72]. 

It should be noted that each of the subunit EPR spectra appear to be compos-
ites, involving species whose subtle differences have not been entirely character-
ized. Shortly after Kon’s initial studies, Yonetani et al. [73] noted extra features in 
the EPR spectra of the nitrosyl derivatives of a number of heme proteins (for ex-
ample, sperm whale myoglobin), suggestive of the presence of multiple species. 
Intriguingly, the EPR spectrum of (monomeric) myoglobin is extremely similar to 
that of tetrameric human hemoglobin. Hori and coworkers [66] examined nitrosyl 
Hb EPR spectra at liquid helium and liquid nitrogen temperatures. They observed 
changes in the Hb(NO)4 lineshape that suggested an increased rhombicity of the -
subunit spectrum at the lower temperature [66]. Morse and Chan [74] cleverly 
identified two components in the myoglobin spectrum by factor analysis of a series 
of spectra obtained over the temperature range of 30 to 180 K. Their results dem-
onstrate the presence of an equilibrium between two heme-Fe(II)NO species—one, 
favored at lower temperatures, has a rhombic spectrum, the other an axial one. 
Bemski and coworkers used CW power saturation methods to identify three spec-
tral components in nitrosyl Hb, and Q-band EPR to further characterize the tem-
perature dependence of the spectral components [75–77]. The most comprehensive 
study of the spectral components was carried out by Hüttermann and coworkers 
[78], who obtained X- and Q-band EPR spectra for Hb(Fe(II))(NO)4 and isolated 
subunits over the temperature range of ~4–300 K. Their results were rationalized 
by the presence of a rhombic and an axial (two distinct g-values) component in the 
spectra of both the - and the -subunits; with increasing temperature, the rhombic 
species are converted to axial ones. At temperatures beyond ~150 K there is a fur-
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ther narrowing of the lineshape that may result from motion of the NO group. The 
Q-band EPR work [77,78] seemed to reveal additional spectral components not 
seen in the X-band spectra. This emergence of new spectral components motivated 
us to extend the spectroscopy of nitrosyl-Hb to W-band. 

Figure 3. W-Band (94.9 GHz) EPR spectra of human Hb(NO)4 at sample temperatures rang-
ing from 7 to 200 K. The spectra were obtained in CW mode with field modulation of 10 G 
amplitude at a frequency of 100 kHz. Hb(NO)4 was prepared by reaction of a phosphate-
buffered (pH 7.4) saline solution of Hb Ao (deoxygenated with ultrahigh-purity argon) with a 
deoxygenated aqueous solution of sodium nitrite (preceded by addition of sodium dithio-
nite); excess reagents were removed by G-25 chromatography. For certain spectral features, 
highlighted with the shaded lines, the W-band spectra show a notable increase in resolution 
of temperature-dependent lineshape changes as compared to X- and Q-band spectra. EPR 
spectra exhibit both axial and rhombic spectral components in equilibrium that favors the ax-
ial components with increasing temperature. 

A series of 94.9 GHz EPR spectra of Hb(NO)4 recorded at temperatures from 
~7 to 200 K is shown in Figure 3. These spectra are remarkable for their resolution 
of features. The resolution is, at first glance, somewhat surprising, as one might 
have expected g-anisotropy and g-strain to predominate spectral lineshape and line-
broadening. Of course, in the interior of the line, where the orbital contributions to 
the Zeeman interaction ultimately vanish, the field-dependent scaling is also sup-
pressed, thus rationalizing, at least impart, the enhanced resolution. Regions of the 
EPR spectra that show a clear temperature-conversion of one spectral component 
into another are highlighted with shaded vertical lines on the stacked plot. It should 
be noted that at the lowest temperatures new components, not well-evidenced in 
the prior Q-band work, are seen (e.g., the doublet structure at 3.33–3.35). With 
increasing temperature to 100 K, there is a shift from species with greater anisot-
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ropy to those with less anisotropy. Only above 130 K is there a change in structure 
(at the low-field edge) that is suggestive of motional averaging. These spectra can 
be reasonably simulated following the basic premises of the Hüttermann model. 

A coherent picture that emerges from all of these experiments is that six-
coordinate heme-Fe(II)NO species undergo an equilibrium shift from a species 
with a more rhombic EPR spectrum to one with a more axial spectrum with in-
creasing temperature. The critical temperature at which the predominating species 
changes from the rhombic to axial species, however, is different for the two differ-
ent subunits in Hb. The critical temperature is lower for the Hb -subunits than for 
the -subunits. Thus, at boiling nitrogen temperatures the -subunit spectrum is 
largely converted to the axial component while the -subunit spectrum remains 
rhombic. The pronounced differences of the subunit EPR spectra, illustrated in 
Figure 2, derive from this subtle effect; it is fortuitous that the spectral distinction 
is most pronounced at a temperature of convenience for the spectroscopist. 

2.2.  Heme Fe(II)NO Subunit Selectivity 

Highly surprising subunit inequivalences have been uncovered through our 
studies of NO Hb micropopulations. Typically in the uptake of heme-ligands, sub-
unit inequivalences are at best modest. In elegant cryo-gel electrophoresis experi-
ments, Perrella and DiCera have recently documented a three-fold preference for 
the -subunit at low saturation of Hb with CO [79]. NO is exceptional. While con-
sidered to exhibit little cooperativity or subunit-selectivity in NO uptake, it is also 
widely understood to deviate strongly from random binding by exhibiting a pro-
found -subunit preference for NO [45,46,70]. In pioneering studies, Hille, Olson, 
and Palmer [70] established the picture that NO, at doses leading to ~25% satura-
tion, is initially coordinated at roughly equivalent rates by the heme-iron in both -
and -subunits; then, on a timescale of minutes, NO migrates to -subunits and 
forms the well-known five-coordinate heme-Fe(II)NO species [80]. The tendency 
to form this particular iron–nitrosyl species is strong enough that it has been pre-
pared at 50% NO saturation (where -hemes are fully and exclusively NO occu-
pied) by Yonetani and coworkers [46]. 

The remarkable aspect of the chemistry that we have reported is the preferen-
tial population of -subunit hemes, primarily in largely oxidized [24] or oxygen-
ated [12,40] Hbs. We have reported that gradual decomposition of the SNO moiety 
in neat solutions of SNO–oxy-Hb, as well as more rapid reactions accelerated by 
added reductants, results in autocapture of NO on the -subunits [12,40,48]. Selec-
tivity is essentially complete. This effect appears to be governed by the proximity 
of the -cys 93 and heme-iron; reduction of co-solute low-molecular-weight nitro-
sothiols in oxy-Hb solutions results in very limited heme-Fe(II)NO yield and no 
subunit-selectivity [48]. Similarly, the reaction of deoxy-Hb with low-levels of 
nitrite [24], 

 2Fe(II) + NO2
– + H+  Fe(III)NO + Fe(II) + OH–  Fe(III) + Fe(II)NO + OH–, (4), 
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Figure 4. EPR (top) and UV/Vis (bottom) spectra of synthetic Hb hybrids. Reductive nitro-
sylation [24] of met-Hb (prepared from Hb Ao by potassium ferricyanide oxidation followed 
by G-25 chromatography) with one equivalent of NO give Hb[( -Fe(III))2( -Fe(II)NO)2]
(left), while limited air oxidation of Hb(NO)4 furnishes Hb[( -Fe(II)NO)2( -Fe(III))2] (right). 
Solid lines are the experimental spectra, the dotted line on the UV/Vis spectra represents a 
simulation constructed from equal mixtures of heme-Fe(III)and heme-Fe(II)NO standard Hb 
spectra. EPR spectra were obtained at X-band (9.3 GHz), with samples at 76 K, and detected 
with a field modulation amplitude of 5 G and frequency of 100 kHz. 

produces heme-Fe(II)NO with a strong -subunit preference. Such a subunit pref-
erence in heme-Fe(II)NO–Hb has been seen by others, but has escaped comment 
[81]. In the reductive nitrosylation of met-Hb, 

 Fe(III) + 2NO + X–  Fe(II)NO + XNO,   X = OH–,  RS– …,  (5), 

the iron nitrosyl product is furnished with a strong -subunit preference. Indeed, 
with one equivalent of NO, the reaction leads to the formation of Hb[( -
Fe(III))2( -Fe(II)NO)2] hybrids. This product is identified by decomposition of 
spectral components in both UV/Vis and EPR spectra, as illustrated in Figure 4 
(left panel). The UV/Vis spectrum indicates an equal mixture of Fe(III) and 
Fe(II)NO hemes; the EPR shows that the Fe(II)NO are largely, if not exclusively, 
on the -subunits.
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The -subunit preference in the distribution of the Fe–NO and met-heme 
products of the reaction of deoxy-Hb with NO and its biological precursors is 
highly significant to any mechanism of SNO-Hb formation that involves the cou-
pling of NO and heme redox chemistry [11,24], as it could generate specific mi-
cropopulations of Fe(III) and Fe(II)NO hemes that are selectively competent for 
SNO-Hb formation [52]. This significance also applies to -subunit selective oxi-
dations of Hb(NO)4 that provide a route to the complementary hybrid Hb[( -
Fe(II)NO)2( -Fe(III))2] (Fig. 4, right panel). This selective oxidation is most easily 
carried out by exposure to air, quenching the reaction when half of the hemes are 
oxidized. This hybrid species has been seen in blood samples treated with nitrite 
and in blood of subjects treated with nitrite [82]. These two hybrid-forming reac-
tions may be coupled and viewed as steps in a cycle (Fig. 5) that formally effect the 
relocation of the NO ligands (and holes): 

 Hb[( -Fe(III))2( -Fe(II)NO)2]  hybrid Hb[( -Fe(II)NO)2( -Fe(III))2]. (6) 

Figure 5. Reaction cycle depicting the flexibility of the disposition of the NO group in 
tetrameric Hb. The blue arrows outline a path beginning (upper left) with met-Hb, Hb[heme-
Fe(III)4], which is converted through partial reductive nitrosylation to the hybrid 
Hb[ (Fe(III))2 (Fe(II)NO)2], then, upon complete reaction, to Hb(NO)4, Hb[(heme-
Fe(II)NO)4] (lower right). Partial oxidation of Hb(NO)4 yields the complementary hybrid 
Hb[ (Fe(II)NO)2 (Fe(III))2], which, upon further oxidation, completes the cycle to yield 
met-Hb. Reduction of the hybrids (green arrows) generate the corresponding Fe(II)/Fe(II)NO 
hybrids. SNO-Hb formation (red arrow) can accompany reductive nitrosylation. 

This reaction cycle underscores the previously unanticipated flexibility that exists 
in positioning the NO-group on the Hb tetramer, and subtlety of NO interactions 
with Hb. The Hb [( -Fe(II)NO)2( -Fe(III))2] hybrid can be reduced to furnish 
Hb[( -Fe(II)NO)2( -Fe(II))2], which is predominately comprised of five coordi-
nate nitrosyl-hemes, as is evident from the characteristic EPR signature apparent in 
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Figure 6 [70,80]. This spectrum—which by decomposition analysis contains ~70% 
5-nitrosyl hemes—is typical of -subunit nitrosyl-Hb spectra obtained at ~neutral 

pH, and without additional T-state inducing heterotropic allosteric effectors [46]. 

Figure 6. EPR spectrum of Hb[( 5-Fe(II)NO)2( -Fe(II))2] hybrid obtained by sodium di-
thionite reduction of Hb[( 6-Fe(II)NO)2( -Fe(III))2] (Fig. 4). Spectral decomposition with 
the basis spectra of Figure 2 indicate that over 90% of the Fe(II)NO is from the -subunits
with ~70% five-coordinate -heme Fe(II)NO. 

2.3.  Heme Fe(II)NO Subunit Spectral Editing 

The investigation of the distinct spectral components that comprise the EPR 
spectrum of Hb(NO)4 began, as noted above, with the chemical separation of the -
and -subunits, from which heme-Fe(II)NO spectra of the isolated subunits could 
be obtained. This procedure also enables the preparation of Fe(III)/Fe(II)NO hy-
brids by oxidation of separated subunits prior to reconstitution of the tetramer. As 
compared to this approach, the chemical cycle delineated in Figure 5 outlines a far 
simpler means to generate these hybrids that obviates the need for chemical separa-
tion of the subunits. We imagined, however, that it might be possible to take this 
simplification to the next level by using spectroscopic methods to selectively ob-
tain - and -subunit spectra from Hb(NO)4 samples. The early work of Bemski 
and coworkers [75], in which spectral components were distinguished by different 
saturation behaviors—together with recent pulsed EPR studies of nitrosyl Hb—
suggested that the Hb(NO)4 spectra might be parsed by relaxation-time-based edit-
ing methods. 

We tested this idea in a W-band pulsed EPR spectrometer [83]. A series of 
echo-detected spectra were obtained by preceding two echo-generating pulses with 
a picket-fence saturating pulse-train followed by variable delay. A selected set of 
experimental results is shown in Figure 7. The left panel shows the experimental 
response; the spectra in the right panel are peak normalized to highlight the distinc-
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tive manner in which the spectral components recover from saturation. The narrow 
component relaxes on a microsecond timescale, while the broader component re-
laxes more than an order of magnitude more slowly. This difference enabled us to 
process the different time slices via a simple subtraction and differentiation scheme 
to separate the two distinct spectral components shown in Figure 8. These broad 
and narrow components are immediately identified, on the basis of the studies of 
isolated subunits at X-and Q-band, with the - and -subunit spectra, respectively. 
These experiments represent a novel use of pulsed EPR methods for isolating spec-
tral components. 

Figure 7. Spectral editing of spectral components of human Hb(NO)4 at 13 K. (Left) Echo-
detected W-band (94.9 GHz) EPR spectra. The two-pulse echo sequence was preceded by a 
50- s picket fence of 25-ns pulses 200 ns apart, and a variable recovery time (t), ranging as 
indicated in the panel from 1 to 600 s. (Right) Peak normalized depiction of the same spec-
tra, highlighting the faster recovery of the narrow spectral components. 

The spectral editing of EPR contributions from the different subunits marks a 
spectroscopic milestone. It is, however, an intriguing surprise that heme-nitrosyl 
species within the different subunits exhibit saturation-recovery times that are suf-
ficiently different to enable their spectroscopic separation. In continuing work, we 
are extending this editing methodology to probe for species, such as met/nitrosyl 
hybrids, that have been postulated as precursors for redox-coupled SNO-Hb forma-
tion [12,24,84,85] and for release of NO from SNO-Hb [86,87]. 

3.  EVOLUTION OF NO Hb INTERACTIONS 

This chapter details EPR experiments—some vintage and some new—that 
continue to assist in the development of a new perspective on the function of he-
moglobin in humans, or more broadly, in organisms with mature cardiovascular 
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systems. In this perspective, the crucial function of O2 delivery is affected by the 
channeling of blood to oxygen depleted tissues. On the molecular level this process 
involves sensing of ambient oxygen levels by SNO-Hb, which promptly transduces 
this signal to dispense NO to dilate resistance vessels; O2 plays a role of allosteric 
modulator in the NO release function. As noted earlier, the cys residue active for S-
nitrosylation in human Hb is rigorously conserved in birds and mammals; prior to 
the discovery of SNO-Hb function, this absolute requirement had no rationale. 

Figure 8. Saturation-recovery edited W-band (94.9 GHz) echo-detected EPR spectra of hu-
man Hb(NO)4 at 13 K. Spectral components characteristic of heme-Fe(II)NO in the - and 

-subunits are shown separately in the red and black traces, respectively. 

In closing, it is interesting to note that this ostensibly new perspective on Hb 
chemistry is, in fact, an “ancient” idea. Owing to the genomic revolution, the ubiq-
uity of Hbs and closely related globins—even in archaea—is recognized [88]. It is 
now suggested “that the predominant functions of globins are enzymatic and that 
oxygen transport is a specialized development that accompanied the evolution of 
metazoans” [89]. Hbs in more primitive organisms feature NO chemistry with 
heme-iron, thiols, and oxygen for NO or O2 detoxification. In bacteria [90] and 
yeast [91], flavohemoglobins counter NO stress either anaerobically ( HNO, 
N2O) or aerobically ( NO3

–). In higher organisms the loss of the flavoreductase 
domain appears to be compensated by the incorporation of critical thiols that facili-
tate analogous processes through nitrosothiol chemistry. In the nematode Ascaris 
lumbricoides [92], ambient oxygen tensions are kept low through NO-primed, 
heme/thiol-assisted deoxygenase activity; NO detoxification operates in plants 
such as Arabidopsis thaliana [93]. Far from being a novelty, the panoply of chemi-
cal interactions of NO and Hb is a fundamental feature of Hbs that has been con-
served throughout evolutionary time, from the simplest to the most advanced or-
ganisms. 
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CHAPTER 10 

EPR INVESTIGATION OF [NIFE] HYDROGENASES

Maurice van Gastel and Wolfgang Lubitz 
Max-Planck-Institut für Bioanorganische Chemie, 
Mülheim an der Ruhr, Germany 

EPR studies of the [NiFe] hydrogenases are reviewed. These enzymes 
contain a heterobimetallic [NiFe] center as the active site. The nickel is 
ligated to four cysteine residues, two of which form a bridge to the iron. 
The iron carries additionally 3 small inorganic diatomic ligands (2CN ,
CO). A third small ligand X is situated in the bridge between Ni and Fe. 
In the catalytic cycle the enzyme passes through a number of redox 
states, several of which are paramagnetic. The iron remains in the diva-
lent low-spin (FeII, S = 0) state, whereas the nickel changes its valence 
and spin state during this cycle. Nickel is believed to bind the hydrogen 
and to be directly involved in the catalytic process. The available EPR 
data are interpreted in terms of a simple model, based on ligand field 
theory. The model indicates that the paramagnetic Ni–A, Ni–B, and Ni–
C states are best described as formal NiIII low-spin species with a spin of 
S = 1/2 and a 2z

d  ground state. The 2z
d  orbital is oriented along the mo-

lecular z axis (gz axis, gz ge) and points to the open coordination site of 
the Ni. The “EPR-silent” states are all NiII species. XAS spectroscopy 
provides evidence that these states are high-spin (S = 1) states; however, 
supporting EPR spectra have not yet been reported. The light-induced 
Ni–L states are characterized by a nickel 2z

d  ground state with an ad-
mixture of the 2 2x yd  orbital. The identity of the third bridging ligand X 
between nickel and iron changes upon going from Ni–A to Ni–B to Ni–
C and to Ni–L. ENDOR and HYSCORE data indicate that a μ-OH
bridge is present in Ni–B, for Ni–C a formal μ-H  has been identified, 
while for Ni–L the bridge is empty. The bridging ligand of the Ni–A 
state is still under debate. The identification of the electronic and geo-
metric structure of the reaction intermediates employing spectroscopy 
and quantum chemical calculations form the basis for setting up a reac-
tion mechanism for the [NiFe] hydrogenase. 

G. Hanson, L. Berliner (eds.), High Resolution EPR, Biological Magnetic Resonance 28,  
DOI 10.1007/978-0-387-84856-3_10, © Springer Science+Business Media, LLC 2009 
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1. CLASSIFICATION, COMPOSITION AND STRUCTURE 
OF HYDROGENASES 

Hydrogenases catalyze the reversible heterolytic splitting of molecular hydro-
gen: 

 H2  H  + H+  2 H+ + 2 e . (1) 

These enzymes are found in many archae, bacteria, and even a few eukaryotes [1]. 
One of the most common groups are the sulfate-reducing bacteria of the Desulfovi-
brio (D.) species. Because of their ability not only to utilize hydrogen as an energy 
source but also to produce molecular hydrogen from protons, they have been the 
subject of many investigations with the aim to better understand the catalytic activ-
ity. Hydrogenases are commonly divided into classes according to the metal con-
tent of the active site, where the catalytic activity takes place. Presently, three 
classes of hydrogenases have been identified: the [Fe], the [FeFe], and the [NiFe] 
hydrogenases [1]. For the [NiFe] hydrogenases, x-ray structures exist for the en-
zymes of the organisms of D. gigas [2–5], D. vulgaris Miyazaki F [6–9], 
D. fructosovorans [5,10], D. baculatum [4], and D. desulfuricans [11]. Other 
[NiFe] hydrogenases that have been extensively studied are from Allochromatium
(A.) vinosum [12–20] and Ralstonia (R.) eutropha [21–28]. In R. eutropha a mem-
brane-bound standard hydrogenase, a soluble (NADP-reducing) hydrogenase and a 
regulatory hydrogenase (RH) have been found. The latter (RH) acts as a hydrogen 
sensor and has an active site similar to the catalytic hydrogenase [29]. 

The [NiFe] hydrogenases consist of two subunits with molecular weights of 
about 30 and 60 kDa (Fig. 1). For the membrane-bound enzymes a small mem-
brane anchor is present as well, which is cleaved during the purification process. 
The large subunit contains the active site. The geometry of the active site is highly 
conserved throughout all [NiFe] hydrogenases (Fig. 1). The nickel and iron atoms 
are separated by a distance of about 2.5 to 2.9 Å and are bridged by the sulfur at-
oms of two cysteines. The nickel is coordinated by two more cysteines bound in a 
terminal position. For some hydrogenases one of the latter cysteines is replaced by 
a selenocysteine, and these enzymes form the subclass of [NiFeSe] hydrogenases. 
The iron atom carries three inorganic diatomic ligands that have been identified by 
infrared spectroscopy as two CN  and one CO [30]. In the oxidized state (in gen-
eral a mixture of the so-called “unready” Ni–A and the “ready” Ni–B states), addi-
tional density is visible between nickel and iron that stems from a third bridging 
ligand “X” [3,6]. In the reduced Ni–C state this density is absent [4,7]. However, 
from the x-ray data it cannot be concluded if position X is empty or occupied by an 
atom or molecule with low electron density. Recent spectroscopic results will be 
discussed that point to the presence of a bridging hydride H in this state. 

The small subunit contains three [FeS] clusters that are involved in the elec-
tron transport to/from the active [NiFe] center (Fig. 1). In the catalytically active 
hydrogenases, a [4Fe4S] “proximal” cluster is located near the [NiFe] center, 



EPR INVESTIGATION OF [NiFe] HYDROGENASES 443 

Figure 1. Schematic view of an [NiFe] hydrogenase and the active site. Shown are the 2 sub-
units with the active site (NiFe center), the proton channel, and the hydrogen access channel 
in the large subunit and the electron transport chain (3 FeS centers) in the small subunit. The 
structure of the catalytic site is shown on the right, which is based on the x-ray crystallo-
graphic analysis of D. vulgaris Miyazaki F [6]. Note that Fe is six-coordinate, while Ni is 
only five-coordinate; the free coordination site at Ni is marked by an arrow. For further de-
tails see text. 

flanked by a [3Fe4S] cluster. Near the protein surface another [4Fe4S] “distal” 
cluster is present. Also indicated in Figure 1 is a magnesium ion found in the crys-
tal structure, which is probably located in the proton transfer channel. A possible 
pathway for molecular hydrogen to travel between the protein surface and the ac-
tive site has been found in crystallographic studies using high-pressure Xe gas 
[31,32]. 

The [NiFe] center is rich in redox states. The oxidized states (Ni–A, Ni–B) are 
catalytically inactive and can be activated by reduction with molecular hydrogen. 
They differ in their activation kinetics: Ni–A takes hours to be activated under hy-
drogen, while Ni–B takes only minutes [33]. For this reason the Ni–A state is also 
called the “unready” state and the Ni–B state the “ready” state. Both states are 
paramagnetic and are characterized by different g-values (Table 1). Upon one-
electron reduction of Ni–A and Ni–B, the EPR-silent states Ni–SU and Ni–SIr are 
formed. For A. vinosum hydrogenase it has been shown that the Ni–A  Ni–SU 
reduction is reversible, but the Ni–B  Ni–SIr reduction strongly depends on pH 
and temperature. At pH 6.0 and 2ºC the reduction was completely irreversible, at 
pH 8 and 30ºC both reductions were reversible [16]. For A. vinosum hydrogenase 
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Table 1. Summary of g Values of the EPR Active States in  
Standard [NiFe] Hydrogenases

g
x
 (g

1
) g

y
 (g

2
) g

z
 (g

3
)

Ni–A 2.32 2.24 2.01 
Ni–B 2.33 2.16 2.01 
Ni–C 2.20 2.15 2.01 
Ni–L1 2.30 2.12 2.05 
Ni–L2 2.26 2.11 2.05 
Ni–L3 2.41 2.16 n.d. 
Ni–CO 2.12 2.07 2.02 

All values taken from D. vulgaris Miyazaki F [51] except for Ni–CO (A. vinosum) [36] and Ni–L3 (D. 
gigas) [35]. For the orientation of axes see Figure 7. n.d. = not determined. 

Figure 2. Overview of the redox states of [NiFe] hydrogenases, from the most oxidized (top) to the 
most reduced (bottom) form. Indicated are the IR frequencies (IR) of the CO ligand and the two 
CN  ligands to Fe for D. vulgaris Miyazaki F hydrogenase and the midpoint potentials (Em) for the 
redox transitions at pH = 6 (Ni–A/NiSU) and at pH = 7.4 (all others). The paramagnetic states are 
given in bold face, the EPR-silent states in italics. The two states Ni–SIr and Ni–SIa are in an acid–
base equilibrium. The states involved directly in the catalytic cycle are highlighted by a shaded box. 
The paramagnetic Ni–CO state (not shown) is probably derived from the Ni–L state. 

under reducing conditions and at temperatures greater than or equal to 30ºC, the 
Ni–SIr is converted into another EPR-silent state, Ni–SIa, which can be quickly 
reduced to give another EPR active state Ni–C [15]. The Ni–C state exhibits a 
characteristic rhombic g tensor, and this state is found in all enzymes studied so far 
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(Table 1). The Ni–C state is light sensitive. Upon illumination with white light, the 
characteristic EPR signal disappears and a new signal appears [34], which is called 
Ni–L. At least two subforms have been identified with different g values, Ni–L1 
and Ni–L2, depending on the temperature and the duration of light exposure [35]. 
Upon further reduction in the presence of H2, the most reduced state, Ni–R, is 
formed. Ni–R is EPR silent. Three subforms of Ni–R have been identified for 
A. vinosum hydrogenase [14]; however, the presence of all these substates has not 
yet been experimentally confirmed in hydrogenases from other sources. The [NiFe] 
hydrogenase can be inhibited by the addition of CO. It has been shown by x-ray 
crystallography of single crystals treated with CO [8] that the CO binds at the sixth 
free coordination site of the nickel (see Fig. 1). A paramagnetic Ni–CO state has 
been described and characterized [19,34,36,37]. This Ni–CO is also photosensitive, 
and upon illumination at low temperatures, CO photodissociates, resulting in the 
same Ni–L state as Ni–C. The different EPR active and EPR-silent redox states of 
the [NiFe] hydrogenase are depicted in the scheme shown in Figure 2. 

In this contribution, an overview is given of the EPR studies performed so far 
on the EPR active states Ni–A, Ni–B, Ni–C, Ni–L, and Ni–CO. The emphasis here 
lies on the identification of the structure of the active site in all these intermediate 
states, including the assignment of the bridging ligand “X.” Knowledge of the ex-
act structures of all intermediates is an essential prerequisite for quantum chemical 
studies, from which a reaction mechanism can be proposed. Especially, advanced 
EPR methods like ENDOR, ESEEM, and HYSCORE have played a crucial role in 
determining the hyperfine coupling constants (HFCs) of the metal nuclei and iden-
tifying protons or nitrogens from nearby amino acids or non-protein ligands, and in 
this way have helped to characterize both the electronic and the geometric structure 
of the site. The EPR-silent states have been investigated by other spectroscopic 
methods like XAS [38–41] and FTIR spectroscopy [14,42,43]. 

2.  BASIC DESCRIPTION OF THE ELECTRONIC STRUCTURE 
Many of the spectroscopic observables, especially those related to EPR spec-

troscopy, can be rationalized, when considering the crystal field of the metal ions. 
The x-ray structure shows [5,9] that the iron is hexacoordinate in all states. 
ENDOR data (vide infra) indicate that this atom remains in the non-paramagnetic 
(S = 0) low-spin FeII state in all EPR active redox states. This is probably caused by 
the tightly bound CO and CN  ligands. The nickel ion is coordinated by five 
ligands in the Ni–A and Ni–B states [2], four of which (three sulfurs of cysteines 
and the bridging ligand “X”) form the base plane of a square pyramid. The fifth 
ligand (the sulfur of the fourth cysteine) occupies an axial position, and the other 
axial ligation position is unoccupied (see Fig. 1). The square pyramidal crystal 
field gives rise to a characteristic energy splitting of the five 3d orbitals at nickel. 

The effect of the ligand field on a five-coordinate metal has been described by 
Solomon et al. [44]. The results presented in [44] were obtained for an FeII with 
four equatorial oxygen ligands and a unique axial ligand. The symmetry of this 
crystal field also applies to a five-coordinate nickel. A schematic overview of a  
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Figure 3. Schematic representation of the ligand field splitting of the 3d orbitals of a five-
coordinate transition metal. The diagrams are reproduced and modified from [44]. Shown are 
a square pyramidal ligand field with a weak axial ligand (a); a strong axial ligand (b); C2v dis-
tortion (c). In (c) a mixture of 2z

d  and 2 2x y
d  occurs (c1

2 + c2
2 = 1). 

square pyramidal crystal field environment with a weak axial ligand, in which the 
metal is only slightly lifted out of the equatorial plane, gives rise to a splitting of 
the d orbitals, as indicated in Figure 3a. The d orbitals of lowest energy are the 
degenerate dxz and dyz orbitals. For a formal NiIII ion, seven electrons are present in 
the 3d shell. For this d7 case the dxz, dyz and dxy orbitals are doubly occupied, and the 
unpaired electron resides in the 2z

d  orbital, with the z axis defined as being parallel 
to the axis that connects the nickel and the atom of the axially coordinated ligand. 

In this ligand field, the g-tensor is characterized by one small principal g-value 
(gz ~ ge) and two larger g-values gi (i = x, y). The g tensor components of the 2z

d
state can be expressed in terms of the spin-orbit-coupling parameter  at Ni (note 
that Ni < 0 [45]), and the energies of the d orbitals: 

2 2

6 6, ,x e y e z e
yz xzz z

g g g g g g
E E E E

. (2) 

The gx and gy values are degenerate (axial symmetry) in a ligand field with 
C4v symmetry but are expected to become unequal in the [NiFe] hydrogenase, 
due to the asymmetric protein environment. A rhombic g tensor is observed for all 
hydrogenases. 
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Figure 4. The g-tensor components of Ni–A, Ni–B, Ni–C, and Ni–L as a function of d or-
bital mixing ( 2z

d and 2 2x y
d ) for four cases with different perturbation parameters 

k = Ni/ Edd, which were chosen to be: k(Ni–A) = 0.053 (solid line), k(Ni–B) = 0.045 (dotted 
line), k(Ni–C) = 0.030 (dashed line), and k(Ni–L) = 0.038 (dashed/dotted line). The experi-
mental values of the four states are indicated by  (g1),  (g2), and  (g3). In the model the Ni 
character of the singly occupied molecular orbital is described by 2 2 2Ni 1 2x y z

c d c d , the 
energy of the other molecular orbitals with Ni(3d) character being lower by Edd. The ex-
pression derived for the g tensor is given at the top of the figure. For further details, see [46]. 

We now briefly summarize the effect of distortions to the ligand field [44] that 
are relevant for [NiFe] hydrogenases. When the axial ligand is strongly coordinated, 
the dxy orbital becomes lowest in energy and the energy of the 2z

d  orbital ap-
proaches that of the 2 2x y

d  orbital (the z direction is along the four-fold symmetry 
axis of the system) (see Fig. 3b). A distortion along one of the two equatorial axes 
causes a slight mixing of the 2 2x y

d  and 2z
d  orbitals (indicated in Fig. 3c). The 

effect of such a distortion on the g values has been discussed previously [46], 
where it was shown that a small admixture of 2 2x y

d  orbital causes an increase of 
the gz value and an increase in rhombicity without significantly changing the orien-
tation of the gz axis of the g tensor (see Fig. 4). 

The above-described ligand field also holds for the NiII (d8) and NiI (d9) va-
lence states. NiI is paramagnetic (S = 1/2), and has a 2 2x y

d  ground state, for which 
the g tensor components are 
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2 2

2 2 8, ,x e y e z e
xy xz xy yz xy x y

g g g g g g
E E E E E E

. (3) 

In this case the z principal axis is associated with the largest g value, whereas for a 
2z

d  ground state the principal z axis is associated with the smallest g value. For 
NiII the low-spin form is diamagnetic, and the high-spin state has S = 1. In case of 
the Ni–L state, in which one equatorial ligand is removed (vide infra), the 2 2x y

d
and 2z

d orbitals come very close in energy and orbital mixing and the order of the 
two orbitals may change. 

Although a description in terms of pure d orbitals gives insight into the elec-
tronic structure, the binding of polarizable (“soft”) ligands (cysteine sulfurs) may 
lead to a significant spin delocalization, leaving only a fraction of the spin at the 
metal. This delocalization also has consequences for the hyperfine coupling con-
stants (HFCs) of magnetic nuclei near the [NiFe] center. Particularly large HFCs 
(33S, 1H) are expected for the cysteine residue bound in the axial position along the 
symmetry axis of the spin carrying 2z

d  orbital (see Fig. 1). 

3. EPR CHARACTERIZATION OF [NiFe] HYDROGENASES: 
THE G TENSORS 

In this section the EPR spectra of the EPR active redox states are discussed. 
An overview of the spectra for D. vulgaris Miyazaki F is given in Figure 5, and a 
summary of g values can be found in Table 1. 

3.1.  The Oxidized States Ni–A and Ni–B 

The first EPR spectrum of the Ni–A state was reported in 1982 [47] for the en-
zyme of D. gigas. In this work, the Ni–B state was also observed and appeared as a 
minority species. In other species like D. vulgaris Miyazaki F [48], the two states 
exist as mixtures with a more equal ratio in the aerobic “as-isolated” form of the 
enzyme. Different methods of preparation have been used to separate the Ni–A and 
Ni–B redox states, such that they appear as pure redox states in the EPR spectrum 
and can be therefore studied individually [13]. The Ni–A and Ni–B states have the 
same oxidation level, yet they differ in their g values, as observed by EPR (see 
Fig. 5 and Table 1). The activation times are different [33] and the FTIR spectra 
show differences with respect to the stretching frequencies of the CN  and CO 
ligands attached to iron [14]. The midpoint potential for the Ni–A/Ni–SU couple in 
D. gigas hydrogenase has been investigated by EPR and redox titrations [49], and 
was found to depend on pH. By using electrochemistry combined with FTIR spec-
troscopy, the midpoint potentials of other redox states, including Ni–B, have also 
been investigated [42]. Both states are inactive and do not take part in the catalytic 
cycle. However, in order to understand the activation (deactivation) of the enzyme  
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Figure 5. Overview of the EPR spectra of a standard [NiFe] hydrogenase. The spectra were 
obtained from D. vulgaris Miyazaki F in the Ni–A, Ni–B, Ni–C, and Ni–L2 redox states (see 
text for details). In the spectrum of Ni–A, lines from an additional redox state are observed 
that are marked with an asterisk. Experimental conditions: mw = 9.43 GHz, mod. 
freq. = 100 kHz, mod. depth = 5 G, recording time for each spectrum = approx. 15 min. For 
details, see [58]. 

and the aerobic inhibition, the spectroscopic and chemical differences of the Ni–A 
and Ni–B states have been the topic of many recent investigations that aim to elu-
cidate the origin of these differences. 

Until the mid-1990s, all EPR investigations of hydrogenases have been per-
formed on frozen solutions and the g values have mainly been used as “finger-
prints” for the identification of redox states (Table 1). With the advent of [NiFe] 
hydrogenase crystals of sufficient size, the first single-crystal EPR studies became 
possible and were performed on the enzyme from D. vulgaris Miyazaki F 
[48,50,51]. This opened the possibility to determine, in addition to the g tensor 
principal values, also the tensor axes and their orientations in the molecular frame. 
With this information the g values could be assigned to the geometrical structure  
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Figure 6. Schematic overview of single-crystal EPR experiments. EPR spectra are taken for differ-
ent orientations of the crystal with respect to the magnetic field. The orientational dependence of 
the resonances can be analyzed to elucidate the directions of the principal axes of the g tensor with 
respect to the crystallographic axes. When the crystal structure is known, the information can be 
combined to obtain the directions of the principal axes with respect to bond directions and the ge-
ometry of the active site. The data shown are taken for the Ni–A and Ni–B redox states of D. vul-
garis Miyazaki F hydrogenase. For details, see [48,50]. (A) Single crystal mounted in an EPR sam-
ple tube; shown are the laboratory reference frame (u, v, w), the crystal axes (a, b, c) of the ortho-
rhombic single crystal with four sites in the unit cell (space group P212121), and the molecular/g
tensor axes (x, y, z). (B) Top: Frozen solution EPR spectrum (X-band) of an “as-isolated” [NiFe] 
hydrogenase sample containing Ni–A: Ni–B ~ 2:3. Bottom: Angular variation of the EPR spectra of 
a single crystal (T  = 10 K) in an arbitrary orientation showing lines from both Ni–A and Ni–B (and 
some smaller disoriented crystallites). Note that a maximum of 4 lines (4 sites) is expected for each 
species. (C) Angular dependence of the g2 tensors of Ni–A (grey) and Ni–B (black). The analysis 
yields the g tensor principal values and the g tensor axes in the crystallographic axes system that 
can be converted to the molecular axes via the known crystallographic structure.

and be related to the d orbitals of the metal. Furthermore, single-crystal EPR ex-
periments can be performed over a wide range of temperatures (from ambient to 
liquid helium), which allows to follow the structural changes of the enzyme [50]. A 
schematic overview of the single-crystal experiments performed on Ni–A and Ni–
B for D. vulgaris Miyazaki F [50] is given in Figure 6. An additional stereoview of 
the principal axes of the g tensor in the Ni–A and Ni–B states is depicted in Fig-
ure 7. It was found that the principal gz axis, corresponding to the smallest g value  
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Figure 7. Stereoviews of the directions of the principal axes of the g tensors with 
respect to the geometry of the active site in the Ni–A, Ni–B, Ni–C, and Ni–L2 re-
dox states of [NiFe] hydrogenase from D. vulgaris Miyazaki F. Reproduced with 
permission from [51]. Copyright © 2003, American Chemical Society. 
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(2.01), is approximately parallel to the bond direction of nickel toward the sulfur of 
the axial cysteine. This defines the direction of the C  symmetry axis of the 23

z
d

orbital, which contains the bulk spin density. The gz axis also points from nickel 
toward the free coordination position of the square pyramid. This is compatible 
with a nickel that is either in a square pyramidal or in an octahedral ligand field 
with a weak axial ligation in both Ni–A and Ni–B forms. The temperature depend-
ence of the EPR spectra between 295 and 10 K exhibited no structural changes of 
the active site. This is of general importance for the investigation of this enzyme, 
since it shows that the same g values are obtained both under physiological condi-
tions at ambient temperature as well as at cryogenic temperatures. It should also be 
noted that the principal g tensor values are the same within experimental error in 
frozen solution and in single crystals. Thus, crystallization does not change the 
electronic structure of the active site.

3.2.  The Reduced Active State Ni–C 

The Ni–C intermediate state is the only EPR active state that takes part in the 
catalytic cycle. It is two electrons more reduced than the Ni–A and Ni–B states 
(Fig. 2), and the density of the bridging ligand “X”, present in the A and B states, 
has disappeared in the electron density map of the x-ray data of reduced crystals 
[4,7]. The Ni–C state is characterized by g values of 2.01, 2.15, and 2.20 (see, e.g., 
for D. vulgaris Miyazaki F hydrogenase [51]). Similar to the Ni–A and Ni–B states, 
such a set of g values, with one being close to the free electron g value, ge, and two 
shifted from ge, indicate that the unpaired electron occupies the 23

z
d  orbital of 

nickel and that the nickel is most probably five-coordinated. The single crystal 
EPR studies [51] indeed showed that the direction of the principal z axis of the g
tensor is oriented similar to Ni–A and Ni–B, i.e., parallel to the bond direction 
from nickel to the sulfur of the axial cysteine, and pointing from nickel to the va-
cant axial coordination position (see Fig. 7). This also indicates that the bridging 
position “X,” one of the equatorial ligation positions of nickel, is still occupied (see 
Fig. 1). Since no significant electron density was observed in x-ray crystallography, 
this ligand must therefore be a light atom (or atoms). 

In relation to the formal oxidation state, the Ni–C state was first expected to be 
an NiI (d9) species. This is, however, not in line with XAS studies that show no 
significant change of the valence state [38], upon comparing Ni–A/Ni–B to Ni–C. 
The EPR parameters indicate the presence of a 2z

d  ground state as found for Ni–
A/Ni–B. A careful analysis of the single-crystal EPR data together with DFT calcu-
lations on various models of Ni–C incorporating different bridging ligands, indeed 
showed that this state is best described by a formal NiIII

2z
d ground state, accom-

modating a hydride (H ) in the bridge between Ni and Fe [51]. 

3.3.  The Split Ni–C Signal 

In general it is difficult to study the Ni–C state by EPR at low temperatures 
(<40 K). The reason for this is that the proximal [4Fe4S] cluster is usually also  
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Figure 8. EPR spectra of (a) “unsplit” and (b) “split” Ni–C signal for D. gigas [NiFe] hy-
drogenase. The redox potential for (a) was set to –354 mV, for (b) to –376 mV. Experimen-
tal conditions: temperature, 4.2 K; microwave frequency, 9.378 GHz; microwave power, 
0.01 mW (a) and 1 mW (b); modulation frequency, 100 kHz; modulation amplitude, 1 mT. 
Reproduced with permission from [53]. Copyright © 1995, American Chemical Society. 

reduced and paramagnetic (S = 1/2). The spin–spin interaction between the [NiFe] 
center and the proximal [4Fe4S]+ cluster splits and broadens the EPR spectrum 
[35,52,53]. Above this temperature, the electronic relaxation time of the [4Fe4S]+

cluster is so fast that the spin–spin interaction is averaged out. An exception is the 
regulatory hydrogenase of R. eutropha, which has midpoint potentials such that the 
proximal [4Fe4S] cluster remains oxidized (S = 0), when the [NiFe] center is in the 
Ni–C state, and no spin–spin interaction is observed at low temperatures. 

The midpoint potentials for D. gigas hydrogenase, at pH 7.0, 270 mV for the 
appearance and 390 mV for the disappearance of the Ni–C signal, are strongly pH 
dependent [34]. From the amount of “split” and “unsplit” Ni–C state present in the 
EPR spectrum at low temperature, the midpoint potential of the [4Fe4S] cluster 
was estimated to be 350 mV ( 60 mV/pH unit) [34]. It is therefore possible to 
carefully set the potential to obtain a maximum amount of “unsplit” Ni–C signal at 
low temperatures, so that pulsed ENDOR and ESEEM experiments on Ni–C can be 
recorded [54]. Since these potentials are close together and vary between species, it 
may not always be possible to obtain unsplit Ni–C signals. 

The splitting of the EPR spectrum at low temperature can advantageously be 
used to measure the spin–spin interaction between the [NiFe] center and the re-
duced proximal [4Fe4S]+ cluster. This has been done by Guigliarelli et al. using 
multifrequency EPR [52] (see Fig. 8). It was found that the spin–spin interaction 
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observed in EPR is restricted to that between the [NiFe] center and the proximal 
[4Fe4S]+ cluster; the J coupling constant that leads to the best simultaneous fit of 
the multifrequency EPR spectra is 40  10 4 cm 1 [52,53]. In addition, the relative 
orientations of the g tensors of the [NiFe] center and the [4Fe4S] cluster in terms of 
three Euler angles have been elucidated from simulations. 

From such measurements information about the identity, coupling strength, 
distance, and even relative orientation of other paramagnetic centers in the enzyme 
can, in principle, be obtained. This is of utmost importance for understanding the 
electron transfer between the metal centers in the enzyme. In this respect, more 
information is still required for understanding the exact electron transfer pathway 
in the hydrogenases. 

3.4.   The Light-Induced State Ni–L 

In contrast to the Ni–A and Ni–B redox states, the EPR spectrum of the Ni–C 
state changes when the sample is illuminated with white light at low temperatures 
(<180 K) [34,55]. Up to three light-induced states have been identified for [NiFe] 
hydrogenases [35,56], depending on the temperature at which the illumination was 
performed, the duration of the illumination, and the source of the enzyme. The 
light-induced states are commonly referred to as Ni–L1, Ni–L2, and Ni–L3, all of 
which have different g values. The Ni–L states can be annealed back to Ni–C when 
the temperature is raised, which shows that the photoprocess is fully reversible. For 
T. roseopersicina hydrogenase, the temperature dependence was investigated by 
EPR spectroscopy, and a recovery to Ni–C upon annealing was observed at tem-
peratures above ~180 K [57]. The g values of the Ni–L states vary slightly depend-
ing on the origin of the enzyme. For D. gigas hydrogenase, they are 2.264, 2.113, 
and 2.044 for Ni–L1, 2.293, 2.124, and 2.045 for Ni–L2, and 2.41 and 2.16 for Ni–
L3 (the lowest g value could not be determined for Ni–L3). The values are very 
similar for D. vulgaris Miyazaki F, for which only 2 states were observed (see Ta-
ble 1) [58]. Compared to Ni–C, the largest g value of the Ni–L states is increased, 
and also the smallest g value has become larger (typically 2.05). The latter change 
suggests that the Ni–L states can no longer be described as pure 23

z
d  ground states 

[46], since for such states ligand field theory indicates that the smallest g value is 
equal or very close to ge  = 2.0023.

The observation of a gz value significantly larger than ge has prompted re-
searchers to suggest that the Ni–L states are formal NiI 3d9 states, in which the un-
paired electron resides in the 2 23

x y
d  orbital [59,60]. XAS data, however, indicate 

that the nickel in Ni–L is slightly more reduced than in Ni–C, but the observed 
edge shift is too small to justify a description as an NiI state [41]. The single-crystal 
EPR data of Ni–L show that the orientation of the gz principal axis is still parallel to 
the bond direction from nickel to the axial cysteine (or to the free coordination po-
sition) [51], indicating that the wavefunction of the unpaired electron is still domi-
nated by the 23

z
d  orbital on nickel. Indeed, ligand field considerations show that 

only a small admixture of the 2 23
x y

d  to the 23
z

d  orbital is sufficient to shift the gz

value from 2.01 to 2.05 [46]. This situation may be compared to the admixture of 
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some 23
z

d  orbital to the 2 23
x y

d  ground state in blue copper proteins [61], which 
introduces a large rhombictiy in the g values. Whether the Ni–L states can formally 
be described as NiI or NiIII

2z
d  states is not clear at present. This depends critically 

on the relative energies of 2 2x y
d and 2z

d , and on the ligand orbitals. 

Figure 9. Conversion of Ni–C to Ni–L as derived from EPR decay curves (Ni–C signal de-
cay at gx = 2.20) at different wavelengths of the excitation light (dashed line). Also included 
is the UV/VIS spectrum of the reduced enzyme (500–800 nm). For further details see [62]. 
Reproduced with permission [62]. Copyright © 2003, Royal Society of Chemistry. 

The action spectrum associated with Ni–C  Ni–L2 conversion has recently 
been investigated by EPR spectroscopy for D. vulgaris Miyazaki F [62], and it is 
illustrated in Figure 9. It turned out that the action spectrum is broad and spans the 
complete visible range. Nevertheless, some structure was observed with local 
maxima at 590, 700, and 850 nm. The wavelengths of the first two maxima corre-
spond to those observed in the UV/VIS spectrum of the reduced enzyme, indicating 
that the conversion process may be a direct process in which the light is absorbed 
by the [NiFe] center itself. However, based on the available data [62], an additional 
mechanism according to which the light is absorbed by the nearby [4Fe4S] cluster 
and the energy is transferred to the [NiFe] center cannot be excluded. 

3.5.  The Ni–CO State 
The [NiFe] hydrogenases are inhibited by CO. Recent x-ray data show that the 

CO binds at the 6th coordination position (opposite to the axial sulfur) and that it is 
photolabile [8]. Binding of CO causes a change in the electronic structure and the 
EPR g-values (2.12, 2.07, 2.02). Addition of 13CO [36] results in a large, almost 
isotropic 13C HFC of 85 MHz. Initially, it was proposed that Ni–C binds the CO. 
Later work [19] suggested that Ni–L might attach the CO. Best agreement between 
experimental data and DFT calculations was obtained when the CO is bound to Ni 
as a  electron acceptor, for which the calculations yield g values of 2.11, 2.06, and 
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2.00 and a 13C HFC of 72 MHz [63]. So far, a single-crystal EPR study of the Ni–
CO state has not been reported. 

4. ENDOR AND ESEEM STUDIES OF [NIFE] HYDROGENASE: 
       HYPERFINE STRUCTURE 

In this section, hyperfine coupling constants (HFCs) observed by hyperfine re-
solving techniques such as ENDOR or ESEEM/HYSCORE are discussed. The 
advantage of these techniques lies in direct determination of the hyperfine coupling 
parameters, which give information about the spin density distribution over the 
metal centers and the ligand sphere. Additionally, when applied to single crystals, 
the techniques also allow elucidation of the principal axes of the hyperfine tensor, 
which can advantageously be used to determine bond directions or orientations of 
small molecules bound to or near the active site. 

Several specific problems have been addressed using hyperfine spectroscopy 
on the [NiFe] hydrogenases: 

1. Measurement of the HFCs of the metal nuclei by the use of iso-
topically labeled (61Ni, 57Fe) hydrogenase. 

2. Magnitudes of HFCs of ligand nuclei to estimate the spin density 
distribution. 

3. Identification of bridging ligand X by determination of the re-
spective hyperfine data using labeling and exchange procedures. 

4. Light sensitivity of Ni–C. 
5. Interaction with the protein surrounding. 

4.1.  Hyperfine Couplings of Metal Nuclei 
A question of major importance for the electronic structure of the active center 

is the spin density distribution over the heterobimetallic [NiFe] center. A direct 
approach is provided by measuring the spin density at the nickel and at the iron in 
the paramagnetic states of the enzyme. This has become possible by labeling the 
enzyme with 61Ni (I = 3/2) and 57Fe (I = 1/2), respectively. 57Fe ENDOR experi-
ments have shown that the Fe contains a negligible amount of electron spin density 
in both oxidized states [64]. Similar experiments on the Ni–C state also showed a 
very small 57Fe HFC (<1 MHz) [64]. These experiments are in line with iron being 
in the low-spin FeII state (S = 0) in all redox states of the enzyme. The small 
amount of spin density at the iron is caused by spin polarization. 

61Ni labeling was already employed in early investigations to unambiguously 
identify the presence of nickel in this class of enzymes [65,66]. For the unready 
(Ni–A) state of Methanobacterium thermoautotrophicum hyperfine coupling con-
stants of Ax = 21.0, Ay = 42.0, and Az = 75.9 MHz have been elucidated from simu-
lations of cw-EPR experiments [65]. More recently 61Ni labeling of D. vulgaris
Miyazaki F has been performed and the EPR analysis led to a set of 61Ni HFCs for 
all paramagnetic states in this hydrogenase [58]. 

Calculation of the 61Ni HFCs is difficult, in particular for the isotropic 
part [67]. The data reported recently using DFT [68] are, however, in satisfy-
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ing agreement with the available experimental data. This is further evidence that 
the recent improvements in property calculations of DFT methods [67,69] al-
lows one to reliably predict the observables related to electronic structure of the 
[NiFe] hydrogenase for small geometry optimized structural models (for details, 
see [49,63,68,70–81]). 

Figure 10. Contour plot of the unpaired spin density distribution (0.005 3
0/e a ), DFT 

(BLYP/DZVP) of a truncated model of the active site in the Ni–C state (NiIII, FeII, hydride 
bridge). The Mulliken atomic spin densities are given [76]. In the oxidized ready Ni–B state 
(OH  bridge), the spin density at the Ni is almost the same (0.52), at the sulfurs (0.34 and 
0.06, axial and equatorial) it is somewhat changed; at Fe and at the bridge it is vanishingly 
small. For other theoretical results, see [71,78] . 

The data analysis shows that in the oxidized and the reduced states negligible 
spin density is found at the Fe. The nickel carries more than 50% of the spin. The 
remaining spin density is distributed over the (sulfur) ligands of the active site. 
This is supported by detection of a large 33S HFC in the [NiFe] hydrogenase of 
A. vinosum [82] and also by the 1H HFCs of the cysteines (see below). A model of 
the active site used in DFT calculations [76] is shown in Figure 10, depicting the 
calculated spin density distribution of the Ni–C state (X = H ).

4.2.  HFCs of Ligand Nuclei 

Single-crystal ENDOR studies of the Ni–B state [83] showed two large non-
exchangeable 1H HFCs that could be assigned to the methylene (CH2) protons of 
the bridging cysteine axially coordinated to the nickel (Fig. 1). This is in agreement 
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with earlier ENDOR studies of Ni–B in frozen solutions of A. vinosum [84]. The 
two signals associated with the couplings (A1 = [17.0, 11.4, 10.9] MHz, A2 = 
[13.4, 10.1, 10.1] MHz) are shown in Figure 11. This finding is in line with the 
presence of significant spin density at the axial cysteine sulfur. Couplings of simi-
lar magnitude are found for Ni–A, [85], and Ni–C [86]. This strongly supports the 
model of a NiIII

2z
d  ground state with the spin-carrying orbital oriented along an 

axis pointing toward this sulfur atom. DFT calculations indicate a spin density of 
up to ~30% at the respective sulfur (Fig. 10); a small amount of spin density is also 
found at one of the equatorial cysteine sulfur atoms. 

Figure 11. Left: Pulse ENDOR spectra for one site of Ni–B in a single crystal of [NiFe] hy-
drogenase of D. vulgaris Miyazaki F (selected traces). The 3 major hyperfine splittings (A1, 
A2, A3) are indicated by dots. Right: angular dependence of the HFC of the exchangeable 
proton A3 for the four sites in the single crystal (cf. Fig. 6). In the lower panel the orientation 
dependence of the respective proton HFC obtained from a DFT calculation is shown. Al-
though the absolute magnitude of the HFC is somewhat smaller, the angular dependence is 
in perfect agreement with the experiment. Based on this comparison, the 1H HFC has been 
assigned to the OH  ligand bridging the Ni and the Fe. The respective proton is located close 
to the plane of the Ni 2z

d  orbital. For further details, see [83]. 

4.3.  The Bridging Ligand X 

Since it is known that the identity of the 3rd bridging ligand is changed 
upon activation of the enzyme and also in the catalytic cycle, its clear identifica-
tion in the different states is of utmost importance. This can be achieved by 
EPR/ENDOR techniques.

4.3.1.  Ni–A/Ni–B 

Isotope labeling experiments, using molecular 17O2 for both Ni–A and Ni–B 
[36], and also H2

17O for Ni–A (A(17O) = [5, 7, 20] MHz) [87] showed that the 
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bridging ligand in both states contains an oxygen atom. In the latter study, it was 
shown that exchange of the bridge to a 17O-labeled one is only possible if a reduc-
tion–oxidation cycle is performed, demonstrating the relative inaccessibility of the 
[NiFe] center in the Ni–A state as compared to the Ni–B state. 

The presence of a sulfur species (S2 , SH , H2S) in the bridge between Ni and 
Fe has been discussed by various authors [6,7,9,21,88]. For the Ni–A and Ni–B 
states (Fig. 5) this can, however, be excluded based on the 17O data. It is expected 
that a sulfur-based ligand would lead to an EPR spectrum with different g values. 
Such minority species with different g values have recently been reported for the 
oxidized states of D. vulgaris Miyazaki F (see, e.g., Fig. 5 and [9,88]). However, 
up to now the identity of these species remains unclear. 

For Ni–A, ENDOR experiments by Fan et al. in combination with deuterium 
exchange indicated that no exchangeable proton near the [NiFe] center is present 
[89]. Also with ESEEM, no exchangeable proton has been observed [90]. For Ni–B, 
the [NiFe] center does have an exchangeable proton, as was found for the enzyme 
of A. vinosum by careful measurement of the gz signal and examination of the su-
perhyperfine structure [91]. Recently it has been shown that for Ni–A it is also 
possible to exchange a proton near the active site, by first exchanging the solvent to 
D2O, followed by reduction with D2 gas to remove the bridging ligand and reoxida-
tion to restore an isotopically labeled bridge. With this reduction–reoxidation 
treatment, a deuterium signal could be observed in ESEEM and HYSCORE spec-
troscopy for Ni–A [80] and an HFC could be estimated. This was fully corrobo-
rated by recent single-crystal ENDOR experiments of Ni–A (Ogata et al., unpub-
lished data). 

Single-crystal ENDOR experiments of the Ni–B state have been used to eluci-
date the complete HFC tensor of the proton of the bridging ligand (principal values 
are [ 8.2, 7.0, +3.6] MHz) [83] (see Fig. 11). Early DFT calculations suggested 
the presence of an OH  bridge for Ni–B [63,77,92]. By comparison with DFT cal-
culations of the hyperfine tensors in a model of the active site, it was found that 
Ni–B contains an OH  bridge and that two possible binding modes for an OH  ex-
ist, and one of them could be favored based on a comparison between experimental 
and DFT data [83] (see Fig. 11). For the Ni–A state an experimental verification of 
the identity of the bridging ligand is not yet available. Possible candidates are OH ,
bound in a different conformation, H2O, or OOH [83]. 

4.3.2.  Ni–C 

In the Ni–C state, pioneering ENDOR experiments in the groups of Hoffman 
and Moura have shown for D. gigas hydrogenase that a proton with a very large 
hyperfine coupling constant (aeff = 16.8 MHz) is present, which seems to interact 
directly with the nickel [89]. This proton was found to be exchangeable, and one of 
the proposed assignments was that it could belong to an in-plane (i.e., equatorial) 
hydrogen directly bonded to nickel (e.g., a hydride). This would favor a formal 
NiIII redox state for Ni–C [89]. A second exchangeable proton with aeff  4.4 MHz 
was also observed in this work. 
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Figure 12. 2H HYSCORE spectra taken along gx, gy, and gz of the Ni–C and Ni–L1 states of 
the regulatory hydrogenase of R. eutropha in D2O buffer. The large deuterium coupling of 
the exchangeable proton (deuteron) observed for Ni–C collapses to a structureless band at 
the 2H Larmor frequency (close to 2 MHz), demonstrating the photodissociation of the hy-
dride upon illumination at T = 77 K in the Ni–C  Ni–L1 transition [93]. The process is 
fully reversible. 

In a recent study of the Ni–C state in the RH of R. eutropha [23] and in 
D. vulgaris Miyazaki F [86] using orientational selection ENDOR and HYSCORE 
in combination with H/D exchange, the complete HFC tensor of the exchangeable 
proton could be determined (principal values are [+21.9, 7.3, 14.5] MHz). The 
data are only compatible with the presence of a hydrogen in the bridge between Ni 
and Fe, bound in the equatorial plane of the metal. The obtained tensor is in good 
agreement with DFT calculations. Illumination of Ni–C removes the signals related 
to this proton from the spectrum (see Fig. 12). By using the results from the 
g tensor analysis in Ni–C [51], this proton is assigned to the hydride in the bridging 
position, which is derived from the heterolytic splitting of the substrate hydrogen. 
In these contributions [51,86] a key intermediate in the hydrogenase catalytic cycle 
has been structurally characterized. 

4.4.  Light Sensitivity of the Active Intermediate 

Illumination of the Ni–C state of all hydrogenases at low temperatures creates 
a light-induced state (Ni–L) with a significantly different EPR spectrum. Different 
forms of these species have been reported (Table 1). 
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In the Ni–L state the large 1H HFC of the H  bridge in Ni–C observed by 
ENDOR and HYSCORE spectroscopy vanishes [23,57,86,89] (see Fig. 12). After 
annealing of the sample, the Ni–C EPR signal and the large hyperfine interaction is 
recovered. This observation strongly indicates that the photoconversion of Ni–C to 
the Ni–L states involves a photodissociation of the bound hydride. With deuterium 
exchange experiments it was shown that the rich structure in the 2H region of the 
HYSCORE spectrum of Ni–C (see Fig. 12) collapses into an unstructured band at 
the 2H Larmor frequency [23] for Ni–L. However, signals could still be observed, 
indicating that upon photodissociation the proton remains in the close vicinity of 
the center. Since up to three different Ni–L states are observed that are very similar 
with respect to their spectroscopic properties, it is tempting to speculate that the 
three equatorial cysteine residues may act as bases and take up the proton. How-
ever, at present no experimental data exist to validate this hypothesis. A detailed 
ENDOR study of the Ni–L states is still lacking [93].

4.5.  Interaction of the Active Site with the Protein Surrounding 

The [NiFe] center of the hydrogenase is bound to the protein via 4 cysteines, 
as shown in Figure 1. However, further non-covalent interactions have been identi-
fied for this site [3]. The latter include hydrogen bonds to the sulfur and CN
groups and also hydrophilic and electrostatic interactions. In all catalytic [NiFe] 
hydrogenases a highly conserved histidine residue is present, which is in a position 
to form an H-bond to the axial cysteine sulfur with respect to Ni (Fig. 1). 

It is interesting to note that 3-pulse ESEEM and HYSCORE spectra of both 
Ni–A [90] and Ni–B [81] indicated the presence of a nitrogen atom. Since nitrogen 
is not found in the first ligand sphere of the [NiFe] center, it can only belong to a 
more remote amino acid ligand, which still interacts with the paramagnetic site. By 
inspection of the x-ray structure, and determination of the complete hyperfine and 
quadrupole tensor for 14N (I = 1), the nitrogen could be identified as an imidazole 
(N–H) nitrogen. Moreover, the N–H fragment of the imidazole forms a hydrogen 
bond to the axial sulfur, which carries a significant amount of electron spin density 
[81]. The respective histidine ligand is highly conserved in all catalytically active 
[NiFe] hydrogenases. It is, however, absent in the regulatory hydrogenase of 
R. eutropha [22], where indeed no nitrogen modulations were observed in the 
ESEEM spectra. It has been discussed that the hydrogen-bonded histidine plays a 
role in fine tuning the electronic properties of the active site and might therefore 
have a functional role [81]. The latter point became clear in the Q67H mutant of 
R. eutropha hydrogenase, in which a histidine was introduced in the homologous 
position of the standard hydrogenases [22]. This mutant showed very similar 
ESEEM spectra to the standard hydrogenase, indicating that the hydrogen bond 
had been established in the mutant. 
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5.  DISTANCE STUDIES OF [NIFE] HYDROGENASES 
The size of the spin–spin interaction of the [NiFe] center and the [3Fe4S] clus-

ter (S = ½) is within the range that can be studied by pulse ELDOR spectroscopy. 
This PELDOR technique allows measurement of the spin–spin interaction and a 
determination of the effective distance between the two electron spins. Measure-
ments have so far only been performed for D. vulgaris Miyazaki F hydrogenase 
[94] on the as-isolated enzyme (30% Ni–A and 70% Ni–B). The spin delocaliza-
tion over the [3Fe4S] cluster had to be included for correct data analysis. Spin pro-
jection coefficients have been determined that indicate that the largest amount of 
electron spin density is located on the iron closest to the [NiFe] center. 

6.  EPR-SILENT STATES 
The intermediate states Ni–SU, Ni–SIr, Ni–SIa, and Ni–R, where the number 

of electrons in the [NiFe] center is even, are commonly denoted as EPR-silent 
states. X-ray absorption spectroscopy (XAS) experiments are compatible with a 
formal NiII in the EPR-silent states (Ni–SU; Ni–SI; Ni–R) [38,41]. With Ni L-edge 
XAS it was found that the NiII is most likely in a high-spin state (S = 1) [95]. This 
has so far not been corroborated by EPR spectroscopy, possibly because of the 
presence of a large zero-field splitting that makes it impossible to detect the signal 
at X-band frequencies (9 GHz).

The high-spin or low-spin character of the “EPR-silent” NiII states depends on 
the energy splitting of the 2 2x y

d  and 2z
d  orbitals (as shown in Fig. 3). When these 

orbitals are sufficiently close in energy, the high-spin ground state is favored in 
which each orbital carries one electron. The distortion, which most efficiently 
brings the 2 2x y

d  orbital down in energy, is one toward a trigonal (bi)pyramid [44]. 
Whether or not the orbitals come close enough to yield the high spin state as the 
ground state is a question that may have to be addressed by high-field EPR, by 
which paramagnetic states with a large zero-field splitting can be observed. The 
possibility to observe the NiII high-spin states will depend on the magnitude of the 
zero-field splitting. For a typical value of 3 cm 1

, an instrument working at 90 GHz 
or higher is required. 

7.  CONCLUSIONS AND OUTLOOK
Based on the single-crystal EPR data collected for the paramagnetic states of 

the [NiFe] hydrogenase it can be concluded that Ni–A, Ni–B, Ni–C are formally 
NiIII d7 species with a 2

1
z

d  ground state (S = 1/2). The nickel ion has a square py-
ramidal coordination geometry, and it is believed that the substrate hydrogen (ini-
tially) binds to the sixth (free) coordination position at the Ni. The light-induced 
Ni–L states have a mixed 2z

d / 2 2x y
d  ground state. According to crystal field the-

ory, the Ni in Ni–L is in a formal d9 NiI state. However, the sulfur ligands may lead 
to strong delocalization of the electrons and a more positive charge at Ni. The iron 
in the [NiFe] hydrogenase has an octahedral coordination geometry; it is in a d6 FeII

low-spin state and thus diamagnetic (S = 0). This is probably caused by the strong 
inorganic CO and CN  ligands attached to the iron site. 
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The additional third bridging ligand X between Ni and Fe seems to play an 
important role for the hydrogenase since it changes its identity in the func-
tional cycle. In the oxidized states this bridging position is occupied by an oxy-
genic species. For the ready state Ni–B this is a μ-hydroxo (OH ) [83], while in the 
unready state Ni–A a final identification has not been achieved. In the activation 
process of the enzyme the bridging ligand (e.g., OH  in Ni–B) must be removed. A 
possible mechanism involves protonation of the OH  (Ni–B) and subsequent re-
lease as water [68], leading to a highly active species (Ni–SIa) that is EPR silent 
(cf. Fig. 2) [14]. 

A key intermediate in the reaction cycle is Ni–C, for which it was shown by 
EPR, ENDOR, and HYSCORE spectroscopy that it carries a μ-hydrido (H ) bridge 
between Ni and Fe [23,51,86]. This is most probably directly derived from the sub-
strate hydrogen. In a last reduction step the Ni–R state is reached, which is again 
EPR silent. The enzyme shuttles between the NiIII (EPR-active) and NiII (EPR-
silent) states in the catalytic cycle (Fig. 2). 

Heterolytic H2 dissociation must occur before the formation of Ni–C 
in the EPR-silent NiSI states. Mechanistic models for this process have re-
cently been discussed [14,68,79,96]. The paramagnetic light-induced Ni–L states 
derived from Ni–C have lost the hydride bridge [23,86]. The released proton is 
attached to a nearby base, possibly one of the sulfurs of the cysteine ligands. The 
Ni–C to Ni–L conversion process is reversible. The CO-inhibited paramagnetic 
state Ni–CO is probably derived from the Ni–L state. The CO ligand is attached to 
the nickel and blocks hydrogen access [8,19]. A similar situation is likely to oc-
cur when the enzyme is inhibited by O2 [9,96]. However, in the case of oxygen 
additional structural and electronic changes at the cysteines of the enzyme seem to 
occur as well [5,9]. 

The EPR studies on the paramagnetic states [98]—together with other investi-
gations using, for example, FTIR and XAS studies that can be applied to the EPR-
silent states—have delivered important insight into the catalytic cycle of [NiFe] 
hydrogenase as well as in activation/deactivation and inhibition of this important 
enzyme. However, the picture is still far from being complete. 

Open questions remain concerning the identity of the bridging ligand in Ni–A. 
This is important for understanding oxygen sensitivity and inhibition of this en-
zyme. With the information that the bridging ligand contains oxygen and a proton 
for both the Ni–A and Ni–B states, likely candidates for the bridge are OH  and 
H2O. However, recent x-ray crystallographic studies on single crystals in the Ni–A 
state indicate the presence of a bridging ligand, which could be OOH  [5,9]. The 
two structures, available for the hydrogenases of D. fructosovorans and D. vulgaris
Miyazaki F, also contain modified cysteines (modeled as oxidized cysteines with 
an additional oxygen attached to sulfur). Different cysteines were found to be 
modified in the two structures. Furthermore, it has been discussed that sulfur spe-
cies (HS , S2 , H2S) might occupy the bridging position in these bacteria [6,7,9,21]. 
However, a sulfur bridge would probably lead to an [NiFe] center with different 
EPR characteristics (g values). 
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It is also unclear what exactly happens to the hydride after it is photodissoci-
ated from the [NiFe] center and which amino acid is used as a base in the light-
induced Ni–L states. Further studies on Ni–CO structures will provide insight into 
the mechanism of the catalytic cycle, as CO can inhibit the enzyme only after it has 
been reduced. The valence of the Ni–CO state is ambiguous, and investigation of 
the photolability of CO resulting in the same Ni–L structure as that obtained from 
Ni–C will contribute to understanding the electronic structure of the Ni–L states. 
Furthermore, the spin multiplicity of the “EPR silent” states is still not known. 
Though an EPR signal has not been reported, XAS measurements seem to favor a 
high-spin ground state [95]. 

The solution of these problems is crucial for formulation of a detailed reliable 
reaction mechanism that is based on experimental data. More information is also 
required concerning the H+ and e  transfer to the active site of the enzyme and also 
the H2 channel (cf. Fig. 1). The influence of the protein surrounding on the struc-
ture, function, and dynamics of the hydrogenase has so far been little investigated. 
Very interesting would also be a comparison of the similarities and differences 
between the different classes of hydrogenases that use different active sites to con-
vert hydrogen and show substantial differences in enzymatic activity [97,98]. 
Knowledge of the reaction intermediates is an essential prerequisite for understand-
ing hydrogenase function and for efficiently using this enzyme in future biotechno-
logical processes or as blueprints for designing bioinspired artificial hydrogen cata-
lysts for the production of hydrogen [97]. 
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CHAPTER 11 

UNIQUE SPECTROSCOPIC FEATURES AND
ELECTRONIC STRUCTURES

OF COPPER PROTEINS:
RELATION TO REACTIVITY

Jungjoo Yoon and Edward I. Solomon* 
Department of Chemistry, Stanford University, 
Stanford, California 

Copper active sites play a major role in a wide range of biological proc-
esses. These include long-range electron transfer, binding, activation, 
and two-/four-electron reduction of dioxygen, and two-electron reduc-
tion of nitrous oxide. Traditionally, copper sites have been classified 
into three types based on their EPR features: the type 1 “blue,” the type 
2 “normal,” and the type 3 “coupled binuclear” sites. However, more re-
cent discoveries of the mixed-valent binuclear CuA, the trinuclear 
Cu cluster in the multicopper oxidases, and the tetranuclear CuZ
sites show that biological copper centers are even more diverse than pre-
viously believed. In this review, EPR and other spectral features of 
the different copper active sites are developed and compared. The ori-
gins of the unique spectroscopic features are discussed with respect 
to the novel geometric and electronic structures that are intimately cou-
pled to their catalytic functions. High covalency is shown to activate 
specific pathways for long-range electron transfer and exchange interac-
tions between copper centers to control the two vs. one electron activa-
tion of O2 for different chemistries and the four-electron reduction of 
O2 to H2O. In addition, electron delocalization between mixed-valent 
copper centers can lower reorganization energy and activate copper clus-
ters for catalysis. 

1.  INTRODUCTION 

Copper proteins are involved in a wide range of biological oxidation-reduction 
processes. These include long-range electron transfer, dismutation of superoxide, 
reduction of nitrite and nitrous oxide, and reversible binding, transport, activation, 
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and 2e– or 4e– reduction of dioxygen to peroxide or water that are coupled to sub-
strate oxidation or proton pumping [1]. This diversity can be attributed to the 
unique geometric and electronic structures of the copper active sites that are tai-
lored for their specific functions [2,3]. 

Table 1. EPR Parameters of the Representative Copper Active Sites in Biology

                                                                                       A valuesc

                                                 g-valuesb             (  10-4 cm–1)
     Cu sitesa                Type          g||             g             A||            A                  Notes 

D4h CuCl4
2- Type 2 2.221 2.040 164 35 

Plastocyanin Type 1 2.226 2.053 63 <17 
Cytochrome c CuA 2.180 2.015 39 22 7-line hyperfine 
    oxidased

Nitrous oxide CuA 2.178 2.022 39 23 7-line hyperfine 
    reductase CuZ 2.16 2.04 61 

  24  5:2 mixture 
Hemocyanin, Type 3     No EPR signal 
    oxy-form         (2J > –400 cm–1)
Peptidylglycine  Type 2 2.288 2.055 157 11 Two unresolved 
          type 2 centers 

-Hydroxylating 
    monooxygenase 
    (PHM) 
  PHM, NO2

- adduct Type 2 2.265 2.060 160 10 Two perturbed type 2 
   2.298 2.060 165 10    centers 
 Tree laccase Type 1 2.30 2.05 43 
  Type 2 2.24 2.05 206 
Tree laccase, Type 1 2.30 2.05 43 
   Native intermediate Type 2 + 2.15 1.86,   Type 2 + type 3 signal 
   Type 3e  1.65   only observable at low 
       temperature (<20 K) 
       and high radiant power 
      (>0.1 mW)

a Each entry refers to its resting oxidized form, except when otherwise stated. b g  refers to the average 
of gx and gy, except for the native intermediate of tree laccase. c A refers to the average of Ax and Ay.
d Also contains a CuB center, which is EPR silent due to antiferromagnetic coupling to an Fe(III) center 
in the binuclear heme a3–CuB active site (Stot = 2). e The three Cu centers of the type 2 and type 3 sites 
are antiferromagnetically coupled, with an Stot = 1/2 ground state. 

As listed in Table 1, biological copper active sites have been classified by their 
unique spectral features relative to those of the normal Cu(II) complexes, which 
typically have tetragonal ligand field environments [4,5]. Classically, these have 
been divided into type 1 (T1), type 2 (T2), and type 3 (T3) sites [6]. The T2 or 
“normal” copper sites exhibit spectral features similar to those of small-molecule 
inorganic Cu(II) complexes. The T2 site exhibits an electron paramagnetic reso-
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nance (EPR) signal with g|| > g  > 2.0023 with a four-line hyperfine splitting (2I +
1 with I = 3/2 for 63,65Cu) in the range of A|| ~ 150–250  10–4 cm–1 and A  < 35 
10–4 cm–1, indicative of a tetragonal Cu(II) center with an Stot = ½ ground state re-
flecting a half-occupied 2 2d

x y
 orbital. The T2 site often does not have a distinctive 

feature in its absorption and circular dichroism (CD) spectra, although a number of 
weak d–d bands are observed in the magnetic circular dichroism (MCD) spectrum. 
T2 sites are found in Cu/Zn superoxide dismutase [7–9] and nitrite reductase [10], 
where dismutation of superoxide into dioxygen and hydrogen peroxide and 1e–

reduction of nitrite to nitrous oxide occur, respectively. In amine oxidase and ga-
lactose oxidase, the T2 sites are present together with covalently bound organic 
cofactors, topaquinone, and thioether-linked Cys–Tyr ligand, respectively, that are 
formed in posttranslational modifications of a Tyr residue catalyzed in the presence 
of both the copper and molecular dioxygen [11–13]. Topaquinone in amine oxidase 
is involved in substrate oxidation [14], while the Cys–Tyr ligand in galactose oxi-
dase is oxidized to a radical that together with the T2 Cu(II) center catalyze alcohol 
oxidation [15]. The fully oxidized active form of galactose oxidase is described as 
a free radical-coupled copper center where the antiferromagnetic coupling of the 
Tyr radical and the T2 Cu(II) center leads to stabilization of the EPR-silent dia-
magnetic ground state with singlet–triplet splitting of  >200 cm–1 [13]. 

Alternatively, the T1 or “blue” copper site exhibits a very small A|| ~ 43–95 
 10–4 cm–1. It originates from a highly covalent 2 2Cu d –Cys S 

x y
 bond that is 

evidenced by an extremely intense absorption band at ~600 nm with  ~ 5000 M–1

cm–1, which is responsible for its deep blue color [16]. T1 sites are found in the 
blue copper proteins, such as plastocyanin, azurin, stellacyanin, and cucumber ba-
sic blue, and in the multicopper oxidases, such as tree and fungal laccases, ascor-
bate oxidase, ceruloplasmin, Fet3p, CueO, and CotA, where it functions in inter- or 
intramolecular electron transfer. The T3 or “coupled binuclear” copper site is char-
acterized by the lack of an EPR signal [1,17]. The T3 site is composed of two 
Cu(II) centers that are covalently bridged by a peroxide or hydroxide ligand. Due 
to the covalent overlap between the bridging ligand donor orbitals and two Cu(II) 
centers, an efficient superexchange pathway mediates strong antiferromagnetic 
coupling that results in a diamagnetic ground state with Stot = 0. In contrast to the 
T2 site, the T3 site does exhibit a number of d–d bands in the CD spectrum due to 
the low-symmetry environment of each Cu center. T3 sites are found in hemocya-
nin that is involved in binding and transport of dioxygen, and in tyrosinase and 
catechol oxidase that activate dioxygen for hydroxylation of phenolic substrates 
(by tyrosinase only) and oxidation of catechol substrates (by both enzymes). 

It is interesting to note that in dopamine -hydroxylase and peptidylglycine -
hydroxylating monooxygenase, two T2 copper centers are present that are mag-
netically non-interactive but required for catalysis, despite ~11 Å Cu–Cu separa-
tion and negligible magnetic exchange coupling [18–20]. Thus, these are termed 
“non-coupled binuclear” Cu sites, contrary to the “coupled binuclear” T3 Cu sites. 
Dopamine -hydroxylase and peptidylglycine -hydroxylating monooxygenase 
activate dioxygen for water abstraction in the hydroxylation of substrate. The non-
coupled nature of these binuclear active sites appears to be closely related to their 
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ability to form and stabilize a reactive 1e– reduced intermediate species at one Cu 
center for the H-atom abstraction reaction and to complete the reaction by obtain-
ing the second electron from the other Cu center [14,18,21]. 

Different types of copper sites are also found in clusters, as in the trinuclear 
copper cluster site of the multicopper oxidases that are comprised of a T2 and a T3 
site [1]. With the involvement of a T1 center ~13 Å away, the trinuclear copper 
cluster site catalyzes the 4e– reduction of dioxygen to water in the multicopper oxi-
dases. Interestingly, while this site exhibits spectral features of isolated T2 and T3 
centers in the resting oxidized state, its 4e– reduced oxygen intermediate, called the 
native intermediate, exhibits unusual spectral features that derive from a spin-
frustrated doublet ground state due to 3-oxo-bridge-mediated superexchange in-
teractions among the three Cu(II) centers [22]. 

In addition to the T1, T2, and T3 sites, recent studies on cytochrome c oxidase 
[23,24] and nitrous oxide reductase [25,26] have revealed new classes of copper 
sites. These are the binuclear CuA and the tetranuclear CuZ sites, both of which 
have mixed-valent Stot = 1/2 ground states. (A CuB center is also found in the cyto-
chrome c oxidase. It forms a binuclear heme a3–CuB active site where 4e– reduction 
of O2 occurs. However, due to the lack of a distinctive spectral feature, studies 
on the CuB center have been limited. Interestingly, it has a covalently linked Tyr 
residue bound to a His ligand, which is believed to have an important role in the 
reactivity [27]) 

The CuA site is found in both cytochrome c oxidase and nitrous oxide reduc-
tase, and is responsible for rapid electron transfer in these enzymes. This binuclear 
copper site has two bridging Cys S ligands and a short Cu–Cu distance of ~2.4 Å. 
Both the thiolate bridges and a direct Cu–Cu bonding interaction lead to electron 
delocalization in the low-symmetry protein environment. As a consequence, a 
seven-line hyperfine pattern is observed in an Stot = 1/2 EPR signal in the oxi-
dized form, which indicates a class III mixed-valence system due to spin delocali-
zation in the Cu(+1.5)Cu(+1.5) site (2nI + 1 = 7 with ICu = 3/2 and n = 2). (Note 
that in the Robin and Day classification of mixed-valence systems, the extra elec-
tron is completely localized in class I, partially delocalized in class II, and com-
pletely delocalized in class III [28].) As with the T1 copper center, the CuA copper 
centers have highly covalent Cu–S Cys bonding interactions, evidenced by the 
low-energy Cys S  Cu(II) charge transfer (CT) transitions that are responsible for 
its purple color. 

The CuZ site in nitrous oxide reductase catalyzes the 2e– reduction of the 
greenhouse gas nitrous oxide to dinitrogen and water [29]. Recently solved crystal 
structures of nitrous oxide reductase have shown that this is a 4-sulfide bridged 
tetranuclear copper cluster site with seven His ligands and a water-derived ligand 
[25,26]. In particular, EPR, MCD, and x-ray absorption spectroscopy (XAS) ex-
periments have demonstrated that, while this site in its resting state has an Stot = ½ 
ground state with formally one Cu(II) and three Cu(I) centers, the spin is partially 
delocalized over all four copper centers via the 4-sulfide bridge, rendering it to be 
a partially delocalized, class II mixed-valent tetranuclear copper site [30–32]. 
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In this review, key spectral features of the copper sites summarized above are 
presented along with descriptions of their physical origins. In addition to EPR, 
other spectroscopic methods, such as absorption, CD, variable-field variable-
temperature (VTVH) MCD, resonance Raman (rRaman), and XAS, and density 
functional theory (DFT) will also be presented in order to provide the complemen-
tary information necessary for understanding the geometric and electronic struc-
tures of these sites. 

2.  MONONUCLEAR BLUE “TYPE 1” CU SITES 
Since the early spectral characterization of copper proteins, the blue copper 

sites have attracted a major amount of spectroscopic interest [6,33]. These sites 
exhibit EPR signals at g|| > g  > 2.0023 (Fig. 1c; plastocyanin: gz, gy, gx = 2.226, 
2.059, 2.047), indicating a 2 2d

x y
 ground state similar to those of the nor-

mal tetragonal Cu(II) complexes. However, the parallel hyperfine splitting is ex-
tremely small, reduced by more than a factor of two relative to that of tetragonal 
Cu(II) complexes (Fig. 1c; plastocyanin: 63  10–4 cm–1 vs. CuCl4

2–: 164  10–4

cm–1). In addition, there is an intense absorption band at ~600 nm (~16000 cm–1)
with  ~ 5000 M–1 cm–1, in contrast to the weak d–d transitions of tetragonal Cu(II) 
complexes. 

The crystal structures of blue copper proteins show that the T1 site is in a 
trigonally distorted tetrahedral environment (Fig. 1a) [34–40]. The trigonal plane 
has a very short (~2.1 Å) Cu–S(Cys) and two typical (~2.0 Å) Cu–N His bonds. An 
additional axial thioether ligand is usually present with a long Cu–S(Met) bond 
(~2.8 Å), although the Met residue is replaced by a non-ligating one, such as Lys or 
Phe, in some tree and fungal laccases [41–44]. 

Single-crystal EPR studies on plastocyanin first defined the orientation of g|| in 
the distorted tetrahedral structure of the blue copper site [45]. It showed that the g||
EPR signal, with the four-line hyperfine pattern, is observed when the crystal axis 
corresponding to the long molecular Cu(II)-S(Met) bond is approximately parallel 
to the field direction, while g , with a broad derivative EPR signal without resolv-
able hyperfine components, is observed when this crystal axis is approximately 90
off the field direction. Thus, the singly occupied 2 2d

x y
 orbital is found to be per-

pendicular to the long Cu–S(Met) bond and close to the plane of the strong S(Cys) 
and two N(His) ligands. 

One of the unique spectroscopic features of the T1 site, as mentioned above, is 
the small A|| compared to that of the normal Cu(II) centers. There are three contri-
butions to account for the metal hyperfine coupling, which are the Fermi contact 
(AF), the spin dipolar (AS), and the orbital dipolar (AL) terms. The Fermi contact 
term is isotropic (A|| = A ) and associated with unpaired electron spin density at the 
nucleus. In a Cu(II) center, this contribution involves the unpaired 2 23d

x y
 electron 

spin polarizing the inner 1s, 2s, and 3s core electron pairs (mostly 2s) to produce a 
net negative spin density at the nucleus. The spin dipolar term is anisotropic (A  = 
–1/2A||) and involves the electron spin, averaged over the shape of its 3d orbital  
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Figure 1. (a) Crystal structure (1PLC, resolution 1.33 Å); (b) ground state wavefunction; and 
(c, top) X-band EPR spectrum of poplar plastocyanin; (c, bottom) X-band EPR spectrum of a 
normal copper complex, D4h [CuCl4]2–.

dipolar coupling to the nuclear spin on the metal center. Finally, the orbital dipolar 
term is also anisotropic (A A||) and involves the electron orbital angular momen-
tum, which is derived from spin–orbit mixing of excited states into the d-electron 
ground state, dipolar coupling with the nuclear spin on the metal. It is proportional 
to the g-value deviations from 2.0023. For the D4h CuCl4

2– complex, the contribu-
tions from these terms are estimated as: AF = –123  10–4 cm–1, AS = –155  10–4

cm–1, and AL = +114  10–4 cm–1, yielding a total of A|| = –164  10–4 cm–1. Here, 
the AF and AS terms are reduced from their values for free Cu(II) ions, –170  10–4

cm–1 and –230  10–4 cm–1, respectively, by covalency from electron delocalization 
from the Cu 3d orbital to the Cl– ligands (Cu = 61% and Cl– = 39%, as indicated by 
Cu L-edge XAS [46]); the AL term already contains covalency as it is obtained 
from the experimental g-values. 

Initially, the small A|| value of the blue Cu sites had been attributed to the Cu 
4pz mixing into the Cu 2 23d

x y
 orbital due to the distorted tetrahedral structure of 

the blue copper site. The spin dipolar interaction of the Cu nuclear spin with the 
electron in the Cu 4p orbital would oppose that of an electron spin vector in the 

2 2d
x y

  orbital [47]. The experimental probe of the 4p mixing into the 2 2d
x y

 or-
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bital was conducted via Cu K-edge XAS [48,49]. In Cu K-edge XAS, a weak low-
energy peak is observed at 8979 eV, which corresponds to a transition from the Cu 
1s orbital to the singly occupied 2 23d

x y
 orbital [4]. Since s d is electric dipole 

forbidden, the dominant electric dipole intensity mechanism contributing to this 
transition will be s p, therefore reflecting the 4p character mixed into the 2 23d

x y
orbital due to the distorted tetrahedral geometry of the blue copper site. In the ori-
entation-averaged XAS edge spectra of plastocyanin, the 8979 eV feature is more 
intense than that of the D4h CuCl4

2–, indicating significant 4p mixing in the blue 
copper center. However, this 4p mixing in the 8979 eV feature actually originates 
from the 4px/py orbitals, and not 4pz, mixing into the Cu 2 23d

x y
 orbital, as deter-

mined by single-crystal XAS [48]. The spin dipolar interaction of an electron aver-
aged over the 4px and 4py orbitals with the nuclear spin of the copper would com-
plement that of an electron in the 2 23d

x y
 orbital, and therefore increase, not de-

crease, the hyperfine coupling. Thus, the Cu K-edge XAS studies demonstrated 
that the Cu 4pz mixing model for the small A|| value is not valid. 

Alternatively, covalent delocalization of the electron onto the ligand will re-
duce the electron hyperfine coupling to the nuclear spin on the Cu atom and would 
also lower the AF and AS contributions in hyperfine coupling. The quantitative 
ground state description obtained from DFT calculations shows that the blue cop-
per site is significantly more covalent than CuCl4

2– (41 vs. 61% Cu 2 2d
x y

) and that 
the covalency of the blue copper center is anisotropic involving the thiolate–Cu(II) 
bond [50] (Fig. 1b). These descriptions have been evaluated through Cu L-edge 
[46] and S K-edge XAS studies [49]. The Cu L-edge spectroscopy allows determi-
nation of the Cu d character from an electric dipole-allowed transition (p d) from 
the localized Cu 2p core level to the delocalized singly occupied molecular orbital 
(MO) based on 2 23d

x y
 at ~930 eV. The S K-edge spectroscopy allows determina-

tion of the ligand S character from an electric dipole allowed transition (s p) from 
the localized S 1s core to the singly occupied MO at ~2470 eV [4,51,52]. The in-
tensity of the Cu L-edge for plastocyanin is significantly less than that of D4h
CuCl4

2–, indicating the blue copper site has less 3d character (Fig. 1b; 41 vs. 61% 
Cu 2 2d

x y
) and is therefore more covalent. Complementarily, the intensity of the S 

K-edge for plastocyanin is ~2.5 times more intense than that for a more normal 
five-coordinate Cu(II)–S(thiolate) model complex (38 vs. 15% S 3p) [53]. In azu-
rin, an S 3p character of ~45% has been determined [54]. Thus, these XAS data 
demonstrate that the increased delocalization of the electron spin onto the thiolate 
ligand reduces the electron spin interaction with the nuclear spin on the copper, 
resulting in the small A|| value. 

The highly covalent Cu–S bond is also reflected in the intense absorption band 
at ~600 nm. Low-temperature MCD shows that this ~600 nm band is associated 
with a ligand-to-metal CT transition, and not a d–d transition, as its MCD intensity 
relative to absorption intensity (i.e., C0/D0 ratio) is small (~0.01) compared to that 
of the d–d transitions (~0.1) [55]. [Note that the MCD C-term intensity is governed 
by the spin–orbit coupling parameter, and, therefore, the metal-centered d–d bands 
typically have a higher C0/D0 ratio than the ligand-centered CT bands ( [Cu(II)] = 
830 cm–1 vs. [O/N] = 60–70 cm–1).] This CT band is the Cys S Cu 2 2d

x y
 CT 
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transition that originates from the short Cu–S bond. The  CT transition is ob-
served as a weak higher-energy shoulder on the intense  CT band. The intense 

/weak  CT intensity pattern of the blue copper site requires that the Cu 2 2d
x y

orbital be oriented such that its lobes bisect the Cu–S(Cys) bond, giving highly 
covalent  overlap with the thiolate S ligand. 

Upon perturbation of the geometry of the blue copper center, from plastocya-
nin to cucumber basic blue to nitrite reductase (a green protein), the Cys S Cu

2 2d
x y

 CT intensity decreases while the Cys S Cu 2 2d
x y

 CT intensity increases 
[56–58]. This indicates that the Cu 2 2d

x y
 orbital is rotated from a  to  bonding 

interaction with the S(Cys) ligand. This dramatic spectral change is associated with 
a tetragonal distortion of the ligand field of the blue copper site (i.e., blue shift of 
d–d bands in the MCD spectra) and also weakening of the Cu(II)-S(Cys) bond (i.e., 
decrease in the associated vibrational frequency from 403 to 394 to 383 cm–1 in the 
rRaman spectra) in going from plastocyanin to cucumber basic blue to nitrite re-
ductase. The strengthening of the axial Cu–S(Met) bond, weakening of the equato-
rial Cu–S(Cys) bond, and tetragonal Jahn–Teller type distortion have been termed 
the “coupled distortion” model for the geometric and electronic structures of the 
blue copper related sites [59]. In the EPR spectrum of nitrite reductase, a rhombic 
splitting is observed ( g  = 0.04) [60] that is larger than that for plastocyanin ( g
= 0.017) [45]. This is the result of the increased ligand field strength along the axial 
z-direction in nitrite reductase [61], which increases the rhombic dz2 mixing into 
the 2 2d

x y
 based singly occupied MO (~1.8%) [59]. 

The unique spectral features of the blue copper sites reflect geometric and 
electronic structures that activate the metal site for reactivity. The highly covalent 
Cu–S Cys thiolate bond activates the superexchange pathways associated with this 
ligand for long-range electron transfer to specific acceptor sites in or on the pro-
tein. The protein environment effects control whether the thiolate is involved in a 
(plastoyanin) or  (nitrite reductase) bonding interaction with the copper, and thus 
the geometric and electronic structures of this active site. 

3.  BINUCLEAR CUA SITES 
As with the blue copper sites, the CuA sites found in cytochrome c oxidase 

(CcO) and nitrous oxide reductase (N2OR) also have highly covalent Cu–S(Cys) 
bonding interactions and are involved in long-range electron transfer. The CuA site 
was first observed in CcO [62], but its low g|| value of 2.18 with unresolved hyper-
fine lines could not be readily described within the T1, T2, or T3 copper classifica-
tion [6,63]. A major advance came when S-band EPR spectroscopy was applied to 
reduce the contribution from g-strain to the EPR linewidths [64–66]. As a result, 
the previously unresolved Cu hyperfine structure was observed on the CuA signal 
with A|| ~ 40  10–4 cm–1. In particular, seven equally spaced Cu hyperfine lines for 
all g-values were resolved from the S-band EPR spectrum of the CuA site in Pseu-
domonas stutzeri N2OR (Fig. 2b). The seven-line pattern is indicative of a binu-
clear Cu site with one unpaired electron equally shared between two Cu atoms (2nI
+ 1 = 7 with n = 2 and ICu = 3/2), forming a mixed-valent binuclear site with a  
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Figure 2. (a) Crystal structure (1FWX, resolution 1.60 Å) and (b) Q-, X-, and S-band EPR 
spectra of the CuA site in nitrous oxide reductase (N2OR). Spectra adapted from [66]. 

charge distribution of Cu(+1.5)Cu(+1.5). The small A|| reflects an electron delocali-
zation over the two Cu centers that decrease the hyperfine coupling at each center 
by about half that of a mononuclear Cu(II) center. 

The binuclear structure of the CuA site has been confirmed by the crystal struc-
tures of CcO [23,24] and N2OR [25,26] that show the two copper centers with two 
bridging thiolate S(Cys) ligands (Fig. 2a). The crystal structure and extended x-ray 
absorption fine structure (EXAFS) data indicate that the CuA site contains a planar 
Cu2S(Cys)2 core with a Cu–Cu distance of ~2.45 Å in the oxidized form [67,68]. 
The Cu centers are trigonal, with an N(His) providing the third equatorial ligand. 
The axial ligand on one Cu is an S(Met), and that on the second Cu is a polypep-
tide backbone carbonyl oxygen. The short Cu–Cu distance and the presence of two 
thiolate bridging ligands support the delocalized mixed-valence description of the 
CuA site, as suggested by the EPR studies. 

The covalent mixed-valent nature of the CuA site implied by its EPR spectrum 
is supported by excited-state spectroscopic data. The absorption and MCD spectra 
are dominated by three characteristic strong features: two at ~500 nm and the third 
at ~750 nm [69,70]. The two bands near 500 nm (~20000 cm–1) originate from the 
Cys Sx,y Cu CT transitions, where x and y indicate coordinates in the Cu2S2 plane 
(Fig. 2a). The high intensity of these bands originates from the covalent Cu–S 
bonds. This is supported by S K-edge XAS on an engineered CuA azurin construct 
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that indicates 46 ± 2% total S character in the singly occupied MO [71]. The Cu L-
edge XAS on the CuA azurin also indicates significantly reduced Cu character in 
the singly occupied MO with 44 ± 1%, in comparison to 61% Cu character in the 
D4h CuCl4

2– complex [71]. 

Figure 3. Singly occupied MOs of (a) CuA vs. (b) mixed-valence (MV) model complex of 
Tolman and coworkers [73]. 

The 750 nm (13400 cm–1) absorption band is assigned as the metal-to-metal 
intervalence * transition in the class III mixed-valence site, where  and *
refer to the occupied bonding and singly occupied antibonding MOs distributed 
over the two Cu centers [58,69]. This assignment was made on the basis of the 
large change in the Cu–Cu separation (distortion in the totally symmetric a vibra-
tion mode) observed to accompany this excitation in the near-IR in rRaman ex-
periments [72]. Importantly, this intervalence * transition energy quantifies 
the electronic coupling matrix element Hab that is associated with bonding interac-
tions between the valence orbitals on the two Cu centers leading to electron delo-
calization in the CuA site. The short Cu–Cu distance and strong thiolate bridging 
ligands in the CuA site provide both the direct and superexchange contributions to 
this electronic coupling (Fig. 3a). These contributions can either be complementary 
or oppose one another to produce the final energy splitting 2Hab. The Cu–Cu dis-
tance of 2.45 Å in the CuA site (Fig. 3a) allows a direct Cu–Cu bond between the 
two 2 2d

x y
 orbitals to be present, with a contribution to 2Hab estimated to be ~7000 

cm–1. Moreover, the superexchange contribution from the bridging thiolates in CuA
increases the electronic coupling to the experimental value of 2Hab = 13400 cm–1

(i.e., energy of the * transition at ~750 nm). This significant electronic cou-
pling results in the CuA site being completely delocalized (class III mixed-valence 
limit) as the Hab value is large enough to overcome the vibronic trapping that in-
duces a double-well potential energy surface to trap the oxidized Cu into either the 
Cu(II)Cu(I) or Cu(I)Cu(II) state. This lack of vibronic trapping could play a sig-
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nificant role in lowering the Franck–Condon barrier to the long-range electron 
transfer by the CuA site [4,58,69]. 

The relative contributions of the direct Cu–Cu bond and the superexchange in-
teractions to the CuA electronic structure have been evaluated via comparative 
studies on the CuA sites from Bacillus subtilis CcO, engineered azurin, and ami-
cyanin vs. a mixed-valence model complex by Tolman and coworkers [69,73]. The 
model complex has two thiolate bridges and complete electron delocalization, evi-
denced by the characteristic EPR spectrum with a seven-line hyperfine splitting 
pattern (gz, gy, gx = 2.204, 2.046, 2.010, and Ay = 35 × 10–4 cm–1, Az = 51 × 10–4

cm–1). This complex, however, has a relatively long Cu–Cu distance of 2.9 Å that 
precludes a direct Cu–Cu bonding contribution to Hab. The * transition is ob-
served at 5560 cm–1, which is ~7800 cm–1 lower in energy than that of the CuA
sites, due to the lack of a direct exchange interaction. This quantifies the electronic 
coupling 2Hab in the model complex to be ~5560 cm–1 that is associated solely with 
the superexchange by the bridging thiolates (Fig. 3b). In parallel S K-edge studies 
on the CuA sites and the model complex, very similar pre-edge absorption intensi-
ties have been observed [74]. The similar intensities indicate the amount of S char-
acter in the * orbital and its contribution to superexchange and electronic cou-
pling is similar for both the CuA site and the model complex. Thus, the difference 
of ~7800 cm–1 in Hab is due to an additional direct Cu–Cu bonding contribution in 
CuA. From a ligand field analysis, the trigonal ligand field of each copper center in 
the CuA site leads to formation of a direct Cu–Cu  overlap [69]. Thus, as with the 
blue copper sites, the protein can influence the ligand interactions at the CuA sites 
that affect the formation of a Cu–Cu bond. 

The high covalency of the thiolate bridges of the CuA provides two superex-
change pathways for electron transfer in CcO: one to the heme a acceptor site and 
the other from the cytochrome c electron donor site; the former would be competi-
tive with a shorter His pathway, as only ~1% His is contained in * as determined 
by electron nuclear double resonance (ENDOR) experiments [75] compared to 
46% from the two Cys S bridging ligands [71], and the latter is required for CuA, as 
it is more buried (~9 Å) from the protein surface relative to plastocyanin (~4.5 Å). 
Thus, the presence of both the direct Cu–Cu bond and strong superexchange inter-
actions in CuA maintain a delocalized ground state even in the low-symmetry pro-
tein environment that is functionally significant. 

4.  COUPLED BINUCLEAR ‘TYPE 3’ CU SITES 

Hemocyanin (Hc), tyrosinase (Tyr), and catechol oxidase (CatOx) are copper 
proteins that have coupled binuclear T3 Cu sites, where Hc reversibly binds and 
releases O2 during its transport, and Tyr and CatOx activate O2 for substrate hy-
droxylation (Tyr only) and oxidation (both the Tyr and CatOx) [1,76]. Importantly, 
these proteins all share a peroxy-level intermediate with a side-on peroxide bridged 
[ – 2: 2 O2

2––Cu(II)2] oxy-form upon reacting the deoxy-form (i.e., reduced 
2Cu(I) form) with O2. This intermediate is the most stable oxygen intermediate in 
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copper proteins and exhibits spectral features that are indicative of the side-on per-
oxy-bridged structure that plays a key role in reactivity. EXAFS of Hc [77] and 
crystal structures of oxy Hc and oxy Tyr [78,79] indicate that the two Cu centers 
(each with three His ligands) are separated by ~3.6 Å with a – 2: 2 O2

2––Cu(II)2
structure (Fig. 4a). As the two Cu centers are greater than 2.5 Å apart, direct over-
lap of the Cu d-orbitals as in a CuA site would be limited. Instead, the two Cu(II) 
centers are involved in strong antiferromagnetic coupling through the peroxide 
bridge, which leads to a diamagnetic Stot = 0 ground state, and therefore a lack of 
an EPR signal [4]. 

Figure 4. (a) Crystal structure (1OXY, resolution 2.40 Å) of the oxy form of arthropod 
hemocyanin (Hc). (b) Plots of the lowest unoccupied molecular orbitral (LUMO) (top) and 
highest occupied molecular orbital (HOMO) (bottom) of the side-on Cu(II)2O2

2– species 
showing peroxide * donation and * backbonding interactions with the Cu(II) 2 2d

x y
or-

bitals.

Experimentally, magnetic susceptibility measurements show that the singlet 
ground state is below the triplet state in energy by more than 600 cm–1 [80], yield-
ing a coupling constant –2J of >600 cm–1. With a Cu–O–Cu angle of ~120–140°, 
this result is consistent with the empirical correlation of Hatfield and Hodgson 
[81], which indicates that (for hydroxo-bridged Cu(II) dimers) bridging an-
gles greater than 97.5° yield a singlet ground state, whereas those with less than 
97.5° have a ferromagnetic triplet ground state. In the framework of MO theory for 
magnetic exchange by Hay, Thibeault, and Hoffmann [82], the strong antiferro-
magnetism in the – 2: 2 O2

2––Cu(II)2 originates from the large splitting of the 
two singly occupied MOs in the single determinantal triplet state. The singly occu-
pied MOs involve bonding interaction between (1) two Cu 2 2d

x y
 and the O2

2– *
orbital and (2) two Cu 2 2d

x y
 and the O2

2– * orbital, where * refers to one 
of the doubly degenerate * peroxide HOMO that forms  bonds with the Cu’s 
and * refers to the peroxide LUMO, both of which are in the Cu2O2 plane (refer 
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to the MOs shown in Fig. 4b), where the MOs are designated LUMO and HOMO, 
respectively, for the singlet wave function). The strong -overlap in the MO com-
posed of the 2 2d

x y
– *– 2 2d

x y
 anti-bonding interactions would induce destabili-

zation of this MO relative to the MO composed of the weak 2 2d
x y

– *– 2 2d
x y

bonding interaction that reflects a weak -backbonding interaction, which stabi-
lizes this MO. Overall, the large energy splitting of the two singly occupied MOs 
results in an antiferromagnetic singlet state. 

The strong Cu-peroxide bonding interactions in the – 2: 2–peroxo-
dicopper(II) oxy site is evidenced by the intense absorption features at 350 nm with 
 ~ 20000 M–1 cm–1, and a weak feature at 550 nm with  ~ 1000 M–1 cm–1, both of 

which are associated with the O2
2– Cu CT transitions [83,84]. The doubly degen-

erate * HOMOs of the peroxide are split in energy upon interaction with the binu-
clear copper site, where one component (= *; in the Cu2O2 plane) forms strong 

-bonds with the Cu centers, while the other component (= v*; out of the Cu2O2
plane) forms weak -bonds with the Cu centers. Thus, the intense absorption 
band at higher energy is assigned as the * Cu(II) CT transition and the 
weak lower energy as the v* Cu(II) CT transition [17,76]. The rRaman spectrum 
exhibits an extremely low O–O stretch vibration at 750 cm–1, which indicates a 
very weak O–O bond due to -backbonding from the Cu centers into the *
LUMO of the peroxide (Fig. 4b, bottom) [85]. This is activated for O–O cleavage. 
In addition, the strong * donation results in significant peroxide character in the 
low-energy 2 2d

x y
– *– 2 2d

x y
 unoccupied MO, activating it for electrophilic at-

tack on substrate. 
A reaction coordinate study on O2 binding to Hc using DFT calculations has 

shown that when O2 approaches the binuclear Cu site with increasing metal–ligand 
overlap, the coordination mode switches from end-on bridging – 1: 1, to – 1: 2,
then to – 2: 2–butterfly, and finally to the planar side-on – 2: 2–peroxo struc-
ture, during which a simultaneous two-electron transfer takes place [86]. The struc-
tural changes allow the initially ferromagnetically coupled Cu2O2 core in the early 
stage of O2 binding (due to near orthogonal magnetic orbital interaction) to pro-
gress through the strong antiferromagnetic superexchange coupling between the 
two Cu centers (due to direct magnetic orbital overlap) and undergo intersystem 
crossing. Thus, the spin forbiddenness of O2 binding is overcome through delocali-
zation of unpaired electrons onto the metal centers and the superexchange coupling 
of the metal centers via the bridging ligand. 

5.  NON-COUPLED BINUCLEAR CU SITES 

The non-coupled binuclear copper enzymes include dopamine -monooxy-
genase (D M) and peptidylglycine -hydroxylating monooxygenase (PHM). Both 
enzymes catalyze substrate C–H bond hydroxylation (at a Gly backbone C–H bond 
in PHM and a dopamine benzylic C–H bond in D M), and kinetic and mechanistic 
studies have shown that the reaction mechanisms for both D M and PHM are very 
similar [14]. The active site structure from the crystal structures of PHM indicates 
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that the two Cu centers, CuH and CuM (alternatively labeled CuA and CuB, respec-
tively), are ~11 Å apart with no bridging ligand and no observable magnetic inter-
action (Fig. 5a) [19,20,87]. The catalytic hydroxylation reaction occurs at the CuM
center through an H-atom abstraction mechanism, while the CuH center supplies 
the additional electron required by long-range electron transfer. Because the two 
Cu centers in D M and PHM show no electronic coupling, the mechanism for this 
inter-copper, long-range electron transfer has been elusive. A superoxide-chan-
neling mechanism [88] and a substrate-facilitated electron transfer mechanism 
[20,89] have been proposed to account for this intramolecular electron transfer 
process. 

Figure 5. (a) Crystal structure (1OPM, resolution 2.10 Å) of oxidized form of peptidylgly-
cine -hydroxylating monooxygenase (PHM). (b) X-band EPR spectra of the resting (top) 
and the nitrite (NO2

–) adduct forms of PHM. Note that in the NO2
– adduct, the two perturbed 

Cu centers are spectroscopically differentiated. Spectra adapted from [93]. 

Crystal structures of oxidized PHM indicate that the CuM center has distorted 
tetrahedral geometry with one Met, two His, and a water-derived ligand, while the 
CuH center has a nearly square planar geometry, but with only three His ligands in 
a T-shaped fashion (Fig. 5a) [19,20,87]. The spectroscopic results from EPR, 
EXAFS, and XAS, however, suggest that both Cu centers should each have an ex-
tra water-derived ligand that may not have been observed in the crystallography 
due to limited resolution [90–92]. Possible CuM structures were evaluated using 
DFT calculations, coupled to a ligand field analysis of EPR and low-temperature 
MCD data. These calculations have shown that the five-coordinate square pyrami-
dal CuM structure with one H2O and one OH–  in the equatorial positions and a 
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weak S(Met) ligand in the axial position is consistent with experiment, in particular 
with the d–d transition energies and the axial g-values observed in the MCD and 
EPR spectra of PHM [93]. The four-coordinate model with just one water-derived 
ligand (OH–), as suggested by the current crystal structures, underestimates the d–d 
transition energies and gives rise to significantly rhombic distorted g-values due to 
the large structural distortion, leading to an inequivalence in the x- and y-directions 
and dz2 mixing (~19%) into the 2 2d

x y
 ground state. DFT/ligand field analysis also 

indicates that the CuH site is a four-coordinate, D2d distorted square planar struc-
ture, with the H2O molecule occupying the open coordination site of the CuH center 
described in the crystal structures. 

Interestingly, while the CuM and CuH sites are found inequivalent from the 
crystal structures, spectroscopic studies on the resting oxidized forms of PHM (and 
D M) have shown that these sites are indistinguishable in the EPR, absorption, 
CD, and MCD spectra [92–94]. In the X-band EPR spectrum of the resting PHM, 
only one T2 Cu(II) signal is discerned with gz = 2.288 > gx,y = 2.050, 2.060, and Az
= 157  10–4 cm–1 (Fig. 5b, top). Moreover, the d–d transition region in CD 
and MCD spectra of resting PHM do not provide evidence for two different 
Cu(II) centers. Alternatively, spectroscopic differentiation of the two sites has been 
made possible via small molecule binding perturbation of the Cu sites using nitrite 
(NO2

–). As NO2
– is capable of binding in either mono- or bi-dentate fashion to a 

Cu(II) center, differential perturbation on the CuM (with two exchangeable water-
derived ligands) and CuH (with one exchangeable water ligand) sites was possible. 
Two sets of signals have been observed in the EPR (Fig. 5b, bottom) and MCD 
spectra of the NO2

– adduct of PHM [93]. Six transitions are observed in the d–d 
transition region of the MCD spectrum, as compared to the two-band spectrum of 
the resting PHM. Since one Cu(II) site can at most contribute four d–d transitions, 
the presence of six d–d bands in the MCD spectrum indicated that both CuM and 
CuH sites in PHM contribute. Also, the X-band EPR spectrum shows two sets of 
Cu(II) hyperfine couplings with nearly equal intensity, consistent with two in-
equivalent Cu(II) sites (Fig. 5b, bottom; g1z = 2.265, A1z = 160  10–4 cm–1 and g2z
= 2.298, A2z = 165  10–4 cm–1).

The indistinguishable contribution of the CuM and CuH sites in the optical and 
EPR spectra has been ascribed to the very similar overall covalencies and ligand 
fields of these two Cu sites. In the square planar CuH site, the 2 2d

x y
 orbital has 

dominant  interactions with the four ligands (three His and a water). Despite the 
different number and types of ligands, the d-orbital splitting of the CuM site has 
opposing effects of the square pyramidal distortion by the axial Met ligand and the 
strong equatorial donation of the OH– ligand. This leads to d–d transition energies 
similar to those of the CuH site. Consequently, the ground state Cu covalencies for 
the CuM and CuH sites are very similar, with ~70% Cu character as determined by 
EPR and ~64% by DFT [93]. Together with their similar d–d transition energies, 
both the CuM and CuH sites should exhibit very similar EPR g- and A-values, since 
these values are dominantly dependent on the d–d energies and covalencies of the 
ground state. 
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The non-coupled nature of the PHM and D M copper active sites is strongly
related to their catalytic function. The reaction coordinate generated using DFT 
[21] suggests that the H-atom abstraction reaction in PHM and D M involves a 
mononuclear CuM(II)–superoxo species via an almost thermoneutral process with a 
low reaction barrier of ~15 kcal/mole, in contrast to the previously believed 
CuM(II)–OOH intermediate [95], which involves a much higher activation barrier 
of ~37 kcal/mole. The reaction coordinate involving the CuM(II)–superoxo species 
is supported by recent kinetic studies on D M [96]. 

Due to the small exchange coupling J, the electronic coupling matrix element 
HDA contribution to the electron transfer rate is also small (kET  (HDA)2  –2J [97–
99]). In addition, significant geometry changes between the reduced and oxidized 
forms of the CuM and CuH centers suggest that there is the contribution of a large 
reorganization energy to further decrease the electron transfer rate. Thus, the cata-
lytically relevant intramolecular electron transfer between the non-coupled CuM
and CuH centers would have to be switched on by a high thermodynamic driving 
force at the appropriate step in the enzymatic reaction cycle [18,21]. This non-
coupled nature of the binuclear Cu active sites in PHM and D M provides a strat-
egy to reduce O2 by first forming a reactive 1e– reduced CuM(II)–superoxo species 
for the required H-atom abstraction reactivity while maintaining the ability to pro-
vide an additional electron from the CuH center to complete the reaction. Alterna-
tively, in the strongly coupled binuclear Cu sites of hemocyanin and tyrosinase, the 
reaction of O2 with the reduced protein leads to a fast electron transfer from both 
Cu centers to O2, generating a 2e– reduced binuclear Cu(II)–peroxide species that is 
effective at electrophilic attack on an aromatic substrate. 

6.  TRINUCLEAR CU(II) CLUSTER SITES 

Trinuclear Cu clusters play a central role in catalytic O2 reduction in the multi-
copper oxidases [1,76]. These enzymes contain at least four Cu centers that are 
necessary to catalyze the 4e– reduction of O2 to H2O with concomitant 1e– oxida-
tions of various substrates (Fig. 6). The electrons are taken up at the T1 blue copper 
site and transferred ~13 Å to the trinuclear copper cluster site that is comprised of a 
T2 and a T3 copper center where O2 reduction occurs [100]. Reaction of the fully 
reduced enzyme with O2 involves two 2e– intermediate stages, where the first 2e–

reduction step is rate determining (k  2  106 M–1s–1) while the second is fast (k > 
350 s–1), therefore effectively resulting in a single 4e– process [101,102]. 

In the resting oxidized form, two types of EPR signals are observed that origi-
nate from the paramagnetic T1 and T2 sites. The other two Cu(II) centers are the 
coupled binuclear T3 site that are EPR silent due to the strong antiferromagnetic 
coupling with –2J > 400 cm–1 through an endogenous OH– bridge [80]. The T1 site 
exhibits an EPR signal at g|| = 2.30 with A|| = 39  10–4 cm–1 (Fig. 7a) that is consis-
tent with those of the other blue copper proteins (see §2). Alternatively, the T2 site 
exhibits an EPR signal at g|| = 2.24 with A|| of 180  10–4 cm–1 (Fig. 7a). While this  
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Figure 6. Copper sites in the resting oxidized form of the multicopper oxidases and associ-
ated ground state orbitals. 

feature is consistent with those of normal tetragonal Cu(II) complexes, it derives 
from an unusual T-shaped, three-coordinated ligand environment with two His and 
an OH– in the x,y-plane (Fig. 6). This structural description is consistent in all re-
ported crystal structures. In addition, a combination of nitrogen electron spin echo 
envelope modulation (ESEEM), deuterium ENDOR, and MCD spectroscopies has 
shown that this coordination environment of T2 site is constant over the functional 
pH range of 5.5 to 7.5 [103]. It has been suggested that the OH– ligand is stabilized 
in this pH range by the large inductive effect of the three coordinate T2 Cu(II) ion 
and hydrogen bonding connectivity to a nearby Asp residue. 

It is important to note that the T2 and T3 Cu centers in the trinuclear clus-
ter are all coordinatively unsaturated, with the open sites oriented toward the cen-
ter of the cluster. The T2 and T3 sites have negligible magnetic influence on 
each other, and there is no evidence for a bridging ligand (such as H2O or OH–)
between the T2 and T3 sites, despite the highly positive charge of the cluster. 
From energetic considerations of the ligand binding at the 3-position (i.e., the cen-
ter of the cluster) using DFT calculations, it was shown that binding of H2O or OH–

actually leads to an energetically unfavorable process, after inclusion of the ef-
fects of solvation/desolvation, protonation/deprotonation of H2O and OH–, and 
charge stabilization by nearby anionic carboxylate protein residues. In a parallel 
evaluation of the energetics of fluoride binding (which exhibits a superhyperfine 
splitting pattern in the EPR spectrum, indicating that it binds equatorially to the T2 
site at the 3-position), a very favorable overall energy was obtained that is consis-
tent with its high affinity (K > 104 higher than for aqueous Cu complexes) [104]. In 
particular, the possibility of a significant role of the four conserved anionic 



488 JUNGJOO YOON AND EDWARD I. SOLOMON 

Asp/Glu residues within 12 Å in stabilizing the highly charged coordinatively un-
saturated trinuclear Cu cluster has been evaluated [103]. The charge stabilization of 
the cluster contributes to tuning the ligand-binding properties of the cluster, leading 
to its high affinity for fluoride and its coordination unsaturation that play a key role 
in its O2 reactivity. 

Figure 7. (Left) X-band EPR spectra of the Rhus vernicifera tree laccase: (a) the resting oxi-
dized form at 2.02 mW and 77 K, (b) the native intermediate at 2.02 mW and 77 K, and (c) 
the native intermediate taken at 0.5-25 W at 10 K. (Right) Energy diagram of the ground and 
low-lying doublet states of the native intermediate, with depiction of the origin of the low g-
value observed in (c); see text for details. Spectra adapted from [22]. 

When the fully reduced enzyme is reacted with O2, the 4e– reduced native in-
termediate (NI) is formed. This intermediate has been trapped using a rapid freeze-
quench technique and spectroscopically characterized using EPR, absorption, CD, 
VTVH MCD, and XAS [22,105]. It was shown that the NI is a fully oxidized spe-
cies with the three Cu(II) centers in the trinuclear site mutually bridged by the 
product of the full 4e– O2 reduction with cleavage of the O–O bond. 

One of the characteristic spectroscopic features of the NI is the absence of the 
T2 signal and the emergence of a broad signal with a low geff value of 1.65 in the 
EPR spectrum at low temperature and high radiant power [22,106]. In contrast to 
the resting oxidized form, the NI at 77 K exhibits only the T1 signal in its EPR 
spectrum (Fig. 7b). However, as the temperature is lowered, a broad signal at 
~4000 G is observed below 20 K (Fig. 7c). This new signal shows rapid relaxation 
and is difficult to saturate, exhibiting a very different saturation behavior compared 
to the T1 signal. The P1/2, the microwave power at half-saturation, of the broad 
signal at 8.8 K is > 25 mW, whereas that of the T1 signal is ~0.45 mW and that of 
the T2 signal in the resting oxidized form is ~0.05 mW. Thus, at high radiant 
power, the T1 signal is saturated and only the new signal is observed (Fig. 7c). 
Simulations show that this broad signal has g-values of 2.15, 1.86, and 1.65. Its 
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Orbach analysis suggests the presence of a low-lying excited doublet state at ~150 
cm–1 above the ground state, which was confirmed by variable-temperature MCD 
experiments [22]. 

Earlier studies have attributed this new signal to a three-electron reduced oxyl 
or hydroxyl species with the T2 Cu center still reduced, based on EPR studies us-
ing isotopically enriched 17O2 [106]. However, all four Cu centers in the NI have 
been determined to be oxidized by XAS edge studies [22]. In addition, a pseudo-A 
term is observed in the CT region of the MCD spectrum of the NI that is very dif-
ferent from what is observed in the MCD spectrum of a hydroxyl radical [22,105]. 
Thus, XAS and MCD studies have provided definitive evidence that the NI form is 
not a radical species produced by a 3e– reduction of O2, but rather a 4e– reduced 
product of O2 reduction with all four Cu centers oxidized. 

The unique spectroscopic and reactivity features of the NI must originate from 
an all-bridged structure of the trinuclear Cu cluster site. In an all-bridged trinuclear 
Cu(II) cluster, each of the three spins can interact with its adjacent spins. The two 
Cu(II) centers with S = 1/2 couple to form intermediate spins S  = 1 and 0 (Fig. 8, 
“One Bridge”), which then couple to the third Cu(II) center to give Stot = 1/2 and 
3/2, and another Stot = 1/2 state, respectively (Fig. 8, “Three Bridges”). For the C3
symmetric trimers with three equivalent exchange coupling interactions, the quartet 
and doublet ground states are the 4A and 2E states, which are separated by 3|J| in 
energy, when ij = –2J( i j) between spin centers i and j (Fig. 8, “Three Equal 
Bridges”). [Note that the degeneracy in the 2E ground state of the three-bridged 
case represents what is widely known as spin frustration. In the triangular topology 
of the C3 symmetric Cu(II) trimers, three MS = ½ spin configurations are possible 
(i.e. , , and ), and the competing interactions of these spin configura-
tions often lead to ground states that cannot be described in the conventional spin 
Hamiltonian and cause a dramatic modification of the magnetic properties.] The 
bridged structure of the NI would promote strong antiferromagnetic coupling of the 
three Cu(II) centers, resulting in a doublet ground state accompanied by a low-
lying doublet excited state at ~150 cm–1 (determined by EPR Orbach analysis and 
variable-temperature MCD) as indicated by a bold arrow in Figure 8. Two possible 
exchange-coupled structures of the trinuclear Cu cluster in the NI have been pro-
posed based on experiment and consideration of reactivity, one with tris–hydroxo-
bridged and the other with a 3-oxo-bridged structure (Fig. 9). 

The elucidation of the very low g-value of the NI has been provided by a re-
cent spectroscopic study on the D3 symmetric tris– 2–hydroxy-bridged trimeric 
Cu(II) model complex [107] synthesized by Mirica and Stack [108]. In this study, 
it was shown that the orbitally degenerate 2E ground state of the tris– 2–hydroxy-
bridged complex undergoes a zero-field splitting of ~65 cm–1, as determined by the 
field- and temperature-dependent MCD features of the complex. Moreover, the 
signal observed in the single-crystal EPR spectrum (at T < 30 K) is strongly anisot-
ropic, with the g-value shifting from 2.32 down to ~1.2 upon rotation of the single 
crystal from parallel to perpendicular orientation of the molecular C3-axis relative 
to the magnetic field. 
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Figure 8. Energy diagram of an antiferromagnetically coupled Cu(II) trimer (all J < 0), go-
ing from a singly bridged Cu(II) trimer (“One Bridge”) to a triply bridged Cu(II) trimer 
(“Three Bridges”). In the singly bridged case, only the Cu1 and Cu2 centers are coupled to 
give S  = 0 and S  = 1 states. When the third Cu3 center is coupled in the triply bridged case, 
two S = 1/2 and one S = 3/2 are produced. When the three bridging interactions are equiva-
lent, as in the C3 or D3 symmetric trimers, the two doublet states become degenerate, forming 
a spin-frustrated 2E ground state. 

Figure 9. Proposed structural models of the exchange-coupled trinuclear cluster site in the 
native intermediate of the multicopper oxidases. 
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The zero-field splitting and the strong anisotropy of the EPR signal originate 
from antisymmetric exchange [109–111], which is the first-order spin–orbit cou-
pling phenomenon in magnetically coupled pairs that requires the combined effects 
of local spin–orbit coupling and superexchange interactions between the ground 
state of one center to both the ground and excited states of the other (and vice 
versa) with comparable magnitudes. In the 2E ground state of trimeric Cu(II) com-
plexes, the spin–orbit coupling via antisymmetric exchange results in zero-field 
splitting [112]. In addition, the zero-field split doublets are spin–orbit mixed by the 
magnetic field and the Zeeman split energy levels of the doublets become nonline-
arly dependent on field when the molecular C3-axis of the trimer is not aligned 
with the magnetic field. This results in narrowing of the Zeeman splitting in each 
doublet and upshift of the resonance field, yielding the low effective g-value down 
to ~1.2 (or even lower but not observed due to line broadening and the detection 
limit of the instrument). DFT calculations show that the origin of the antisymmetric 
exchange in the tris– 2–hydroxy complex derives from the efficient superexchange 
pathway available between the ground and excited state orbitals of adjacent Cu 
centers, via strong -type bonds with the in-plane p-orbitals of the bridging OH–

ligands. 
Note that the observed EPR signal of the tris– 2–hydroxy complex, which is 

temperature dependent and observed below 30 K, is the transition between the 
Zeeman subcomponents of the lower energy zero-field split doublet of the 2E
ground state. Importantly, evaluation of the transition probability of this transition 
requires that symmetry lowering be present in the molecular structure from the 
crystallographically determined D3 symmetry. The possibility of magnetic Jahn–
Teller effect has been proposed, suggesting that a distortion of ~0.01 Å should oc-
cur in the ground state of any antiferromagnetically coupled trinuclear complexes 
to remove the three-fold symmetry [113]. The crystallographically determined D3
symmetry would reflect either a dynamic or a static Jahn–Teller distortion where 
the latter would be distributed over the three orientations. However, a very low 
Jahn–Teller stabilization energy of ~4–5 cm–1 and small structural distortion of 
~0.01 Å would be very difficult to distinguish by crystallography even at very low 
temperature. 

Thus, the model study using the tris– 2–hydroxy-bridged model complex has 
shown that the properties of the ground states of an antiferromagnetically coupled 
trimeric Cu(II) complex are governed by the complementary effects of antisym-
metric exchange and symmetry lowering. These have opposite effects on the spin 
distribution over the three metal sites where the former tends to delocalize the S = 
½ spin over the three metal sites, whereas the latter tends to localize it on a single 
metal site. In the tris– 2–hydroxy complex, the availability of the efficient ground-
to-ground and ground-to-excited superexchange pathways and the high symmetry 
of the molecular structure result in a relatively large contribution of antisymmetric 
exchange mixing into the ground state wavefunctions with a significantly delocal-
ized spin distribution over the three Cu centers. 

In the NI, on the other hand, the inequvalent Cu centers of the protein active 
site would allow a dominant contribution of the symmetry lowering effect into the 
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splitting of the spin-frustrated doublet ground state (~150 cm–1) and to the spin 
distribution. However, structural distortion alone is insufficient in explaining the 
low g-value of ~1.65, as it only describes a localized ground state wavefunction 
equivalent to the individual monomeric Cu centers in the trinuclear cluster with g-
values >2.0 (Fig. 7, right, dotted line). Alternatively, the all-bridged structure of the 
NI would allow efficient superexchange interactions and thus the antisymmetric 
exchange to be present. As indicated above, the antisymmetric exchange would 
induce spin–orbit mixing (~6%) of the ground doublet with the low-lying excited 
doublet. As a result, the resonance position is shifted up in field, yielding the ob-
served low effective g-value of 1.65 (Fig. 7, right, solid line) [107,114]. 

The ground state properties of the 3-oxo-bridged structure was also investi-
gated [114] using a C3 symmetric model complex synthesized by Suh and cowork-
ers [115]. While it has a ferromagnetic 4A ground state (J = +54.5 cm–1), it is the 
only 3-oxo-bridged trimeric Cu(II) complex available with no other effective 
bridging ligands that may significantly affect the exchange coupling. DFT calcula-
tions have shown that the ferromagnetic ground state is, in fact, not intrinsic to the 

3-oxo-bridged structure but derives from the oxo ligand being ~0.5 Å above the 
Cu3 plane, likely “pushed up” by the rigid macrocyclic ligand manifold. It is found 
that when the oxo ligand is shifted sufficiently into the plane (<~0.3 Å), the ground 
state becomes antiferromagnetic, as in the NI. 

The ferromagnetic 3-oxo-bridged model complex exhibits two EPR transi-
tions with effective g-values of 3.64 and 2.06 in the X-band and 3.77 and 2.06 in 
the Q-band. Moreover, a zero-field splitting (2D) of –5.0 cm–1 has been estimated 
from variable-temperature EPR. Interestingly, the g-value of 3.64/3.77 (X-/Q-
band) would correspond to a true gx,y of 1.82/1.89 (i.e., half the observed g-value 
for an axial Stot = 3/2 system) that is too low for individual Cu centers in the trimer. 
The zero-field splitting and low g-value originate from the second-order spin–orbit 
coupling phenomenon called the anisotropic exchange. It shares the same physical 
origin as the first-order antisymmetric exchange, as it also derives from local spin-
orbit coupling and ground-to-excited state superexchange interactions [110,111]. 
Due to the lack of orbital angular momentum in the 4A ground state, the first-order 
antisymmetric exchange does not exist [112]. The experimental evidence for ani-
sotropic exchange in the ferromagnetic 4A ground state suggests that the first-order 
antisymmetric exchange would be present in the ground state of an antiferromag-
netically coupled 3-oxo-bridged Cu(II) structure, yielding similar ground state 
properties as those observed for the tris– 2–hydroxy-bridged model. 

From the above, it is not possible to determine the geometric structure of the 
NI from the ground state analyses of the tris– 2–hydroxy-bridged and 3-oxo-
bridged complexes alone, as both structures allow large antiferromagnetic and anti-
symmetric exchange via efficient ground-to-ground and ground-to-excited state 
superexchange interactions. The determination of the NI structure was possible by 
excited-state analysis using MCD spectroscopy, which indicated the characteristic 
MCD pseudo-A term (i.e., a pair of field- and temperature-dependent MCD inten-
sities with opposite signs) of NI is only consistent with the 3-oxo-bridged struc-
ture [116]. Elucidation of the orbital origin of the remarkably low effective g-value 
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for the Cu(II) sites of the NI delineates the important role of the superexchange 
interactions in the molecular mechanism of O–O bond cleavage and the facile re-
reduction of this fully oxidized intermediate in the turnover of the multicopper oxi-
dases (see. [76] for mechanistic details). 

Figure 10. (a) Crystal structure (1FWX, resolution 1.60 Å) and (b) Q- and X-band EPR 
spectra of the CuZ site in nitrous oxide reductase (N2OR). Spectra adapted from [32]. 

7.  TETRANUCLEAR CUZ SITES 

The CuZ site is the second copper active site found in N2OR, in addition to 
CuA, where the catalytic 2e– reduction of N2O to N2 and H2O occurs [29,30]. This 
site has been elusive, however, and even its nuclearity was unclear [117,118] prior 
to the recent release of its crystal structures from Pseudomonas nautica and Para-
coccus denitrificans N2OR [25,26]. Crystal structures have identified the CuZ site 
to be an unprecedented tetranuclear Cu cluster with a 4-sulfide-bridging ligand 
(Fig. 10a). The Cu4S core of the CuZ structure has approximate Cs symmetry with 
CuI–S–CuII defining the mirror plane (see Fig. 10a for designation of the Cu cen-
ters). While all Cu–S bonds are similar in length, the Cu–Cu distances are very 
different, with the three Cu centers—CuII, CuIII, and CuIV—closer to each other 
than to the CuI center. The CuI–S–CuII angle is ~160º, while the other Cu–S–Cu 
angles are ~90º. The tetranuclear Cu cluster is coordinated to the protein backbone 
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by seven His ligands. An additional water-derived ligand is also present at the 
CuI/CuIV edge at which substrate binding is believed to occur. 

Most spectroscopic studies have focused on the resting form of the CuZ site, 
which is the form that correlates to the crystal structures [31,32,119]. The X-band 
EPR spectrum of the resting CuZ site exhibits an EPR signal of an Stot = 1/2 system, 
with some hyperfine features but unresolved g-values (Fig. 10b, bottom) [31]. The 
total spin of 1/2 is verified by VTVH MCD, where the MCD intensity of different 
possible spin states will show different saturation behavior [31]. Analysis of the 
EPR signal at X-band has been difficult, as the signal is too broad and the g-values 
are not well resolved. The g-values were resolved by Q-band EPR that showed an 
axial g||  2.16 > g  2.04, indicating that the unpaired electron resides in a Cu 

2 23d
x y

-derived MO (Fig. 10b, top). The relatively low g-value of resting CuZ,
compared to that of the normal tetragonal Cu(II) complexes, suggests either a 
highly covalent metal–ligand bonding interactions or high d–d transition energies, 
which are the two main factors in the spin–orbit coupling term from second-order 
perturbation theory that lead to a deviation of the g-values from the free-electron 
value of 2.0023. 

While the g-values are resolved in the Q-band spectrum, the hyperfine splitting 
is lost due to frequency-dependent g- and A-strain [120]. Thus, the g-values from 
the Q-band data were mapped back to the X-band spectrum, where the metal hy-
perfine coupling is somewhat resolved [31]. Simulations show that the g|| of 2.16 
coincides with a hyperfine feature indicating metal hyperfine pattern with an odd 
number of lines. This requires electron delocalization to more than one Cu center 
for the hyperfine splitting. Consequently, a second Cu was included in the analysis 
to account for the metal hyperfine pattern observed at X-band, with one Cu center 
dominating the hyperfine splitting (A|| = 61  10–4 cm–1) and a second Cu contribut-
ing another ~30% of the spin (A|| = 24  10–4 cm–1). The two hyperfine splitting 
values suggest the single electron spin of the CuZ center is partially delocalized 
over at least two Cu centers with a ~5:2 spin distribution. Therefore, the ground 
state of the CuZ site is a partially delocalized class II mixed-valence system. Inclu-
sion of additional copper(s) (i.e., CuIII and CuIV) to the spectral simulation did not 
improve the fit, but could be present with much smaller spin densities [121]. (Note 
that in a partially delocalized class II system, the interaction between the metal 
centers is sufficiently weak so that valence trapping or charge localization occurs. 
In a class III system, such as CuA (see §3), the interaction of the donor and acceptor 
sites is so great that the energy surface features a single minimum, resulting in 
complete delocalization.) 

The partial delocalized description of the resting CuZ site is supported by DFT 
calculations, with the spin density dominantly on the CuI center (42%) and delocal-
ized over the CuII center (16%), while CuIII and CuIV centers have little spin density 
[31,32,122]. The calculated spin distribution at the CuI and CuII centers has a ~5:2 
ratio that is consistent with the Q-/X-band EPR results. This is consistent with the 
Cu K-edge XAS experiment [31], which demonstrated that, of the two possible 
combinations of the oxidation state of the four Cu centers in the CuZ site (i.e., one 
Cu(II) + three Cu(I) vs. three Cu(II) + one Cu(I)), only the 1Cu(II)/3Cu(I) model 
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matches the XAS data obtained, indicating that there is only one dominantly oxi-
dized Cu in the resting CuZ site. 

The electron delocalization in the CuZ cluster is mediated by the 4-bridging 
sulfide ligand. DFT calculations indicate spin density of ~14% at the 4-bridging 
sulfide [31,32,122]. This reflects a dominant -bonding interaction (CuI–S–CuII
angle  160 ) with the 2 2d

x y
  orbitals of CuI and CuII that constitutes an excellent 

 superexchange pathway between CuI and CuII for electron delocalization. The 
electron delocalization is important because it contributes to low reorganization 
energy during redox processes of the CuZ site and leads to stabilization of the oxi-
dized form of CuZ after N2O reduction. 

The absorption spectrum of the resting CuZ site shows an intense CT band at 
~640 nm (~15700 cm–1) that has a corresponding intense feature in the low-
temperature MCD spectrum [32]. This band is dominantly the Sp CuI CT transi-
tion, in which the transition is made between the S p-orbital along the CuI–S–CuII
bond to the CuI center where most of the unpaired spin resides. This assignment 
has been confirmed by rRaman experiments based on stretching frequencies and 
34S isotope shifts [32]. The bond-strength pattern of the four Cu–S bonds obtained 
from the rRaman data reflects the electronic structure description of the resting CuZ
site with an H2O at the CuI–CuIV edge. 

Since only CuI is dominantly oxidized in the resting CuZ, the observed d–d 
transitions in absorption and MCD spectra are attributed to this Cu center. Impor-
tantly, the CuI dxy 2 2d

x y
  transition is high in energy (at ~18000 cm–1) relative to 

its energy in normal tetragonal Cu(II) complexes. Its high energy comes from the 
ligand geometry of the CuI center that has two His and one sulfide ligands forming 
a T-shaped environment with one His distorted out of the molecular plane. The 
high energy of the CuI dxy 2 2d

x y
  transition is a major contribution to the small 

g-value (~2.16) observed for the resting CuZ cluster, since the covalency of the 
bridging sulfide (~15–22% S character in the ground state) is not large enough to 
account for the low observed g-value. Notably, an intervalence transition is ob-
served at ~1000 nm in the absorption spectrum of the resting CuZ. The assignment 
of this band as an intervalence transition is corroborated by the fact that it lacks 
MCD intensity, indicating that it is a unidirectional electronic transition (MCD 
intensity requires spin–orbit coupling of two orthogonal transition moments). It 
corresponds to charge transfer between the CuII and CuI centers and reflects elec-
tronic coupling and electron delocalization between the two Cu centers mediated 
by the bridging sulfide unit. 

The ground state wavefunction of the resting CuZ provides initial possible in-
sight into the enzymatic reactivity of N2O reduction. In the catalytic cycle of CuZ,
the substrate N2O reacts with the fully reduced form with four reduced Cu(I) cen-
ters [123]. The substrate binds at the CuI/CuIV edge of CuZ, where a simultaneous 
2e– transfer to N2O occurs. As the CuII and CuIV centers have good electron transfer 
pathways from the neighboring CuA center, one electron would be donated directly 
from the CuIV center and the other from the CuII center through the CuII–S–CuI
superexchange pathway. Importantly, the 4-sulfide bridge plays a significant 
role in the formation of the delocalized electronic structure of the CuZ cluster, fa-
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cilitating the CuII–S–CuI  superexchange pathway for transfer of an electron to 
the substrate and the rapid re-reduction of the CuZ site during enzymatic turnover. 
Finally, DFT calculations show the activation of N2O and the cleavage of its N–O 
is promoted by a strong backbonding interaction that is induced by bending of 
the N2O upon binding to the CuI/CuIV edge in a bent -1,3 bridging mode ( N–N–
O = 139 ), with the terminal nitrogen atom coordinating to the CuI center. 
The bending of the bound N2O causes splitting of the doubly degenerate LUMO of 
the free N2O into two non-degenerate * orbitals [122]. Consequently, the *
LUMO in the N–N–O plane is stabilized close in energy to the fully occupied d-
orbitals of the reduced CuZ cluster and, therefore, making the N2O ligand a very 
good electron acceptor. 

8.  CONCLUDING COMMENTS 

Biological copper sites are extremely diverse, attaining a wide range of geo-
metric and electronic structures that are tailored for their catalytic functions. With 
different ligand environments and copper nuclearity, the copper active sites can 
tune the reduction potentials for long-range electron transfer and promote superex-
change interactions and electron delocalization for activation and reduction of di-
oxygen and nitrous oxide. The complementary information obtained by EPR and 
other spectroscopic methods and DFT calculations has provided detailed under-
standing of these geometric and electronic structures and their relationship to cata-
lytic functions. These descriptions provide the basis for insight into the molecular 
mechanisms and reaction coordinates of catalytic reactions. 
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CHAPTER 12 

INSULIN-ENHANCING VANADIUM PHARMACEUTICALS:
THE ROLE OF ELECTRON PARAMAGNETIC

RESONANCE METHODS IN THE EVALUATION
OF ANTIDIABETIC POTENTIAL

Barry D. Liboiron 
Centre for Blood Research, Department of Biochemistry 
and Molecular Biology, University of British Columbia, 
Vancouver, BC, Canada 

Electron paramagnetic resonance spectroscopy has been heavily used for 
the study of vanadium(IV) compounds in both naturally containing va-
nadium species and spin-labeled or metal-substituted systems. Vana-
dium compounds have been shown to possess potent antidiabetic proper-
ties such as normalization of blood glucose levels and lipid metabolism. 
Vanadium compounds, and in particular vanadyl (VIVO2+) coordination 
complexes, represent a potential new treatment option for diabetes mel-
litus. Understanding of the metabolism and mechanism of these com-
plexes in vivo has been greatly expanded over the past 25 years in large 
part due to contributions made through the use of EPR spectroscopy. 
This review will outline the application of EPR to the study of antidia-
betic vanadium(IV) compounds and highlight important studies of the 
in-vitro and in-vivo properties of these complexes in which EPR made a 
critical contribution. The role of EPR spectroscopy in the field of vana-
dium antidiabetic pharmaceuticals has led to major advances in the op-
timization of chemical structure, formulation, and descriptions of vana-
dium metabolism. 

1.  INTRODUCTION 

The antidiabetic potential of the transition metal vanadium has been known for 
over 100 years [1], and the last 25 years has marked a period of intense research 
interest in the development of vanadium salts and complexes as a new treatment 
for diabetes mellitus. The first report of the strong inhibitory effects of sodium 
metavanadate (NaVO3) to phosphatases [2,3] was followed by subsequent experi-
ments demonstrating insulin-like effects on isolated adipocytes [4] by vanadyl ion 
(VO2+). Proof of in-vivo activity after oral administration of a vanadium(V) salt in 
diabetic rats [5] spurred a flurry of interest in vanadium(V), later followed by sus-
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tained interest in the biological activities of V(IV) salts and complexes. A wide 
variety of vanadyl-based compounds have been synthesized and tested for antidia-
betic activity (a sample of which appear in Fig. 1). A number of them have shown 
promise as antidiabetic therapeutic agents for their ability to enhance the effects of 
endogenous insulin via oral administration. Vanadium compounds normalize glu-
cose levels in the bloodstream and ameliorate lipid metabolism [6–8] while not 
increasing the circulating levels of insulin (critical in treatment of Type II, non-
insulin-dependent diabetes mellitus) [9,10]. In general, vanadium complexes are 
orally active [5,11], long-lasting (as much as 16 days after cessation of treatment in 
diabetic animals [12]), and more effective than VOSO4 [13,14]; they represent a 
potential new treatment option for patients with diabetes, particularly Type 2 (non-
insulin-dependent diabetes mellitus) diabetics. Frequently in the literature, vana-
dium compounds are referred to as “insulin-mimics” but these compounds can 
never truly substitute for insulin [15]. Thus, in this review and now in general use 
throughout the literature, these compounds will be more properly referred to as 
insulin-enhancing. 

Table 1. Spin Hamiltonian Parameters for Several Classes of 
Insulin-Enhancing Vanadium Complexes 

             Com-        Coord. 
#          pound         modea      go          gx         gy         gz        |Ao|        |Ax|       |Ay|       |Az|     Notes     Ref. 

1 VO(3mpa)2 N2O2 1.975 1.989 1.989 1.947 92.4 54.5 54.5 168.3 saline [84] 
2 VO(5ipa)2 N2O2 1.976 1.991 1.991 1.945 92.2 52.7 52.7 166.9 1:20 DMSO: [12] 
           H2O
3 VO(6hpa)2

b N2O2 1.966 1.981 1.981 1.936 107.3 72.6 72.6 177.8 saline [84] 
4 VO(6mpa)2 N2O2 1.981 2.002 2.002 1.941 92.2 53.4 53.4 164.0 saline [12] 
5 VO(pic)2 N2O2 1.981 1.998 1.998 1.945 93.4 53.5 53.5 168.2 saline [12] 
6 VO(3hpa)2

c NO3 1.975 1.991 1.991 1.944 95.1 57.7 57.7 172.6 saline [84] 
7 VO(2hpo)2 O4 1.967 1.982 1.978 1.942 97.6 61 66 166  [45] 
8 VO(acac)2 O4 1.966 1.976 1.976 1.946 99.5 59.0 59.0 182.0  [59] 
9 VO(ema)2 O4 1.966 1.978 1.976 1.938 98 63 63 173 
10 VO(ima)2 O4 1.967 1.978 1.978 1.937 101.0 65.8 65.8 175.2 5:1 [23] 
           MeOH:glycerol 
11 VO(ma)2 O4 1.9646 1.979 1.975 1.938 95.5 62.3 59.4 171.00 1:1 H2O: [57] 
           glycerol 
12 [VO(H2O)5]2+ O4 1.964 1.979 1.979 1.932 106.3 70 70 182.6  [57] 
13 VO(mpo)2 S2O2 1.974 1.983 1.983 1.957 89.0 56 56 155  [45] 
14 VO(tma)2 S2O2 1.974 1.982 1.982 1.954 85.0 52.0 51.5 153.0  [104] 

Parameters were determined from spectra acquired in aqueous solution unless otherwise noted. 
a Equatorial donors only. The influence of the axial ligand on the spin Hamiltonian parameters is minor 
[21]. 
b By ligand set, VO(6hpa)2 should possess an N2O2 coordination set, but water molecules likely displace 
the weakly bound pyridyl nitrogens in solution. 
c Shown by x-ray crystallography to possess asymmetric ligand coordination; one ligand binds with the 
3-hydroxyl and 2-carboxylate oxygens, while the other ligand coordinates via the pyridyl nitrogen and 
2-carboxylate oxygen [40]. 
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Figure 1. Chemical structures of the main families of insulin-enhancing vanadium(IV) com-
pounds. 

1.1.  EPR and the Study of Insulin-Enhancing Vanadium Compounds 

Electron paramagnetic resonance (EPR) spectroscopy has played a critical role 
in the development of vanadium(IV) antidiabetic compounds. Ironically, one of the 
first uses of the vanadyl ion as a spin probe was with the hormone insulin [16]; 
disfunctions of insulin production and its messaging cascade are the pathogenesis 
of Type 1 and Type 2 diabetes mellitus, respectively [17]. EPR, and its higher-
resolution counterparts electron nuclear double resonance (ENDOR) and electron 
spin echo envelope modulation (ESEEM), are ideally suited for investigations of 
the structural, chemical, and biological characteristics of V(IV) compounds. De-
spite the effectiveness of vanadium compounds in the normalization of blood glu-
cose levels, some resistance to their use remains, mainly due to concerns regarding 
compound toxicity [17] and a general lack of knowledge of the mechanism of ac-
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tion [18]. Therefore, current focal points of the field are: (i) complete description of 
the solution structures of candidate compounds, (ii) characterization of interactions 
of the compounds with endogenous ligands by in-vitro and in-vivo methods, (iii) 
delineation of the absorption, transport, and elimination of vanadium, and (iv) 
identification of a metabolic target(s) where insulin-enhancing vanadium com-
pounds exert their antidiabetic effects. EPR, ENDOR, and ESEEM have been ap-
plied successfully to this range of research topics, and the contributions made to 
the field of vanadium antidiabetic agents has been critical to its continuing devel-
opment. In spite of the utility of EPR in these studies, a review of the literature 
emphasizing its role is lacking, and this review will serve to summarize the impor-
tant contributions made by EPR in a wide variety of studies. 

A brief introduction to the spectroscopic properties of vanadium(IV) is pro-
vided, along with identification of key concepts crucial to the successful applica-
tion of EPR methods to research questions in the field. Specific discussions of EPR 
spectroscopies, such as continuous wave and pulsed methods, have been recently 
reviewed [19,20]. The discussion of the use of VO2+ ions as spin probes by N.D. 
Chasteen remains a seminal review paper in the field for its complete overview of 
the spectroscopic properties of the VO2+ ion and application to biological systems 
[21]. Numerous reviews on the biochemmical activity of vanadium compounds are 
available [22–26], and the rationales for development and synthetic routes to new 
vanadium compounds are also reported [27,28] A recent study evaluated the in-
vitro activity of 22 compounds currently studied in the literature [29]. In this re-
view, EPR’s role in the delineation of structure, chemistry, and in-vivo behavior of 
vanadium compounds will be discussed. The first section of the review focuses on 
the use of EPR for the description of solution structures, ternary complex formation, 
and redox chemistry of vanadium(IV) and (V) compounds, with the general theme 
of highlighting in-vitro studies. This section is followed by a discussion of the ap-
plication of EPR for in-vivo investigations of vanadium cellular uptake, pharma-
cokinetics, and in-vivo coordination structure. 

1.2.  EPR Properties of the Vanadyl Ion 

Vanadium(IV), almost always found as the highly stable oxocation VO2+, is a 
Kramers doublet, S = ½ system that is very well suited to EPR studies. Following 
Cu(II), it is the second most-studied S = ½ system. Vanadium(IV) is rarely found 
without an oxo ligand, and some notable exceptions do occur [26,30], but since all 
currently reported insulin-enhancing vanadium(IV) compounds are based on the 
vanadyl ion, the “naked” vanadium(IV) structural motif will not be discussed. 

The near-square pyramidal structure of most VO2+ complexes yields an orbi-
tally nondegenerate dxy ground state with no low-lying excited states. This leads to 
slow relaxation behavior in EPR and allows for observation of vanadyl signals at 
ambient temperatures. Such spectra provide additional structural and/or dynamic 
information; this spectral property of vanadium compounds has been exploited in 
studies of protein interactions and cellular uptake of vanadium. The typical room-
temperature EPR spectrum of [VO(H2O)5]2+ in acidic solution has eight equally 
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spaced lines arising from hyperfine coupling to the I = 7/2 51V nucleus (99.75% 
abundant). The spectrum is nearly isotropic due to rapid tumbling of the ion in so-
lution. A key chemical property of vanadyl ions in solution that affects EPR spec-
troscopy is the hydrolysis series; as pH is raised in a solution of vanadyl ions in a 
non-coordinating buffer or solvent, signal intensity is lost due to formation of 
polymeric VO(OH)2 and hydroxo-bridged dimers, both of which are EPR silent 
[31]. This property serves to simplify vanadyl binding experiments to biological 
ligands as at pH > 5 any unbound VO2+ is not observed in the EPR spectrum [21]. 
Oxidation of vanadyl species to the EPR-silent V(V) state can be relatively rapid 
(minutes), so that sample preparation and manipulation should be conducted in an 
anaerobic atmosphere. 

From room-temperature spectra (i.e., free motion regime), the isotropic spin 
Hamiltonian parameters go and Ao can be determined either through empirical 
methods (e.g., Ao = [Resonant Field(7/2 peak) – Resonant Field(–7/2 peak]/7), or 
through simulation. These parameters are sensitive to the coordination environment 
of the vanadyl ion. Frozen solution spectra of vanadyl complexes are almost al-
ways axial, with 2.0023 > gx,y > gz with rhombicity, uncommonly observed at X-
band, usually small at gx – gy  0.006. Frozen solution spectra appear empirically as 
two sets of 8 lines each, corresponding to the perpendicular and parallel orienta-
tions of the molecule. These anisotropic spectra can also be observed at ambient 
temperature (i.e., not frozen) if the molecular tumbling rate is slow (i.e., slow-
motion regime). Spectra of vanadyl–protein complexes frequently meet this re-
quirement and so are observed as rigid-limit spectra even at room temperature. 
This property is very useful for the observation of vanadyl coordination to immo-
bile or slowly tumbling moieties in solution as the intensity of the anisotropic sig-
nal can be quantified to characterize the binding interaction. 

In frozen solution, perpendicular A values are small (55–80  10–4 cm–1) and 
largely insensitive to changes in ligand environment. The parallel g and A values, 
however, show a large range (1.92 > g|| > 1.96; 130 > A|| > 220  10–4 cm–1) and 
are sensitive to the number and type of ligand donor. The relative contributions of 
any one ligand donor to the observed A|| value have been determined for many 
ligands, which forms the basis of the widely used additivity rule for vanadyl com-
plexes discussed in the next section . 

Due to the unpaired electron residing in the essentially non-bonding dxy orbital, 
ligand superhyperfine splitting is rarely observed, instead metal hyperfine lines are 
broadened due to unresolved 1H or 14N ligand superhyperfine coupling. Proton 
broadening of EPR resonant peaks has been used to quantify coordinated water 
molecules [32]. Information regarding the magnitude of ligand superhyperfine cou-
pling constants can be obtained through application of pulsed methods, either 
ENDOR or ESEEM. Recent reviews describe these spectroscopies in greater detail 
[19,20,33]. 
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1.3.  The Additivity Rule 

Structural characterization of vanadyl complexes in solution has been greatly 
assisted through the application of the additivity rule developed by Wüthrich [34] 
and Chasteen [21], and expanded by several others [35–39]. In its simplest form, 
values of go and Ao, and later, g|| and A||, can be correlated with particular ligand 
donor sets, such as S2O2, or N4 or N2O2, where the subscripts indicate the number 
of individual donor atoms of that particular element in the equatorial coordination 
sphere. Figure 2 presents such a correlation for a series of insulin-enhancing vana-
dium(IV) compounds reported in the recent literature (and shown in Fig. 1), based 
on spin Hamiltonian parameters reported in Table 1. As shown in the figure, each 
type of ligand set occupies a discrete region of the plot, such that once the spin 
Hamiltonian parameters are known for a particular species, some insight can be 
gained regarding its composition. Combining this knowledge with prior informa-
tion about possible ligating groups frequently allows for unambiguous assignment 
of a solution structure. Some caution is in order, however, as shown in Figure 2, as 
there can be considerable overlap of regions in some cases and it is not always pos-
sible to make a clean assignment based on EPR data alone [20,21]. 

A more advanced method of structural assignment is based on extracted con-
tributions of individual ligand donors to the observed A|| value. Ligand contribu-
tions have been determined for a wide range of ligands, from water (45.7  10–4

cm–1) to thiols (31.9  10–4 cm–1), with the magnitude of the individual A|| contri-
bution inversely correlated with electron donor strength. The sum total of the indi-
vidual ligand contributions yields an estimated A|| value that can be compared to 
experiment. This method can be a powerful technique for differentiation of coordi-
nation modes for multidentate ligands. The generally accepted error, as reported by 
Chasteen [21], is 1.5  10–4 cm–1 per donor, which is large enough to frequently 
result in more than one acceptable solution for any given experimental A|| value. 
The additivity rule is discussed in detail by Chasteen [21] and Smith et al. [20], the 
latter of which includes a table of all currently known extracted A|| contributions for 
a wide range of ligands.

2. IN VITRO STUDIES OF VANADIUM SPECIATION AND 
 REDOX CHEMISTRY 

The favorable spectral properties of the vanadyl ion have led to its predomi-
nant role as a method for the structural characterization of vanadium(IV) antidia-
betic complexes. While crystal structures are available for several compounds 
[11,40–43], the behavior and structure(s) of the complex in solution must also be 
elucidated in order to (i) accurately predict interactions in the body, (ii) predict 
stability to endogenous chelating agents, (iii) determine number and nature (i.e., 
pH dependence) of structural isomers and solution complexes, and (iv) evaluate the 
redox activity of the complex. EPR spectroscopy has been used for all of these 
purposes. 
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Figure 2. Correlation of spin Hamiltonian parameters of insulin-enhancing vanadium(IV) 
compounds listed in Table 1 to equatorial donor compositions O4, N2O2, and S2O2. Number 
labels correspond to the number of the complex in the table. The ellipses for each coordina-
tion type were drawn arbitrarily to contain all members of the group and are actually stricter 
boundaries for each coordination type than those shown in [21]. Top: Correlation between Ao

and go for spectra obtained in water. Bottom: Correlation between A|| and g|| for spectra ob-
tained in frozen aqueous solution (unless otherwise indicated in Table 1). 
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Despite the utility of the additivity rule, without supporting data occasionally it 
can be difficult to narrow down possible solution structures to one possibility based 
on EPR data alone. EPR is frequently paired with other techniques, most often po-
tentiometry [41,42,44–48], to detect the number of species and to use the additivity 
rule to give insights into the first coordination sphere donor atoms of the moieties 
in solution. This information can then be used in the fitting of potentiometric titra-
tion curves, which reports on the absolute and relative thermodynamic stabilities of 
species in solution. EPR spectroscopy is also used as a complementary technique to 
51V NMR [49–51], allowing for characterization of both V(IV) and V(V) com-
plexes in solution. Other techniques include UV–Vis spectroscopy [41,44,46], cir-
cular dichroism [48] and neutron activation analysis [52–56]. 

2.1.  Solution Structures of Insulin-Enhancing Vanadium(IV) Complexes 

The most common use of EPR for in-vitro studies of insulin-enhancing vana-
dium complexes is for detection and characterization of solution structures. The 
solution chemistry of a number of antidiabetic vanadium compounds, determined 
by EPR in concert with other techniques, has been reported. Of particular interest is 
the aqueous solution structure of vanadium compounds, as such knowledge allows 
for structure/function correlation. As an example, VO(ma)2 was shown by x-ray 
crystallography to have a trans ligand structure [43], as opposed to cis, which has 
one donor bound in the axial position away from the V=O bond (see Fig. 3 for 
structures of the cis and trans isomers of VO(ma)2). A thorough study of VO(ma)2
in solution by ambient and low temperature EPR demonstrated a 65/35 partiality 
for the cis conformation in water, which reduced to a 55/45 cis preference in 
methanol, detected by fine splittings of the –7/2, –5/2, 3/2, 5/2, and 7/2 parallel 
resonances in frozen solution [57]. The presence of coordinating solvent or strong 
binding ligand such as pyridine increased the proportion of the complex found as 
cis isomer. Other species were also detected and quantified by a variable tempera-
ture EPR experiment between 296 and 352 K. At higher temperature, linewidths 
narrowed due to faster molecular tumbling, allowing for additional spectral detail 
and clear observation of both structural isomers and a minor contribution from the 
monoligand species [VO(ma)]+ (Fig. 3). Accurate simulation of the ambient and 
frozen solution spectra was essential for determination of the relative proportions 
of isomers detected in the experimental spectra. VO(ma)2 showed a strong ten-
dency to form adducts with coordinating solvents or strong monodentate ligands 
(such as pyridine). These complexes had increased stability to oxidation [43,57,58]. 

Jakusch et al. coupled a thorough potentiometric study with EPR to delineate 
the pH-dependent structures of the vanadyl-(2,6-pyridinedicarboxylic acid, 
H2dipic) and -(4-hydroxy-2,6-pyridinedicarboxylic acid, H2dipic–OH) systems [49]. 
Starting at low pH, EPR spectra showed the sequential formation of mono and 
bis(ligand) species, an acid dissociation process, and multiple coordination modes 
of the dipic2– ligand. Isotropic (Ao) and anisotropic (A||) hyperfine coupling con-
stants were used with the additivity rule to propose pH-dependent binding modes. 
It was found that the protonated bis(ligand) complex, [VO(dipic)2H], contained a 
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two- and a three-coordinate dipic ligand. Upon deprotonation, both ligands bound 
in a bidentate fashion [49]. It could be reasonably inferred that this 6-coordinate, 
protonated species would be more stable to oxidation, as a full coordination shell 
has been shown to retard oxidation (vide infra) [57]. The other system, H2dipic–
OH, formed only 1:1 complexes with VO2+. At low pH, [VO(H2O)2dipic–OH] was 
the major species over [VO(H2O)5]2+, but only a small change in Ao was observed 
by EPR. This observation led to the conclusion that the two oxygen-containing 
function groups of the ligand bound in the equatorial plane, while the pyridine-N 
was bound in the axial position [49]. 

Figure 3. EPR study of the solution structures of VO(ma)2 in aqueous solution. Left: (a) 
VO(ma)2 at pH 6.0, T = 352 K showing peaks due to cis isomer (low field peaks, bottom 
structure) and trans isomer (high field peaks, top structure); (b) simulation of trans isomer 
spectrum; (c) simulation of cis isomer spectrum; (d) simulation of [VO(ma)]+; (e) addition of 
c + 0.70 b + 0.10 d. S = solvent. Right: Equilibrium between the cis (top) and trans (bottom) 
isomers of VO(ma)2. Adapted from [57]. 

Crans and coworkers utilized EPR, 51V NMR, and absorption spectroscopy to 
observe the solution chemistry of their series of insulin-enhancing complexes 
based on the acetylacetone ligand (acac) [46]. Solutions of VO(acac)2 were found 
to be a mixture of three species, labeled A, B, and C. The B species was observed 
as a weak shoulder on the resonances attributed to the dominant A EPR signals. 
Over time, the EPR signal of A(+B) converted to C, and this conversion was stud-
ied by EPR and absorption spectroscopy. NMR was used to quantify any oxidation 
of the complex to a V(V) derivative. Quantification of the EPR signal showed that 
90% of the total vanadium was present as A and B, while 10% was EPR silent as a 
dimer. After 24 days, the solution components had changed to 25% A(+B) and 
65% C. This transformation was later shown to be a pH-dependent process. Prepa-
ration of VO(acac)2 at a reduced pH produced the C-type EPR spectrum quantita-
tively [59]. 
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Based on the similarity of water to an alcohol, and the demonstrated prefer-
ence for the trans conformation (with the coordinated alcohol trans to the vanadyl 
oxo) for coordinated alcohols to VO(acac)2 in organic solvents [60,61], species A 
was assigned as the trans isomer, leaving the minor B species as cis. This assign-
ment is in contrast to the isomeric preference of VO(ma)2 [57]. Species C was 
shown to be produced under conditions of lower ligand:metal ratios, and was there-
fore assigned as a hydrolysis product, the 1:1 [VO(acac)(H2O)3]+ complex [46]. 
Titration of a solution of VO(acac)2 with either HCl or NaOH with careful meas-
urement of the peak-to-peak amplitudes of the EPR spectrum led Makinen and 
Brady to confirm this assignment of C as a 1:1 species that hydrolyzes between pH 
1 and 4 [59]. Beyond pH 4, formation of VO(acac)2 dominates the system. Similar 
results were also observed for acac-derived ligands of the form R–acac, where R = 
3-methyl, 3-ethyl [46] amino, and N,N-dimethylamino [41] An attempt was made 
to correlate the compound’s efficacy and stability of the 1:1 complex. While the 
order of stability correlated with the complexes’ reported glucose-lowering capac-
ity [14,46], it is difficult to foresee a role for the 1:1 complex, typically found by 
EPR only in highly acidic conditions (pH < 4), when the action of this class of 
compounds has been shown to require blood transport (at pH ~ 7.4) for observation 
of antidiabetic effects. 

Investigations of potential biotransformation reactions were carried out 
through EPR and potentiometric characterization of ternary complex formation 
between several complexes and low molecular weight biogenic ligands [42,44,45]. 
Citrate, and to a lesser extent oxalate and lactate, was found to be capable of dis-
placing one of the picolinate or 6-methylpicolinate ligands of VO(pic)2 and 
VO(6mpa)2, respectively, to generate a ternary vanadyl–ligand–citrate complex 
[44]. This same reaction was also later observed with bis(5-carboalkoxy-
picolinato)oxovanadium(IV) (VO(5opic)2). In the case of lactate, approximately 
half of the available vanadyl ion at pH 5 is in the form of [VO(A)]+ (where A = 
5opic–), while the remainder is found as a ternary [VO(A)(B)] complex, where B = 
lactate– [42]. EPR data were critical in these studies for detection of multiple spe-
cies across a wide range of pH and for measurement of small changes in A|| values 
that accompany changes in the equatorial coordination sphere. These studies indi-
cated that upon introduction of these compounds into the bloodstream, low-
molecular-weight bioligands, particularly citrate and lactate, will cause complete 
decay of the complex into (i) a small portion of ternary [VO(A)(B)] type com-
plexes and (ii) a major portion forming a bis(ligand) complex with the biological 
chelator. These calculations, however, neglected the impact of free metal binding 
capacity of apo-transferrin and albumin, which will be discussed in the next section. 

Kiss et al. reported a similar study with a new ligand set, 2-hydroxy-pyridine-
N-oxide (2hpo), which was found to form very stable bis(ligand) compounds with 
VO2+ [45]. EPR was again used in conjunction with potentiometry to gain insight 
into the coordination structure of the complexes formed in mixed ligand (A = 2hpo, 
B = lactate, oxalate, citrate, phosphate). Due to the high stability of the VO(2hpo)2
complex (log 2 = 16.01(9)), complete abstraction of the metal ion from the com-
plex to form [VO(B)] as the major species was not observed for any ligand against 
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2hpo. Instead, ternary complex formation was observed for oxalate, phosphate, and 
citrate from pH 2–7, but not for lactate. Due to the VO(O4) coordination sphere of 
the starting complex, and the fact that ternary complex formation would not radi-
cally alter the equatorial coordination sphere (as opposed to picolinate-derived 
ligands outlined above, with an N2O2 ligand set), the authors were careful not to 
rely solely on EPR data, which in many cases the additivity rule would predict less 
than 3  10–4 cm–1 differences in A||, within the experimental error. Instead, EPR 
signal intensity was measured as a function of solution pH. Increased stability to 
hydrolysis at higher pH (which leads to loss of signal to formation of the EPR-
silent [(VO)2(OH)2(L)2]) over that of the original VO(2hpo)2 complex was used as 
evidence of ternary complex formation with a biogenic ligand [45]. 

Figure 4. Chemical structure of the linear tripeptide glutathione (GSH). It possesses up to 8 
potential metal binding sites and is an important biological reductant of V(V) species in vivo. 

EPR has shown great utility in the delineation of complicated, biologically 
relevant systems. Interactions of vanadium complexes with glutathione (GSH, a 
linear -Glu–Cys–Gly tripeptide, Fig. 4) are important owing to observed in-vivo 
reduction of V(V) compounds by GSH and its ability (along with oxidized glu-
tathione, GSSG) to act as a ligand for vanadium(IV) [62–65]. The vanadyl–GSH 
system serves as an excellent example of the utility of EPR for the simultaneous 
detection and structural characterization of several components in solution. The 
vanadyl–GSH system is complicated: GSH and GSSG are not strong ligands for 
VO2+ and therefore cannot prevent hydrolysis of the metal ion above pH 6–8; thus 
large L:M ratios (typically >10) must be used to study complex formation near 
physiological pH (~7.4). GSH as a ligand possesses 8 potential donor sites (2 ter-
minal carboxylates, terminal amine, thiolate, 2 carbonyl oxygens and 2 deproto-
nated amides), and both mono(GSH) and bis(GSH) complexes have been observed 
[38,66,67]. 

Dessi et al. used a combination of low-temperature EPR and visible absorption 
spectroscopy of GSH–VO2+ solutions and compared the spectra to those of known 
model complexes [67]. They proposed formation of six EPR-detectable complexes, 
each with unique equatorial donor sets (ranging from [4  H2O] to [COO–, NH2,
Namide, S–], termed complexes I to VI) appearing sequentially with increasing pH. 
This number was further refined to 7 complexes (I to VII) [48] using a combination 
of potentiometry, EPR, Vis, and CD. EPR spectra obtained during pH titrations at 
different L:M ratios (Fig. 5) clearly demonstrate the sequential formation of these  
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Figure 5. Left: Possible structural isomers for the VO–GSH system for spectra V–VII, with 
the estimated A|| values calculated from the additivity rule. Right: high field (3800–4400 G) 
region of EPR spectra of VO2+:GSH solutions as a function of pH (T = 77 K, A: GSH:VO = 
10:1; B: GSH:VO = 20:1; C: GSH:VO = 140:1, acquired at pH indicated). Roman numerals 
indicate unique EPR spectra representing different VO-GSH complexes. Reprinted with 
permission from [48]. Copyright © 2002, Elsevier. 

complexes through observation of new resonances, shoulders, and splittings of the 
high-field parallel peaks. The additivity rule was used for assignment of likely first 
coordination sphere donors, although in some cases as many as four possible ligand 
sets could be proposed due to the predicted A|| values for different ligand sets fal-
ling within experimental error of each other [48]. Further characterization was pro-
vided by comparison to modified systems with a methylated GSH-thiol group 
[48,68] or ethyl-esterified glutamyl cysteine [48], which allowed determination of 
the structures that involved thiolate and terminal carboxylate coordination, respec-
tively, in the unmodified system. Figure 5 provides a visual demonstration of the 
power of EPR for resolving complicated solution chemistries relevant to vana-
dium(IV) in vivo, through the use of additivity rules and complementary spectro-
scopies and/or potentiometry. On the left, the figure depicts the possible structures 
of VO–GSH complexes V, VI, and VII, detected at pH > 7, while the right-hand 
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side displays the high-field resonant peaks of VO–GSH samples as the pH of the 
solution is raised. The sequential formation of complexes I to VII is indicated. Not 
shown in the figure are low-pH (<7) structures I–IV; interested readers are referred 
to the relevant literature for a description of these complexes [38,69,70]. 

Structures 7 through 10 (O2SN or OSN2 eq. donor set, A||
est = 152.8 – 155.7 

10–4 cm–1) were consistent with EPR spectrum VI, 11 and 12 O2SN or OSN2 eq. 
donor set, A||

est = 152.8 – 155.7  10–4 cm–1) with VII, and 13–16 (O3N or O2N2 eq. 
donor set, A||

est = 156.5 – 160.4  10–4 cm–1) with spectrum V. This system pro-
vides an excellent example of both the utility and limitations of the additivity rule: 
it can distinguish between closely related structural isomers such as structures 10 
and 16 in Figure 5, but in several cases the A||

est values of any two complexes fall 
within the experimental error (i.e., distinguishing between structures 12 and 16, 

(A||
est) = 0.8 – 2.8  10–4 cm–1) or there are more than one possible isomer that fits 

the experimental A|| value (e.g., structures 7–10). 
Comparison of these results to vanadyl complexes formed in vivo (vide in-

fra) demonstrated that complexes assigned as VO–GSH compounds in the cytosol 
(pH ~ 7.4) [63,64] or detected in the liver and kidney by EPR and ESEEM 
[54,69,71,72] would only be consistent with structures detected in these studies at 
pH < 6.5. Other potential bioligands would therefore have to be considered to de-
scribe the in-vivo coordination of vanadyl ions in cells and organs. These studies 
serve to highlight the crucial role played by EPR in the delineation of possible 
physiologically relevant structures in a system with no available x-ray structural 
data [48]. 

The redox activity of vanadium compounds is conveniently studied by EPR. 
Song et al. determined the rate of reduction of [VO2(ma)2]– and [VO2(ema)2]– by 
the endogenous reductants ascorbic acid and glutathione [51]. The rate of appear-
ance of product was tracked by an increase in EPR signal amplitude over time. 
Ascorbic acid reduction was found to be too rapid to be able to be studied by EPR 
under the experimental conditions used. GSH was found to reduce the V(V) 
equivalent of VO(ma)2 and VO(ema)2 about 2000 times slower than ascorbic acid, 
and proceeded through an acid-dependent mechanism. The presence of an ethyl or 
methyl group did not affect the kinetics. Conversely, Castro et al. used EPR to ob-
serve the disappearance of the V(IV) signal as bis(3-hydroxy-1,2-dimethyl-4-
pyridinoato)oxovanadium(IV) (VO(dmpp)2, the pyridinone analog of VO(ma)2)
was oxidized by molecular oxygen in aqueous solution [50]. Oxidation to the 
VVO2L and [VVO2L2]– species never proceeded to completion, as evinced by a re-
sidual EPR signal, due to the reducing capacity of the ligand. The rate of oxidation 
increased with higher complex and/or oxygen concentration, and with increasing 
pH. EPR data were complemented by 51V NMR studies of the V(V) products, such 
that through the combination of both spectroscopies, the solution chemistry and 
structures of the reactants and products could be characterized [50]. 
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2.2  Interactions of Serum Proteins and Vanadyl Compounds 

A major focus of vanadium antidiabetes research is focused on the elucidation 
of the differences in efficacy between chelated and free vanadium sources. It is 
known from both in-vivo and in-vitro assays that chelated sources such as 
VO(ma)2 or VO(pic)2 have greater glucose lowering capabilities in vivo and 
greater inhibition of free fatty acid release from suspended adipocytes (in vitro) 
than VOSO4. Previously, it was proposed that differences in in-vivo efficacy were 
simply due to the greater absorption from the gastrointestinal tract of chelated va-
nadyl compounds. Activity differences in cellular studies, however, suggest a role 
for the intact complex in the mechanism of these compounds. Lastly, biodistribu-
tion studies have noted marked differences in the relative proportions of vanadyl 
ions in body tissues between VOSO4 and V(IV) complexes [12,73]. These reports 
suggest that some differences in the metabolism of these compounds must exist to 
account for the varying activity and tissue accumulation. 

A likely difference in the metabolism of free and chelated sources lies in post-
absorptive processes, particularly transport in the bloodstream. The study of the 
interactions of insulin-enhancing compounds with serum proteins has been almost 
exclusively studied by EPR. Apo-transferrin and albumin have been implicated in 
the transport of vanadyl ions in the blood, and these proteins represent a significant 
metal-binding capability in the blood. Considerable interest in the role of these 
proteins in the transport and biotransformation of administered vanadium com-
pounds has been evident in the recent literature. 

Chasteen and coworkers conducted extensive studies on the interactions of 
VOSO4 with apo-transferrin (apo-Tf) and albumin (HSA) by EPR [31,50,74–77]. 
This body of work underpins all current studies of these proteins with insulin-
enhancing compounds but will not be reviewed here. 

Blood transport of vanadium pharmaceuticals by apo-Tf was first observed by 
in-vivo EPR of rat blood taken from animals fed a vanadium-supplemented diet for 
an extended period [78]. Approximately 40–50% of the supplemented vanadyl ions 
were found bound to transferrin, indicating its major role in scavenging of vanadyl 
ions from the bloodstream. Takino et al. reported that VO(5ipa)2 did not interact 
with either holo- or apo-Tf [12], as the ambient temperature EPR of VO(5ipa)2 in 
the presence of either protein was nearly isotropic. Careful examination of the ex-
perimental conditions and the spectra themselves reveal, however, that the complex 
was in a 10:1 molar excess (500 to 50 M), which, assuming full binding of the 
complex to apo-Tf, would result in 400 M of free complex and 100 M in pro-
tein-bound VO2+. This low concentration of the vanadyl–protein adduct relative to 
the free complex would, in the experience of the author, generally be difficult 
to detect at ambient temperature. Further, the frozen solution spectra reveal a 
slight shift in axiality; g  and g|| appear closer to each other in the spectra of 
VO(5ipa)2 with holo- and apo-transferrin than in the low-temperature spectrum of 
the complex. Therefore, despite this misassignment, this study represents the first 
report of interactions between a chelated vanadyl source and transferrin. Other 
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studies involving other insulin-enhancing compounds (i.e., VO(ma)2) have been 
reported only recently. 

EPR spectroscopy at ambient temperature was used to demonstrate an interac-
tion of VO(ma)2 with apo-Tf [79]. Addition of VO(ma)2 to a solution of apo-Tf (in 
a 1.4:1 ratio) yielded a highly anisotropic spectrum with no residual VO(ma)2 spec-
trum remaining. Rudimentary comparison of the solution spectra each of VOSO4
and VO(ma)2 with apo-Tf found them to be dissimilar, and the metal–protein ad-
ducts formed by VOSO4 and VO(ma)2 were concluded to be different. Willsky et al. 
suggested that a unique complex could be made between VO(ma)2 and apo-Tf 
through either ternary complex formation (ma–VO–Tf), or through maltolate act-
ing as a synergistic binding anion, replacing bicarbonate [79]. 

This result was revised in a recent report, which relied on the higher-resolution 
and narrower EPR peak widths of frozen solution spectra acquired at 130 K to gain 
a complete understanding of the maltol–VO–transferrin system [80]. VO(ma)2 was 
conclusively demonstrated to bind at the Fe3+ sites, and this binding required the 
presence of bicarbonate. Ambient and frozen solution EPR spectra of VOSO4 or 
VO(ma)2 were virtually identical, in contrast to the earlier report of Willsky et al. 
[79]. Additionally, a careful comparison of the relative intensities of the –7/2||
and –5/2|| resonances of both VO(ma)2 and VOSO4 with apo-Tf demonstrated that, 
under the experimental conditions used, VO(ma)2 and VOSO4 produced nearly 
identical proportions of A and B site conformations when bound to apo-Tf. EPR 
spectra of the low-field parallel peaks, and the results of the intensity fitting for the 
two vanadyl-protein systems are shown in Figure 6 and Table 2, respectively. Un-
der experimental conditions, VOSO4 and VO(ma)2 were bound predominately in 
the A configuration, with the B conformation approximately 60% of the A fraction. 
Given all the spectroscopic evidence, the conclusion was that the metal–protein 
complexes formed between apo-Tf and both vanadyl sources were identical [80]. 

Table 2. Gaussian fitting results for Determination of Relative proportions of A and B 
Site Conformations for the Binding of VOSO4 and VO(ma)2 to apo-Tfa

                                         Resonant field (G)                  Peak widthb (G)   Relative peak area 
       Sample                     B                          A                    B             A       (Area(B)/Area(A) ,%)

1:1 VOSO4:Tf 2967.7 (0.3) 2979.5 (0.2) 11.3 6.3 63.5 (5.0) 
2:1 VOSO4:Tf 2968.0 (0.3) 2979.6 (0.3) 10.2 6.4 52.5 (2.1) 
1:1 VO(ma)2:Tf 2968.0 (0.4) 2979.7 (0.3) 10.8 7.0 66.8 (4.0) 
2:1 VO(ma)2:Tf 2968.0 (0.3) 2979.0 (0.4) 10.8 7.2 62.2 (2.8) 

Adapted from [80]. 
a Error in brackets expressed as the standard deviation over three experiments. 
b Full width at half magnitude. 

Investigations have also been made into the interactions of vanadyl complexes 
and albumin by EPR. Willsky et al. reported that a complex formed between 
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Figure 6. –7/2|| and –5/2|| low-field parallel resonances lines of the frozen solution (T = 130 K) EPR 
spectrum: (a) 1:1 VOSO4 and apo-Tf, (b) 2:1 VOSO4 and apo-Tf; (c) VO(ma)2 and apo-Tf; (d) 2:1 
VO(ma)2 and apo-Tf, with Gaussian peak fit for determination of the relative amounts of A and B 
binding conformations (solid lines). Every 4th experimental point is shown. The lower spectra (a -
d ) correspond to the sum of the individual Gaussian peaks shown in (a–d). In (d) an additional 
peak is required to fit the spectrum. Its spin Hamiltonian parameters correlate very well with free 
VO(ma)2 in aqueous solution. Reprinted with permission from [80]. Copyright © 2005, American 
Chemical Society. 

VO(ma)2 and HSA was dissimilar to the one made between VOSO4 and HAS [79]. 
Further insight into formation of this new complex, and a potential key difference 
in in-vivo reactivity between chelated and free vanadyl sources, was provided by 
Makinen and Brady, who investigated the adduct formed between VO(acac)2 and 
bovine serum albumin (BSA) by electron nuclear double resonance (ENDOR) [59], 
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and by Liboiron and coworkers, who used ambient and low-temperature CW-EPR 
to elucidate in detail the complicated solution chemistry between VO(ma)2 and 
HAS [80]. 

Figure 7. 1H ENDOR spectra of VO(acac)2 (labeled) and VO(acac)2 with increasing BSA 
(BSA:VO = 1, 2, 5 and 10), acquired at the –3/2  and –7/2|| peaks of the CW EPR spectrum. 
The VO(acac)2:BSA spectra saturate at 2 (top) and 5 (bottom) equivalents. Dashed arrows 
indicate the direction of changes in peak intensity. The intensity of the acac ligand peaks do 
not change appreciably, indicating that VO(acac)2 binds as the intact complex to BSA. 
Adapted from [59]. 

Makinen and Brady demonstrated the formation of a 1:1 adduct between 
VO(acac)2 and BSA by 1H ENDOR in deuterated buffer. ENDOR spectra (Fig. 7) 
showed the appearance of several new peaks upon BSA binding, but clearly no 
differences in ligand signals, indicating no perturbation or loss of the chelating 
acetylacetonates upon BSA binding. The hyperfine components of the CW-EPR 
spectrum of the adduct also showed no broadening relative to the spectrum of the 
complex alone. This observation supported their assignment that the protein inter-
acts with the complex via the vacant axial position through either a hydrogen bond 
to the bound water of VO(acac)2 in the sixth position, or through direct interaction 
via a protein residue to the complex [59]. 

Liboiron et al. presented ambient and frozen solution EPR data that showed 
that the original interpretation of Willsky et al. [79] was not correct, and the mal-
tol–vanadyl–HSA system was in fact more complicated than previously thought 
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[80]. Frozen solution EPR data revealed small but measurable differences in the 
high-field parallel peaks. Careful simulation of these spectra revealed that only one 
equivalent of VO(ma)2 would bind to HSA, suggested to be at the Cu2+ site near 
the N terminus. No VO(ma)2 bound nonspecifically to the protein, in contrast to 
VOSO4 [31]. Further, provision of VO(ma)2 to the protein led to formation of an 
adduct complex, in correlation with Makinen and Brady’s results with VO(acac)2
and HAS [59]. Formation of a ternary complex (maltol–VO–HSA) was demon-
strated by titration of maltol into a 1:1 solution of VO2+ and HSA. Resonances due 
to vanadyl bound specifically (i.e., at the Cu2+ site) to the protein [31] disappeared 
and were replaced by increased intensity at peaks corresponding to nonspecific 
binding sites. It is not possible for metal ions to spontaneously move from a higher-
stability site to one of lower stability; therefore, the addition of maltol leads to 
binding one maltol ligand to VO2+ ions bound by the protein. This binding led to 
generation of an EPR spectrum nearly identical to that of nonspecifically bound 
VO2+. It was not possible to reform VO(ma)2 or the VO(ma)2–HSA adduct even 
after addition of high molar equivalents of maltol [80]. This intricate system is 
summarized in Scheme 1. 

Scheme 1. The maltol–vanadyl–HSA system, as delineated by EPR spectroscopy, is gov-
erned by several equilibria reactions. (A) formation of the VO(ma)2–HSA adduct complex; 
(B) formation of the ternary complex from VO(ma)2; (C) binding of VO2+ to the strong bind-
ing site of HSA (Cu2+ site); (D) formation of the ternary complex via titration of maltol. Note 
that there is no direct connection between the ternary and adduct complexes as titration of 
maltol to VO(HSA) yields only ma–VO–HSA, without subsequent formation of VO(ma)2

and its adduct with HSA. Reprinted with permission from [80]. Copyright © 2005, American 
Chemical Society. 
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The VO(ma)2:1-methylimidazole (1-ImMe) system was found to be a good 
spectroscopic model of the protein adduct formed between VO(ma)2 and HSA. 
Simulation of the EPR spectra of all solution components (VO(ma)2, VO(ma)2(1-
ImMe), VO(HSA)strong, VO(HSA)weak, VO(ma)2(HSA), and VO(ma)(HSA)) dem-
onstrated the uniqueness of the spin Hamiltonian parameters for both the adduct 
and ternary complex relative to VO(ma)2, and the close similarity of parameters 
between the VO(ma)2(1-ImMe) and VO(ma)2(HSA) adducts. Thus, VO(ma)2 was 
proposed to form a 1:1 adduct complex with HSA most likely through the H3 imi-
dazole [31] binding to an equatorial position of cis-VO(ma)2 through displacement 
of the weakly bound water [80]. 

The interaction of HSA with chelated vanadium sources such as VO(acac)2
and VO(ma)2, as identified by EPR and ENDOR spectroscopy, differs considerably 
from that of VOSO4, and represents a clear difference in reactivity with a bio-
molecule of a vanadyl complex versus its inorganic congener. It is unclear, how-
ever, whether this reaction is biologically relevant, given the considerable thermo-
dynamic stability of vanadyl transferrin and ternary complex formation reactions 
with low-molecular-weight chelators such as citrate. These interactions could pre-
clude any binding with HSA. It may be that only a small amount of the total ab-
sorbed dose of a vanadyl complex may bind to HAS, which leads to the augmented 
antidiabetic effects of many vanadyl complexes over VOSO4. For VO(acac)2 and 
VO(ma)2, antidiabetic activity (as measured by glucose update by adipocytes) was 
increased when administered with BSA over the complex alone, suggesting that 
adduct formation between the complex and protein may play some role in the 
mechanism of pharmacological activity [59]. 

3. USE OF EPR FOR IN VIVO STUDIES OF VANADIUM 
METABOLISM AND COORDINATION STRUCTURE 

Recent developments in the in-vivo characterization of putative vanadium(IV) 
pharmaceuticals have focused on completion of a metabolic model that fully de-
scribes the Absorption, Distribution, Metabolism, and Elimination (ADME) of 
exogenous vanadium [23]. Such knowledge would assist in the development of 
compounds with increased efficacy, as direct in-vivo/in-vitro antidiabetic assays 
combined with complete ADME data for the putative complex would lead to an 
understanding of the structure/function relationships that determine a complex’s 
insulin-enhancing capability. 

Paramagnetic resonance methods have played a central role in furthering our 
understanding of vanadium species in the biological milieu. Scheme 2 displays a 
diagram of the ADME properties of a vanadium(IV) complex (such as VO(ma)2). 
Highlighted in the figure (by shaded boxes) are those discoveries in which the ap-
plication of EPR spectroscopy was essential; clearly, the use of paramagnetic reso-
nance has been paramount to further our understanding of vanadium interactions 
within the body. In this section, a summary of the key studies of vanadium ADME 
properties as described by EPR methods will be presented. 
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Scheme 2. Schematic outline of VOL2 absorption, distribution, metabolism, and elimination. 
Dark shaded compartments indicate regions in which EPR methods played a key role in the 
description of vanadium behavior in that compartment. Adapted from [23]. 

3.1. Absorption and in vivo Redox Reactions of Vanadium Compounds 

Since both V(V) and V(IV) compounds have been demonstrated to possess in-
sulin-enhancing activity, considerable debate has taken place over the exact chemi-
cal form of the active metabolite at or within the target tissue. The biological envi-
ronment is mainly a reducing one due to the presence of biological reductants such 
as glutathione and ascorbic acid; however, a significant oxygen tension also exists 
that may have an effect on the redox state of administered vanadium compounds. 
EPR has been applied in several studies to observe the interplay between the V(IV) 
and V(V) oxidation states for several compounds, as well as describing the absorp-
tion of these compounds from the GI tract and into the cells of the body. 

Absorption of orally administered vanadium compounds has been measured 
by Cantley and coworkers while investigating the intracellular inhibition of 
(Na,K)-ATPase activity by sodium vanadate in human erythrocytes [81]. They 
noted that a significant portion of the administered vanadium was in a form not 
capable of inhibitory activity. EPR spectra of NaVO3-treated erythrocytes showed 
a characteristic VO2+ spectrum, indicating that reduction of V(V) to V(IV) had 
occurred. In one hour, approximately 30% of the added vanadate was reduced, but 
only vanadium contained within the cells had undergone reduction. Thus, absorp-
tion of vanadate, likely through a cation transport system, must occur before bio-
logical reduction could occur [62]. Further study of this reaction by EPR showed 
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that it proceeded to near completion, and the intracellular vanadyl ions were found 
bound tightly to hemoglobin [64]. 

Similar results for rat adipocytes were also noted, though in this study the bio-
logical reductant was identified as glutathione [63]. Addition of sodium metava-
nadate to suspended adipocytes led to the observation of a V(IV) EPR signal within 
an hour, and transport into the cells was again shown to be required for reduction 
to occur. Glucose promoted vanadate uptake as followed by EPR. In adipocytes, 
the produced vanadyl ions were found bound in one of two distinct 1:1 VO(GSH) 
complexes [63]. 

The role of GSH in the in-vivo reduction of V(V) to V(IV) was examined by 
EPR in a study by Lu, Fantus and coworkers [65]. The results of this experiment 
are shown in Figure 8. In insulin-resistant adipocytes (with naturally lower GSH 
concentrations, “Resistant” in Fig. 8) or in cells pretreated with buthionine sulfoxi-
mine (BSO, a GSH-synthase inhibitor, “GSH-synthase inhibited” in Fig. 8), 
showed increased sensitivity to vanadate-stimulated phosphorylation of insulin 
receptors. This result was consistent with EPR spectra showing a decreased intra-
cellular concentration of vanadyl ions that do not promote phosphorylation. Addi-
tion of N-acetylcysteine, a precursor of GSH synthesis, to the incubating cells, re-
stored the amount of EPR-detected vanadyl ion within the cells to control levels 
(compare “Resistant + NAC” to “Resistant” in Fig. 8). 

Total vanadium incorporated into the adipocytes did not change between the 
samples; therefore, this experiment demonstrated the key role of GSH in the intra-
cellular reduction of V(V) species, leading to a decrease in its inhibitory activity 
toward protein tyrosine phosphatases [65]. 

Transport of small, neutral V(IV) complexes is thought to take place via a pas-
sive diffusion process. Crans and coworkers used a combination of ICP–AES and 
EPR to track and quantify the membrane transport of VO(acac)2 and VO(ma)2, and 
observe the redox chemistry and interactions with the erythrocyte membrane of 
these compounds [82]. The intensity of the central signal of the room-temperature 
EPR spectra of VO(acac)2 and VO(ma)2 was used to quantify the amount of V(IV) 
species during stability tests or membrane transport experiments. For experiments 
with erythrocytes, transport of the vanadyl compounds into the cytoplasm yielded a 
highly anisotropic spectrum due to binding of the vanadyl species with cellular 
components. ICP–AES was used to quantify the total cytosolic vanadium. 

Several vanadium(IV) complexes have demonstrated indefinite stability in the 
blood of rats [40,83,84], and while it was found that VO(ma)2 was less stable to 
oxidation in aqueous buffer solution than VO(acac)2, in the presence of membrane 
vesicles the differences between the two complexes became insignificant [82]. As a 
result, maintenance of the V(IV) oxidation state in the blood is achieved through 
several mechanisms: the presence of biological reductants in the bloodstream, ad-
duct formation with endogenous bioligands, as shown in vitro with pyridine-
VO(ma)2 adducts by Hanson et al. [57], and finally by transport into the cellular 
component, wherein a reduced oxygen tension is found in the cytosol. This stabil-
ity toward oxidation is important particularly for VO(ma)2, whose V(V) congener 
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Figure 8. (A) Frozen solution (T = 223 K) EPR spectra of vanadate-loaded adipocytes incu-
bated with 15 mM glucose and 100 nM insulin, with (Resistant + NAC) or without (Resis-
tant) 30 mM N-acetylcysteine pretreatment, with 80 M BSO (GSH-synthase inhibited), or 
with 5.6 mM glucose (Resistant). (B) EPR spectral intensity expressed as an average of 3 
experiments (*p < 0.05 compared with control and R+NAC). Reprinted with permission 
from [65]. Copyright © 2001, American Society for Biochemistry and Molecular Biology. 
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[VO2(ma)2]– was shown to not possess antidiabetic activity [85]. Interestingly, the 
transport of VO(acac)2 into erythrocytes was considerably faster than that of 
VO(ma)2, likely due to the higher lipophilicity of the former complex. EPR de-
tected an anisotropic signal due to VO(acac)2 in the cell within 2 minutes; for 
VO(ma)2 this process took 12 minutes. Thus, diffusion rates across membranes are 
considerably faster for VO(acac)2 [82], although there is no evidence that this ef-
fect has any bearing on either complex’s antidiabetic activity. 

EPR has been used to study the formulation of potential vanadium pharmaceu-
ticals to augment gastrointestinal absorption [86]. A series of three vanadyl com-
pounds (VOSO4, VO(pic)2, and VO(6mpa)2) were administered to several sites in 
the GI tract of rats and the appearance of the V(IV) EPR signal in the blood was 
measured. Differences in absorption for oral, jejunal, and ileal administration were 
noted: VO(6mpa)2 had the highest absorption of all complexes for oral and intra-
ileal administration, while VOSO4 was absorbed more rapidly than the chelated 
compounds after intra-jejunal dosing. Generally, absorption was most effective for 
all compounds via the ileum [86]. On the basis of this result, enteric-coated cap-
sules of VOSO4 were prepared and given by oral administration [87]. The encapsu-
lation was expected to allow the administered VOSO4 to pass through the stomach 
into the small intestine, where the capsule would begin to slowly release the va-
nadyl compound at the site of highest absorption. This method of administration 
resulted in higher blood vanadyl levels, for an extended period of time. Through 
the observation of vanadyl concentrations in the blood, enteric-coated encapsula-
tion was shown to be an effective method for increasing the absorption of VOSO4
from the gastrointestinal tract.[87] 

3.2.  In vivo Pharmacokinetics of Vanadium Species by BCM-EPR 

Aside from documented differences in absorption between chelated (i.e., 
VOL2) and free (e.g. VOSO4) vanadium sources [73], several studies have 
noted efficacy differences between the two forms of vanadium treatment when the 
compounds are administered intravenously (i.v.) or intraperitoneally (i.p.). 
Such administration bypasses the gastrointestinal tract and likely complex degrada-
tion [73,88] prior to absorption into the bloodstream. Since many chelated vanadyl 
compounds are more effective as antidiabetic agents (by various assays, both 
in vitro and in vivo) over inorganic sources by i.v. and i.p. injection, some differ-
ence(s) in blood distribution, organ accumulation. and/or biological target must 
exist to provide explanation for the augmented activity of V(IV) coordination com-
pounds. 

Sakurai and coworkers developed a novel pharmacokinetic method for the 
real-time tracking of the blood distribution of paramagnetic species through EPR. 
Termed blood-circulation monitoring EPR (BCM–EPR), the method was initially 
developed for study of ascorbic acid radicals [89] and chromium carcinogens [90]. 
It has proven, however, to be useful for the study of the distribution and elimina-
tion of vanadium(IV) species from the bloodstream of live animals following i.v. 
injection [83]. 
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Figure 9. In-vivo blood circulation monitoring electron paramagnetic resonance (BCM–
EPR). Left: Schematic diagram of experimental apparatus for real-time measurement of cir-
culating paramagnetic species in the living rat. Center: BCM–EPR spectra of rat blood fol-
lowing i.v. administration of 0.5 mg V/kg of (A) VOSO4 and (B) VO(pic)2. EPR spectra 
were acquired every 30 s. Right: Time courses of vanadyl concentration in the bloodstream 
following single i.v. administration of (A) VOSO4 and (B) VO(pic)2, based on BCM-EPR 
signal quantification. Reprinted with permission from [84]. Copyright © 2002, Elsevier. 

The BCM–EPR method is detailed in Figure 9. Briefly, study animals (Wistar 
rats) are anesthetized, and polyethylene tubes are cannulated into the left femoral 
artery and vein. The ends of the cannula are joined with silicone tubing, which in 
turn is connected to a 20- L EPR capillary tube, creating a complete blood circuit 
outside the body. The rat’s own heartbeat drives the blood through the cell, allow-
ing for real-time monitoring of paramagnetic species in the blood. Spectra are ac-
quired at room temperature every 30 seconds [84]. The appearance, and disappear-
ance, of the nearly isotropic vanadyl EPR signal (typically using the intensity of 
the central MI = –1/2 peak) is plotted as a function of time, yielding time-resolved 
pharmacokinetic data without the need to draw samples for each time point, or any 
other additional manipulation that may affect the vanadyl distribution in the blood-
stream. For the series of complexes tested in several studies discussed below, a 
blood challenge (vide supra) indicated that all complexes were stable to oxidation 
in rat blood, and thus disappearance of the vanadyl signal was due to clearance and 
not oxidation of V(IV) to V(V). 

Sakurai and coworkers have used this technique to characterize potential rela-
tionships between the insulin-mimetic activity and global distribution of vanadium 
in the bloodstream [40]. Pharmacokinetic data that can be obtained from the BCM–
EPR method include the mean residence time (MRT), area under the concentration 
curve (AUC), total body clearance (CLtot) and steady-state distribution volume (VD).
These measures are reflections of the ease with which a potential drug is distrib-
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uted and ultimately eliminated from the bloodstream, either by excretion, biotrans-
formation or uptake into other compartments (tissues). 

Pharmacokinetic parameters derived from BCM–EPR of VOSO4 in Wistar rats 
were shown to be consistent with those obtained by radiolabeling methods [73,91]. 
Careful calibration of the observed EPR signal intensities to known samples of 
study compounds in fresh blood was carried out to generate a linear correlation 
region of V(IV) concentration to BCM–EPR signal, typically between 20 and 200 

M V(IV). The reported detection limit for S/N = 3 was 10 M, while for S/N = 5 
the minimum V(IV) required was found to be 20 M [83]. 

BCM–EPR has been used to systematically and quantitatively determine the 
pharmacokinetic features of several vanadium(IV) complexes in the bloodstream 
following i.v. injection, as detailed in Table 3 [40,83,84]. Clear differences in MRT, 
AUC, and CLtot between VOSO4 and the picolinate-derived complexes were ob-
served, and it was shown that the main determinant of the pharmacokinetic pa-
rameters was CLtot [84]. The signal intensities of the central signal of the vanadyl 
BCM–EPR spectrum of VOSO4 decreased in a monophasic pattern; thus a one-
compartment model was used to fit the clearance profile. Conversely, signal inten-
sities for VO(pic)2 decayed in a two-phase pattern, requiring the clearance data to 
be fit with a two-compartment model [83]. These differences are evident in the 
right-hand panel of Figure 9, in which the top plot shows the monophasic clearance 
of VOSO4 from the bloodstream, while the bottom trace for VO(pic)2 clearly dem-
onstrates a biphasic clearance mechanism, and overall increased residence time in 
the blood relative to the inorganic VOSO4 [83]. 

Table 3. Metallokinetic Parameters for Antidiabetic Vanadium Compounds 
as Measured by BCM-EPRa

 AUC MRT CLtot

Compound ( mol min mL–1) (min) (mL min–1 kg–1) t1/2 (min)b Ref. 

VOSO4 0.26 ± 0.04 4.4 ± 0.7 38.9 ± 5.8 3.0 ± 0.5 [28] 
VO(pic)2 0.65 ± 0.13 9.3 ± 1.7 15.2 ± 2.9 8.2 ± 1.1 [83] 
VO(mpa)2 0.97 ± 0.25 9.6 ± 3.4 10.5 ± 2.3 7.2 ± 2.6 [83] 
VO(3hpa)2 1.02 ± 0.26 14.6 ± 4.6 9.6 ± 2.4 11.6 ± 3.6 [84] 
VO(2mpo)2 1.70 ± 0.17 21.2 ± 2.3 5.8 ± 0.6 14.6 ± 1.6 [28] 
VO(2hpo)2 2.23 ± 0.25 23.3 ± 2.0 4.4 ± 0.5 16.3 ± 1.4 [28] 
VO(6mpa)2 1.45 ± 0.37 19.6 ± 6.9 6.8 ± 1.5 14.8 ± 5.3 [84] 
VO(3mpa)2 2.36 ± 0.52 28.8 ± 5.9 4.2 ± 1.1 20.9 ± 4.1 [84] 
VO(5ipa)2 3.85 ± 0.56 44.9 ± 9.7 2.7 ± 0.8 31.5 ± 7.7 [84] 

a Data expressed as means ± standard deviation. Compounds are listed in order of increasing t1/2.
b Based on the  apparent rate constant for a two-compartment model. 

Differences within the picolinate family were also noted, with clearance rates 
from the bloodstream (related to CLtot) being the fastest for VOSO4, followed by 
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VO(pic)2, and then finally by VO(3mpa)2 and VO(5ipa)2. The AUC and MRT val-
ues were also significantly higher for VO(3mpa)2 and VO(5ipa)2 [84]. This series 
correlated linearly with IC50 values for suppression of free fatty acid release from 
rat adipocytes by the vanadyl complexes, where VO(3mpa)2 and VO(5ipa)2 were 
found to be the most effective in this in-vitro assay of antidiabetic activity. There-
fore, Yasui et al. reported a significant positive correlation between CLtot and IC50
values of vanadyl–picolinate complexes, and that introduction of an electron-
withdrawing group (iodo) or an electron-donating group (methyl) at the 5th or 3rd 
position, respectively, of the picolinate ligand increased the residence time of the 
complex in the bloodstream, leading to augmentation of the insulinomimetic activ-
ity over that of VO(pic)2 and VOSO4 [84]. 

The advantages of BCM–EPR lie in its selectivity and ease of measurement 
over other common pharmacokinetic methods such as radioactive labeling. Admin-
istered complexes need not be radiolabeled, and the method does not require peri-
odic blood sampling for each time point. Since the technique relies on the para-
magnetism of the species of interest, it is sensitive only to the complex and inter-
ference from other blood components is minimized. Pharmacokinetic measure-
ments can be made in real time, and no further manipulation is needed once the 
blood circuit is complete. BCM–EPR is limited, though, by a rather poor detection 
limit (compared to, e.g., 48V [73] or 13C radiolabeling [88]), which likely precludes 
oral administration and subsequent BCM–EPR study of vanadium compounds. 
Both radiolabeling studies used oral administration, considered the de-rigueur ex-
periment for the study of an antidiabetic complex touted as an orally active phar-
maceutical agent, rather than i.v. administration used in the studies detailed above. 
Therefore, radiolabeling studies could be viewed as yielding more accurate de-
scriptions of uptake, distribution, and elimination of vanadium(IV) complexes, as 
they take into account the effects of the gastrointestinal tract on these properties. 
Further, the low S/N of the nearly isotropic spectra in BCM–EPR (see Fig. 9) and 
the requirement for measurement at ambient temperature does not allow for any 
meaningful structural interpretation; real-time monitoring of biotransformation 
reactions (i.e., with serum proteins) of administered complexes would be a useful 
extension of such an experiment. Nevertheless, the results gained from BCM–EPR 
emphasize the importance of pharmacokinetic data in the delineation of struc-
ture/function relationships that potentially govern the activity of these complexes. 

3.3.  In-Vivo Structure Determination by CW and Pulsed EPR 

3.3.1.  In vivo CW-EPR Studies of Vanadium(IV) Distribution 

EPR has been a useful in-vivo probe of vanadium metabolism. One of the ear-
liest experiments to study biolocalization of V(IV) species was reported in 1980. 
After i.p. administration of sodium metavanadate for 3 days, V(IV) species were 
detected by EPR in the subcellular fraction of rat liver. Using the older structural 
correlation between Ao and go values, the detected species was proposed to pos-
sess mostly O4 coordination and be present in a protein-bound form [92]. 
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Later, Chasteen, Lord, and Thompson used EPR to determine the chemical forms 
of both absorbed vanadium in tissue and excreted vanadium in the urine and fe-
ces of rats given VOSO4 in drinking water over long periods. EPR signals 
were well defined in the stomach, duodenum, liver, spleen, kidney, lung, and 
elimination products [78]. 

EPR spectra of fecal pellets from rats fed a diet supplemented with either 
VOSO4 or NaVO3 showed strong signals due to vanadyl species, evidence of the 
relatively poor absorption of inorganic vanadium species from the GI tract. The 
spectrum also demonstrated that most V(V) was reduced to V(IV) prior to fecal 
excretion. This reaction likely occurred in the stomach, a region of low pH (1.5–4) 
that stabilizes the vanadyl cation. Vanadyl ions detected in fecal matter appeared to 
be associated with insoluble fiber. The VO2+ spectrum in urine was observed 
within a few hours of vanadium administration (either +4 or +5 oxidation state). 
Urine appeared to be the major pathway of elimination. Vanadyl ions observed in 
urine had a nearly isotropic spectrum at room temperature, indicating formation of 
a low-molecular-weight complex(es). The kidney, spleen, and liver samples all 
possessed sharp VO2+ EPR spectra, which were found to correspond to the spec-
trum of a VO2+–ferritin complex reported earlier [93]. In these organs, therefore, 
absorbed vanadyl ions formed a specific VO–protein complex in vivo [78]. 

Vanadyl sulfate administered via daily i.p. injection was detected by EPR in 
liver, kidney, and serum by Sakurai and coworkers [54]. Spin Hamiltonian parame-
ters were tabulated for the in-vivo vanadyl spectra and for several model com-
plexes with known ligand sets to attempt to correlate the in-vivo spectra with either 
O4, N2O2, S2N2, or S2O2 coordination spheres. Vanadyl ions detected in rat kidney 
and liver and their subcellular fractions were proposed to possess O4 coordination 
with a square pyramidal structure [54]. These studies, while useful for detection 
and quantification of absorbed vanadyl ions into bodily tissues, also serve to illus-
trate the limitations of EPR as a stand-alone structural characterization method. 
Use of EPR alone for assignment of structure carries some risk of misassignment, 
as was demonstrated recently by Sakurai and coworkers through the application of 
higher-resolution pulsed EPR methods to an identical system (vide infra).

3.3.2.  In-Vivo High-Resolution Pulsed EPR for Structure Determination 

The first application of higher-resolution pulsed EPR techniques was reported 
by Fukui et al. in 1995, who reported insights into the in-vivo coordination struc-
ture of vanadyl ions in rat kidney and liver, taken from animals administered a 
chronic i.v. dose of VOSO4 [69]. ESEEM spectroscopy (2-pulse) was used to de-
tect and quantify small superhyperfine coupling constants of vanadyl compounds 
in these organs. 

Tissue samples were excised from animals following a four-day program of 
intravenous VOSO4 injections once per day. CW and 2-pulse ESEEM spectra were 
measured on the tissue samples directly. Reasonable S/N levels were observed in 
the CW spectra, allowing for orientation selection of the paramagnetic species by 
measuring the ESEEM spectrum at the parallel and perpendicular features of the 
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CW spectrum. In both tissues, several peaks were observed at low frequency and 
were determined to arise from 14N, indicating at least one nitrogen ligating some of 
the vanadyl ions in each tissue [69], which would appear to contradict earlier CW-
EPR work described earlier [54]. This result represented the first direct evidence 
for nitrogen coordination to vanadyl in the organs of an animal. 

In addition, an intense peak at the proton Larmor frequency was observed, 
and in some spectra this peak appeared to be split. Due to the use of the maximum 
entropy method (MEM, as opposed to the far more common Fourier transforma-
tion) for spectral processing, they could not determine whether the splitting was 
due to a real physical phenomenon or simply an artifact of the MEM method, pre-
cluding further analysis. The appearance of this matrix peak did, however, indicate 
the presence of waterborne protons weakly coupled to the paramagnetic vanadyl 
nucleus. 

To assist interpretation and to quantify the amount of vanadyl bound by the 
detected nitrogen ligand, a model complex VO(His) was used. It was found that the 
spectra of VO(His) and VO2+ in the kidney were similar, although the intensity of 
the 1H matrix peak was less in VO(His), indicative of fewer water molecules in the 
VO2+ coordination sphere of the model complex. Comparison of the orientation 
selective spectra of the biological and model samples led to assignment of the low 
frequency 14N peaks and calculation of anisotropic A(x,y,z) superhyperfine coupling 
constants. Simulation of the spectra, while successful for the VO(His) model, was 
not satisfactory for the organ samples (possibly another side effect of MEM proc-
essing), and so Aiso values for the nitrogen donor in rat kidney and donor were re-
ported, and compared to known model systems with N-amine and N-imine donors. 
Both rat kidney (Aiso = 5.2 MHz) and liver (Aiso = 5.0 MHz) samples were proposed 
to arise from an amine-coordinated vanadyl species, with the donor atom coming 
from an -amine of a lysine or N terminal –NH2 of a protein. Imine coordination 
(such as from the imidazole group of His) could be excluded as the Aiso values for 
such donors typically exceed 6.5 MHz [94]. Thus, VOSO4, administered by i.v. 
injection, is accumulated in high concentration in the kidney and liver and is bound 
by protein/peptide moieties in these tissues. 

Using the  = 0 peak amplitude of the VO(His) model, estimates of the amount 
of nitrogen-coordinated species were made for both kidney and liver samples. Af-
ter normalization of the peak heights between samples, 50–55% and 70–80% of the 
total vanadyl in the kidney and liver were present as the nitrogen-coordinated spe-
cies, indicating that it is the major form of accumulated vanadyl species in these 
tissues. This elementary method of quantification was later modified [71], and 
challenged [72] as an inaccurate method of determining this important parameter. 
These studies are examined below. 

This report was followed by several studies that used pulsed EPR spectroscopy 
to determine the fate of chelated vanadyl complexes in the organs of chronically 
treated rats. Fukui et al. measured the 2- and 3-pulse ESEEM spectra of rat kidney, 
liver, and bone from animals treated with VOSO4 or VO(pic)2 [71]. Dikanov 
and coworkers used ESEEM and the two-dimensional ESEEM technique hyperfine 
sublevel correlation (HYSCORE) spectroscopy to examine in detail the coordina-
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tion structure of VO(ema)2-derived vanadyl ions in rat bone [95] and kidney 
[72]. Interpretation of the spectra from bone was greatly assisted through a thor-
ough model study of the VO-triphosphate system, also examined by ESEEM and 
HYSCORE spectroscopies [96]. The results of these studies are summarized in 
Table 4. 

Table 4. Spin Hamiltonian Parameters for VOSO4, VO(pic)2, and VO(ema)2 in 
Frozen Aqueous Solution and in Rat Tissue Samples 

Compound         Tissue        Route          |Aiso|a     gx
b      gy           gz        |Ax|b   |Ay|         |Az|            Ref. 

  VO(pic)2 Complex --  1.981 1.945 60.5 165.8 [69] 
 Kidney i.p. 4.9 1.98 1.95 58 166 
 Bone i.p.  1.974 1.935 63.5 173.5 
  VO(ema)2 Complex --  1.988  1.976 1.935 60.5  60.0 170.0 [72] 
 Kidney oral 4.9 1.98 1.945 58 168 
 Bone oral  1.996 1.93 80 190 [95] 
  VOSO4 Complex --  1.977 1.934 74.0 201.0 [103] 
 Kidney i.v. 5.2 1.98 1.94 61 169 [69] 
 Bone i.p.  1.972 1.935 62.6 173.5 [71] 

a Corresponding to the superhyperfine coupling constant for the coordinated amine only. 
b For gx,y and Ax,y values with one entry, this value corresponds to g  and A , respectively.

In the case of VO(pic)2, ESEEM spectroscopy detected similar amine nitrogen 
coordination in the kidney and liver of treated rats (by i.p. injection), as with 
VOSO4, as well as weaker signals that were attributed to residual intact VO(pic)2 in 
these organs [71]. This result was further supported by differences in measured 
phase memory time for the two-pulse ESEEM spectra, where VO(pic)2 in kidney 
and liver was found to relax faster than kidney and liver samples derived from 
VOSO4-treated rats [71]. For VO(ema)2, only signals due to equatorial 14N amine 
coordination were detected, although it was not possible to detect any residual 
VO(ema)2 complexes due to the ESEEM silence of the O4 (16O, 99.76% abundant, 
I = 0) coordination sphere [72]. 

Quantification of the amount of residual VO(pic)2 (shown in Fig. 10) was con-
ducted through subtraction of normalized time-domain ESEEM spectra of 
VO(pic)2 in liver (Fig. 10a) from VOSO4 in liver (Fig. 10b), yielding the time-
domain spectrum of the minor species (Fig. 10c), as described by Eq. (1), where 
Modnorm corresponds to the normalized time-domain intensity (background decay 
curve subtracted) extrapolated to  = 0 and corrected by the preexponential factor 
obtained from a modified Block-type relaxation equation, for each species. The 
coefficients  and  were estimated by a linear least-squares method [71]: 

 Modnorm[VO(pic)2organ] = Modnorm[VO(pic)2intact] + Modnorm[VOSO4organ]. (1) 
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Figure 10. Top: Normalized time-domain ESEEM spectra of (a) VO(pic)2 in rat liver; (b) 
VOSO4 in rat liver; (c) resultant spectrum after subtraction of 0.633(b) from (a). Bottom: 
Frequency-domain difference ESEEM spectra of VO(pic)2 in kidney (d) and liver (e) after 
subtraction of amine nitrogen signal; (f) ESEEM spectrum of VO(pic)2 in ethylenegly-
col:water (1:1) glass. Reprinted with permission from [60]. Copyright © 1995, Elsevier. 

Fourier transformation of these spectra gave the ESEEM frequency-domain spec-
trum of the residual VO(pic)2 in kidney (Fig. 10d) and liver (Fig. 10e). These spec-
tra compared well with the ESEEM spectrum of VO(pic)2 in ethyleneglycol:water 
glass (1:1) (Fig. 10f). 

Multiplication of the  coefficient for VO(pic)2 in liver and kidney by the 
amount of amine-coordinated VOSO4 in each organ yielded the total percentage of 
vanadyl ion found coordinated to at least one picolinate ligand. Whether VO(pic)2
was in the form of the bis or mono complex (and possessing either 2 or 1 imine 
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donors to VO2+) could not be determined. This procedure revealed that a large pro-
portion of detected vanadyl species from VO(pic)2 treatment in kidney and liver 
was in the form of the amine-coordinated compound previously detected in the 
VOSO4 study [69] (43–47 and 44–50% respectively [71]). The concentration of 
VO(pic)x

2–x species (x = 1, 2) [related to  of Eq. (1)] was determined to be 8–16% 
for kidney and 12–24% for liver, where the smaller number represents the propor-
tion if only the bis complex is present in the organ, and the larger number places an 
upper limit on the proportion of the monopicolinate complex. 

This result was disputed by Dikanov and coworkers, who suggested that use of 
VO(His) as a model system for the determination of the amount of amine-
coordinated species in rat kidney and liver was a poor choice due to the contribu-
tion to the echo decay from both the peptide amine and the imino nitrogen of the 
imidazole group [69,97]. This contribution from the imine nitrogen affects the ob-
served modulation depth used to normalize the spectra of VO(His)- and VOSO4-
treated kidney and liver sample spectra. Dikanov and coworkers corrected for this 
source of error by using VO(1-15His) as an intensity model, and by filtering out 
high-frequency signals (due to 1H) from the time domain spectrum of VO(ema)2-
treated rat kidney prior to fitting the echo decay for the  = 0 modulation depth 
[72]. The use of the 15N-labeled model nearly eliminates all contributions to peak 
intensities <8 MHz, as well as between 10 and 12 MHz. It is demonstrated that 
erroneous inclusion of the imine nitrogen modulation depth in the determination of 
the maximum modulation depth (for subsequent normalization in [69,71]) led to an 
underestimation of the amount of amine-coordinated species by 10–17% [72]. Thus, 
a revised value for the amount of amine-coordinated species in VOSO4-treated rat 
kidney and liver would be 70–80 and 90–100%, respectively. This in turn would 
affect the amount of free VO(pic)2 detected in these organs. 

The use of pulsed EPR conclusively demonstrated that administered vanadyl 
complexes, whether given by i.p. or oral dose, are accumulated in the liver and 
kidney tissue, and the majority is found as a protein or peptide-ligated (Namine) spe-
cies. This result contradicts earlier work with CW-EPR that proposed an O4 coor-
dination sphere for VO2+ ions in kidney and liver based on a g||–A|| correlation dia-
gram [54]. Comparison of these data to the regions of Figure 2 occupied by O4 and 
N2O2 coordination spheres showed that the spin Hamiltonian parameters for 
VO(pic)2 in kidney and liver fall in an intermediate region between pure O4 and 
N2O2 coordination spheres, consistent with the proposed NO3 ligand set for the 
amine-bound vanadyl ions [71]. Clearly, the coordination state of both VO(pic)2
and VO(ema)2 has changed since administration. Sakurai and coworkers proposed 
that the amine-ligated species in liver and kidney corresponded to an inactive form 
of the drug, and in fact the proportion of the dose that did not go on to form the 
protein/peptide complex (i.e., [VO(pic)]+ and/or VO(pic)2) was in fact the active 
species [71]. This proposal was supported by the fact that the amount of amine-
ligated VO2+ was much less for VO(pic)2 compared to VOSO4, which correlates 
with the increased efficacy [52,98] and the higher concentration in bone of 
VO(pic)2 [52,53]. This portion of the administered dose acts as the active species to 
exert antidiabetic activity, or is left free to circulate in the bloodstream and become 
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incorporated into bone, thought to contribute to the long-term effect of vanadium 
compounds upon cessation of treatment [52,73]. Support of this hypothesis could 
come from further in-vivo ESEEM experiments with other V(IV) insulin-
enhancing complexes to attempt to correlate the amount of intact complex after 
organ uptake with antidiabetic activity. This experiment might shed light on the 
true role of the amine-ligated species in liver and kidney, if any exists. 

Bioaccumulation in bone of chelated and free vanadyl sources was shown to 
be remarkably similar for VO(ema)2 [95], VO(pic)2, and VOSO4 [71]. CW-EPR 
spectra of VO(pic)2 and VOSO4-treated rat bone samples suggested a complete 
change in the coordination sphere of VO(pic)2 (Table 4). The two-pulse ESEEM 
spectra of the two samples were virtually identical, each containing 2 peaks at ~5.5 
and 11 MHz, in addition to the 1H matrix peak (~13 MHz), as was observed in the 
kidney and liver samples. No peaks corresponding to 14N either from the picolinate 
ligand or an endogenous donor were observed. The two low-frequency peaks var-
ied with applied field precisely as expected for 31P nuclei (I = ½), indicating the 
presence of phosphorus in the coordination sphere of the vanadyl ions. These were 
assigned as the 31P matrix peak (~5.5 MHz) as well as its sum addition peak at 
~10.5 MHz that typically appears in the two-pulse spectrum. The 31P matrix peak 
appeared broadened, leading to the conclusion that any hyperfine coupling con-
tained within the signal would be too small to be resolved or the broadness of the 
signal was a result of a range of 31P hyperfine couplings to the vanadyl nuclei [71]. 

The field-swept electron spin echo (FS–ESE) spectrum (which yields a spec-
trum similar to that acquired by a CW experiment, but is acquired using a simple 
two-pulse sequence) of VO(ema)2-treated rat bone yielded spin Hamiltonian pa-
rameters quite different from those obtained with the other two vanadyl compounds 
(Table 4). As with VO(pic)2, it was clear that the coordination state of the orally 
administered VO(ema)2 had changed [95]. Despite the difference in spin Hamilto-
nian parameters determined from CW-EPR (VOSO4, VO(pic)2) and FS-ESE 
(VO(ema)2) spectra, it appears that all three compounds share the same metabolic 
fate after uptake into bone mineral. 

Three-pulse ESEEM spectra of the bone sample collected on the MI
V = –1/2 

peak of the FS-ESE spectrum contained a narrow peak at P = 5.7 MHz, corre-
sponding to the phosphorus matrix peak, in addition to the 1H matrix peak at 14.1 
MHz. Sum and/or difference frequencies are suppressed in the three-pulse experi-
ment, which possibly led to the observation of extended peaks at ~1.5 MHz with 
shoulders to 4 MHz. Peaks in this region, however, were broad and ill defined, 
which precluded detailed analysis from the three-pulse experiment. Lastly, sugges-
tions of peaks in the region of 8–10 MHz were also observed. 

Complete interpretation of the low-frequency peaks was obtained through the 
application of the two-dimensional four-pulse HYSCORE experiment. The 
HYSCORE spectrum of VO(ema)2-treated rat bone is shown in Figure 11. Three 
sets of cross-peaks were evident, one of which appeared as an extended arc about 
the 31P matrix peak (Fig. 11, cross-peak 3). Careful selection of the interpulse times 
led to suppression of the matrix peak to allow for better observation of the third 
cross-peak. Interpretation of the HYSCORE spectrum was carried out using con-
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tour lineshape analysis [99,100] that allowed for simultaneous determination of 
two sets of a (isotropic hyperfine coupling constant) and T (anisotropic hyperfine 
coupling constant) values with opposite relative signs. Such analysis yielded esti-
mates of three 31P hyperfine coupling constants of 14, 9, and 3 MHz [95]. Lastly, 
HYSCORE results also determined a small 3-MHz coupling arising from 1H, con-
sistent with a water or hydroxyl ligand in an equatorial position [101]. 

Figure 11. HYSCORE spectrum of VO(ema)2-treated rat bone, acquired on the orientation 
nonselective MI

V = –1/2 peak of the FS–ESE spectrum. Numbers indicate the cross-peak sets 
corresponding to three different 31P superhyperfine coupling constants. The nuclear matrix 
peaks of 31P and 1H are labeled. Reprinted with permission from [95]. Copyright © 1999, 
American Chemical Society. 

Two interpretations could be made. The first is that the administered 
VO(ema)2 is completely de-ligated prior to uptake into bone, and is bound by three 
magnetically distinct phosphate groups in the hydroxyapatitic matrix of bone min-
eral. The magnitude of the two strongest coupling constants observed were consis-
tent with those reported for VO(ADP)2 [102] and VO(ATP)2 [103], indicating that 
a facial VO-tris(phosphate) moiety with one or two coordinated water molecules in 
an overall octahedral structure was conceivable. 

The second option was that only partial degradation of the complex took place 
prior to bone uptake, or only partial phosphate coordination takes place in bone 
mineral. The partial coordination leads to considerable variability in coordination 
structure and observation of a wide range of 31P coupling constants in the 
ESEEM/HYSCORE spectra. Such an explanation was offered by Fukui et al. to 
explain the broad, unresolved signals below 8 MHz that were thought to be due to 
diversity in phosphate coordination mode [71]. 
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This uncertainty was resolved in a later report of a vanadyl–phosphate model 
system to investigate the coordination structure of VO(ema)2 in bone mineral [96]. 
Two, three, and 1D 4-pulse, along with 2D HYSCORE spectroscopies were used to 
study the coordination structure of the vanadyl–triphosphate system. HYSCORE 
spectroscopy partnered with contour lineshape analysis determined three 31P hyper-
fine coupling constants of 15, 9, and 1 MHz, in excellent agreement with the in-
vivo results. In addition, detailed analysis of the proton matrix peak by 1D 4-pulse 
ESEEM led to assignment of at least one, and probably two, water molecules in the 
equatorial plane. Thus, the VO–triphosphate model system demonstrated that the 
vanadyl ions in VO(ema)2-treated rat bone samples were most likely in a facial 
tris(phosphate) coordination with water molecules occupying the vacant positions 
in the equatorial plane, as shown in Scheme 3. 

Scheme 3. Proposed solution structure of the dominant species in the vanadyl–triphosphate 
system at pH 5.0. The structure gives rise to three distinct 31P hyperfine coupling constants 
of 15, 9, and 1 MHz, in good agreement with those obtained from HYSCORE spectra of 
VO(ema)2-trreated rat bone (14, 9, and 3 MHz). Adapted from [96]. 

This model study confirmed bone uptake of vanadium(IV) compounds could 
lead to formation of a highly stable vanadyl–phosphate complex, and that complex 
degradation must take place prior to incorporation of the vanadyl ion into the bone 
matrix. HYSCORE spectroscopy was shown to be very powerful for the deconvo-
lution of complicated 1D ESEEM spectra; without the 2D pulse sequence, re-
searchers were only able to confirm the presence of 31P nuclei [71]. 

4.  SUMMARY 

EPR methods have uncovered a number of properties of insulin-enhancing va-
nadium compounds that would otherwise be difficult, if not impossible, to obtain 
by other methods. The strengths of EPR spectroscopy, such as its natural selectiv-
ity, the high-resolving power of closely related structural isomers, and ease of in-
vivo application have been exploited to reveal important details regarding the solu-
tion chemistry, absorption, metabolism, and bioaccumulation of antidiabetic vana-
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dium species. Still, much remains to be uncovered regarding the mechanism of 
insulin enhancement by vanadium(IV) compounds, but undoubtedly EPR, ENDOR, 
and ESEEM spectroscopies will play an important role in its elucidation. 

This review has outlined the breadth of studies conducted with paramagnetic 
resonance methods in the study of antidiabetic insulin enhancing vanadium com-
pounds. It is curious to note that 25 years ago, Chasteen predicted that EPR spec-
troscopy would remain a central tool for investigations into biological vanadium, 
and that ENDOR, ESEEM, and 51V NMR had much potential for future studies in 
the field [21]. As demonstrated throughout this review, this prediction has been 
borne out, and indeed has led to significant advancement in the field of vanadium 
antidiabetic agents. Methodological developments such as real-time pharmacoki-
netic monitoring of in-vivo vanadium(IV), high-resolution in-vivo structure deter-
minations of vanadium species by ENDOR and ESEEM, and multifaceted investi-
gations of the roles of endogenous bioligands in the biotransformation and trans-
port of vanadium pharmaceuticals have proven the utility of EPR methods; it is 
likely that the important role played by EPR methods will continue in future stud-
ies of these compounds. 
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ABBREVIATIONS 

ADME = absorption, distribution, metabolism, elimination 
apo-Tf = apo-transferrin 
AUC = area under the concentration curve 
BCM = blood circulation monitoring 
BSA = bovine serum albumin 
BSO = buthionine sulfoximine 
CD = circular dichroism 
CLtot = total body clearance 
CW = continuous wave 
EPR = electron paramagnetic resonance 
ENDOR = electron nuclear double resonance 
ESEEM = electron spin echo envelope modulation 
GI = gastrointestinal 
GSH = glutathione 
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GSSH = oxidized glutathione 
H2dipic = 2hpo = 2-hydroxypyridine-N-oxide 
His = histidine 
HAS = human serum albumin 
HYSCORE = hyperfine sublevel correlation 
IC50 = drug concentration for 50% inhibition 
ICP–AES = inductively coupled plasma atomic emission spectrometry 
i.p. = intraperitoneal 
i.v. = intravenous 
MEM = maximum entropy method 
MRT = mean residence time 
NMR = nuclear magnetic resonance 
S/N = signal-to-noise ratio 
UV-Vis = ultraviolet/visible electronic absorption spectroscopy 
VD = steady-state distribution volume 
Vis = visible electronic absorption spectroscopy 
VO(acac)2 = bis(acetylacetonato)oxovanadium(IV) 
VO(acac-Me)2 = bis(3-methylacetylacetonato)oxovanadium(IV) 
VO(acac-Et)2: bis(3-ethylacetylacetonato)oxovanadium(IV) 
VO(acac-NH2)2 = bis(acetylacetamido)oxovanadium(IV) 
VO(acac-NMe2)2 = bis(N,N-dimethylacetylacetamido)oxovanadium(IV) 
VO(bma)2 = bis(n-butylmaltolato)oxovanadium(IV) 
VO(dmpp)2 = bis(3-hydroxy-1,2-dimethyl-4-pyridinato)oxovanadium(IV) 
VO(ema)2: bis(ethylmaltolato)oxovanadium(IV) 
VO(3hpa)2 = bis(3-hydroxypicolinato)oxovanadium(IV) 
VO(6hpa)2 = bis(6-hydroxypicolinato)oxovanadium(IV) 
VO(2hpo)2 = bis(2-hydroxypyridine-N-oxo)oxovanadium(IV) 
VO(ima)2 = bis(isopropylmaltolato)oxovanadium(IV) 
VO(5ipa)2 = bis(5-iodopicolinato)oxovanadium(IV) 
VO(ma)2 = (bis(maltolato)oxovanadium(IV) 
VO(3mpa)2 = bis(3-methylpicolinato)oxovanadium(IV) 
VO(6mpa)2 = bis(6-methylpicolinato)oxovanadium(IV) 
VO(2mpo)2 = bis(2-mercaptopyridine-N-oxo)oxovanadium(IV) 
VO(5opic)2 = bis(5-carboalkoxypicolinato)oxovanadium(IV) 
VO(pic)2 = bis(picolinato)oxovanadium(IV) 
VO(tma)2 = bis(thiomaltolato)oxovanadium(IV) 
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For many years, the carcinogenicity of Cr(VI) and the antidiabetic ef-
fects of Cr(III) compounds were regarded as independent biological ac-
tivities, but recent evidence suggests that both these types of activities 
arise from varying amounts of Cr(VI) and reactive intermediates, such 
as Cr(V) species, which can be formed in vivo either by reduction of 
Cr(VI) or by oxidation of Cr(III) complexes. Applications of EPR spec-
troscopy for the studies of Cr(V) and other reactive intermediates of 
relevance to the biological activities of Cr(VI) and Cr(III) compounds 
have been reviewed. Due to the d1 electronic structure of Cr(V) com-
plexes, EPR spectroscopy can be used as a highly sensitive and selective 
tool for the detection of Cr(V) intermediates formed in biological sys-
tems exposed to Cr(VI) (and potentially to Cr(III) complexes). Low-
frequency (L-band) EPR spectroscopy can be used to detect weak Cr(V) 
signals in whole living plants or animals. Extensive model studies re-
vealed correlations between the EPR spectroscopic parameters (such as 
the giso values and superhyperfine splitting patterns) and the structures of 
Cr(V) complexes. These correlations were used to identify the Cr(V) 
complexes with carbohydrate and glycoprotein ligands as the most 
abundant Cr(V) species formed in biological systems, while Cr(V) 
thiolato complexes are formed as transient intermediates during the re-
duction of Cr(VI) by biological thiols (such as glutathione). Applica-
tions of EPR spectroscopy for the characterization of biologically-
relevant Cr(III) complexes (d3 systems) are more limited due to the rela-
tively low sensitivity and broadness of the signals. Several reports in the 
literature on the observation of Cr(IV) intermediates in biological sys-
tems by EPR spectroscopy are erroneous, since such species (d2 sys-
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tems) are EPR silent under most conditions. Spin traps can be used to 
detect the formation of strong oxidant species during the reactions of 
Cr(VI) or Cr(III) compounds with biological media, but not to establish 
the nature of such species, since the same EPR-active products can be 
formed during the reactions of spin traps with either free radical species 
or reactive Cr intermediates. 

1. ROLES OF REACTIVE INTERMEDIATES IN CHROMIUM(VI)- 
INDUCED TOXICITY AND IN ANTI-DIABETIC EFFECTS OF 
CHROMIUM(III) 

Chromium is probably the most controversial of the transition metal ions in 
terms of its biological activities [1]. The highest oxidation state of this element, 
Cr(VI), is a well-established human carcinogen and one of the most commonly 
encountered occupational hazards [2]. Concerns over the exposure of the general 
population to Cr(VI)-contaminated water have been highlighted in the film “Erin 
Brockovich,” although the extent of health damage caused by low Cr(VI) concen-
trations in drinking water is under debate [3]. On the contrary, the most stable oxi-
dation state of chromium, Cr(III), is regarded by most nutritionists as an essential 
trace element for humans (involved in glucose metabolism) [4], although this opin-
ion has been disputed [5,6]. Production of Cr(III)-containing nutritional supple-
ments for humans and animals forms the basis of a multimillion dollar industry, 
despite the growing concern over the efficacy and safety of such supplements 
[1,7,8].

The chemical mechanisms of Cr(VI)-induced cytotoxicity and genotoxicity, 
based on the efficient cellular uptake of [CrO4]2  and its reactions with cellular 
reductants (Fig. 1) [9], are generally well understood [1,10], although many bio-
chemical details remain to be elucidated [11]. By contrast, the suggested role of 
Cr(III) in glucose metabolism is difficult to explain from the chemical point of 
view, given the kinetic inertness of Cr(III) complexes and their inability to enter 
cells at significant rates [1]. A mechanism based on the selective activation of insu-
lin receptor tyrosine kinase by a specific Cr(III)-containing biomolecule, chro-
modulin, has been proposed [7,12], but this compound has not been fully character-
ized to date [13], and its reported isolation procedure is controversial [1]. An alter-
native mechanism of Cr(III)-induced activation of glucose metabolism, proposed 
by our group [10,14], is based on extra- and/or intracellular oxidation of Cr(III) to 
Cr(V) and Cr(VI) species. These species can then act as tyrosine phosphatase in-
hibitors, via similar mechanisms as V(IV) and V(V) compounds (isoelectronic to 
Cr(V) and Cr(VI), respectively), which are well-known insulin mimics and 
antidiabetic agents [15]. 

Figure 1 summarizes our current hypothesis on the main metabolic pathways 
of various oxidation states of Cr in mammalian cells (based on the data from [1,8, 
10,16–18] and references therein). Chromate ion ([CrO4]2 ) easily penetrates cell  



CHROMIUM IN CANCER AND DIETARY SUPPLEMENTS 553 

Figure 1. Main biotransformation pathways of Cr complexes (based on data from 
[1,8,10,16–18] and references therein). 

membranes through anion channels, due to its structural similarity to [SO4]2  and 
[HPO4]2  ions, while insoluble chromates, such as PbCrO4, are likely to enter cells 
through phagocytosis. Inside the cell, Cr(VI) is reduced to Cr(III) by cellular re-
ductants (listed in Fig. 1) with the formation of reactive Cr(V) and Cr(IV) interme-
diates. Such intermediates can be relatively long lived due to their stabilization by 
a variety of intracellular ligands (listed in Fig. 1; see §2 for details). Chromium(V) 
intermediates produced during the extracellular reduction of Cr(VI) are likely to 
bind to sialoglycoprotein residues on the cell surface (see §2.3), and can then be 
transported across the cell membrane [16]. Although Cr(III) is usually considered 
as a stable final product of Cr(VI) reduction in biological media, both extra- and 
intracellular re-oxidation of Cr(III) to Cr(VI) (through Cr(IV) and Cr(V) interme-
diates, Fig. 1) can occur under pathological conditions (e.g., inflammation or dia-
betes) involving chronic oxidative stress. Such re-oxidation is likely to be involved 
in the Cr(III)-induced enhancement of glucose metabolism in Type 2 diabetics (not 
observed in healthy individuals) [8]. 

Reactions of cellular reductants with Cr(VI), Cr(V), and Cr(IV) species pro-
duce organic radicals, which can then react with molecular oxygen, leading to in-
creases in cellular levels of reactive oxygen species (ROS, Fig. 1) and to oxidative 
stress. However, the main results of Cr(VI) reduction to Cr(III) in the cytoplasm, or 
within the cell membrane, are likely to be the detoxification of Cr(VI) and the acti-
vation of certain cell-signaling pathways, including the insulin pathway that leads 
to enhancement of glucose metabolism [8,17]. The effects of Cr(VI) on cell signal-
ing can be either direct (through the reactions of Cr(VI) and Cr(V) species with 
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cysteine residues of tyrosine phosphatases and other regulatory enzymes) [10,19] 
or indirect (through the formation of ROS) [20]. Higher concentrations of Cr(VI) 
or longer exposure times overwhelm the cellular protective mechanisms and lead to 
accumulation of significant amounts of Cr(III) within the cell nucleus [17]. Pene-
tration of Cr into the nuclei of living cells is likely to involve the binding of 
[CrO4]2  to newly synthesized histones and other nuclear proteins (rich in posi-
tively charged lysine and arginine residues) in the cytoplasm, followed by the se-
lective transport of Cr(VI)–protein complexes to the nucleus [18]. This event is 
followed by Cr(VI) dissociation from the proteins (due to the high affinity of nu-
clear proteins to DNA) and its reduction to Cr(III) in the vicinity of DNA [18], 
which is likely to lead to Cr(III)–DNA adducts, including DNA–Cr(III)–protein 
and DNA–Cr(III)–DNA crosslinks. The formation of such adducts, which are 
highly stable due to the kinetic inertness of Cr(III), is believed to be the main cause 
of Cr(VI)-induced cytotoxicity and genotoxicity [1,11]. Thus, both toxic (e.g., for-
mation of Cr(III)–DNA adducts) and beneficial (e.g., enhancement of insulin sig-
naling) effects of Cr compounds are likely to arise from varying amounts of Cr(VI) 
and highly reactive intermediates such as Cr(V/IV) species and organic radicals. 

The importance of EPR spectroscopy in the development of Cr bioinorganic 
chemistry is based on the sensitive detection and speciation of Cr(V) and radical 
intermediates and (to a lesser extent) Cr(III) products, which are formed in biologi-
cal and biomimetic systems exposed to Cr compounds. While the technique is very 
powerful in these studies, it is not without its controversies, such as its purported 
use for the “detection” of Cr(IV) intermediates and hydroxyl ( OH) radicals in bio-
logical systems (see §§3 and 4) [1]. The strength and limitations of EPR spectros-
copy in relation to various Cr-derived reactive intermediates are discussed in detail 
in the following sections. 

2.  CHROMIUM(V) INTERMEDIATES 

2.1. Isolation and Characterization of Chromium(V) Complexes 
with Biological and Biomimetic Ligands 

Due to the d1 electronic structure of the Cr(V) ion, EPR spectroscopy provides 
a powerful tool for the selective detection, characterization and speciation of reac-
tive Cr(V) intermediates formed during the reduction of Cr(VI) or oxidation of 
Cr(III) in a variety of processes. Typical examples include: (i) photocatalytic re-
duction of Cr(VI) (used in waste water treatment) [21]; (ii) Cr(VI)-based wood 
fixation [22]; (iii) formation of holographic images in Cr(VI)-treated polyvinyl 
alcohol films [23]; and (iv) asymmetric epoxidation using chiral Cr(III) complexes 
as catalysts [24]. However, most attention has been devoted to the studies of Cr(V) 
formation in Cr(VI)-exposed biological systems, and to the isolation and charac-
terization of biologically relevant Cr(V) complexes [1,25]. Since Cr(V) is a highly 
reactive oxidation state, it is generally difficult to grow crystals of Cr(V) com-
pounds, suitable for x-ray crystallography. Among ~30 such compounds that have 
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Chart 1. Typical Cr(V) complexes with biological and biomimetic ligands: citric acid (1)
[27]; quinic acid (2) [28]; benzohydroxamic acid (3) [29]; DMF–Aib–Aib–Aib (4; where 
DMF = N,N-dimethylformamide and Aib = 2-amino-2-methylpropanoic acid) [30]; glu-
tathione (5) [31]; 1,10-phenanthroline (6) [32]; and catechol (7) [33,34]. 

been crystallographically characterized, none possess biological ligands [26]. We 
have applied a combination of x-ray absorption and EPR spectroscopies, electros-
pray mass spectrometry, and analytical techniques for the structural characteriza-
tion of reactive Cr(V) complexes with biological and biomimetic ligands [1]. These 
complexes can either be rapidly isolated as microcrystalline solids, or generated 
quantitatively in solutions (followed by snap-freezing for structural studies). Rep-
resentative structures of such complexes (1–7) are shown in Chart 1, and their typi-
cal EPR spectra (in solutions, 295 K) are shown in Figure 2 [27–33]. The ligands 
used include biological 2-hydroxycarboxylates (citrate for 1 and quinate or 
(1R,3R,4R,5R)-1,3,4,5-tetrahydroxycyclohexanecarboxylate for 2) [27,28], benzo-
hydroxamate (a model of siderophores) for 3 [29], a synthetic tripeptide (based on 
2-amino-2-methylpropionic acid) for 4 [30], a natural tripeptide (glutathione or -
glytamyl-cysteinyl-glycine) for 5 [31], 1,10-phenanthroline (a model of biological  
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Figure 2. Typical X-band EPR spectra and main spectral parameters of Cr(V) complexes 
shown in Chart 1 (solutions, [Cr] = 10 mM, 295 K) [27–33]. Solvents: H2O for 1, 2 and 5;
and DMF for 3, 4, 6 and 7. The spectrum of 7 was recorded in the presence of excess free 
ligand (20 mM) [33]. Minor signals in the spectrum of 5 (designated by asterisks) are due to 
hydrolysis of the parent complex [31]. 
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mine ligands such as nucleic bases) for 6 [32], and catechol (a model of catecholato 
moieties in siderophores and catecholamines) for 7 [33]. In agreement with a 
common trend for Cr(V) complexes [26], most of the species shown in Chart 1 (1–
5) are five-coordinate, with one oxo group and the geometry ranging from trigonal 
bipyramidal to square planar [27–31]. Some exceptions from this rule are a bis-oxo, 
bis-1,10-phenanthroline Cr(V) complex 6 [32] and an octahedral tris-catecholato 
Cr(V) complex (7, with strong electron density delocalization between the metal 
ion and the ligands) [33,34]. The high affinity of Cr(V) for deprotonated oxygen-
donor ligands (e.g., carboxylato or alcoholato) is illustrated by 1–3 and 7, but ni-
trogen (imine or deprotonated amido, 4–6) and sulfur (thiolato, 5) donor groups are 
also represented. Dimeric Cr(V) complexes are EPR silent at ambient conditions 
due to the spin interactions between the two unpaired electrons [35,37], but such 
dimers are unlikely to form in biological systems due to the low steady-state con-
centrations of Cr(V) species [10]. Relations between the structures of Cr(V) com-
plexes (Chart 1) and their EPR spectroscopic parameters (Fig. 2) are discussed in 
detail in Sections 2.2 and 2.3. 

2.2. Application of EPR Spectroscopic Parameters to the Structural 
Characterization of Chromium(V) Complexes 

Several reviews on the subject on this section have been published previously 
[1,25,36,38]. A typical X-band EPR spectrum of a Cr(V) complex (in solution un-
der ambient conditions) is centered at giso  1.98, and exhibits an intense narrow 
line (linewidth (1–5)  10 4 cm 1) due to the nCr (n = 50, 52, 54; I = 0) isotopes, 
with the appearance of a quartet of hyperfine satellites (Aiso  (16–18)  10 4 cm 1)
due to the 53Cr isotope (natural abundance 9.55%, I = 3/2) [25], as shown in the 
inset for 1 in Figure 2. The isotropic g tensor (giso) is the most useful EPR spectro-
scopic parameter for the characterization of Cr(V) complexes, due to its high sensi-
tivity to the nature of the ligands [36,38]. Generally, the giso values of Cr(V) com-
plexes increase with increasing Lewis basicity of the donor groups (as illustrated in 
Chart 1 and Fig. 2) [36,38], in agreement with the following empirical correlation: 

giso = 2.0023 – giso, (1) 

where 2.0023 is the giso value of a free electron and giso is a spin–orbit-induced g-
shift for each donor group (Table 1) [1,26]. Application of Eq. (1) to the prediction 
of structures of Cr(V) complexes, formed in biological and biomimetic systems, is 
illustrated by EPR spectroscopic studies of Cr(VI) reduction by ascorbic acid or its 
derivatives in aerated aqueous solutions (Scheme 1) [1,39]. A direct correlation 
between the intensity of Cr(V) EPR signals and the extent of DNA damage by the 
Cr(VI) + ascorbate system was observed [39,40]. Similar studies were performed 
for the reactions of Cr(VI) with dehydroascorbic acid [41], glutathione, and other 
thiols [10,42,43], or catechols and catecholamines [44,45], as well as for the oxida-
tion of Cr(III)–peptide complexes to their Cr(V) analogs under biologically rele-
vant conditions [46]. A common method for the studies of speciation in such sys-
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tems involves EPR spectroscopic measurements in solutions at varied concentra-
tions of reagents and the pH values [31,39,42,44,46]. The PEST WinSim software 
[47] provides a convenient tool for the simulation and quantification of EPR spec-
tra of solutions containing up to ten different Cr(V) species (including those pos-
sessing 1H and 14N superhyperfine coupling). Studies on frozen solutions are of 
limited value in structural assignments of biologically relevant Cr(V) complexes, 
since most exist as sets of geometric and linkage isomers that give overlapping 
isotropic signals and for which it is difficult to deconvolute the g and A tensors 
[1,16].

Table 1. Isotropic EPR giso Parameters [Eq. (1)] for Different Donor Groups 
in Cr(V) Complexes ([26] and references therein) 

 Donor                                                                                 Donor 
  group                               giso                                           group                                    giso

R3P 0.00625 RO  0.00505 
R2S 0.00083 OH 0.00505 
N3  0.00000 RCO2  0.00593 
RNCOR  0.00030 H2O 0.00604 
RS  0.00035 RN2  0.00630 
Cl  0.00175 RNH2 0.00667 
O2  0.00210 R2C=NR 0.00730 
R2O 0.00270 O2

2 0.00750 
RO  (enediol) 0.00475 

As shown in Scheme 1, small deviations between calculated and observed giso
values for Cr(V) complexes often occur, due to the steric, electronic, and/or solvent 
effects that modify the donor properties of the ligands [1]. The influence of steric 
effects is illustrated by EPR spectroscopic signatures of geometric isomerism in 
Cr(V) 2-hydroxycarboxylato complexes (Chart 1 and Fig. 2). A Cr(V)–quinato 
complex 2, possessing bulky ligands, shows a clear splitting of the main Cr(V) 
signal due to the presence of two distinct geometric isomers (even more obvious in 
the second-derivative spectra, see the inset for 2 in Fig. 2) [28,48]. For Cr(V) com-
plexes with more flexible ligands, such as citrate (1) [27] or 2-ethyl-2-
hydroxybutanoate ([CrVO(ehba)2] ) [36,49], only a weak splitting of the outer sig-
nals due to the 53Cr satellites is observed (as shown in the inset for 1 in Fig. 2). An 
example of electronic effects is the decrease in giso values of Cr(V)–carbohydrate 
complexes compared with those of model cyclic 1,2-diols, due to the electron-
withdrawing effect of the endocyclic oxygen atom in carbohydrates (see also §2.3)
[50]. Finally, solvent dependencies of the giso values (caused by changes in the do-
nor strengths of Cr–ligand bonds due to the variations in hydrogen-bonding proper-
ties of the solvents) were demonstrated for Cr(V) 2-hydroxycarboxylato complexes 
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Scheme 1. Proposed structures of Cr(V) intermediates formed during the reduction of Cr(VI) 
with ascorbate in neutral aerated aqueous solutions) based on the results of EPR spectro-
scopic studies [39]. 
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 [28,49]. However, the combined electronic, steric, and solvent effects usually 
cause only small perturbations in the giso values given by Eq. (1), and as long as 
they are recognized, this equation holds very well for a large range of mixed-ligand 
complexes (e.g., those in Scheme 1) [1]. 

The hyperfine coupling constants (Aiso) due to the 53Cr isotopes also provide 
useful information on the structures of Cr(V) species. The most prominent effect is 
the increase in the Aiso values by (2–9)  10 4 cm 1 for six-coordinate versus five-
coordinate Cr(V) complexes with O/N donors (see the Aiso value for 7 vs. those for 
1-4 in Fig. 2) [1,38]. In contrast to the giso values, the Aiso values show only weak 
correlations with the nature of donor atoms in Cr(V) complexes [36,38], but they 
are highly sensitive to the coordination geometry. The latter point is illustrated by a 
significant difference in the Aiso (but not in the giso) values for two related 2-
hydroxycarboxylato complexes, [CrVO(ehba)2]  and [CrVO(hmba)2]  (hmba = 2-
methyl-2-hydroxybutanoato(2 )) [49]. The Aiso values can also be used in the as-
signment of structures of Cr(V) complexes from those of well-characterized 
isoelectronic V(IV) complexes, since a linear correlation between the Aiso values of 
Cr(V) and V(IV) complexes of the same structure has been established [38]. A 
major limitation in the application of Aiso values to the structural characterization of 
Cr(V) complexes, formed in biological systems, is the low abundance of the 53Cr
isotope, which in many cases makes the 53Cr satellite signals undetectable without 
enriching the sample in the 53Cr isotope [31,39,44]. 

Where observed, superhyperfine coupling involving ligand atoms is a very 
valuable tool in the determination of structures of biologically-relevant Cr(V) 
complexes. The superhyperfine coupling due to 14N in nitrogen-donor ligands (I = 
1, typical aiso = (2–3)  10 4 cm 1) has been particularly useful in determining the 
number of amide donors in Cr(V) complexes with peptide and macrocyclic ligands 
[30,51–53], as illustrated for complex 4 in Chart 1 and Figure 2. Notably, super-
hyperfine splitting was also observed for the N atoms in the second coordination 
shell of Cr(V)-hydroxamato complexes, such as 3 in Chart 1 and Figure 2, although 
the aiso values were lower than for N-donor ligands [29]. On the other hand, nitro-
gen superhyperfine splitting is usually not resolved at X-band frequencies for the 
Cr(V) complexes with amine or imine ligands, as well as when both amido and 
thiolato ligands are present. In the both cases, relatively broad EPR signals are ob-
served (5 and 6 in Chart 1 and Figure 2) [31,32,53]. The analysis of superhyperfine 
coupling due to 1H (I = 1/2, aiso = (0.5–1.0)  10 4 cm 1) has been crucial in the 
assignment of structures of biologically important Cr(V) complexes with carbohy-
drates and their derivatives, as described in detail in Section 2.3. 

For complex mixtures of Cr(V) species that are usually obtained in the Cr(VI) 
reactions with biological reductants, application of multifrequency EPR spectros-
copy helps in the determination of the number of Cr(V) species formed. High-
frequency (Q-band, 34–35 GHz) measurements were used to address the complex-
ity of EPR signals formed in the Cr(VI) + D-glucose + glutathione systems [38,50]. 
Q-band EPR spectroscopy provides a higher resolution compared with the conven-
tional X-band (9–10 GHz) measurements, but this is achieved at the expense of 
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lower sensitivity, such that the concentrations of reagents required to observe 
Cr(V) signals at Q-band frequencies have to be higher than those that are biologi-
cally relevant [38,50]. On the other hand, low-frequency (S- and L-band, ~4 and ~1 
GHz, respectively) EPR spectroscopy provides the extra sensitivity (on account of 
the lower resolution) that is particularly useful for detection of weak Cr(V) signals 
formed in living cells treated with low concentrations of Cr(VI) (§5). Unless stated 
otherwise, all the results presented in the following sections were obtained using 
X-band EPR spectroscopy. 

2.3.  Chromium(V) Complexes of Carbohydrates and Their Derivatives 

Stabilization of Cr(V) by biological 1,2-diolato ligands, including carbohy-
drates and glycoproteins, is thought to be crucial for the biological activities of 
both Cr(VI) and Cr(III) compounds [8,10,16]. The predominant binding of Cr(V) 
to carbohydrate-type ligands has been demonstrated in many EPR-spectroscopic 
studies of living cells and tissues, treated with Cr(VI) (§5). In addition, a likely 
formation of Cr(V)–carbohydrate complexes during the oxidation of Cr(III) species 
by adipocytes (fat-storage cells) has been recently suggested on the basis of micro-
probe XANES (x-ray absorption near-edge structure) spectroscopy [54]. Although 
the formation of Cr(V)–carbohydrate complexes can be observed by EPR spectros-
copy during the reduction of Cr(VI) by carbohydrates in acidic aqueous solutions 
(pH  5) [55–58], a more biologically relevant way of generating such complexes 
involves the reactions of Cr(VI) with biological reductants (such as glutathione) in 
neutral aqueous solutions in the presence of an excess of a carbohydrate ligand 
[38,50,59]. In the case of the reaction with glutathione, a transient Cr(V)–
glutathione complex (giso = 1.9858) is initially formed and then gradually replaced 
(within minutes at 295 K) with thermodynamically more stable Cr(V)–
carbohydrate species (giso ~ 1.9800) [50]. A general structure of such complexes, 
[CrVOL2]  (where L2  is the doubly-deprotonated carbohydrate ligand) has been 
postulated on the basis of EPR spectroscopic studies [38,50] and recently con-
firmed by electrospray mass spectrometry [60]. 

The EPR spectroscopic signatures of various types of 1,2-diolato ligands have 
been established in studies of Cr(V) complexes with model diols [25,48,50,61]. All 
such complexes possess similar giso values (~1.9800), but are distinguished by their 
1H superhyperfine coupling patterns (Fig. 3), which arise from the interactions of 
the protons in the second coordination shell of the ligands with the Cr(V) dxy or-
bital, containing the unpaired electron density [16,25]. Open-chain 1,2-diolato 
moieties (such as those present in sialoglycoproteins) [62,63] provide sufficient 
rotational flexibility of the chelate ring to make all the six protons (three from each 
ligand) magnetically equivalent on the timescale of X-band EPR measurements, 
resulting in a septet in the EPR spectrum (Fig. 3a) [16]. For the cyclic ligands like 
hexoses or their models (cis- or trans-1,2-cyclohexanediols, Fig. 3b,c), the strain of 
the ring system imparts inequivalence to the magnetic environments of the protons 
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Figure 3. EPR spectroscopic signatures of Cr(V) complexes with various model 1,2-diolato 
ligands: (a) open-chain diols [16,50,63]; (b,c) cis- and trans-1,2-cyclohexanediols [16,50]; 
and (d) cis-1,2-cyclopentanediol [61]. A general structure for the complexes is [CrVOL2] ,
and structures of the ligands are shown in the insets. The complexes were generated in neu-
tral (pH ~ 7) aqueous solutions by the reactions of [CrO4]2  (0.50–250 mM) with glutathione 
(0.50–12.5 mM, used as a reductant) and a large excess of the diol (0.10–5.0 M) at 295 K 
(reaction time 5–30 min) [16,50,61,63]. 
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in the second coordination sphere, as illustrated in Figure 4 [25,50]. For the Cr(V) 
complex with cis-1,2-cyclohexanediol, two protons (one of each chelate ring) are 
lying in the Cr(V)-ligand plane, which gives rise to a triplet in the EPR spectrum 
(Fig. 3b and the associated structure, Fig. 4) [25,50]. In the case of the Cr(V) trans-
1,2-cyclohexanediolato complex, no protons lie in the Cr(V)-ligand plane, which 
leads to a singlet in the EPR spectrum (Figs. 3c and 4) [25,50]. Steric considera-
tions also make the complexation of Cr(V) with trans-1,2-diols much less efficient 
than with cis-1,2-diols [48,50]. 

Figure 4. Orbital overlap between a Cr(V) ion and cyclically strained diolato ligands ori-
ented in a cis- or trans-fashion. Adapted with permission from [25]. Copyright © 2001, El-
sevier.

The Cr(V) complex with cis-1,2-cyclopentanediol (a model of D-ribose and ri-
bonucleotides) shows a superhyperfine coupling pattern that resembles a mixture 
of open-chain and cyclically strained diols (Fig. 3d) [61]. This pattern has been 
interpreted as that arising from two geometric isomers of the Cr(V) complex, with 
a total of seven inequivalent protons interacting with the dxy orbital of Cr(V) 
[61,64]. Thus, the cyclopentane ring provides a greater rotational flexibility of the 
1,2-diolato moiety compared with the cyclohexane ring. Interestingly, the EPR 
signal of the Cr(V) complex with trans-1,2-cyclopentanediol was apparently the 
same as that for cis-1,2-cyclopentanediol (although it was observed at much higher 
concentrations of the ligand) [61], which suggests that this signal may be due to a 
trace of the cis-diol present in the sample. The EPR signals of Cr(V) complexes 
with ribonucleotides closely resembled that for the complex with cis-1,2-
cyclopentanediol, suggesting that Cr(V) binds exclusively to the cis-1,2-diolato 
moieties of ribonucleotides [64] or RNA [65]. Chromium(V) species formed dur-
ing the reduction of Cr(VI) by NAD(P)H-dependent enzymes (NAD(P)H are the 
reduced forms of nicotinamide adenine dinucleotide), such as glutathione reductase 
[66,67], cytochrome b5 [68], or nitric oxide synthase [69] are also likely to bind to 
the cis-1,2-diolato moieties of the ribose residues of NAD(P)H. 

Typical Cr(V)-binding biomolecules contain several potential coordination 
modes for the metal ion, as shown in Figure 5. The spectrum of the Cr(V) complex 
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Figure 5. Typical EPR spectra of Cr(V) complexes with biological 1,2-diolato ligands: (a)
D-glucose [50] and (b) N-acetylneuraminic (sialic) acid in the absence (black line) or pres-
ence (red line) of Ca(II) [63,70]. A general structure of the complexes is [CrVOL2] , and 
structures of the protonated ligands are shown in the insets. Reaction conditions for (a):
[Cr(VI)] = 0.25 M; [glutathione] = 12.5 mM; [ligand] = 0.50 M; pH = 8.10 (adjusted with 
NaOH); reaction time 74 min at 292 K [50]. Reaction conditions for (b): [Cr(VI)] = 40 mM; 
[glutathione] = 2.0 mM; [ligand] = 0.10 M; [Ca(II)] = 1.0 M; pH = 7.14 (adjusted with 
NaOH), reaction time 3–5 min at 295 K [63,70]. 

with D-glucose in neutral aqueous solutions is dominated by a triplet due to the 
only pair of cis-OH groups in the 1- and 2-positions of the -anomer of the ligand 
(Fig. 5a) [38,50]. Additional signals (designated with asterisks in Fig. 5a) due to 
linkage isomers with trans-diolato and triolato binding moieties become apparent 
at higher pH values and longer reaction times [38,50]. Sialic (N-acetylneuraminic) 
acid and its derivatives, which play a crucial role in the cell-surface signaling and 
chemosensing, represent a combination of open-chain 1,2-diolato and 2-
hydroxycarboxylato binding motifs, both of which are efficient stabilizers of Cr(V) 
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(Fig. 5b) [62,63]. The EPR signals of Cr(V) sialato complexes are strongly pH de-
pendent, with the 2-hydroxycarboxylato and 1,2-diolato binding modes being 
dominant at pH < 4 and pH > 8, respectively [63]. A complicated coupling pattern 
due to comparable contributions from both binding modes at pH ~ 7 is illustrated in 
Figure 5b (black line). The EPR spectra of Cr(V) sialato complexes are strongly 
affected by the presence of excess Ca(II) ion, which is known to bind to sialic acid 
and its derivatives in biological systems (red line in Fig. 5b) [70]. This competitive 
Cr(V) binding can potentially be used in the studies of biologically important bind-
ing of Ca(II) and Mg(II) ions to sialoglycoproteins and related ligands (termed 
“metalloglycomics”) [70]. 

In summary, EPR spectroscopy provides unique insights into the structures of 
biologically important Cr(V) carbohydrate complexes, but the initial concentrations 
of Cr(VI) and the carbohydrate ligand, required to observe Cr(V) complexes with 
clearly resolved superhyperfine coupling patterns, are usually at least an order of 
magnitude higher than those expected for biological systems (see the captions of 
Figs. 3 and 5). 

3.  CHROMIUM(III) AND CHROMIUM(IV) SPECIES 

The EPR signals due to Cr(III) (a d3 ion) are typically very broad and hard to 
observe in solutions (particularly in water) under ambient conditions, so either sol-
ids or frozen solutions are usually used. The resultant anisotropic EPR spectra re-
quire extensive computer simulations for the determination of the gx,y,z values and 
zero-field splitting parameters (D and E). Detailed theoretical descriptions of such 
spectra have been reported [71–75]. 

Typical calculated X-band spectra of Cr(III) complexes [76] are shown in Fig-
ure 6. A broad isotropic signal with g ~ 2 is obtained by assuming that gx = gy = gz
and D = E = 0 (Fig. 6a), which corresponds to an ideal octahedral geometry of the 
complex. In practice, EPR spectra close to those in Figure 6a are observed for 
Cr(III) complexes with six equivalent monodentate ligands (such as [Cr(OH2)6]3+)
[76,77]. Distortions from octahedral geometry lead to anisotropy in the g values 
and to increases in the D and E values, which is manifested in the appearance of a 
strong positive absorption at geff ~ 4.3, in addition to a weaker signal at geff ~ 2 [76]. 
An increase in the relative intensity of the low-field (geff ~ 4–5) signal is likely to 
indicate a greater distortion from the octahedral structure [74,76] and is due to in-
tra-doublet transitions when h  >> D [72,73].

Some applications of EPR spectroscopy to the studies of Cr(III) coordination 
environments in the presence of biological or abiological ligands are illustrated in 
Figure 7. Molecular sieves (APO-5), doped with Cr(III), show a large isotropic and 
a smaller anisotropic EPR signals, due to two different types of Cr(III) coordina-
tion (Fig. 7a) [76]. A complex of Cr(III) with iminodiacetate ([Cr(ida)2] , where ida 
= NH(CH2COO )2), in frozen aqueous solution shows a predominantly anisotropic 
EPR signal (Fig. 7b), probably due to a significant distortion from octahedral  
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Figure 6. Typical calculated X-band EPR spectra of Cr(III) complexes: (a) an octahedral, 
isotropically substituted Cr(III) complex (gxx = gyy = gzz = 1.987; D = E = 0.000 cm 1); and 
(b) a strongly distorted octahedral Cr(III) complex (gxx = 1.987; gyy = gzz =1.865; D = 0.490 
cm 1; E = 0.163 cm 1) [76]. Published spectra were digitized with permission using the 
WinDIG software [119]. 

symmetry imposed by a chelating ligand [74]. Similar but much broader spectral 
features (Fig. 7c) were observed in a solid-state spectrum of Cr(III)–glutathione
complexes (probably a mixture of several Cr(III) species, isolated from the reaction 
of Cr(VI) with excess glutathione) [31]. A frozen solution of Cr(III) complex with 
transferrin (a 80-kDa protein believed to be the main carrier of Cr(III) in human 
blood) [1] shows a remarkably similar EPR spectrum to that of [Cr(ida)2]  (Figs. 7d 
and 7b) [78]. This similarity points to amine and carboxylato groups of transferrin 
as the most likely binding ligands for Cr(III). The spectra of [Cr(ida)2]  and Cr(III)-
transferrin complexes were also similar to those of low-symmetry Co(II) sites in 
carboxypeptidase A [79]. Kinetics of formation of a Cr(III)–transferrin complex 
could also be followed by EPR spectroscopy from a gradual replacement of a broad 
isotropic EPR signal (g ~ 1.98, attributed to [Cr(OH2)6]3+ or a similar loosely 
bound complex) with an anisotropic signal (shown in Fig. 7d) due to a Cr(III)– 
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Figure 7. Typical experimental X-band (9.2–9.7 GHz) EPR spectra of Cr(III) complexes with 
abiological or biological ligands: (a) Cr(III) doped into APO-5 molecular sieves, solid, 300 K [76]; 
(b) a frozen solution of K[Cr(ida)2] (where ida = iminodiacetate) in H2O:MeOH:DMF = 1:8:1, 150 
K [74]; (c) a solid isolated from the reaction of Cr(VI) (0.10 M) with glutathione (1.0 M) at pH = 
7.0, 295 K (a signal designated with an asterisk is due to a trace of Cr(V)) [31]; (d) a frozen solu-
tion of a Cr(III)–transferrin complex (1.75 mM) at pH = 7.5 and 77 K (a signal designated with an 
asterisk is due to a trace of Fe(III)) [78]; and (e) a frozen solution of chromodulin (a proposed natu-
ral Cr(III)-containing oligopeptide; 13.8 mM; in H2O) at 4.7 K [13]. Published spectra were digi-
tized with permission using the WinDIG software [119]. 
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transferrin complex [78]. The intense low-field (geff ~ 5, Fig. 7d) EPR signal of this 
complex was also used to follow the displacement of Cr(III) from the coordination 
sphere of transferrin with Co(II) or Fe(III) [78]. Finally, the low-temperature (4.2 
K) EPR spectrum of chromodulin (a proposed natural Cr(III)-containing oligopep-
tide) in frozen aqueous solutions (Fig. 7e) [13] is reminiscent of that of Cr(III) ad-
sorbed on molecular sieves (Fig. 7a) [76]. Temperature-dependent EPR spectro-
scopic studies have shown that the dominant broad signal at geff ~ 2 and a smaller 
feature at geff ~ 5 in the EPR spectrum of chromodulin are due to Cr(III) ions in 
different magnetic environments, assigned as trinuclear and mononuclear Cr(III) 
sites, respectively [13]. 

In summary, only a few EPR spectroscopic studies of Cr(III) complexes with 
biomolecules have been reported to date [13,78], with the most comprehensive one 
being published as far back as in 1969 [78]. In addition, Cr(III) complexes with 
small ligands (usually oxalate) were used as paramagnetic labels in structural stud-
ies of proteins and lipids by EPR spectroscopy [80,81]. Given the importance of 
DNA–Cr(III)–DNA and protein–Cr(III)–DNA crosslinks for Cr(VI)-induced cyto-
toxicity and genotoxicity (§1) [11], EPR spectroscopy can potentially be applied to 
the studies of kinetics and mechanisms of the formation of such crosslinks. This 
method has been previously used in the studies of Cr(III)-induced crosslinking in a 
non-biological macromolecule (polyacrylamide) used in the petroleum industry 
[82]. Another potential application of EPR spectroscopy is to follow the changes in 
the coordination environments of Cr(III) nutritional supplements (such as picoli-
nate or trinuclear propionate) [7,12] in biological media, although quantitative
analysis of the EPR spectra produced by mixtures of Cr(III) species is very difficult 
[74]. A major limitation in the application of EPR spectroscopy to bioinorganic 
chemistry of Cr(III) is the need to use relatively high (typically 5–10 mM) concen-
trations of the metal ion [13,78]. 

Chromium(IV) is a highly reactive oxidation state, which is postulated to play 
a part, along with Cr(V), in Cr(VI)-induced toxicity (§1) [1]. Applications of EPR 
spectroscopy to studies of Cr(IV) (a d2 ion) are very limited. In several cases, sig-
nals attributed to Cr(IV) have been observed in Cr-doped solids (such as ruby) at 
liquid helium temperatures [83,84], but in most systems such signals cannot be 
observed at all due to the large zero-field splitting [85]. To our knowledge, no EPR 
spectroscopic data have been reported for any of the well-characterized Cr(IV) 
complexes ([26] and references therein). Therefore, the reports on EPR spectro-
scopic observation of Cr(IV) intermediates in Cr(VI)-treated biological systems 
[86,87] are erroneous. The broad EPR signals at g ~ 1.96–2.00, attributed to such 
intermediates [86,88–91] are in fact due to Cr(III) species (see above) [1,76]. 

4. FREE RADICALS AS INTERMEDIATES IN 
 CHROMIUM BIOCHEMISTRY 

As described in Section 1, reactions of Cr(VI) with cellular reductants are ac-
companied by the formation of O-, S- or C-based organic radicals, which can then 
react with O2 with the formation of reactive oxygen species (ROS, Fig. 1) [1,92]. 
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Some of the O-based radicals (derived from ascorbate, tocopherols, or catechola-
mines) are stable enough to be detected directly by EPR spectroscopy [39,44,93], 
but in most cases spin traps have to be used for the characterization of such radicals 
([1] and references therein). Problems associated with the use of spin traps in the 
studies of redox reactions involving reactive Cr species have been discussed in 
detail in recent reviews [1,8]. Briefly, EPR-active forms of spin traps (such as 
DMPO-OH, where DMPO is 2,2-dimethylpyrrolidine-N-oxide) can be formed in 
the reaction of the corresponding EPR-silent forms with either ROS or reactive Cr 
species (such as Cr(V)) [1,8,94]. The formation of DMPO-OH (detected by a char-
acteristic four-line spectrum with a(1H) = a(14N) = 14.0 10 4 cm 1) [95] is often 
considered as “evidence” for the formation of OH radicals in biological systems 
exposed to Cr compounds ([96–98] and references therein). Arguments against the 
participation of OH radicals in Cr biochemistry, and in biological processes in 
general (except for those caused by -irradiation) have been discussed previously 
[1,8]. The use of inhibitors such as catalase (an enzyme that selectively destroys 
H2O2) or dimethyl sulfoxide (believed to be a selective trap for OH) to suppress 
the formation of the EPR signal of DMPO-OH [19] does not directly prove the 
participation of OH in the formation of DMPO-OH. The effect of catalase points 
to participation of H2O2 (but not necessarily OH) in the oxidation of DMPO, and 
dimethyl sulfoxide is known to be an efficient scavenger of C-based organic radi-
cals [99]. In summary, spin traps can be used to detect the formation of strongly 
oxidizing species in the Cr(VI) + reductant or Cr(III) + oxidant systems (both in 
vitro and in vivo), but not to establish the nature of such species [1]. 

5.  LIVING CELL AND ANIMAL STUDIES 

Application of EPR spectroscopy provided the first unambiguous evidence for 
the formation of Cr(V) intermediates during the reactions of Cr(VI) with biological 
media, such as rat liver microsomes [100]. This observation led Wetterhahn and 
coworkers to develop the uptake-reduction model of Cr(VI)-induced toxicity [9], 
which forms the basis of our current understanding of the biological activities of 
both Cr(VI) and Cr(III) compounds (§1). Following this early work, the formation 
of Cr(V) intermediates was observed by EPR spectroscopy during the reactions of 
Cr(VI) with isolated mitochondria [101], whole mammalian cells [102–105], mi-
croorganisms (bacteria or yeasts) [88,97,106,107], living plants [108,109], and 
animals (mice or rats) [66,67,110–112]. Although in most cases these intermediates 
were observed using conventional X-band EPR spectrometers, an increase in sensi-
tivity was provided by custom-built L-band (~1.2 GHz) spectrometers and was a 
clear advantage for the whole plant and animal studies [66,67,109,110]. Typical 
examples of EPR spectra observed in Cr(VI)-treated biological systems are shown 
in Figure 8. 

Exposure of uni- or multicellular organisms (bacteria, yeasts, plants, or ani-
mals) to Cr(VI) at 295–310 K typically led to the observation of single Cr(V) sig-
nals with giso ~ 1.98 [66,88,97,106–110], which in some cases showed partially  
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Figure 8. Typical EPR spectra of Cr(VI) biotransformation products in biological systems: (a) roots of 
a garlic plant after a short treatment with Cr(VI) (250 ppm, 295 K) [108]; (b) a whole living mouse at 5 
min after an intravenous injection of Cr(VI) (100 L of 200 mM solution, 310 K) [66]; (c) ex-vivo liver 
homogenate of a Cr(VI)-treated mouse (the same animal as in (b), 295 K) [66]; (d) circulating blood of 
a living rat at ~2 min after an intravenous injection of Cr(VI) (5.0 mg kg 1, 310 K) [111]; and (e) a 
frozen suspension (153 K, in physiological saline) of V79 Chinese hamster lung cells after a treatment 
with Cr(VI) (200 M for 2 h at 310 K) [104]. All the spectra were acquired at the X-band frequencies 
(~9.5 GHz), except for (b), which was acquired at the L-band frequency (~1.2 GHz). Published spectra 
were digitized with permission using the WinDIG software [119]. 
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resolved superhyperfine splitting patterns (Fig. 8a–c) [66,108]. These features 
point to Cr(V) binding to 1,2-diolato moieties of carbohydrates or glycoproteins 
(§2.3). A similarity between these signals and those of Cr(V) species formed dur-
ing the reactions of Cr(VI) with NAD(P)H or NAD(P)H-dependent enzymes led to 
a suggestion [66,67] that NAD(P)H (not glutathione or ascorbate as thought previ-
ously [9]) is the main Cr(VI) reductant in biological systems. However, variations 
in superhyperfine splitting patterns of the Cr(V) signals dependent on the source of 
a biological material (Fig. 8a–c) show that these signals are more likely to be due 
to mixtures of Cr(V) complexes with open-chain and cyclically strained diolato 
ligands (see Fig. 3 in §2.3). This suggestion is supported by the recent results of 
computer simulations of Cr(V) EPR signals observed during the reactions of 
Cr(VI) with rock-inhabiting bacteria, Arthrobacter oxydans [113]. Chemical modi-
fications of biological materials can provide more clues for the nature of the resul-
tant Cr(V) species. For instance, deglycosylation of bacterial cell walls led to sig-
nificant changes in the EPR signals, attributed to Cr(V) binding to N-donor resi-
dues of proteins [113]. These changes suggest that sialoglycoproteins of bacterial 
cell walls are at least partially responsible for the stabilization of Cr(V) intermedi-
ates during the reduction of Cr(VI) by bacterial cells [16,113]. 

A different type of Cr(V) EPR spectra, consisting of two signals with giso ~ 
1.986 and ~1.979 (e.g., in Fig. 8d), was observed during the reactions of Cr(VI) 
with isolated red blood cells [102], various lines of cultured mammalian cells 
[10,105,114], or circulating blood of living rats [111]. In all cases, Cr(V) signals 
disappeared within several hours at 295–310 K, but relative intensities of the giso ~ 
1.979 signals increased with time [10,105,111]. Based on studies of model systems 
[31,111], the signal at giso ~ 1.986 was assigned to a Cr(V) complex with thiolato 
(most likely glutathione) ligands with a likely structure [CrV(O)2(SR)2(OH2)]
(where RSH is glutathione) [10]. The giso ~ 1.979 signal is probably due to Cr(V) 
complexes with 1,2-diolato type ligands (§2.3) [16]. These data suggest that glu-
tathione (as the most abundant biological thiol) [115] is likely to be the primary 
reductant of Cr(VI) in whole blood or cultured animal cells, but subsequent ligand-
exchange reactions of the formed Cr(V)–glutathione complex lead to the formation 
of thermodynamically more stable Cr(V)–carbohydrate complexes [10,16,50]. To 
support this suggestion, the time-dependent changes in the relative intensities of 
EPR signals in cellular systems were reproduced in model systems containing 
physiologically relevant concentrations of glutathione, a model carbohydrate (cis-
1,2-cyclohexanediol, see §2.3) and a non-reactive protein (bovine serum albumin) 
[10]. The latter is used to achieve the broadening of Cr(V) EPR signals, which is 
observed in biological systems compared with low-molecular-weight models [10]. 

Pretreatment of cultured mammalian cells with dehydroascorbate, which de-
creases intracellular concentration of glutathione and increases that of ascorbate 
[116], followed by the exposure of cells to Cr(VI), led to disappearance of the giso
~ 1.986 signal and to the appearance of a characteristic doublet at giso = 2.0046 due 
to the ascorbyl radical, while the signal at giso ~ 1.979 was still present [114]. These 
changes point to a switch from glutathione to ascorbate as a primary Cr(VI) reduc-
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tant in ascorbate-loaded mammalian cells [114]. The relative contributions of 
ascorbate and glutathione to Cr(VI) metabolism in exposed humans is likely to be 
dependent on the nutritional status, since humans are unable to produce ascorbate 
[116]. The results of EPR spectroscopic studies of whole mice or rats treated with 
Cr(VI) (Fig. 8b) [66,110] implicate that transient Cr(V) complexes with glu-
tathione or ascorbate, formed in Cr(VI)-exposed humans, will be rapidly converted 
to Cr(V)–carbohydrate complexes [16]. Decreases in the intensity of Cr(V) signals 
formed in Cr(VI)-treated cells (bacterial, yeast, or mammalian) after the pretreat-
ments of cells with antioxidant (such as ascorbic acid or vitamin E) can be used in 
the assessment of the reductive capacity of the cells [97,103,104,117]. 

A low-temperature (153 K) EPR spectrum of Cr(VI)-treated (200 M Cr(VI) 
for 2 h at 310 K) mammalian cells is shown in Figure 8e [104]. The spectrum is 
dominated by broad anisotropic signals of Cr(III) at geff ~ 2 and geff ~ 5 (cf. Fig. 7), 
but a sharp signal due to Cr(V) at g ~ 1.98 is also visible [104]. The broad features 
in Figure 8e are probably due to a mixture of Cr(III) species in various coordina-
tion environments, so EPR spectroscopy is unlikely to provide much information 
on the chemical nature of Cr(III) complexes formed in Cr(VI)-treated cells (§3).
Recently, x-ray absorption spectroscopy of Cr(VI)-treated cells and model Cr(III) 
complexes was successfully used to characterize the coordination environment of 
Cr(III) species, formed in Cr(VI)-treated cells [114]. So far, X-band EPR spectros-
copy was not sensitive enough to detect Cr(III) and Cr(V) intermediates formed in 
Cr(III)-treated cells (such intermediates were detected by microprobe XANES 
spectroscopy) [54]. In the future, L-band EPR spectroscopy is likely to be used to 
study the biotransformation products of Cr(III) in biological systems. Magnetic 
resonance imaging has been used to detect the accumulation of Cr in various or-
gans of Cr(VI)-treated mice or rats, but this method does not distinguish between 
Cr(V) and Cr(III) species [67,118]. 

In summary, EPR spectroscopy provides a unique tool for the observation of 
the Cr(V) intermediates formed in biologically relevant samples, ranging from sub-
cellular fractions [100,101] to living mammals [66,110]. The use of low-frequency 
(L-band) EPR spectroscopy is particularly promising for the detection of weak 
Cr(V) signals in whole plants or animals [67,109]. Extensive studies of model 
Cr(V) complexes (§2) has allowed the assignment of the common Cr(V) signals 
observed in biological signals (giso ~ 1.979 and giso ~ 1.986; Fig. 8) to Cr(V) carbo-
hydrate and glutathione ligands, respectively [10,16]. These results illustrate the 
use of chemical models to gain insight into the mechanisms of interactions of 
heavy metal ions with biological systems. 
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High-frequency EPR and ENDOR techniques have proved useful in 
characterizing gadolinium-based MRI contrast agents. The result of 
these studies is a better understanding of the mechanism of action of 
these contrast agents, and this in turn has aided the design of more po-
tent nuclear relaxation agents. This chapter first takes a broad overview 
of MRI contrast agents and the need for EPR studies. High-frequency 
EPR studies of gadolinium contrast agents have focused on four areas: 
the field-dependent electronic relaxation behavior of Gd(III) complexes 
in aqueous solution; an understanding of the parameters that define the 
crystal field interactions (cfi) among different contrast agents; the hydra-
tion number, i.e., the water coordination number in aqueous and biologi-
cal matrices; the gadolinium–water proton distance. This chapter re-
views each of these subject areas in detail, taking a critical approach and 
pointing out shortcomings of previous work where applicable. This 
chapter is aimed at scientists interested in the design of new MRI con-
trast agents, in EPR of high-spin ions, and/or in the coordination chemis-
try of lanthanide ions in aqueous media. 

1.  INTRODUCTION 

Magnetic resonance imaging (MRI) is a routine diagnostic tool in modern 
clinical medicine. MRI has many advantages as a diagnostic imaging modality. It 
is noninvasive, delivers no radiation burden, and has excellent (submillimeter) spa-
tial resolution. Soft tissue contrast is superb and MRI readily yields anatomical 
information. Moreover, there are many techniques that can provide contrast in MRI 
resulting in markedly different images from the same anatomical region. For in-
stance, pulse sequences can be weighted to highlight differences among tissues that 
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have different proton density, T1 or T2 relaxation times, apparent diffusion coeffi-
cients, or different chemical shifts (water vs. lipids) [1]. 

The overriding challenge with MRI is its relatively low sensitivity. In clinical 
imaging what is primarily observed are hydrogen atoms from water that are present 
in tissue at ~90M. In order to induce additional contrast, a substance is required 
that will affect some property of the 90M water protons to such an extent that an 
observable effect is achieved. Such substances are called MRI contrast agents [2,3]. 
They can be paramagnetic, superparamagnetic, or ferromagnetic compounds that 
catalytically shorten the relaxation times of bulk water protons. Although there are 
some manganese- and iron-based contrast agents approved for clinical use, the 
overwhelming majority of contrast-enhanced clinical exams are performed with 
gadolinium complexes. More than 10 million MRI studies are performed with 
gadolinium each year. 

It is the action of the contrast agent on the relaxation properties of the water 
hydrogen nuclei that generates contrast. Since water is present at a much higher 
concentration than the contrast agent, the contrast agent must act catalytically to 
relax the water protons in order to observe an effect. The ability of a contrast agent 
to change the relaxation rate of solvent protons is represented quantitatively as re-
laxivity, r1 or r2, where the subscript refers to either the longitudinal (1/T1) or the 
transverse rate (1/T2). Relaxivity is simply the change in water proton relaxation 
rate after the introduction of the contrast agent 1/T1) normalized to the concentra-
tion of contrast agent or metal ion (M): 

1
1

(1/ )
[M]

Tr . (1) 

Some compounds are better relaxation agents than others. Commercial contrast 
agents are only effective at high concentrations (>0.1 mM), and as a result of this 
there has been considerable effort to increase their sensitivity [4]. Compounds with 
high relaxivity can be detected at lower doses, or provide greater contrast at 
equivalent doses to compounds with lower relaxivity. 

Relaxation of solvent water (bulk water) by a gadolinium complex is a multi-
faceted phenomenon. Water in close proximity to the ion is relaxed and then rap-
idly exchanges with the bulk. For this problem, water can be classified into three 
categories: inner-sphere water, where the water oxygen is directly coordinated to 
the Gd(III); 2nd-sphere water, describing water molecules that hydrate the complex 
and have a finite residency time that is longer than the translational diffusion time 
of pure water; outer-sphere water, where the interaction of the water with Gd(III) is 
governed solely by translational diffusion and a distance of closest approach. T1
relaxation of water hydrogen by Gd(III) occurs via a dipolar mechanism. Relaxa-
tion will depend on the number of water molecules (q), their distance to the Gd(III) 
ion (rGdH), their rate of exchange with bulk solvent (kex = 1/ m), and some correla-
tion time, c.



CHARACTERIZATION OF MRI CONTRAST AGENTS 583

For Gd(III) complexes there are several processes that can contribute to this 
correlation time. Electronic relaxation (1/T1,2e) at the Gd(III) ion, rotational diffu-
sion (1/ R) of the complex, and water exchange in and out of the first (1/ m) or 
2nd (1/ m') coordination sphere all create a fluctuating field that can serve to relax 
the hydrogen nucleus. It is the fastest rate (shortest time constant) that determines 
the extent of relaxation. For water in the second sphere, the relevant correlation 
time may be the lifetime of this water, which may be on the order of tens of pico-
seconds. Water in the inner sphere typically has a much longer residency time (1–
10,000 ns), so the relevant correlation time is usually rotational diffusion or elec-
tronic relaxation. 

Figure 1. Molecular parameters that contribute to inner- and 2nd-sphere relaxivity.

Figure 1 is an attempt to summarize this problem. The hydrogen nuclei are 
small magnetic dipoles denoted by the small vectors. There are q waters in the in-
ner sphere with a Gd–H distance r and a residency time m, and q  waters in the 
second sphere at a Gd–H distance r' and residency time m'. The gadolinium ion is 
a much larger magnetic dipole denoted by the large vector and characterized by 
spin S; it undergoes relaxation that is described by T1e and T2e. Assuming the com-
plex tumbles isotropically, rotational motion is described by a rotational correlation 
time, R. Water in the outer sphere is described by a translational diffusion correla-
tion time D and a distance of closest approach a. This gives 11 parameters to de-
scribe water relaxation at a given applied field B0. Moreover, electronic relaxation 
itself is magnetic field dependent. It is obvious that the relative influence of all 
these parameters cannot be ascertained by a simple measurement of relaxivity. 
However, some of these parameters can be determined independently and the ef-
fect of others can be simulated. A better understanding of the molecular basis of 
relaxivity has led to contrast agents with higher relaxivity [5,6]. 
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As an example, it is useful to consider the relaxivity due to the inner-sphere 
water for fast and slow tumbling complexes. For solvent T1 nuclear relaxation 
arising from two-site exchange, the relaxivity due to the inner-sphere water(s) is 
given by 

2
1

1

/[H O]
(inner sphere)

m m

qr
T

, (2) 

2 2 2
2 1

6 2 2 2 2
1 GdH 2 1

( 1) 7 31 2
15 1 1

H e B c c

m s c H c

g S S
T r

, (3) 

1 1 1 1 ;  =1,2
ci R ie m

i
T

. (4) 

Equations (3) and (4) describe the relaxation of the metal-bound water molecule, 
where S and H are the electron and proton Larmor frequencies, respectively, H
is the proton magnetogyric ratio, ge is the electron g-factor, and B is the electron 
Bohr magneton. Figure 3 is a so-called nuclear magnetic relaxation dispersion 
(NMRD) profile for the contrast agent MS-325 (Fig. 2) either in buffered saline 
solution or when bound to the protein human serum albumin. In the absence of 
protein, MS-325 behaves like a small molecule. In the presence of albumin, MS-
325 binds to the protein and tumbles more slowly [7]. If the correlation time is 
static, then one would expect relaxivity to exhibit two dispersions, one at S c > 1 
and the second at H c > 1. For the albumin-bound complex, relaxivity declines 
with increasing field, then increases, and then declines again. This is because at 
low fields electronic relaxation is very fast and is the correlation time governing 
nuclear relaxation. Electronic relaxation decreases with increasing field to the point 
where the increasing correlation time causes relaxivity to increase until the inequal-
ity H c > 1 is reached, and relaxivity again disperses. Figure 3 also shows the in-
fluence of changing the correlation time (in this case rotation) by binding the 
Gd(III) complex to a protein. Relaxivity is increased when protein is bound, but 
also is strongly field dependent. 

Magnetic resonance methods have proved useful in better characterizing these 
contrast agents. There has been considerable effort to optimize the various parame-
ters to increase relaxivity. For instance 17O NMR relaxation is routinely used to 
estimate the inner-sphere water exchange rate [8,9], and there is now a better un-
derstanding of the factors that influence water exchange at Gd(III). EPR methods 
have also been used. Clarkson and coworkers pioneered the application of EPR to 
study these molecules, replacing Gd(III) with vanadyl to probe rotational dynamics 
in solution [10–12], and also by studying the gadolinium complexes directly to 
estimate electronic relaxation in solution [13–16]. 

Recent applications of high-frequency EPR to the study of gadolinium contrast 
agents focused on four areas: the field-dependent electronic relaxation behavior of 
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Figure 2. Drawings of gadolinium complexes discussed in this chapter. 

Figure 3. Nuclear magnetic relaxation dispersion (NMRD) of MS-325 in phosphate-
buffered saline ( ) or in HSA solution ( ). Binding to HSA increases the correlation time, 
increases relaxivity, and alters the field dependence on relaxivity. 
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Gd(III) complexes in aqueous solution; an understanding of the parameters that 
define the crystal field interactions (cfi) among different contrast agents; the hydra-
tion number, i.e., the water coordination number in aqueous and biological matri-
ces; the gadolinium–water proton distance. The first area was reviewed recently by 
Borel and coworkers [17] in this series, and will only be treated briefly here. The 
other three areas are covered in more detail. 

2. FREQUENCY DEPENDENCE OF GD(III) ELECTRONIC
 RELAXATION IN AQUEOUS SOLUTION 

Electron spin relaxation in aqueous solutions of Gd(III) complexes is too fast 
to be observed at room temperature by the usual pulsed EPR methods. Two con-
tinuous wave (cw) EPR approaches have been used to study electronic relaxation: 
direct measurement of T1e using Longitudinally Detected EPR (LODEPR) and 
measuring the frequency dependence of the line shape of the CW-EPR resonance. 
In LODEPR, the microwave power is subjected to a large amplitude modulation at 
a frequency on the order of 1/T1e before entering the cavity. As a result, the satura-
tion factor is modulated as well, producing corresponding oscillations of the longi-
tudinal spin magnetization Mz. Atsarkin and coworkers [18,19] measured T1e for 
four Gd(III) complexes at X-band and found T1e in the 1–5 ns range (Table 1). 

Table 1.  LODEPR Experimentally Determined T1e Values for 4 Gd(III) Complexes 
in Water at 9.3 GHz and T1e Values Predicted from Lineshape Analysis 

of Multifrequency Solution EPR Studies [19] 

                                                Peak-to-peak  
  Complex                              linewidth (mT)        T1e measured (ns)             T1e predicted (ns) 

GdDTPA 60 1.2 ± 0.4 0.64 
GdDOTA 12.5 4.7 ± 1.0 3.4 
GdDOTMA 7.7 3.2 ± 0.3 3.9 
GdM4DOTA 15.5 1.9 ± 0.2 1.8 

Treatments to interpret the frequency dependence of T1e and T2e have become 
increasingly sophisticated. The multifrequency studies done in solution define a 
function of zero-field splitting (ZFS) or the crystal-field interaction (cfi) parameters, 
denoted as 2. The relationship between the parameters D and E, which account for 
the quadrupolar part of the cfi, and 2 is defined as: 2  (2/3)D2 + 2E2. The cfi
parameters for Gd(III) complexes are dealt with in much more detail below in Sec-
tion 3, where we discuss more recent results on frozen glassy solutions. Here we 
describe efforts to understand electronic relaxation in solution and how this im-
pacts nuclear magnetic relaxation and MRI contrast agents. 
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Hudson and Lewis [20] showed that the eigenvalues i of the relaxation matrix 
R as defined in Bloch–Wangsness–Redfield theory [21] are functions of a correla-
tion time v and the experimental frequency s, and are related to the relaxation 
time T2ei of the ith allowed electron spin transition by 

2

2

1
v i

eiT
. (5) 

It was assumed that the dominant line-broadening mechanism is provided by the 
modulation of the quadrupolar term of the cfi and that higher-order contributions 
are negligible. R is a 7  7 matrix for the S = 7/2 system, with matrix elements 
written in terms of the spectral densities J( , v). There are four transitions with 
nonzero intensity at any frequency resulting in multi-exponential decay of the 
transverse magnetization. There is not a one-to-one correspondence between the 
relaxation rates and the degenerate ms ms ± 1 transitions, and generally one tran-
sition is predicted to have a T2ei that is much longer than the other three. At high 
frequencies (>35 GHz) the difference between the longest T2ei and the other three 
values is predicted to be greater than 10-fold, resulting in high-frequency CW-EPR 
spectra consisting of a narrow line superimposed on much broader lines. 

In order to calculate the peak-to-peak linewidth, Bpp, the EPR line shape must 
be calculated from T2e values. The values of T2ei and the transition probabilities for 
all transitions in the system are calculated as a function of magnetic field. The 
time-dependent magnetization, M( , 2, v,t), can be calculated as a sum of all tran-
sitions, followed by a Fourier transformation of the magnetization function, and 

Bpp determined. The experimental data are fitted by varying 2 and v and calcu-
lating eigenvalues of the R-matrix at each v value. 

The Hudson and Lewis approach to calculating spin relaxation makes use of 
the real part of the relaxation matrix R. Poupko, Barum, and Luz [22] used the 
complete complex matrix to calculate both the relaxation times and the frequency 
shifts of the four transitions that give rise to a Gd(III) EPR spectrum in aqueous 
solution. Their approach predicts changes in the lineshape due to the different tran-
sitions and better reproduces the asymmetric lineshapes often observed. By meas-
uring both the dynamic frequency shift (effective g-value, geff) and the peak-to-
peak linewidth, additional information is obtained from the same EPR spectrum. 
Clarkson and coworkers [13] studied the dependence of geff with operational fre-
quency for several Gd(III) complexes in aqueous solution and showed that at high 
frequencies (Q-band and higher) geff is directly proportional to the ZFS-related
parameter, 2 : 

2

eff
31e

s

g g . (6) 

Values of 2 obtained in this manner are very similar to those obtained from line-
shape analysis. This approach was further extended by Borel et al. [23] to include 
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low-frequency data. Borel et al. [23] combined the shift information with the 
linewidth data and also recorded spectra at various temperatures as well as fre-
quencies in order better define the system. 

In the preceding examples, a single time-varying ZFS, often called the dy-
namic or transient ZFS, was employed that is described by the square of the trace 
of this ZFS, 2, and its correlation time, v. This transient ZFS was invoked [24] in 
studies of octahedral aqua ions such as Mn2+ where, by symmetry, there was no 
ZFS. In solution, collisions with solvent molecules and vibrations could lower 
symmetry and induce a ZFS and lead to efficient electronic relaxation. Extending 
these studies on highly symmetric aqua ions to gadolinium contrast agents, it was 
often overlooked that these compounds should have some static, time-independent 
ZFS because of the asymmetric ligand field. The Grenoble group [25–29] has taken 
this static ZFS into account and constructed a spin Hamiltonian that explicitly con-
siders the random rotational motion of the molecular complex. They identify a 
magnitude for this static ZFS, called a2 for the second-order term, and a correlation 
time for the rotational motion, called R. They have also included higher-order 
terms for the static ZFS denoted a4 and a6. At the level of 2nd order it can be 
shown that the a2 parameter is equivalent to the parameter D. In their terminology 
the magnitude of the dynamic ZFS is a2T. This model provided full EPR spectra 
that were in very good agreement with the observed, multifrequency spectra. The 
model also allowed for the prediction of T1e values that were in good agreement 
with those measured by the LODEPR technique (Table 1). For the range of gado-
linium complexes studied, the transient (a2T) and static (a2) ZFS both had similar 
magnitudes. 

For Gd(III) the transverse and longitudinal electron spin relaxation functions 
are linear combinations of four decreasing exponentials. As discussed above, for 
transverse relaxation these exponentials have different weightings and are field 
dependent. On the other hand, Belorizky and Fries [30] showed that in the Redfield 
limit of the theory of electronic relaxation, the longitudinal relaxation function has 
a quasi-monoexponential decay characterized by a unique relaxation rate 1/T1e.
Neglecting the higher-order terms of the static ZFS, they showed that 1/T1e could 
be given by a simple analytical expression that is contributed to by static and tran-
sient ZFS terms: 

2 2
2 22 2 2 2 2 2 2 2

1 2 2

1 2 1 4 12 1 4
5 51 1 4 1 1 4R T

e s s s s

a a
T

. (7) 

Here s is the electron Larmor frequency; R and 2 are correlation times for rota-
tional diffusion that modulate the static ZFS and are related by 2 R/6 (note that 
in the NMR literature 2 is usually defined as R); ' is a composite correlation time 
that modulates the transient ZFS and has contributions from a vibrational correla-
tion time, v, and 2 such that 1/ '  1/ 2 + 1/ v. Because rotational diffusion is 
much slower than vibration ( 2 >> v), the static ZFS only contributes to T1e at low 
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fields; at higher fields s 2 >> 1 and the first term in Eq. (7) becomes negligible. 
Belorizky and Fries [30] further showed that Eq. (7) was valid when the Redfield 
approximation s >> a2 2 was met, or when the static ZFS contribution to T1e is 
small with respect to the transient one. 

These findings have significant implications for understanding nuclear relaxa-
tion and the efficacy of gadolinium complexes as contrast agents. First, external 
magnetic fields used for clinical imaging are typically at 0.5 T and higher, with the 
vast majority of imagers operating at 1.5 T. At these field strengths, the contribu-
tion of T2e to nuclear relaxation is negligible ( s c2 >> 1, Eq. (3)), and T1e is mono-
exponential and well described by Eq. (7). Moreover, at B0  0.5 T, the contribu-
tion of the static ZFS to t1e is negligible and Eqs. (3) and (7) are valid for predicting 
nuclear relaxation over the range of rotational correlation times encountered with 
contrast agents. The advent of the field cycling relaxometer has allowed numerous 
studies with nuclear T1 data from B0 = 0.0002 T and up. Unfortunately, the major-
ity of these studies use the high-field theory to analyze the data and neglect the 
existence of the static ZFS and its effect on relaxation. As a result, the magnitude 
of the transient ZFS is overestimated in these papers on NMRD. Likewise, multi-
frequency EPR studies that were interpreted without consideration of the static ZFS 
have also overestimated the magnitude of the transient ZFS. The consequence of 
this overestimation of transient ZFS is that it predicts that fast electronic relaxation 
limits the relaxivity achievable at fields used for clinical imaging. To illustrate this 
point, Figure 4 shows the high-field NMRD curve of MS-325 bound to serum al-
bumin. The solid line is a fit to the data yielding a2T = 2.8  109 rad/s ( 0.016 T). 
The dashed line is the calculated relaxivity using a2T = 7  109 rad/s ( 0.04 T), a 
value obtained from multifrequency EPR omitting the static ZFS contribution [31] 
and also found from low-field NMRD (again omitting the static ZFS) [9]. Neglect-
ing the static ZFS leads to estimates of relaxivity for slow tumbling systems that  

Figure 4. Experimental 1H relaxivity data ( ) for MS-325 bound to HSA [7]. Solid line is fit 
with a2T = 2.8  109 rad/s ( 0.016 T). Dashed line is calculated using a2T = 7  109 rad/s 
( 0.04 T) obtained from multifrequency EPR [31] or low-field NMRD [9] studies that omit-
ted static ZFS. Omitting the static ZFS in the multifrequency EPR model leads to T1e values 
that underestimate proton relaxivity and its field dependence. 
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are too low and peak at higher frequencies than observed [31]. From the chemist's 
perspective, it means that electronic relaxation does not limit the relaxivity of 
GdDTPA-based contrast agents at the common imaging field strength of 1.5 T and 
that identifying new complexes with longer T1e will not provide any added benefit 
at 1.5 T and higher fields. 

3. CRYSTAL FIELD INTERACTION (cfi) PARAMETERS FOR 
 GD(III) COMPLEXES IN GLASSY SOLUTIONS FROM 
 HIGH-FIELD EPR EXPERIMENTS 

The importance of accurate estimates for the cfi parameters is twofold. As dis-
cussed above, the cfi affects the electron spin relaxation, and thus contributes to the 
relaxivity of MRI contrast agents. Second, the cfi affects the direction of the elec-
tron spin quantization axis, which leads to certain effects in nuclear transition spec-
tra (e.g., electron–nuclear double resonance, ENDOR) that are necessary to take 
into account in order to accurately determine the electron–nuclear hyperfine inter-
action (hfi) and the distance from the Gd(III) ion to the ligand protons. 

As mentioned above, until recently the cfi parameters for Gd(III) ions in MRI 
agents were mainly evaluated in multifrequency continuous wave (CW) EPR 
measurements, from the dependence of the resonance magnetic field of the +1/2 
–1/2 transition line on the microwave (mw) carrier frequency [13]. For some model 
complexes of Gd(III), unrelated to the MRI agents, the cfi parameters were also 
determined from CW-EPR measurements performed using magnetically dilute 
single crystals and glasses [32,33]. Both types of studies are extremely useful in 
understanding the order of magnitude of the cfi parameters; however, neither al-
lows an evaluation of the degree of distribution of these parameters resulting from 
structural distortions of the complexes. This distribution, however, is of particular 
relevance for understanding the relaxivity of the MRI agents because it reflects the 
magnitude of stochastic modulation of the cfi in liquids, and is therefore a parame-
ter that has a direct bearing on the relaxivity. While there are no direct experimen-
tal ways to measure the dynamics of the cfi in liquids, immobilization in frozen 
glassy solutions (as opposed to single crystals) traps the complexes with different 
structural conformations that result in statistically distributed magnetic resonance 
parameters, cfi included. Presumably, the distribution range for the structural and 
magnetic resonance parameters in such a glassy sample approximates that in liquid 
state, which establishes the relevance of the experiments with glassy samples for 
elucidating some of the properties of liquid solutions. 

With this understanding we initiated a pulsed EPR investigation aimed at 
evaluating the cfi parameters of Gd(III) complexes stabilized in frozen glassy solu-
tions. In our approach, the EPR spectra were recorded as electron spin echo (ESE)- 
detected field sweeps, which allowed easy detection of the broad featureless com-
ponents of the EPR spectra of Gd(III) complexes (see below) that are very difficult 
to observe by CW-EPR. 
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A combination of cfi and high electron spin of S = 7/2 results in the EPR spec-
tra of Gd(III) complexes spreading over the magnetic field range approaching 1 T. 
To simplify the analysis of such spectra, it is preferable to perform the experiments 
at a high enough operational mw frequency, mw, so that the Zeeman interaction of 
the electron spin at any EPR position was much greater than the cfi. Therefore, our 
measurements were performed at mw  130 GHz (D-band) [34]. Other authors 
have used even higher mw frequency of about 240 GHz, although their work was 
done using CW-EPR [35]. 

Before considering the results of our pulsed EPR investigations, the necessary 
theoretical background that will introduce the relevant magnetic resonance 
parameters and explain the structure of the EPR spectra of Gd(III) complexes is 
presented. A Gd(III) complex can be adequately characterized by the fine structure 
spin Hamiltonian 

2 2 2
FS Z

1 ( 1) ( )
3C C Co Z X YH g B S D S S S E S S , (8) 

where g is the electronic g-factor,  is the Bohr magneton, Bo is the external mag-
netic field, and the parameters D and E account for the quadrupolar part of the cfi.
Higher-order terms, although present for Gd(III), are substantially smaller and can 
be safely neglected [33]. The Hamiltonian, Eq. (8), utilizes two coordinate systems, 
the laboratory coordinate frame XYZ (where the magnetic field Bo is parallel to 
axis Z) and the cfi principal axes frame XcYcZc. In the conditions of a D-band ex-
periment, for instance, the cfi parameters (D/g and E/g ~ 50 mT, see below) are 
much smaller than the Zeeman term (Bo ~ 4.5 T). 

The top trace in Figure 5 shows an example of a D-band ESE field-sweep 
spectrum of a Gd(III) complex in an orientationally disordered system, simulated 
using the Hamiltonian, Eq. (8), with D/g  = 50 mT and E = 0 (axial cfi tensor). The 
decomposition of the top spectrum into separate transitions is shown by other 
traces. To first order in cfi, the singularities of a transition line mZ mZ+1 (mZ = 
SZ  to first order) are located at 

mw
Z

mw
Z

1 (2 1),
2

(2 1),

o

o

h DB m
g g
h DB m

g g

 (9) 

where h is the Planck constant, and oB  and oB  are the resonance magnetic fields 
corresponding to the perpendicular and parallel orientations of the main cfi axis 
with respect to Bo. The total width of the transition line mZ mZ+1 is thus: 

Z
3 (2 1)
2o o o

DB B B m
g

. (10) 
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Figure 5. EPR spectra of a Gd3+ complex simulated for mw = 125.46 GHz; g = 1.992; D/g
= 50 mT; E = 0. The top two traces are the sum of all transitions simulated for the tempera-
tures of 1000 and 10 K, as indicated. Other traces are the contributions of individual EPR 
transitions to the top spectrum. 

Equation (10) predicts a zero width for the –1/2  1/2 electron spin transition line, 
the central line in the EPR spectrum. However, because of second-order effects in 
cfi this width is not exactly zero [36,37], but is about 10D2/(g )2Bo. In high-field 
experiments this second-order broadening is very insignificant, and this line repre-
sents the most narrow and intense feature in the EPR spectrum, unless the experi-
ment is performed at a sufficiently low temperature (kT < h mw, where k is the 
Boltzmann constant). 

The top trace in Figure 5 was simulated for the high-temperature limit (kT  >> 
h mw). For high-field EPR measurements at cryogenic temperatures, however, the 
high-temperature approximation is not always valid because the Zeeman energy 
difference between the states with mZ and mZ  1 (expressed in temperature units) 
is close to 6.2 K for D-band (130 GHz) and 11.5 K for 240 GHz. A more realistic 
example of the D-band simulation for T = 10 K is given by the second trace in Fig-
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ure 5. Because significant electron spin polarization takes place, the spectrum for 
the axial cfi tensor becomes asymmetric. Depending on the sign of D, either the 
low-field or the high-field side of the spectrum can be prominent. For a rhombic cfi
tensor, the spectrum becomes more and more symmetric as E/D approaches 1/3, 
and at the limit of E/D = 1/3 it is symmetric irrespective of the temperature. 

Figure 6 shows the experimental ESE field-sweep spectra of some of the 
Gd(III) complexes, while Figure 7 gives an expanded view of the central regions of 
the same spectra. As one can deduce from comparison with Figure 5, the narrow 
central peak at g ~ 1.992 in the experimental spectra belongs to the –1/2  1/2 
EPR transition. The other transitions contribute to the broad and nearly symmetric 
background, which is very smooth and virtually featureless, unlike that in Figure 5. 
Similar featureless spectra were observed by CW-EPR at mw = 240 GHz [35]. 

Figure 6. Solid traces 1 and 2, experimental two-pulse ESE field sweep spectra of MRI con-
trast agent MS-325 and Gd3+ aqua complex, respectively. Experimental conditions: mw = 
130.2 GHz; time interval  between the mw pulses, 300 ns; durations of the mw pulses, 2 
100 ns; temperature, 8 K. Dashed traces 1 and 2, spectra simulated with the parameters Dcnt

and D given in Table 2 for MS-325 and Gd3+ aqua complex, respectively. Arrows show 
field positions (A and B) typical for acquisition of ENDOR spectra. 

The featureless appearance of the experimental spectra results from a broad 
statistical distribution of the cfi parameters. In order to evaluate the cfi parameters 
from such spectra, the numerical simulations should incorporate two distributions 
simultaneously, those of D and E/D (the use of independent Gaussian distributions 
of D and E in [35] was, strictly speaking, incorrect because such an approach did 
not enforce the condition that E/D  1/3). The problem then arises as to which 
mathematical functions can be used to describe the distributions of D and E/D, and 
are these distributions correlated or not. While these questions could possibly be 
dealt with using the method of trial and error, the resulting formal solutions would 
still require a physical justification. Therefore, we have approached the problem 
from the opposite direction, by first considering a physical model that would relate 
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the structure of the Gd(III) complex with the characteristic features of the cfi distri-
bution [34]. This model, similar to the superposition approximation of Newman 
and Urban [38], was based on the assumptions that: (1) the cfi tensor associated 
with a single ligand is axial, with the main axis directed along the Gd–ligand bond; 
(2) the cfi tensors of several ligands are additive, and (3) the D-values associated 
with each ligand, D1, are identical. 

Figure 7. The central region of the experimental and simulated spectra shown in Figure 6. 

The superposition model was incorporated in Monte Carlo calculations where 
the ligands were considered to be randomly distributed on a sphere with the Gd ion 
in the center. At each step of the calculation, a random structural realization was 
generated under the constraint that any two ligands should be at least 60º apart, as 
seen from the center of the sphere. For each realization the cfi tensor was calcu-
lated and diagonalized. The parameters D and E/D were obtained from the calcu-
lated principal values and stored in the D vs. E/D statistical distribution plot. The 
resulting distributions of D were bimodal (see Fig. 8a) and can approximately be 
described by two Gaussian functions centered at Dcnt and –Dcnt, with similar widths 
( D) and amplitudes. The distributions of E/D (Fig. 8b) can on average be ap-
proximated as 

 P(E/D)  (E/D) – 2  (E/D)2. (11) 

The numerical simulations of the EPR spectra were performed using the cfi
distributions predicted by Monte-Carlo structural modeling, with each branch be-
ing approximated by a Gaussian function as described above. The purpose of the 
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simulations was to estimate Dcnt and D. The simulations demonstrated that the 
shape of the –1/2  1/2 transition line was sensitive to D/Dcnt, while the shape of 
the broad background was not, as soon as D was large enough to produce a fea-
tureless background. The experimental shape of the –1/2  1/2 transition line 
could usually be reproduced for | D/Dcnt| ~ 1/2. In most cases, a single bimodal 
distribution was sufficient to describe the EPR spectra (see the simulated spectra 
for MS-325 shown by traces 1 in Figs. 6 and 7). In some of the complexes, how-
ever, the central line itself consisted of a narrow peak and a broader background 
(e.g., in the Gd(III) aqua complex, Gdaq, see trace 2 in Figs. 6 and 7). In such cases 
two bimodal distributions were used, with different values of Dcnt and D. For 
simplicity, we will call these distributions tetramodal. The values of Dcnt and D
obtained in our simulations are summarized in Table 2. 

Table 2. cfi Parameters Dcnt and D Estimated for Various Gd3+ Complexes in 
Glassy Water/Methanol Solutions and in Human Serum Albumin (HSA)b from 

Simulations of the ESE Field-Sweep Spectra Using the Superposition 
Model Described in the Text 

Dcnt/g D/g D ( D)/g ; D /g
 Complex (mT)a (mT) E ( E)/g (mT)c (mT)

Gdaqua
a 28 & 78 (1:2.8) 16 & 34 – 31 

GdDOTA  24 12 –20.3 (14.4); 23 
  0 (10.0) 

GdHP-DO3Aa 30 & 65 (1:1.1) 15 & 32.5 – – 
GdDOTMA 40 20 – – 
GdPDTAa 44 & 90 (1:0.82) 20 & 45 – – 
MS-325b 55 26 – – 
GdDTPA 56 26 51.3 (23.5); 58 
   13.9 (7.5) 

Data are compared with the parameters (D, D) and (E, E) from 240 GHz CW-EPR spectra of frozen 
water/glycerol solutions [35], and the parameter D , calculated using Eq. (13) from the 2 values ob-
tained elsewhere [13]. 
a Two bimodal distributions were used in the simulation; relative weight of each distribution is shown in 
parentheses. 
b MS-325 was measured in both water/methanol glass and in frozen HSA solution and gave the same 
result in both media. 
c From [35]. 

The cfi parameters obtained this way in D-band experiments were quite close 
to those later obtained by CW-EPR at 240 GHz (see Table 2) [35]. The latter work, 
however, did not introduce any physical model to relate the cfi parameters with the 
structure of the complexes, and the EPR simulations were based, as we already 
mentioned, on formal separate Gaussian distributions of D and E.
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Figure 8. (a) Statistical distributions of D for Gd3+ complexes with 7, 8, or 9 (as indicated) 
ligands stochastically distributed on a sphere around the central ion. D1 is the D-value for a 
single ligand. The distributions are obtained by a Monte-Carlo calculation. (b) Statistical dis-
tributions of E/D obtained in the same calculation. 

The cfi parameters have also been estimated from magnetic relaxation data and 
from the apparent g-factor shift observed in liquid-state EPR spectra, as described 
above [13]. In both cases the experimentally determined parameter was 2 2

iiD ,
where Dii are the principal values of the cfi tensor that are related to the parameters 
D and E as 

11

22

33

1 3 ,
3 3

1 3 ,
3 3

2 .
3

D D ED E
D

D D ED E
D

DD

 (12) 
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Assuming, on average, E/D ~ 1/6, it is straightforward to estimate the effective 
value of D that corresponds to a given value of 2:

D  1.18·( 2)1/2 (13) 

The values of D  calculated from the values of 2 given in [13] are given in the 
last column of Table 2. One can see that they are in good agreement with the D-
values found for frozen glassy solutions. 

Some of the complexes studied were described by tetramodal cfi distributions. 
Although the reason for this fact is not immediately clear, the superposition model 
offers at least one possible explanation. One can see from Figure 8 that Dcnt de-
creases as the number of ligands in the complex increases. Therefore, a tetramodal 
cfi distribution can, in principle, indicate the existence of two populations of com-
plexes with different numbers of ligands. Another important result that follows 
from the structural model is that the random distribution of the ligands on a sphere 
results in a random distribution of orientations of the cfi tensors with respect to any 
fixed coordinate system. Because of this, the orientation of the cfi tensor becomes 
completely uncorrelated with the orientation of the hfi tensor of any ligand nucleus 
(water ligand proton or oxygen), which dramatically simplifies the analysis of the 
ENDOR spectra. 

The distribution of D (and E) determined in frozen glassy solution can be re-
lated to the transient ZFS (a2T) parameter described in Section 2 for aqueous solu-
tions, in that the distribution in D in frozen solution would represent the extent of 
transient distortions in liquid solution. The results in Table 2 for frozen glassy solu-
tions indicate that D is about half that of Dcnt, and this finding is similar to that 
reported by Rast et al. [25] for GdDTPA and GdDOTA, where their static and tran-
sient ZFS parameters a2 and a2T were of similar magnitude. 

4. HIGH-FIELD PULSED ENDOR OF WATER LIGANDS IN MRI
 AGENTS AND THE GEOMETRY OF WATER COORDINATION 

4.1. Effect of Weak cfi on Nuclear Transition Frequencies and 
 Appearance of ENDOR Spectra [39] 

The theory of ENDOR spectra of high-spin systems with weak cfi is generally 
similar to that developed for S = 1/2. However, there are some cfi-related effects 
that have to be taken into account in order to be able to accurately estimate the hfi
and nqi parameters from the experimental ENDOR spectra. We start with a simple 
case of nuclear spin I = 1/2 (e.g., 1H, 13C). The spin Hamiltonian appropriate for 
such nuclei is 

HF I Z isoH I a SI STI , (14) 

where I = gn nBo (gn is the nuclear g-factor and n is the nuclear magneton), aiso is 
the isotropic hfi constant, and T is the anisotropic hfi tensor. As in the fine structure 
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Hamiltonian given by Eq. (8), Z (||Bo) is the axis of the laboratory coordinate frame 
XYZ. 

The ligand hfi is considered to be weak compared with the electronic Zeeman 
and cf  interactions: aiso, Tij << g Bo, D, E. The weak ligand hfi practically does not 
mix electron spin functions, and the various terms of the hyperfine Hamiltonian Eq. 
(14) can be rearranged as 

HF Z Z Z Z X X Z Y Y( )IH m A I m A I m A I , (15) 

where 

X Y
X ZX iso XX YX

Z Z

X Y
Y ZY XY iso YY

Z Z

X Y
Z iso ZZ XZ YZ

Z Z

,

,

,

m mA T a T T
m m

m mA T T a T
m m

m mA a T T T
m m

 (16) 

and the electron spin operators are substituted by their average values: mZ = SZ  (to 
first order), mX = SX , and mY = SY . The nuclear transition frequency for an elec-
tron spin manifold with a given mZ is 

Z

2 2 2 2
Z X Y Z Z( ) ( )m Iv m A A m A . (17) 

The electron spin projections on laboratory axes X and Y are generally nonzero 
and equal to (neglecting the terms quadratic in (D,E)/g Bo):

2 2 2
X Z

2 2 2
Y Z

3 ( 1) ,

3 ( 1) ,

C C C C C C C C C C

C C C C C C C C C C

o

o

Dc s c E c s c c s s s
m m S S

g B

Dc s s E c s s c s c s
m m S S

g B

 (18) 

where “s” and “c” with subscripts c, c, and c (2 c) denote sines and cosines of 
the Euler angles c, c, and c describing the orientation of the cfi-related coordi-
nate system XcYcZc with respect to the laboratory coordinate system XYZ [40]. 
They are the angles of three consecutive rotations: (1) around Zc by c, (2) around 
the new Yc by c, and (3) around the new Zc by c. The situation with all the angles 
equal to zero corresponds to XYZ coinciding with XcYcZc.

One can see that the cfi contributes to the effective hfi values Ak (see Eqs. (16) 
and (18)), and therefore the nuclear transition frequencies and the shape of 
ENDOR spectra will depend on the magnitude of the cfi parameters and on the 
orientations of Bo and the hfi tensor, T, in the cfi reference frame. The effect of the 
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cfi can be immediately appreciated if we assume I >> mZAZ (so-called weak hfi
limit) and expand Eq. (17) retaining only the terms linear in hfi:

Z I iso ZZ Z XZ X YZ Y( )m a T m T m T m  (19) 

      2
I iso ZZ Z Z XZ YZ( ) (3 ( 1)) ( )C C

C C
o

Dc s
a T m m S S c T s T

g B
,

where we have also assumed for simplicity E = 0 and substituted explicit expres-
sions for mX and mY (Eq. (18)). The first two terms in this expression give the usual 
nuclear transition frequency (accurate to first order in hfi) that would be observed 
for D = 0. The third term gives the correction to the nuclear transition frequency 
due to the cfi.

The effective magnitude of the cfi-related term relative to that of the anisot-
ropic hfi term is thus given by 

2
Z

cfi/hfi
Z

(3 ( 1))C C

o

Dc s m S SR
g B m

. (20) 

With S = 7/2, the factor 2
Z Z(3 ( 1)) /m S S m  in Eq. (20) equals 30, 6, 1.2, 

and 6 for the electron spin manifolds with mZ = 1/2, 3/2, 5/2, and 7/2, re-
spectively. One can see that the relative deviations of nuclear transition frequencies 
from those determined by the hfi only are the largest for the electron spin mani-
folds with mZ = 1/2. Since |

C C
c s |  1/2, one can write 

cfi/hfi
15

o

DR
g B

. (21) 

It follows from Eq. (21) that even if the condition of weak cfi is satisfied very well 
(e.g., D/g Bo ~ 0.1), the cfi-related distortion for mZ = 1/2 may be comparable 
with the hfi term at least for some relative orientations of the cfi and hfi tensors. 
This means that the weak interaction condition in terms of EPR does not guarantee 
the absence of noticeable distortions in an ENDOR spectrum. The situation is sub-
stantially better for mZ = 3/2 and 7/2, for which Rcfi/hfi is about 80% smaller than 
that for mZ = 1/2, and the minimal cfi contribution is reached for mZ = 5/2. 

These considerations present an experimenter with a choice as to what EPR 
transition is better to use for pulsed ENDOR measurements. From the standpoint of 
minimizing the cfi distortions in the ENDOR spectra and simplifying their analysis,
the best EPR transitions to use are those involving the electron spin manifolds with 
mZ = 5/2. However, the width of ENDOR lines from mZ = 5/2 manifolds in a 
disordered system is five times greater, and the amplitude is correspondingly 
smaller, than those of the lines from the mZ = 1/2 manifolds. On the other hand, 
unless an extreme electron spin polarization is present, the most intense transition 
in the EPR spectrum is that between mZ = 1/2 and –1/2 (see Fig. 5). Therefore, the 
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detection of the ENDOR spectra is best achieved for the –1/2  1/2 EPR transition. 
In addition, the ENDOR spectra associated with this transition are the only ones 
that can be efficiently separated from contributions of other transitions in a system 
with a distributed cfi. This actually makes the –1/2  1/2 EPR transition the only 
practical choice for pulsed ENDOR experiments at the temperatures when this 
transition dominates the EPR spectrum. 

If the –1/2  1/2 EPR transition is to be used for pulsed ENDOR measure-
ments, one should obtain a clear idea about the potential distortions of the ENDOR 
spectrum caused by the cfi at given experimental conditions. To address this prob-
lem, we performed numerical simulations of 1H ENDOR spectra of mZ = 1/2
manifolds in a disordered system, taking into account the fact that the orientations 
the hfi and cfi tensors are mutually uncorrelated (i.e., their orientations are statisti-
cally distributed with respect to each other; see the previous section). The hfi was 
taken to be purely anisotropic (aiso = 0) and axial. The axial hfi tensor can be fully 
characterized by its principal components, A  and A||:

iso

iso

,
2 ,

A a T
A a T

 (22) 

which correspond to the perpendicular and parallel orientations of the main hfi axis 
with respect to the magnetic field vector Bo. T  in Eq. (22) is the perpendicular 
(minor) principal component of the axial anisotropic hfi tensor. 

The spectra calculated for various ratios of D/g Bo are shown in Figure 9. Fig-
ure 9 (bottom) shows the ENDOR spectrum for D = 0. This spectrum is similar to 
what one expects to observe for an S = 1/2 system in the case of purely dipolar 
coupling between the electron and nuclear spins. The peaks in this spectrum are 
separated by the hfi constant A  = T , while the shoulders are separated by the hfi
constant A|| = –2T . As D increases (Fig. 9, middle and top traces), the A  peaks 
keep their shape and remain at the same positions, while the A|| shoulders become 
progressively broader (as the detailed analysis shows, this broadening is actually 
caused by the inner parts of the ENDOR lines being displaced from their positions 
by the cfi effect) [39]. In such a situation, starting from D/g Bo > 0.02, neglecting 
the effect of cfi can result in slight overestimation of A|| and, as a result, in some 
overestimation of both T  and aiso.

For the MRI agents listed in Table 2 the values of D/g  are well within 100 
mT. Therefore, the –1/2  1/2 EPR transition can be readily used for ENDOR 
measurements of these complexes at the Bo > 3 T, which corresponds to the opera-
tional mw frequencies mw > 84 GHz (W-band). The analysis of the ENDOR spec-
tra at such high-field conditions can be performed without taking account of the cfi.
However, for most of the MRI agents even the Ka band (Bo ~ 1 T, D/g Bo < 0.1) 
pulsed ENDOR works reasonably well, although in this case it is better if the cfi
corrections are taken explicitly into account in the numerical simulations. The  
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Figure 9. 1H ENDOR spectra simulated for Bo = 4.65 T, aiso = 0, and T  = –2.7 MHz. The cfi
parameter D/g  = 0, 50, and 100 mT for the bottom, middle, and top spectra, respectively. 
The cfi parameter E = 0 in all spectra (axial cfi tensor). 

historically used Ku band (Bo ~ 0.5 T, D/g Bo < 0.2) probably represents the low-
est-frequency (and field) mw band where meaningful 1H pulsed ENDOR of some 
of the MRI agents is still possible, but including the cfi in the analysis of the spec-
tra becomes an absolute necessity [39]. 

4.2.  17O ENDOR Frequencies at High Field [40] 
The previous section dealt with ENDOR spectra of nuclei with spin I = 1/2 (1H,

13C). The general considerations regarding the cfi-related effects made in that sec-
tion are also applicable to nuclei of higher spin. In this section the expressions 
for the ENDOR frequencies of the 17O nucleus that has spin I = 5/2 and non-
negligible nqi are presented. As established above, the interpretation of the high-
field (Bo > 3 T, mw > 84 GHz) ENDOR spectra of the MRI contrast agents can be 
done without taking the cfi into account. In addition, at high fields the nuclear 
Zeeman interaction of 17O becomes much stronger than the hfi and nqi, which al-
lows one to obtain simple expressions for the 17O ENDOR frequencies using a first 
order perturbation theory. 

The spin Hamiltonian accounting for the 17O Zeeman interaction, hfi, and nqi
in the high-field approximation can be written as follows: 

2
O Z Z iso ZZ Z Z( )H I m a T I QI , (23) 

where 2 2 23
Z Z X Z Y Z2 [3 1 ( )]Q k b b b , k is the nuclear quadrupole coupling con-

stant (k = e2Qq/[4I(2I – 1)h]), and  is the asymmetry parameter of the electric 
field gradient on the 17O nucleus. bX Z, bY Z, and bZ Z are the direction cosines of the 
laboratory axis Z in the nqi principal axes frame X Y Z . The frequencies of 
ENDOR transitions between the energy levels that correspond to the 17O spin pro-
jections mI and mI+1 (mI IZ ) are given by 

1 O Z iso ZZ I( ) (2 1)
I Im m m a T Q m . (24) 
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Therefore, in this approximation, –1/2 1/2 is not affected by the nqi at all, while 
1/2 3/2 and 3/2 5/2 are shifted from –1/2 1/2 by 2Q and 4Q, respectively. 

These shifts are orientation dependent, and in an orientationally disordered system 
the nqi term leads to the broadening and decrease in amplitude of the 1/2 3/2 and 

3/2 5/2 lines. The maximal value of Q is 3k (reached for bZ’Z = 1), and for the 
water oxygen with k ~ 0.16 MHz (for H2O ice [41], e2Qq/h ~ 6.5 MHz) we may 
expect the shifts of up to 6k ~ 1 MHz for 1/2 3/2 and 12k ~ 2 MHz for 3/2 5/2.
The shape of 17O ENDOR spectrum for disordered case calculated in accordance 
with Eq. (24) is shown in Figure 10. 

Figure 10. (a) Simulated Mims 17O ENDOR spectrum for the mS = 1/2 electron spin manifolds. Simu-
lation parameters: aiso = 0.75 MHz [51] (central value); aiso = 0.3 MHz (the width of Gaussian distribu-
tion around the central value); T  = 0.69 MHz; e2Qq/h = 6.5 MHz [41];  = 1; hq = 0 ; hq = 35 ; hq = 
0 . (b) Lines of various 17O transitions within mS = –1/2 electron spin manifold. The mI values involved 
in the transitions are shown near the traces. For the two bottom groups of spectra, the solid traces corre-
spond to mI < 0, while the dashed traces correspond to mI > 0. The A|| turning point is shown for the –1/2 

 +1/2 transition only. 
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4.3.  Practical Aspects of Pulsed ENDOR Spectroscopy of MRI Agents 

There are two widely used pulsed ENDOR techniques, one of which after Da-
vies [42] and the other after Mims [43]. The hyperfine interactions of the ligand 
nuclei we are interested in have magnitudes (see below) that permit the use of both 
types of pulsed ENDOR spectroscopy. The comparative experiments have shown, 
however, that better spectra could be obtained using Mims ENDOR, and this was 
therefore the technique used in all of our practical measurements of MRI agents. 

In Mims ENDOR, one monitors the amplitude of the three-pulse (stimulated) 
ESE signal while sweeping the frequency of the radiofrequency (RF) pulse. The 
ENDOR effect is observed as a decrease of the stimulated ESE amplitude. 
For Gd(III) complexes, the ESE signal at virtually any EPR position contains con-
tributions from several different EPR transitions. For example, the center of the 
EPR spectrum (see Fig. 6, position A) has contributions from all possible transi-
tions: –1/2  –1/2, 1/2 3/2, etc. However, in order to simplify the interpreta-
tion of the ENDOR spectra and to enable a quantitative analysis of their amplitudes, 
we are mostly interested in the spectra associated with the –1/2  1/2 EPR transi-
tion only. To separate these spectra from those due to other EPR transitions, the 
following procedure was used. For the Mims ENDOR spectra presented in Figure 
11a, traces 1 and 2 were measured at the EPR position A (see Fig. 6), where all 
transitions contribute, and at EPR position B. where all EPR transitions contribute 
except the –1/2  1/2 one. Trace 2, after respective normalization, was then sub-
tracted from trace 1, resulting in the difference spectrum presented in Figure 11b. 
The difference spectrum contains contributions from the –1/2  1/2 EPR transi-
tion only. In some applications there was interest in comparing the numbers of 
ligand nuclei contributing to the ENDOR spectra from different samples. These 
comparisons are based on the fact that in pulsed ENDOR there is a general propor-
tionality between the amplitude of spectral lines and the number of nuclei contrib-
uting to those lines. In addition, the Mims ENDOR effect for a given EPR transi-
tion is proportional to the amplitude of the ESE signal from that transition. There-
fore, the difference ENDOR spectrum has to be normalized by the amplitude of the 
ESE signal without RF, or when the RF is not in resonance with any of the mag-
netic nuclei. For brevity, we will refer in the following text to a such a difference, 
normalized spectrum, which is related solely to the –1/2  1/2 transition, as an 
“ENDOR spectrum,” unless otherwise stipulated. 

The purpose of our pulsed ENDOR experiments was to study the MRI contrast 
agents and their models in frozen glassy aqueous solutions. However, water does 
not form a glass upon freezing. Therefore, experiments were performed using a 1:1 
(v:v) water–methanol solution (WMS). This standard solution (abbreviated as 
sWMS) has about a minimum methanol content that still allows the solution to 
form a glass when frozen. The water:methanol molar ratio in sWMS is about 
0.7:0.3, and the molar ratio of the water protons to the methanol OH protons is 
about 0.82:0.18, which ensures that most of the hydroxyl protons in the Gd coordi-
nation sphere comes from water. This consideration assumes, however, that H2O
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Figure 11. (a) 1H Mims ENDOR spectra of Gd3+ aqua complex. Trace 1, recorded at Bo = 4670 
mT (at the maximum of –1/2  1/2 electron spin transition line). Trace 2, recorded at Bo = 4646 
mT (off the limits of –1/2  1/2 electron spin transition line). (See typical field positions in Fig. 
6). Experimental conditions: mw = 130.2 GHz; time interval  between the 1st and 2nd mw 
pulses, 130 ns; time interval T between the 2nd and 3rd mw pulses, 50 μs; durations of the mw 
pulses, 3  50 ns; duration of the RF pulse, 30 μs; temperature, 8 K. Labels “A ” and “A||” denote 
the A  and A|| features of the lines of proton transitions within the electron spin manifolds with mS

= 1/2. Labels “3A ”, “5A ,” and “7A ” denote the A  features of the lines of proton transitions 
within the electron spin manifolds with mS = –3/2, –5/2, and –7/2, respectively. (b) Solid trace, 
the difference between traces 1 and 2 in (a). Before subtraction, the amplitudes of traces 1 and 2 
were adjusted in accordance with respective ESE amplitudes. This difference spectrum contrib-
uted solely by the proton transitions within the electron spin manifolds with mS = 1/2. Open cir-
cles, simulated with the following parameters: aiso = 0 MHz; central T  = –2.7 MHz; Gaussian 
distribution width for T , T  = 0.35 MHz; D/g  = 30 mT. 

and CH3OH coordinate to Gd with equal probability. It may thus contain a pitfall 
because the relative affinities of the Gd(III) ion to water and methanol ligands are 
not known a priori. This question was addressed in a series of water:methanol titra-
tion experiments (described in §4.7), which indicated that water is actually pre-
ferred over methanol as a ligand for Gd(III). 
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4.4.  Experimental 1H ENDOR Spectra 
The D-band 1H Mims ENDOR spectra of the Gd3+ aqua ion, Gdaq, obtained at 

the maximum of the –1/2  1/2 EPR transition line (EPR position A in Fig. 6), 
and at a lower Bo (EPR position B in Fig. 6) are shown in Figure 11 by traces 1 and 
2, respectively. The difference spectrum A–B associated solely with the –1/2 
1/2 EPR transition is shown by the solid trace in Figure 11b. This spectrum, apart 
from certain amplitude distortions introduced by Mims ENDOR [43], can be de-
scribed as a typical “Pake doublet,” which is a powder lineshape in the case of an 
axial anisotropic hfi tensor. 

Labels “A ,” “3A ,” “5A ,” and “7A ” in Figure 11 mark the A  maxima of 
the nuclear transition lines that belong to the electron spin manifolds with mZ = 

1/2, –3/2, –5/2, and –7/2, respectively. Labels “A||” indicate the positions of the A||
shoulders for the nuclear transitions that belong to mZ = 1/2. As the experiments 
were performed at mw  130 GHz (~6 K in the temperature units) and at the tem-
perature of ~8 K, there was a considerable difference in the populations of electron 
spin states and, correspondingly, a substantial difference in the intensities of EPR 
lines. For this reason, the ENDOR lines “3A ,” “5A ,” and “7A ” for mZ = 3/2, 5/2, 
and 7/2 (located at  > H) are virtually unobservable. 

Direct reading of the line positions shows that |A |  |A||/2|, and therefore aiso
0. Numerical simulations that reproduce the observed linewidth yielded the follow-
ing hfi parameters: |aiso| < 0.01 MHz; T  = –2.70  0.01 MHz. In order to reproduce 
the ENDOR linewidth, the anisotropic hfi constant was Gaussian-distributed with a 
width between the maximum slope points of T  = 0.35 MHz. The spectrum simu-
lated using these parameters is shown by open circles in Figure 11b. Assuming that 
the anisotropic hfi is fully determined by the spin population on the central Gd(III) 
ion, one can estimate the Gd–proton distance as 

3GdH
H ng g

r
hT

, (25) 

where gH is the proton g-factor, all other parameters having already been defined. 
The value of rGdH obtained for T  = –2.70 MHz from this expression equals 3.1 
0.05 Å. This distance corresponds to protons of water molecules directly coordi-
nated to the central ion. The accuracy of this estimate will be discussed below. 

In the case of MRI agents, the shape of ENDOR spectra is more complicated 
(see Fig. 12, top panel). Similar to the spectrum of Gdaq, the A  peaks separated by 
~2.65 MHz are present, although they have significantly smaller intensity than 
those in the spectrum of Gdaq. This is understandable because the MRI agents can 
coordinate no more than two water molecules, as compared with eight in Gdaq. The 
spectra also show additional peaks separated by ~1.45 and 0.95 MHz that can be 
attributed to numerous non-exchangeable methylene protons that are rather close to 
the central ion (Fig. 2 for structures). Indeed, these lines are present in the 1H
ENDOR spectrum recorded for a deuterated solution (Fig. 12, top panel, bottom 
trace), which confirms that they originate from the non-exchangeable protons of 
the multidentate ligand. 
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Figure 12. Top panel: 1H Mims ENDOR spectra of Gd(L'1) acquired in protonated 
(CD3OH/H20, solid line) and deuterated (CD3OD/D20, dashed line) standard water/methanol 
solutions. Middle panel: 1H Mims ENDOR spectrum of exchangeable protons obtained as 
difference of spectra from top panel. Bottom panel, solid line: first derivative of ENDOR 
spectrum of middle panel; dashed line: 1H Mims ENDOR spectrum of Gd3+ aqua complex, 
intensity divided by 4.5. Experimental conditions: mw = 29.2 GHz; Bo = 1047.5 mT for 
maximum of ½  –½ transition; mw pulses, 3  15 ns;  = 130 ns; T = 40 μs; TRF = 34 μs; 
temperature, 7 K. 

Obviously, the spectrum of exchangeable protons can be obtained by subtract-
ing the latter from the former, and the result of such a subtraction is shown in Fig-
ure 12, middle panel. As seen from Figure 12, the spectrum of exchangeable pro-
tons contains a rather broad featureless line from distant protons (second coordina-
tion sphere, etc.) that overlaps with the well-defined lines from the protons of di-
rectly coordinated water molecules. The hfi parameters of the latter protons, within 
the limits of the experimental accuracy (0.05 MHz), are the same as those for Gdaq,
namely T  –2.70 MHz and aiso  0. The anisotropic hfi distribution width in the 
MRI agents was also found to be similar to that in Gdaq.
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The similarity in hfi parameters and hence Gd–Hwater distance among the vari-
ous contrast agents studied [34,39,44] has significant implications for the design of 
new agents and the interpretation of relaxivity data of existing agents. Nuclear re-
laxation of coordinated water has a 1/r6

GdH dependence, and if this distance could 
be shortened by structural manipulation, then relaxivity could be significantly 
increased. Literature values of rGdH ranged from as much as 2.5–3.3 Å [45,46]. 
Even among very similar complexes such as GdDTPA and its derivatives like MS-
325 and GdEOB-DTPA, differences in rGdH as much as 0.3 Å were reported 
[47,48]. These distances were indirect estimates based often on nuclear relaxation 
data. The ENDOR studies described above, which measure this key parameter di-
rectly, clearly indicate that rGdH is not a value that varies significantly and that 
differences in relaxivity among different Gd(III) complexes are not a result of 
different rGdH distances. 

4.5.  Experimental 17O ENDOR Spectra 

The relationship between the 1H anisotropic hfi and rGdH may potentially be 
more complicated than that given by Eq. (25) because of spin delocalization to the 
oxygen atom directly coordinated to Gd. It is well known from numerous examples 
of S = 1/2 systems that already the spin population on oxygen, O, as small as 4% 
makes a contribution to the hfi of the ligand proton comparable with that from the 
central ion [49]. Therefore, the evaluation of O is a crucial element in establishing 
the relationship between the proton anisotropic hfi and rGdH.

The spin delocalization from f-ions to the ligands is usually extremely small 
[36]. The analysis of the hfi data for 19F nuclei in complexes of fluorine with rare 
earth ions (Tm(II), Yb(III), Eu(II)) shows that the spin population on a fluorine 
ligand is about 0.2  0.1% [36,50]. NMR of liquid solutions gives O  0.4% [51]. 
These values are too small to result in any meaningful correction to the Gd–proton 
hfi. However, the experimental conditions of NMR and ENDOR experiments are 
different, and therefore this parameter has to be directly determined. This can be 
achieved by analysis of high-field 17O ENDOR spectra of Gdaq and MRI agents. 

The Gdaq
17O ENDOR spectrum is presented in Figure 13. Apart from the cen-

tral broad feature that may be, at least in part, attributed to distant matrix oxygens, 
this spectrum can be described as consisting of two narrow peaks with a splitting of 
~1.33 MHz between them, and two sets of shoulders with splittings of about 3.3 
and 5.1 MHz. In view of the preceding theoretical considerations, which have 
shown that –1/2  1/2 nuclear transitions are not affected by nqi (to first order), 
the narrow peaks can be safely attributed to the –1/2 1/2 frequencies at the perpen-
dicular orientation of the hfi tensor axis relative to Bo. These peaks are therefore 
denoted as A  to indicate that the splitting between them equals the hfi constant A
(see Eq. (22)). Based on analysis of Eq. (24), it is anticipated that the two pairs of 
shoulders with the splittings of about 3.3 and 5.1 MHz are quite likely to be attrib-
uted to 1/2 3/2 and 3/2 5/2, respectively, and their positions are determined by 
both hfi and nqi.
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Figure 13. Solid trace: 17O Mims ENDOR spectra of Gd aqua complex. Experimental condi-
tions: mw frequency, 94.7 GHz; durations of the mw pulses, 60 ns; time interval  between 
the first and second mw pulses, 200 ns; time interval T between the second and third mw 
pulses, 40 μs; rf pulse duration, 35 μs. Bo = 3.3966 T for maximum of ½  –½ transition; 
dashed trace: simulated spectrum, which was shown in Figure 6a. 

Numerical simulations of the spectra resulted in central hfi values of aiso = 0.75 
 0.05 MHz and 0.69 0.05T  MHz and a Gaussian distribution of aiso with the 

width between the maximum slope points of aiso = 0.3 MHz. The derived value of 
A  = aiso+T  = 1.44 MHz is slightly greater than the observable splitting of 1.33 
MHz as a result of the hfi distribution. The two sets of shoulders in the simulated 
spectra were sensitive to the nqi parameters. The simulations yielded k = 0.175 
0.012 MHz (e2Qq/h = 7  0.5 MHz) and  0.8. An example of a simulated spec-
trum is shown by the dashed line in Figure 13. The spectra could be successfully 
simulated for any angle between the Gd–oxygen vector, RGdO, and the HOH plane 
(that determines the orientation of the nqi tensor), as long as the HOH plane was 
perpendicular to the plane formed by RGdO and the HOH bisector. 

The 17O ENDOR spectra of several contrast agents capable of water coordina-
tion are shown in Figure 14. Their shape is very close to that of the spectrum of 
Gdaq, the only difference being the relative amplitude of a central narrow feature 
due to distant 17O (as confirmed by the spectrum of an MRI agent that does not 
coordinate water; see Fig. 15). Therefore, within the limits of experimental accu-
racy, the hfi and nqi parameters of the water ligand 17O in MRI agents are the same 
as those in Gdaq.
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Figure 14. Solid lines, 17O Mims ENDOR spectra of Gd(L1) (left panel) and Gd(L2) (right 
panel) in sWMS. Dashed lines, 17O Mims ENDOR spectrum of Gdaq. The amplitude of the 
Gdaq spectrum is divided by 8 in right panel and by 4 in left panel panels. Experimental con-
ditions: mw = 130.2 GHz ; Bo = 4.670 T (for maximum of ½  –½ transition); mw pulses, 
3  30 ns;  = 200 ns; T = 80 μs; TRF = 72 μs; temperature, 8 K. 

4.6. Interpretation of 17O hfi and nqi Parameters in Terms of 
 Electronic and Geometrical Structure 

The spin population O can be evaluated [36] from the experimental aiso:

iso O
1 [ (1 )]

2 s s p sa a c a c
S

, (26) 

where, as  –5260 MHz, ap  –120 MHz [52,53], S is the electron spin of Gd(III) (S
= 7/2), and cs is the s-character of the hybrid orbital where this spin population is 
located. For an sp3 hybrid, which is a reasonable approximation for the oxygen  
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Figure 15. 17O Mims ENDOR spectra of Gd(L’1), Gd(L0) (top and bottom solid traces), 
and Gdaq (dashed trace). The amplitude of the Gdaq spectrum is divided by 8. Experimental 
conditions: mw = 94.7 GHz; Bo = 3.3967 T (for maximum of ½  –½ transition); mw pulses, 
3  30 ns;  = 200 ns; T = 40 μs; TRF = 35 μs; temperature, 7 K. 

orbitals in a water molecule, cs = 1/4. Using Eq. (26) with aiso = 0.75 MHz, one 
obtains O  4  10–3.

The 17O anisotropic hfi consists mainly of two contributions—from the spin 
population on Gd(III), Gd, and the spin population O:

O
Gd O3

GdO

(1 )
2

pn
s

bg g
T c

ShR
, (27) 

where gO is the 17O nuclear g-factor and bp  170 MHz [52,53]. Using O  –4 
10–3 estimated from Eq. (26), the second term in Eq. (27) is found to be approxi-
mately –0.07 MHz, or about 10% of the experimental T  value. Neglecting this 
correction will result in an error in the rGdO estimate of only about 3%. The range 
of T  values obtained from our ENDOR experiments ( 0.69 0.05T  MHz) 
translates into the range of possible distances rGdO between 2.35 and 2.45 Å that is 
consistent with the range of distances known from x-ray studies [2]. 

The contribution of O  –4  10–3 to the effective anisotropic hfi constant of a 
water ligand proton, as follows from similar considerations, is entirely negligible. 
The estimated difference between the two short axes of the proton anisotropic hfi
tensor resulting from this O is only about 0.1 MHz, significantly smaller than the 
distribution width of the effective T  value ( T  = 0.35 MHz, see above). This 
proves the validity of the distance estimate (rGdH  3.1 Å) obtained using Eq. (25) 
based on a simple point dipole approximation. 
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Figure 16. Models of water coordination to Gd3+. In (a) the Gd3+ ion is located in the direc-
tion pointed by one of the hybrid lone pair orbitals, while in (b) it is located in the HOH 
plane, on the bisector of the HOH angle. Solid arrows show the main axes of the nqi (Z ) and 
hfi (Zh) tensors. Dashed line in panel (a) shows the HOH angle bisector that also coincides 
with the bisector of the angle between the lone pair orbitals. In panel (b) this bisector coin-
cides with the Zh axis. Angle  between this bisector and the Zh axis is ~55º in panel (a) and 
~0º in panel (b). Angle hq between the Z  and Zh axes is ~35º in panel (a) and ~90º in 
panel (b). 

The determined average distances rGdO  2.4 Å and rGdH  3.1 Å, together 
with the water molecule structure (rOH = 0.96 Å, H–O–H ~ 105º), allow one to ob-
tain detailed information about the geometry of water coordination to Gd. For such 
distances the bisector of the lone pair orbitals of the water oxygen is directed ap-
proximately towards the ion (see Fig. 16), and the ion is located in the HOH plane 
[54,55]. More detailed analysis including the distributions of rGdO and rGdH and the 
restrictions provided by the nqi parameters allows one to conclude that the geome-
try of the water coordination in a glassy sample is actually distributed within rather 
broad limits [40]. The distribution is described by the conditions that the vector 
RGdO is always located within the plane defined by the oxygen lone pair orbitals, 
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while the angle  between RGdO and the bisector of the lone pair orbitals varies 
from 0  (equivalent bonding to Gd using both lone pairs) to ~55  (bonding using 
only one lone pair, Fig. 16). The statistical weight of smaller angles is large, and it 
reduces as the angle increases. The effective value of  is thus close to 26º, found 
in neutron diffraction experiments [56]. 

As discussed above, the hfi and nqi parameters of the water ligand oxygens in 
MRI agents are the same as those in Gdaq. Therefore, all the conclusions made 
above about the water coordination geometry apply also to the MRI agents. To 
conclude this section, we note that because the spin delocalization from Gd(III) to 
the ligands is so weak, the Gd(III) complexes represent quite a unique example 
where the ligand anisotropic hfi can be directly translated into the distance using a 
simple point dipole approximation. As a result, high-field pulsed ENDOR of 
Gd(III) complexes can compete in accuracy with x-ray crystallography, the only 
difference being that the latter does not work for disordered systems. 

4.7. Hydration Numbers of Gd(III) Complexes Determined by 
High-Field Pulsed 17O and 1H ENDOR [57,58] 

The determination of the hydration number (the number of coordinated water 
molecules), q, in aqueous solutions and in various biological milieus is important 
for understanding the mechanism and efficacy of MRI contrast agents in these en-
vironments. Lanthanide(III) complexes have coordination numbers ranging from 3 
to 12, with coordination numbers of 8 and 9 being the most common [59]. Al-
though q can be predicted from inspection of the number of potential donor atoms 
(basic nitrogens or oxygens) on the ligand, these estimates are not always accurate 
[60], because the hydration number can depend on pH [61] and the presence of 
competing ligands, such as small anions [62,63] or protein sidechains [58,64]. Di-
rect determination of the hydration number of a gadolinium complex in solution is 
difficult. ENDOR spectroscopy is one of the few techniques available to measure 
the hydration number of MRI contrast agents. 

As mentioned in Section 4.3, there is a general proportionality between the 
amplitude of normalized pulsed ENDOR spectra and the number of nuclei contrib-
uting to those spectra. However, the number of nuclei is not the only parameter 
affecting the amplitude of ENDOR lines. There are other important factors, mostly 
those determined by the experimental setup, that have a dramatic impact on the 
ENDOR amplitudes. The most notorious of these factors is the distribution of the 
RF field over the sample and the ratio of the RF excitation width to the characteris-
tic width of the ENDOR line under investigation. Since some of these factors (e.g., 
the RF field distribution) are not known with sufficient accuracy, it is virtually im-
possible to make direct estimates of the number of nuclei from the absolute 
ENDOR amplitudes. Therefore, the only realistic way to determine the number of 
nuclei from an ENDOR spectrum consists in comparison of its normalized ampli-
tude with that obtained for a reference sample where a spectrum of exactly the 
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same shape is produced by a known number of nuclei. Needless to say, the sample 
of interest and the reference samples should be of the same size and positioned in 
the resonator in the same way. The experimental conditions (primarily, the duration 
of the RF pulse) should also be identical. 

Figure 17. 13C Mims ENDOR spectra of Gd(L2) (A) and Gd(L0) (B) in 100% 13C methanol. 
Experimental conditions: mw = 29.2 GHz; Bo = 1047.5 mT (for maximum of ½  –½ transi-
tion); mw pulses, 3  15 ns; = 500 ns; T = 45 μs; RF pulse length, TRF = 37 μs; temperature, 
7 K. The arrow marks the spectral feature used to measure the ENDOR amplitude as a func-
tion of the methanol content (see Fig.18). 

A natural reference system in the case of the MRI agents is Gdaq, for which the 
number of coordinated water molecules is known with good accuracy. In addition, 
as shown above, the ENDOR spectra of water ligands are similar for Gdaq and MRI 
agents. Therefore, q can be estimated from direct comparison of ENDOR spectra 
of Gdaq and MRI agents. However, before such a comparison is performed we 
should address the issue mentioned in Section 4.3, which is related to our use of 
water–methanol solutions and consists of the fact that the relative affinities of 
Gd(III) to the water and methanol ligands at our experimental conditions are not 
known. A series of water:methanol titration experiments were performed where the 
amplitude of 13C ENDOR lines due to coordinated 13CH3OH was monitored as a 
function of methanol content in WMS. Figure 17 shows the 13C Mims ENDOR 
spectra of two MRI agents, Gd(L0) and Gd(L2) (see Fig. 2), in 100% 13C metha-
nol. The nominal hydration numbers (i.e., the q-numbers that can be estimated 
from relaxivity or inferred from the chemical structure) of these complexes are, 
respectively, equal to qnom = 0 and qnom = 2. The ENDOR spectrum of Gd(L2) ap-
pears as a typical Pake pattern (neglecting the nonuniform amplitude weighting in 
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the Mims ENDOR pulse sequence [43]) with an additional peak at the 13C Zeeman 
frequency. A comparison with the spectrum of Gd(L0) (qnom = 0) shows that this 
Zeeman peak is due to distant 13C in the second and outer coordination spheres. 

The Pake pattern in the spectrum of Gd(L2) is thus attributed to the coordi-
nated methanol 13C, and the distance between the Gd(III) and the 13C of the metha-
nol ligand(s) is readily evaluated as ~3.4 Å using a point dipole approximation. As 
is evident from Figure 17, the contribution of the distant 13C to the amplitude of the 
shoulders (marked by an arrow) in the spectrum of Gd(L2) is negligible. Therefore, 
the amplitude of these shoulders was used as a measure of the number of methanol 
ligands. This is shown in Figure 18, where the amplitude of the shoulders is plotted 
versus molar methanol content in WMS. 

Figure 18. Dependence of the amplitude of 13C Mims ENDOR spectrum of Gd(L2) (at the 
position marked by an arrow in Fig.17) on the methanol content in WMS. The point taken in 
sWMS is indicated by an arrow. 

It is evident from Figure 18 that the affinity of Gd(L2) to water is actually 
higher than that to methanol, and the equilibrium in sWMS is shifted toward the 
complexes with water. Indeed, at 30% molar concentration of methanol in sWMS 
(indicated by an arrow in Fig. 18) only 10–15% of Gd ions are coordinated by 
methanol molecules. This is in excellent agreement with the results reported for the 
Eu(III) ion in solution at room temperature [65]. Therefore, the probability of water 
coordination to Gd(III) in Gd(L2) in sWMS is ~85–90%. As for standard 
GdCl3 6H2O in similar experiments, it was found that in WMS, water substitutes 
practically all methanol in the first coordination sphere. 

All these considerations allow quantitative determination of the hydration 
number. An example is shown in Figure 15, where the 17O ENDOR spectrum of 
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Gd(L'1) is compared with the 17O ENDOR spectrum of Gdaq, indicating q  1. 
This figure also demonstrates that the effect of outer-sphere water on the hydration 
number estimates can be safely neglected. Other examples are shown in Figure 14. 
Following from Figure 14, the 17O ENDOR spectrum of Gd(L1) was indicative of 
q = 1. The complex Gd(L2) is structurally very similar to Gd(L1), except that one 
of the acetate groups has been replaced by a methyl group, opening up a site for a 
second water ligand (Fig. 2). Indeed, the 17O ENDOR spectrum of Gd(L2) is con-
sistent with q = 2. 

The above hydration number estimates were based on 17O ENDOR. It is also 
possible to use 1H ENDOR for the same purpose. One problem with 1H ENDOR, 
however, is that the background from the protons that belong to the outer-sphere 
water molecules is quite strong (see Fig. 12), and may substantially alter the appar-
ent amplitude of the peaks related to the water ligands. In this situation one still can 
compare MRI agents with Gdaq, using the first derivatives of the ENDOR spectra. 
In such an approach the effect of the smooth background on the ligand line ampli-
tudes could be significantly suppressed, however, at the expense of a deteriorated 
signal/noise ratio. In addition, the amplitudes in a derivative spectrum are more 
sensitive to small differences in linewidths of the A  peaks between Gdaq and the 
MRI agents, which increases an error of the q estimates. Therefore, the best appli-
cation of 1H ENDOR is for a quick qualitative check of the presence or absence of 
water ligands. 

An example of the value of this approach is given for Gd(L'2), shown in Fig-
ure 19. As discussed in Section 1, binding to serum albumin dramatically increases 
relaxivity, e.g., the relaxivity of MS-325 is increased nine-fold at 0.47 T upon 
binding to serum albumin [7]. However, the relaxivity of Gd(L'2) only increased 
by 30% when bound to albumin (Fig. 19b). Figures 20A and 20B show the 
ENDOR spectra of the exchangeable protons of Gd(L'2) in aqueous solution and 
bound to HSA, respectively. Interestingly, while the lines related to water ligands 
are very pronounced in aqueous solution, in the case of HSA-bound complex they 
are absent. This indicates that in the protein-bound compound both water ligands 
are replaced, most likely by coordination of the metal to amino acid sidechains. It 
is thus evident that the protein can have a profound effect on the water coordina-
tion number, and hence on the efficacy of protein-targeted MRI contrast agents. 

Another interesting ENDOR application is the detection of neighboring ex-
changeable protons that belong to the multidentate ligand in some MRI agents and 
are situated at the same distance as directly ligated water protons, which makes 
them spectroscopically similar. This detection is based on comparison of apparent 
hydration numbers found from 17O and 1H ENDOR. For instance, the 17O ENDOR 
data shown in Figure 15 yield q = 1 for Gd(L'1), while the apparent hydration 
number found from 1H ENDOR (see Fig. 12, bottom panel ) is about 1.7. This in-
dicates the presence of an additional exchangeable proton(s), which can be easily 
identified upon examining the ligand structure (see arrow in Fig. 2). 
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Figure 19. Gd(L'2) is q = 2 in buffered solution but q = 0 when bound to a protein. The hydration 
state is implied by the relaxivity, but confirmed by 1H ENDOR. 

5.  CONCLUSIONS 

EPR methods have played a key role in understanding the mechanism of ac-
tion of gadolinium-based MRI contrast agents. There are many parameters that 
influence the nuclear relaxation enhancing properties of Gd(III) complexes. The 
various multifrequency, pulsed or CW, EPR and ENDOR methodologies described 
here are often the only means of directly probing questions such as the metal-to-
hydrogen bond distance. Unlike other physical techniques, these methods are ap-
plicable to studying contrast ions in their milieu: biological media at micromolar 
metal ion concentrations. The findings surveyed in this chapter have broad implica-
tions for the design of more potent relaxation agents for MRI. While the genesis of 
these studies had a very applied focus, solving these problems resulted in some 
advances in the chemical physics of high-spin ions and an understanding of the 
bonding of aqua ligands to lanthanide ions. The advances described here have 
served to make some of these applications routine, to a point where the techniques 
can be applied by non-spectroscopists working in the contrast agent field. 
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558–560 
Crystal field description of spin Hamiltonian 

parameters, 161–162 
Crystal field interactions 

in Gd(III) complexes, 590–597 
in water ligands, 598–601 

Cubane structure 
in iron–sulfur proteins, 90–94 
in metalloproteins, 66 

CuA site, 474 
CuH structure, 484–485 
CuI site, 494–495 
CuII site, 494–495 
CuM structure, 484–485 
CuZ sites, 474, 493–496 
CW ENDOR, 64, 72 

of iron–nitric oxide complexes,  
259–260 

use in heme systems, 401–402 
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CW EPR spectroscopy, 1, 105, 152-156,  
397, 590 

analysis of complex spectra, 156 
automatic fitting of, 167–171 
computer simulation of spectra, 109–111 
of dinuclear iron centers, 279–280 
experiment in computer simulation software, 

133–135 
field segmentation, 152–153 
line width models, 156 
matrix diagonalization, 152–156 
mosaic misorientation line width model, 

153–156 
Molecular Sophe simulations, 159–165 
in SOPHE, 152–156 
of vanadium(IV), 532–533 

Cyclam derivatives, 257 
cys-1,2-cyclopentanediol complexing with 

chromium(V), 563 
Cysteine  (Cys) 313, 439 

binding protons 84-85 
dihedral angle in cysteine radicals, 203–204 
residues in ferritin, 337 

Cytochromes, 34 

9 desaturase 
acetate complex, 316–317 
azide complex, 316–317 
ENDOR, 318 

Davies ENDOR, 41–43, 48–49, 71–72, 399 
DEFENCE, 25–26 

and decoupling, 38 
Density Functional Theory (DFT), 2, 4, 17, 177, 

181, 195, 215–217 
calculations, 161–163 
cysteine radicals, 203-207 
electronic structure theory of spin Hamilto-

nian parameters, 177–201 
of [NiFe] hydrogenases, 456–457 
nitroxide radicals, 207-212 
in organic radicals, 220 
in transition metal complexes, 222 
phenoxyl radicals, 201-203 
practical aspects, 198-201 
solvent effects, 207-212 

Density matrix, 180 
Deoxyhemerythrin, 339 
Desulfovibrio species, 442–443 
Desulfovibrio vulgaris, 326 
D-glucuronate, 320 
Dicopper complexes, 165–166 
Diferric cluster, 335 
Diferric MMOH, 281–282 
Diferric transferrin, 234–235 

Diferric transferrin carbonate, 244–245 
Diferrous MMOH, 282 
Diferrous R2 subunit of ribonucleotide  

reductase, 305–306 
Dihedral angle in cysteine radicals, 203–204 
Diiron flavoproteins, 350–351 
Diiron site 

in AlkB, 292 
in myo-inositol oxygenase (MIOX), 321–322 
in phenol hydroxylase, 297–298 
in ribonucleotide reductase, 304–305 
in rubrerythrin, 326–328 
in stearoyl-acyl carrier protein 9 desaturase, 

316–318 
in T4MOH, 300 
in ToMOH, 301–302 

Dinuclear copper(II) EPR spectra, 165–167 
Dinuclear iron  EPR spectra, 277–278 
1,2-Diolato ligands, 561–565 
Dioxygen mimicked by nitric oxide, 287 
Diphenyl nitric oxide (DPNO), 208–211 
Dipolar interactions in hyperfine tensor, 72 
Dipole–dipole interactions, 114, 192–193 

in computer simulation software, 129 
Diradicals and zero-field splittings, 217–220 
Direct magnetic dipolar spin–spin interaction, 

184
Di-tert-butyl nitric oxide (DTBNO), 208–209 
DMP phenol hydroxylase, 296 
DmpK, 296 
DmpLNO, 296–298 
DmpM, 296 
DmpP, 296 
DMSO, 285–286 
DONUT, 37 
DONUT-HYSCORE, 37 
Dopamine -hydroxylase, 473 
Dopamine -monooxygenase, 483–486 
Double nuclear-coherence transfer. See DONUT 
Double perturbation theory, 188 
Double quantum transitions, 18, 31–32, 38–40 
D parameters 

for benzene and polyacenes, 220 
in non-heme iron proteins, 236–240 

D tensor, 193–194 

EasySpin, 55 
Echo modulation, 23 
Ectothiorhodospira halophila, 90–93, 97–98 
EDRF, 419 
Eight histidine motif, 291–292 
ELDOR detected NMR, 399, 408 
ELDOR spectroscopy of [NiFe] hydrogenases, 

462
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Electric field gradient (EFG), 197–198 
Electric field gradient (Q) tensor, 197–198 
Electric field-like perturbations, 191 
Electron interaction with nuclei, 107, 178 

in metal ions, 64 
Electron nuclear distance, 16 
Electron Nuclear Double Resonance. See

ENDOR
Electron nuclear double (triple) resonance  

spectroscopy, 112 
Electron paramagnetic resonance. See EPR 
Electron spin 

decoupling, 37 
density, 16 
in ENDOR, 66, 68 
in Gd(III) complexes, 590–591 
manifolds, 51  
quantum number, 52 
vector operator, 15–40 

Electron Spin Echo Envelope Modulation. See
ESEEM 

Electron Zeeman interaction, 15–16, 107, 185 
in computer simulation software, 121–122 

Electron Zeeman-resolved EPR, 54 
Electron Bohr magneton, 176 
Electronic coupling matrix element, 486 
Electronic relaxation, 583 

of Gd(III) complexes, 586–590 
Electronic structure theory of spin Hamiltonian 

parameters, 177–201 
additional spin Hamiltonian terms, 182-185 
methods, 177–182 
practical aspects, 198-201 
self consistent field methods, 192-198 
sum over states theory of spin Hamiltonian 

parameters, 185-192 
Electrostatic interactions, 177–178 
ENDOR, 1–3, 13–14, 40–52, 55–56, 65-73, 112, 

114
advantages of, 64–65 
applications of, 82–99 
baseline artifacts in, 43–44 
blind spots, 43 
chirp-ENDOR-HYSCORE sequence, 51 
of 9 desaturase, 318 
Davies, 41–43 
57Fe, 94-98 
1H, 82-94, 605–607, 612–616 
high-field, 48–50 
hyperfine-correlated, 44–46 
hyperfine enhancement of radio frequency 

pulses, 50 
of iron–nitric oxide complexes, 258–260 
of mixed-valence MMOH, 284 

of [NiFe] hydrogenases, 456–461 
of iron sulfur proteins, 82–98 
17O, 601–602, 607–609 
orientation selection in, 76–82 
simulated by computer software, 77–82, 

143–145 
spin densities, 98-100 
substrate/product interactions with MMOH, 

285–287 
theory of, 65–73 
time-domain, 50–52 
transitions, 65, 67–68 
triple resonance, 46-47 
of vanadyl compounds, 523 
variable mixing time, 47 

Endothelium-derived vascular relaxing factor. 
See EDRF 

Energies of states of paramagnetic species, 15 
Energy level diagrams, 156 

in computer simulation software, 146–147 
Energy levels 

diagrams, 156, 146-147 
transitions, 240–244 
in zero-field splitting, 236–238 

Enterobactin, 247 
Epoxidation of alkenes, 299 
Epoxygenase component of alkene monooxy-

genase, 294–295 
EPR

amino acid radicals in ribonucleotide reduc-
tase, 308–313 

analysis of NO-ligated heme proteins, 408–
410

applications of, 13–14 
in cell and animal studies, 569–572 
characterization of chromium compounds, 9 
characterization of FprA and FIRd, 352 
characterization of g tensors of [NiFe] hy-

drogenases, 448–456 
electron Zeeman resolved, 54 
field-swept, 52–54 
for detection of nitric oxide and hemoglobin 

interactions, 419–432 
high-frequency, 244–246 
line shapes, 246–250 
multifrequency analysis, 163–164 
of chromium(V) complexes, 557–561 
of chromium(V) complexes with carbohy-

drates, 561–563 
of chromium(V) intermediates, 554–561 
of copper active sites, 471–472 
of crystal field interactions, 590–597 
of dinuclear iron centers, 277–278 
of gadolinium contrast agents, 584–586 
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of iron–nitric oxide complexes, 254–258 
of mononuclear low-spin ferric non-heme 

proteins, 251 
of mononuclear high spin non-heme iron 

proteins, 233–264 
of [NiFe] hydrogenases, 441–464 
of nitric oxide and hemoglobin interactions, 

424–431 
of non-coupled binuclear copper sites,  

484–485 
of photosynthetic reaction centers,  

251-254 
of redox cofactors in metalloproteins, 107 
of semiquinone–iron interactions, 253–254 
of tetranuclear CuZ sites, 494 
of trinuclear copper cluster sites, 486–493 
of vanadium compounds, 507–541 
orientation selection in, 74–82 
simulations of, 115 
solution structures of insulin-enhancing va-

nadium(IV) complexes, 514–519 
transitions, 20–22 

EPR-II basis set, 201, 219 
EPR-III basis set, 201, 219 
EPR-silent states, 462 
ESE-field sweep, 590–593 
ESE signal, 603 
ESEEM, 1, 13–14, 54–55, 112, 114 

automatic fitting of spectra, 170 
basics of, 20–40 
blind spots, 34 
in high-spin ferric heme proteins, 407–408 
matched, 35–37 
mixed valence MMOH, 282–283 
of [NiFe] hydrogenases, 459 
of NO-ligated heme proteins, 409–410 
of vanadyl ions, 533–536 

Euler angle rotation, 121–122 
Exact cancellation condition, 33 
EXAFS. See Extended x-ray absorption fine 

structure (EXAFS) 
Exchange interaction, 8 

dinuclear iron centers, 278–281 
in computer simulation software,  

130–132 
operators, 179 
strong exchange regime, 278-281 
weak exchange regime, 281 

Exchangeable protons, 82, 606 
Excitation bandwidth, 19 
Experiment addition in computer simulation 

software, 132–135 
Extended x-ray absorption fine structure 

(EXAFS), 6 

Facial triad oxygenases, 258–260 
Fatty acid desaturases, 314, 316 
Fe, 334, 337-339 
[2Fe2S] clusters, 87-89 

interactions, 94–98 
and spin densities, 98–99 
Rieske iron sulfur  cluster, 66, 89–90 

[4Fe4S] clusters, 90–92 
in HiPIP proteins, 96–98 

FeFur, 262–264 
Fe(II) interactions, 94–96, 99 
Fe(III) interactions, 94–96, 99 
Fermi contact term, 184, 187, 475 
Ferredoxins, 66, 98 

g-tensor in, 86–90 
and proton hyperfine interactions, 82–85 

Ferric iron pairs, 90–91, 96–97, 99 
Ferric mouse neuroglobin, 34 
Ferric non-heme proteins 

EPR characterization of, 233–236 
low-spin, 251 

Ferritins, 332–337 
biochemical and structural characterization, 

332-335 
mechanistic implications, 337–337 
spectroscopic characterization, 335-337 

Ferromagnetic coupling, 278–280 
Ferrous iron, radical probes of, 251–264 
Ferrous protocatechuate 3,4-dioxygenase (3,4-

PCD), 261–262 
Ferroxidase center, 334–335 
Ferroxidase reaction, 336 
Field-frequency plot, 84–85 
Field gradient operator, 184–185 
Field gradients, 188 
Field segmentation algorithm, 135–136, 152–

153
Field-swept electron spin echo (FS-ESE), 538 
Field-swept EPR, 52–54 
Fine structure interaction in computer simula-

tion software, 123–124 
First-order nuclear frequencies, 17 
Flavorubredoxin (FIRd), 351–352 
Floquet segments, 137 
Floquet theory, 137, 158 
Fluoride and purple acid phosphatases (PAPs), 

344
Fluorometmyoglobin, 406–407 
Four-pulse ESEEM, 25–26, 399 
FprA, 350–353 
Free evolution time of nuclear coherence, 51 
Free radicals, 106–107 

as intermediates in chromium complexes, 
568–569 
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Frequency space, 109–110 
Frequency-swept spectra and line shapes,  

246–247 
Fur, 254 

binding with nitric oxide, 262–264 
Fur–(NO)2, 262 

Gadolinium. See Gd 
Gauge including atomic orbitals (GIAOs),  

196
Gd

complexes, 582–585 
17O ENDOR spectra, 607–609 

Gd(III) complexes, 9–10, 586–590 
crystal field interactions, 590–597 
frequency dependence of electronic relaxa-

tion, 586-590 
high field EPR, 590-597 
hydration numbers of, 612–616 

Gd(L0), 613–614 
Gd(L2), 613–617 
Geometry 

of cysteine radicals, 203–205 
in Spin Hamiltonian, 198–199 

Glassy solutions and crystal field interaction 
parameters, 590–597 

Gloxylase II (GOX II), 348–350 
Glucose complexing with chromium(V), 564 
Glutathione

complex with chromium, 561 
and vanadium compounds, 517–519,  

527–528 
Glycol-cleavage reaction, 323–325 
g-sphere in ENDOR, 74 
g-tensor, 3, 64–65, 67–70, 176, 187, 193,  

196–197 
and spin densities, 98–99 
characterization of [NiFe] hydrogenases, 

446–456 
in cysteine radicals, 203–207 
in ENDOR, 74 
in 2Fe2S clusters, 94–96 
in ferredoxins, 86–90, 93 
in iron–sulfur proteins, 85 
in low-spin ferric heme systems, 405 
in phenoxyl radicals, 201–203 
of nitroxides, 207–212 
of plastocyanin, 215 

g values, 67,  77-78, 206–207 
for low-spin ferric heme centers, 400–401 
of [NiFe] hydrogenases, 444 
of ribonucleotide reductase, 310–311 
of tetranuclear CuZ sites, 494 
of trinuclear copper cluster sites, 491–492 

giso curve, 74-75, 77-81 
giso line, 68-69 

HALS (highly anisotropic low-spin) species, 
398, 400 

Hartree–Fock (HF) method, 4, 178–182, 189 
Hellman–Feynman theorem, 169 
Heme–Fe(II)NO spectral components, 424–427 
Heme–Fe(II)NO subunit selectivity, 427–430 
Heme–Fe(II)NO subunit spectral editing,  

430–431 
Heme proteins, 6–7, 34 

distance measurements in, 410–411 
ferric forms of, 398–408 
 high spin forms, 406-408 
 low spin forms, 398-406 
NO ligated, 408-410 
structure–function relationship, 397–412 

Hemerythrin, 6, 337–341 
azide binding,  339 
biochemical and structural characterization, 

337-339 
deoxyhemerythrin, 339 
forms of, 339–340 
iron active site, 340–341 
mechanistic implications, 340-341 
semimethemerythrin, 340 
spectroscopic characterization, 339-340 

Hemocyanin, 481 
Hemoglobin (Hb), 34 

EPR spectroscopy of NO HB, 424-431 
-subunit hemoglobin spectrum, 425–430 
-subunit hemoglobin spectrum, 425–430 

 subunit selectivity, 427-430 
 subunit spectral editing, 430-431 
evolution of NO Hb interactions, 431-432 
interactions with nitric oxide, 420–432 
S-nitrosylated Hb (SNO Hb), 421-422 
SNO Hb function, 422-423 

Heterobimetalllic center, 441 
High-field ENDOR, 48–50 
High-field EPR of crystal field interaction  

parameters, 590–597 
High Potential Iron sulfur Proteins. See HiPIP 

proteins 
High-field pulsed ENDOR 

and 17O ENDOR frequencies, 601–602,  
612–616 

of water ligands, 597–615 
High-spin ferric forms of heme proteins,  

406–408 
High-spin ferric proteins, 233–250 
High-spin nitric oxide complexes and non-heme 

iron proteins, 258–261 
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High-spin states in [NiFe] hydrogenases,  
462

HiPIP proteins, 3, 90–92 
4Fe4S clusters in, 96–98 

Hohenberg–Kohn theorems, 181 
HOMO, 482–483 
HOMO–LUMO gap, 160 
Human p53 ribonucleotide reductase,  

303
Hybrid functionals, 182 
Hydration numbers of Gd(III)complexes,  

612–616 
Hydrogenases, 442–445 
Hydrolytic enzymes, 6, 273, 341–350 
2-Hydroxy-pyridine-N-oxide (2hpo), 516–517 
Hydroxyl radicals, 569 

and ferritin, 337 
HYEND, 44–46 
Hyperfine-correlated ENDOR spectroscopy,  

44–46 
Hyperfine coupling, 13-16, 21, 36, 54-55, 107, 

122, 176, 184, 187–188, 197, 405 
decoupling, 37–40 
enhancement of radio frequency pulses, 50 
57Fe, 94–96 
in chromium(V) complexes, 560 
in computer simulation software, 122–123 
in four-pulse ESEEM, 26 
in HYSCORE, 33 
in  [NiFe] hydrogenases, 448 
in  [NiFe] structure, 456–458 
in  proteins, 216–217 
in ribonucleotide reductase, 310-311 
in Type I copper active site, 475–477 
in  vanadium compounds, 539 
of binuclear copper sites, 478–479 
of 17O ENDOR spectra, 609–612 
of [NiFe] hydrogenases, 456–461 
of MRI agents, 597–601, 606–607 
of protons, 82–94 
of tetranuclear CuZ sites, 494 

Hyperfine Sublevel Correlation Spectroscopy. 
See HYSCORE 

Hyperfine (A) tensors, 64–65 
effect of spin population, 76 
in ENDOR, 72–73 
in [4Fe4S] clusters, 96–97 
in ribonucleotide reductase, 310-311 

HYSCORE, 1–2, 25–34, 55 
applications of, 33–34 
computer simulation of, 132 
cross-peaks in 32–33 
DONUT-HYSCORE, 37 
of low-spin ferric heme systems, 403–405 

of [NiFe] hydrogenases, 459–461 
of NO-ligated heme proteins, 409–410 
orientation selective simulation, 142–143 
peak analysis in spectra, 28–29 
powder patterns, 29–30 
simulated by computer software, 138–143 
SMART, 403, 408 
of vanadium compounds, 538–540 
of vanadyl ions, 534 

IGLO-II basis set, 201 
IGLO-III basis set, 201 
Imidazole in [NiFe] hydrogenases, 461 
Iminodiacetate, 565, 567 
Independent gauge for localized orbitals 

(IGLOs), 196 
Inner-sphere water, 582, 584 
Insulin-enhancing vanadium compounds 

acetylacetone ligand in, 515–516 
citrate, 516–517 
EPR, 509–514 
oxalate, 516–517 
solution structures of, 514–519 
structure of, 508–509 

Intensity factor, 241–242 
Intermediate G, 323 
Intermediate H, 323 
Intermediate P, 308, 313 
Intermediate U, 306 
Intermediate X, 306–309, 313–314 
Inversion pulse, 41 
Iron 

and EPR spectra of ferric proteins,  
235–236 

in facial triad oxygenases, 258–260 
in hydrogenase, 441 
interactions in ENDOR, 70–71 
interactions in iron–sulfur proteins, 94–98 
intermediate states of, 5 

Iron enzymes, binuclear non-heme, 269–356 
Iron–nitric oxide as model of iron–reactive 

oxygen intermediates, 258 
Iron nitrosyls, 255–258 
Iron oxidation, 334–337 
Iron proteins 

and high-spin nitric oxide complexes,  
258–261 

low-spin, 251 
Iron-reactive intermediates and iron–nitric  

oxide, 258 
Iron reduction in iron–sulfur proteins, 85 
Iron–semiquinone interactions, 251–254 
Iron storage proteins, 332–337 
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Iron–sulfur proteins 
cubane structure, 90–94 
effect of spin population, 76 
and ENDOR spectroscopy, 65–73, 82–94 
high potential, 90–92 
spin densities, 98–99 

Iron transport 
and storage enzymes, 273 
and storage proteins, 6 

Iron–tyrosinate complex, 335–336 
Iron uptake by ferritin, 336 
Isotopes in computer simulation software,  

127–128 
Isotropic exchange, 130–131, 278 
Isotropic g tensor, 557–560 
Isotropic hyperfine coupling, 200–201 
Isotropic hyperfine coupling constant, 16 
Isotropic interactions in hyperfine (A) tensor,  

72
Iterative bisection method, 152 

Kohn–Sham equations, 162 
Kronecker delta function, 73 

Lactate and insulin-enhancing vanadium(IV) 
complexes, 516–517 

Lanthanide(III) complexes, 612 
Ligand field splitting, 445–448 
Ligand nuclei and hyperfine coupling constants, 

457–458 
Linear response theory, 188–192 
Linear scaling approach, 181 
Lineshape, 246–250 

Aasa-Vänngård factor, 246–247 
distributions in zero-field splitting, 248–249 
function, 109–110 
looping transitions, 249–250 
relaxation, 247 

Linewidth 
calculation of, 153–156 
parameters in computer simulation software, 

126–127 
Lipid biosynthesis, 314, 316 
Lipoxygenase, 236 

in nitric oxide complexes, 254–255 
LODEPR, 586 
Longitudinally detected EPR. See LODEPR 
Looping transitions, 240–242, 249–250 
Low-spin ferric forms of heme proteins,  

398–406 
Low-spin ferric non-heme proteins, 251 

Low-spin nitric oxide complexes with non-heme 
iron proteins, 261–262 

LUMO, 482–483 

-hydroxo bridging ligand, 344, 346 
-oxo bridging ligand, 317–318 

Magnesium in hydrogenases, 443 
Magnetic circular dichroism (MCD), 6 

of trinuclear copper cluster sites, 488–489, 
492

Magnetic dipole moments, 107–108 
Magnetic field-like perturbations, 191 
Magnetic flux density, 176 
Magnetic resonance imaging. See MRI 
Maltol binding to vanadyl compounds, 524 
Manganese lipoxygenase, 243–244, 246 
Many-body perturbation theory (MBPT), 181 
Many-electron wavefunction, 178 
Matched ESEEM, 35–37 
Matched HYSCORE, 399 
Matrix diagonalization, 110, 135, 151-156 
Maxi-ferritins, 333 
Maximum frequency shift, 29 
MCD. See Magnetic circular dichroism (MCD) 
Membrane-bound diiron proteins, 353–355 
Membrane transport of vanadium compounds, 

527–529 
Metal ions in metallo- -lactamases, 348–350 
Metal nucleus in orientation selection, 74 
Metallo- -lactamases, 348–350 

biochemical and structural characterization, 
346-348 

spectroscopic characterization, 348-350 
Metalloflavoproteins, 350 
Metallohydrolases, 341 
Metalloproteins, 2, 105–106 

characterization by HYSCORE, 33 
computer simulation of structural characteri-

zation, 105–171 
in ENDOR, 65 

Methane conversion to methanol, 274–275 
Methane monooxygenase (MMO), 274–291 

biochemical and structural characterization, 
274-277 

catalytic cycle of, 289–291 
component B (MMOB), see MMOB 
diferric form, 281-282 
diferrous form, 282 
hydroxylase component (MMOH), see

MMOH 
interactions with MMOB, 288–289 
mixed valence form, 282-285 
nitric oxide complexes, 287 
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reductase component (MMOR), see MMOR 
spectroscopic characterization, 277-289 
substrate and product interactions, 285-287 

Methane thiosulfonate, 288 
Methanotrophic bacteria, 275 
Methyl-coenzyme M reductase (MCR), 30, 36 
Methylococcus capsulatus, 275 
Methylosinus trichosporium, 275 
Microwave attenuation, 145 
Microwave frequency for heme protein analysis, 

402–403 
Microwave pulses in Davies ENDOR, 71 
MIMS ENDOR, 41–43, 167–168, 399, 603–604 

2D, 44 
simulated by computer software, 143–145 

Mini-ferritins, 333 
Mixed-valence iron pairs, 90–91, 93, 96–97, 99 

MMOH, 282–285 
R2 subunit of ribonucleotide reductase, 306 

MMOB, 275, 277, 301 
interactions with MMOH, 288–289 

MMOH, 275–277, 301 
MMOR, 275, 289 
Mn(acac)3, 221 
Modulation depth, 35 
Molecular model choice for calculation of Spin 

Hamiltonian parameters, 198 
Molecular orbitals (MOs), 178 
Molecular sieves, 565, 567 
Molecular Sophe software, 3–4, 114–171 

adding atoms, 119–120 
adding bonds, 129 
adding experiments, 132–133 
atom form, 121 
atom isotopes, 127–128 
computational parameters, 135–137 
control bar in, 149 
CW EPR experiment simulation, 133–135 
and dinuclear exchange coupled copper(II) 

EPR spectra, 165–167 
electron Zeeman interaction, 121–122 
energy level diagrams, 146–147 
examples of, 159–167 
exchange interaction, 130–132 
experiment form, 133 
fine structure interaction, 123–124 
hyperfine interaction, 122–123 
HYSCORE simulation, 138–142 
linewidth parameters, 126–127 
main menus in, 147–148 
MIMS ENDOR simulation, 143–145 
molecule form, 119 
orientation selective HYSCORE simulation, 

142–143 

overview, 114–116 
position form, 128 
project form, 117 
pulsed EPR experiments, 138–145 
quadrupole interaction, 124–126 
resonator configuration, 138, 141 
sample form, 118 
simulation form, 117–118 
SOPHE computational parameters, 135-137,  
spectra input/output, 137–139 
spin Hamiltonian parameter optimization, 

167-171 
superhyperfine interactions, 129–139 
Sydney OPera HousE method, see SOPHE 
tool bar in, 147, 149 
units conversion calculator, 145–146 
use in copper(II) cyclic peptide complexes, 

164–165 
use in CW-EPR spectroscopy, 159–165 

Møller–Plesset perturbation theory, 181 
Molybdopterin cofactor protein aldehyde  

oxidoreductase, 87–89 
Molybdopterin hydroxylases, 87, 95–96 
Mononuclear blue copper proteins, 475–478 
Mononuclear non-heme iron and nitric  

oxide, 261 
Mononuclear non-heme iron proteins, 233–264 
Mononuclear copper(II) Westiellamide  

complex, 164–165 
Mosaic misorientation linewidth model,  

153–156 
Mo(V) model complexes, 159–162 
Magnetic Resonance Imaging (MRI), 9 

overview of, 581–582 
MRI contrast agents, 582 

high field pulsed ENDOR of, 603–616 
 effect of weak crystal field interactions -  
 on nuclear transition frequencies, 597-601 

17O ENDOR spectroscopy, 601-602,  
    607-616 

 practical aspects, 603-604 
1H ENDOR spectroscopy, 605-607,  
    612-616 

 hydration numbers of Gd(III) complexes, 
612-616 

MS-325, 584 
Multidimensional pulsed EPR, 112 
Multifrequency EPR, 6–7 
Mycobacterium tuberculosis, 316 
Myo-inositol, 320–322 
Myo-inositol oxygenase (MIOX), 320–325 

biochemical and structural characterization, 
320-321 

catalytic mechanism of, 323–325 
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mixed-valence form, 322–323 
oxidation of, 322–323 
spectroscopic characterization, 321-323 
substrate binding, 322 

Myoglobin, 398 

N2O, 495–496 
N-acetylcysteine, 527–528 
N-confused tetraphenylporphyrin (NCTPP) 

complex, 32 
Neuroglobin, 398 
Newton–Raphson method, 152 
[NiFe] hydrogenases, 7–8, 34, 441–464 

active site interaction with surrounding  
protein, 461 

bridging ligand X, 458-460 
center, 442–443 
classification, 442-445 
composition, 442-445 
density functional theory (DFT), 456–457 
distance studies of, 462 
electronic structure of, 445–448 
ELDOR spectroscopy, 462 
ENDOR, 456–461 
EPR-silent states, 462 
ESEEM, 459 
g tensors characterization, 448–456 
high-spin states in, 462 
hyperfine coupling, 448, 456–461 
 ligand nuclei, 457-458 
 metal nuclei, 456-457 
imidazole, 461 
interaction of active site with surrounding 

protein, 461 
light sensitivity of active intermediate,  

460–461 
Ni-A, 443-444,448-452, 458-459, 463 
Ni-B,  443-444, 448-452 458-459, 463 
Ni-C,  459-460, 463 
 reduced state, 452 
 split signal, 452–454 
Ni-CO state, 444–445, 455–456, 463–464 
Ni-L, 444–445, 451, 454–455, 460–461, 463 
 Ni-L1, 454 
 Ni-L2, 454, 455 
 Ni-L3, 454 
Ni-R, 444–445 
Ni-Sir, 443–444 
Ni-SU, 443–444 
redox states of, 443–444 
spin density, 456–458 
sulfur bridge, 463 
structure, 442-445 

Nigerythrin, 330–332 
biochemical and structural characterization, 

330-331 
mechanistic implications, 331-332 
spectroscopic characterization, 331 

Nitric oxide, 7 
binding to Fur, 262–264 
complexing with facial triad oxygenases, 

258–260 
and ferritin, 335 
and hemerythrin, 340 
interactions with hemoglobin, 420–432 
ligand to mononuclear non-heme iron, 261 
ligated to heme proteins, 408–410 
as mimic for dioxygen, 287 
and non-heme ferrous centers, 254–258 
protocatechuate 3,4-dioxygenase, 261-262 
reductases, 350–353 
 biochemical and structural characteriza- 

  tion, 350-352 
 mechanistic implications, 352-353 
 spectroscopic characterization, 352 
response regulons, 254 
responsive transcription factor, 261 

Nitrile hydratase, 5, 251 
Nitrite reductase, 473, 478 
Nitrogen hyperfine coupling, 164 
Nitrogen HYSCORE simulations, 167 
Nitrogen in [NiFe] hydrogenases, 461 
Nitrogen interactions in ENDOR, 70–71 
Nitrosobenzene (NOB), 291 
Nitroxide radicals, g-tensors of, 207–212 
NMR 6, 201, 607 

chemical shifts 196 
ELDOR detected 399, 408 
paramagnetic 85, 92–94, 100 
parameters 177, 188 
solution structures 275, 277, 296, 299 
transitions 14, 18, 21, 67 

Non-coupled binuclear copper sites, 473–474, 
483–486 

Non-heme diiron carboxylate-bridged proteins, 
273

Non-heme ferrous centers and nitric oxide,  
254–255 

Non-heme iron proteins 
and high-spin nitric oxide complexes,  

258–261 
with low-spin nitric oxide complexes,  

261–262 
relaxation in line shapes, 247 

Non-interacting reference system, 181 
Norcarane, hydroxylation of, 292–293 
NorR, 254, 261 
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Nuclear Bohr magneton, 176 
Nuclear coherence, 24 

in HYSCORE, 27–29 
Nuclear coherence generator, 51 
Nuclear coherence transfer echo, 25 
Nuclear frequencies, 21–22, 25 

in DONUT-HYSCORE, 37 
in HYSCORE, 33 

Nuclear frequency spectra, 17–18 
Nuclear magnetic relaxation dispersion 

(NMRD) profile, 584–585, 589 
Nuclear magnetic resonance. See NMR 
Nuclear modulation effect, 20–22 
Nuclear–orbit interaction, 184 
Nuclear quadrupole coupling constants,  

216–217 
Nuclear quadrupole interactions, 13, 16 
Nuclear quadrupole resonance (NQR)  

frequencies, 33 
Nuclear spin, 16 

in ENDOR, 66, 68 
Nuclear spin decoupling, 37–40 
Nuclear spin vector operators, 15 
Nuclear transition frequencies, 14 
Nuclear Zeeman  

frequency, 67 
interactions, 16, 108 
splitting, 48 

Nuclei interaction with electrons, 107–108, 176 
Nutation experiments, 52–54 

One-electron functions, 179 
Orbital dipolar term, 475–476 
Orbital energies, 212 
Orbitals, perturbation of, 188–192 
ORCA, 4, 176, 218 
Organic radicals and zero-field splittings,  

217–220 
Organic triplets and zero-field splittings,  

217–219 
Orientation-dependent modulation depth  

parameter, 23 
Orientation selection, 65 

in ENDOR, 74–82 
in EPR, 74–82 
in pulse EPR, 18–20 
of spectra, 2 

Orientation selective HYSCORE simulation, 
142–143 

Orthorhombic symmetry, 121 
Ox1 complex, 34 
Oxalate and insulin-enhancing vanadium(IV) 

complexes, 516–517 
Oxidation in phenoxyl radicals, 202 

Oxygen activation by R2 subunit of ribonucleo-
tide reductase, 313–314 

Oxygen and hemerythrin, 338–341 
Oxygen intermediates in R2 subunit of ribonu-

cleotide reductase, 306–308 
Oxygen rebound mechanism, 292–293 
Oxygen reduction in trinuclear copper cluster 

sites, 486–490 
Oxygen storage and transport enzymes, 273 
Oxygen storage and transport proteins, 6 
Oxygenases, 6, 273 

Pake doublet, 605 
p-aminobenzoate oxygenase, 355 
PAP, see Purple Acid Phosphatase 
Parallel mode EPR spectroscopy, 163–164 
Paramagnetic centers 

and computer simulation, 115 
exchange interaction of, 130 
and spin Hamiltonian, 108–109 

Partition scheme in SOPHE, 150–151 
PCU-L, 213–215 
PCU-S, 213–215 
PEANUT spectrum, 53–54 
PELDOR, 312–313 
Peptidylglycine -hydroxylating monooxy-

genase, 473, 483–486 
Periodic table in computer simulation software, 

120
Peroxidation 

and nigerythrin, 331–332 
and rubrerythrin, 328–330 

Peroxide binding to copper sites, 482–483 
Peroxo diferric intermediate, 319, 336–337 
Peroxo diiron intermediates, 302–303 
Perpendicular mode EPR spectroscopy,  

163–164 
Perturbation in linear response theory, 188–192 
Perturbation theory, 110, 152, 185–186, 205 
Perturbed density matrix, 190 
Phase cycling in pulsed EPR experiments, 158 
Phe208Tyr, 311 
Phenol, degradation of, 296–297 
Phenol hydroxylases, 296–299 

biochemical and structural characterization, 
296-297 

spectroscopic characterization, 297-298 
Phenoxyl radicals, 201–203 
Phenylalanine hydroxylase (PAH), 235–236 
PHI, 298 
PHO, 298 
Phosphorylcholine esterase (Pce), 348 
Photosynthetic reaction centers, 114, 251–254 
Planck's constant, 73 
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Plastocyanin, 5, 213, 475–477 
Point–dipole approximation, 73 
Polarization in ENDOR, 41–42 
Polyacenes, 220 
Preparation regime in ENDOR, 71–72 
Primary echo in two-pulse ESEEM,  

22–23 
Proton hyperfine interactions, 73,  

82–94 
Proton HYSCORE simulations, 167 
Protons 

coupling in iron–sulfur proteins, 93 
cysteine binding, 84–85 
in high potential iron sulfur proteins 

(HiPIP), 91 
interactions in spin densities, 98 
and nitrogen interactions in ENDOR,  

70–71 
Pseudomonas putida GPo1, 291 
Pseudomonas sp. OX1, 297 
Pseudomonas sp. Strain CF600, 296 
2-Pulse ESEEM, 402 
3-Pulse ESEEM, 402 
Pulse sequence, 114 

in ENDOR, 40–42, 45 
in HYSCORE, 35–37 
in pulsed EPR simulations, 156–158 
in time-domain ENDOR, 51–52 
in triple resonance, 46–47 
in variable mixing-time ENDOR, 47 

Pulsed electron electron double resonance 
(PELDOR) spectroscopy.  
See PELDOR 

Pulsed ENDOR, 1, 64 
Davies ENDOR, 89 
of MRI agents, 603–604 

Pulsed EPR, 105 
for structure determination of vanadyl ions, 

533–540 
orientation selection in, 18–20 
simulations of, 138–145, 156–159,  

167–168 
use in heme proteins, 397–412 

Purple acid phosphatases (PAPs), 6, 322,  
341–346 

active sites of, 342–343 
biochemical and structural characterization, 

341-343 
fluoride and purple acid(PAPs), 344 
hydrolysis by, 346–347 
mechanistic implications, 346 
red kidney bean PAP, 342–343 
spectroscopic characterization,

343-345 

Putidaredoxin, 87 
Pyrrole nitrogen, 36 

Q-band frequency 
in EPR spectra, 30–31, 163–164, 560–561 
for heme proteins, 402–403 
of tetranuclear CuZ sites, 494 

Quadrupole coupling, 70, 108, 124-126, 176, 
184–185, 197 

Quantum mechanical/molecular modeling 
(QM/MM) approach, 199, 212–217 

Quasi-restricted orbitals (QROs), 196 
Quinol, 355 
Quinoline oxidoreductase, 95–96 
Quinone–iron interactions, 251–254 

R1 subunit of ribonucleotide reductase,  
303–305, 311 

R2 subunit of ribonucleotide reductase, 6,  
303–305, 311 

activation of oxygen, 313–314 
diferric, 305–306 
diferrous R2, 306 
mixed-valence R2, 306 
oxygen intermediates in, 306–308 
spectroscopic characterization of, 305–313 

Radical clock probes, 300 
Radical probes of ferrous iron, 251–258 

of photosynthetic reaction centers, 251-254 
nitric oxide and non-heme ferrous centers, 

254-255 
model compounds, 255-258 

Radiofrequency pulses in Davies ENDOR, 71 
Radiolytic reduction, 284–285 
Rayleigh-functional, 178 
Reactive intermediates in Cr(VI) induced

toxicity, 552-554 
Reactive oxygen species (ROS), 106, 341,  

568–569 
Red kidney bean PAP, 342–343 
Redox

active cofactors, 112 
activity of vanadium compounds, 519 
chemistry of vanadium compounds, 527–529 
cofactors in metalloproteins, 106–107 
induced toggling, 331 
states of [NiFe] hydrogenases, 443–444 

Reductase component of alkene monooxy-
genase, 294–295 

Relaxation matrix R, 587–588 
Relaxation of lineshapes, 247 
Relaxivity in MRI imaging, 582–590 
Remote echo detection, 34–35 
Residual hyperfine coupling, 38, 39 
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Resonance lines in ENDOR, 82–86 
Resonance Raman spectroscopy, 6 
Resonant field positions, calculation of,  

152–153 
Resonator, 18, 138, 141 

quality factor, 18 
Restricted open-shell HF (ROHF) method,  

179–181 
Rhodococcus rhodochrous B-276, 293 
Rhombic symmetry in g-tensor, 74 
Ribonucleotide reductase, 6 

biochemical and structural characterization, 
303–305 

catalytic cycle of, 315 
class I, 303–314 
hyperfine coupling, 310-311 
mechanistic insights, 313–314 
oxygen activation by R2 subunit, 313–314 
R1, 303–305, 311 
R2 subunit, 6, 303–305, 311 
spectroscopic characterization of R2,  

305-313 
 amino acid radicals in, 308–313 
 diferric form, 305-306 
 diferrous form, 306 
 mixed valence form, 306 
 oxygen intermediates, 306 

Ribonucleotides complexing with chromium(V), 
563

Ricinus communis, 314, 316 
Rieske iron sulfur  cluster, 33, 66, 89–90, 301,  
RNase Z, 348 
ROBP86, 219–220 
Rubredoxin, 350 
Rubredoxin oxygen oxidoreductase (ROO),  

348, 350–353 
biochemical and structural characterization, 

350-352 
mechanistic implications, 352-353 
spectroscopic characterization, 352 

Rubrerythrin, 326–330 
biochemical and structural characterization, 

326-227 
mechanistic implications, 328–330 
spectroscopic characterization, 327-328 

6-31G* basis set, 200 
Saturation-recovery EPR, 288 
Scalar relativistic zero-order regular  

approximation (ZORA), 162,  
213, 217 

Scalar relativity, 213–214 

Second rank D tensor, 107 
SECSY, 167–168 
Segmental length, 80 
Segmentation method, 152 
Selenocysteine, 442 
Self-consistent field ground state, 189–190 
Self-consistent field methods, 192–198 
Semimethemerythrin, 340 
Semioccupied molecular orbitals (SOMOs), 

207–208 
Semiquinone–iron interactions, 251–254 
Serum proteins interactions with vanadyl  

compounds, 520–525 
Sialic acid, 564 
Single Crystal ENDOR, 64–65 
Single-quantum transitions, 18, 31–32,  

38–40 
Slater-determinant, 178 
SMART HYSCORE, 403, 408 
S-nitrosothiols, 420–421 
S-nitrosylated-hemoglobin. See SNO-

hemoglobin 
SNO-hemoglobin, 421–422 

function of, 422–423 
SOC, 220–222 
Software for structural characterization,  

105–171 
Solution structures of insulin-enhancing  

vanadium(IV) complexes, 514–519 
Solvent effect on nitroxide radicals, 207–212 
SOPHE software, 

computational code, 150–159 
computational parameters, 135–137 
computer simulation, 110–113 
and CW EPR spectroscopy, 152–156 
grid, 137, 150–151 
and mosaic misorientation linewidth  

model, 153–156 
and pulsed EPR simulations, 156–159 

SORCI method, 221 
Spectra input/output in computer simulation 

software, 137–139 
Spectrometer deadtime, 23–24 
Spectrum simulation, 55–56 
Spin density, 194, 212 

distribution, 13, 16, 114 
in ENDOR, 73 
in iron–sulfur proteins, 82, 98–99 
in [NiFe] hydrogenases, 456–458 
in tetranuclear CuZ sites, 494–495 
matrix, 180 

Spin dipolar term, 475–476 
Spin-down orbitals, 179 
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Spin frustration, 489 
Spin Hamiltonian, 2, 5, 15–20, 110, 130, 137, 

158, 597 
and automatic fitting of CW EPR spectra, 

169, 171 
case studies, 201–222 
choice of basis set, 200–201 
choice of geometry, 198–199 
choice of molecular model, 198 
choice of theoretical method, 199–200 
in dicopper complexes, 166–167 
direct magnetic dipolar spin–spin interaction, 

184
electronic structure theory of, 177–201 
electronic Zeeman interaction, 185 
in ENDOR, 65 
hyperfine coupling, 184 
for insulin-enhancing vanadium complexes, 

508, 512–513 
linear response theory, 188–192 
for Mo(V) model complexes, 161–162 
in multifrequency EPR spectra, 163–164 
nuclear–orbit interaction, 184 
parameters, 175–177 
in proteins, 212–217 
quadrupole coupling, 184–185 
for self-consistent field methods, 192–198 
simulation of, 107–109 
spin Hamiltonian parameter optimization, 

167-171 
spin–orbit coupling, 183–184 
sum-over states theory of, 185–188 
for vanadium compounds, 535, 537 
zero-field splittings, 217–222 

Spin in iron–sulfur cubane proteins, 90–91 
Spin label and distance measurements, 410–411 
Spin–orbit coupling, 183–184, 193, 491 
Spin–orbit mean-field approximation (SOMF), 

183–184 
Spin-other-orbit, 183 
Spin population, 16, 609–610 

and hyperfine (A) tensor, 76 
in proteins, 213–215 

Spin projection coefficients, 94, 99 
Spin relaxation, 586–590 
Spin-same-orbit, 183 
Spin–spin interactions, 176, 185–187 

in iron–semiquinone interactions, 252–253 
Spin state of heme proteins, 398–408 
Spin systems, 110 

and decoupling, 37–40 
nuclear frequency spectra of, 17–18 

Spin-trap probes, 291,569 

Spin-unrestricted Kohn–Sham equations,  
181–182 

Spin-unrestricted (UHF) method, 179–180 
Spin-up orbitals, 179 
Static spin Hamiltonian, 15–17 
Stearoyl–acyl carrier protein 9 desaturase,  

314–320 
biochemical and structural characterization, 

314-317 
spectroscopic characterization, 317-318 
mechanistic implications, 318-320 

Stimulated echo in three-pulse ESEEM, 24 
Sulerythrin, 332 
Sulfur bonding in type I copper active site,  

477–478 
Sulfur bridge in [NiFe] hydrogenases, 463 
Sum-combination frequency, 39 
Sum-over states theory, 185–188 
Superhyperfine interactions, 107 

in computer simulation software, 129–130 
Superoxide 

dismutase, 473 
intermediates, 258 
reductase (SOR), 233-234, 248, 254 

Superoxodiferric complex, 325 
Superpropagator in pulsed EPR, 157–158 
SVP basis set, 200 
Sweet potato PAP, 343 

T2MO, 298 
T4MOC, 299–300 
T4MOD, 299–300 
T4MOF, 299–300 
T4MOH, 299–300 
Temperature and EPR resonances,  

239–240, 279–281 
Tetranuclear CuZ sites, 493–496 
Theoretical method in Spin Hamiltonian,  

199–200 
Thiomolybdenyl complexes in simulated  

CW-EPR spectroscopy, 159–163 
Thiyl radicals, 303, 313 
Three-pulse ESEEM, 24, 26, 399 

and NO-ligated heme proteins, 409 
Time-domain ENDOR, 50–52 
Toluene, metabolism of, 298–299 
Toluene-2-monooxygenase (T2MO), 298 
Toluene-4-monooxygenase (T4MO), 299–300 

biochemical and structural characteriza- 
tion, 299 

mechanistic insights, 300 
spectroscopic characterization, 300 

Toluene o-monooxygenase, 298 
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Toluene/o-xylene monooxygenase (ToMO), 
300–303 

biochemical and structural characterization, 
300-302 

coupling protein (ToMOD), 301–302 
hydroxlase component (ToMOH),  

301–302 
oxidoreductase component (ToMOF),  

301
Rieske type ferredoxin (ToMOC), 301 
spectroscopic characterization, 302-303 
ToMOH–azide complex, 301 

Topaquinone, 473 
Tp*MovSX2 complexes, 159–160 
Transferrin,  

diferric, 234–235 
diferric carbonate, 244–245 
EPR spectra of, 233–235 
oxalate, 240–241 

Transition frequencies in ENDOR, 65, 67–68 
Transition metal complexes, 14 

and zero-field splittings, 220–222 
Transition probability, 109–110 
Transition selection rules, 14 
Transition surfaces in Molecular Sophe, 156 
Transition roadmaps, 156 
Transitions in EPR spectroscopy, 163–164 
Transverse nuclear relaxation time, 24 
Trichloroethylene, 298 
Triclinic symmetry, 122 
Trinuclear Cu cluster sites, 474, 486–493 
Triple resonance, 46–47 
Truth tables, 400 
Two-dimensional HYSCORE spectroscopy,  

399
Two-pulse ESEEM, 22–25, 399 
Type I (T1) copper active site, 472–473,  

486-488 
EPR analysis of, 475–478 

Type II (T2) copper active site, 472–473,  
486-489 

Type III (T3) copper active site, 472–474,  
481–483, 487 

Type I ferric heme centers, 398, 400–401 
Type II ferric heme centers, 400–401 
Type III ferric heme centers 201-202, 313,  

354, 400–401 
Tyrosine (Tyr), 201-202, 311, 313, 354 

radicals, 303–304, 310–314 
Tyrosinase, 481 
TZVP basis set, 200–201 

U-coefficients, 194–195 
Unit sphere partition, 150–151 

Units conversion calculator, 145–146 
Uteroferrin, 345 

Vanadium compounds, 8 
absorption and in vivo redox reactions  

of, 526–529 
as antidiabetic agents, 507–508 
with glutathione, 517–519 
metabolic properties, 525–529 
redox activity of, 519 
interactions with serum proteins,  

520-525 
in vitro studies of, 512, 514–525 
in vivo distribution of, 532–533 
 CW EPR, 532-533 
 pulsed EPR, 533-540 
in vivo pharmacokinetics of, 529–532 
in vivo studies of vanadium metabolism, 

525-526 
solution structures, 514-519 
speciation and redox chemistry, 512-514 

Vanadyl compounds 
additivity rule, 512 
albumin interaction, 520–525 
BCM–EPR, 529–532 
coordination complexes, 507 
EPR properties, 510-514 
interactions with serum proteins,  

520–525 
phosphate complex, 539–540 

Variable mixing time, 47 
Vasodilation, 421–422 
VO(3-mpa)2, 532 
VO(5-ipa)2, 520, 532 
VO(6-mpa)2, 529 
VO(acac)2, 523–525, 527, 529 
VO(ema)2, 538 
VO(His), 534, 537 
VO(ma)2, 514–515, 520–523, 527, 529 
VO(ma)2:1–methylimidazole (1–ImMe)  

system, 525 
VO(pic)2, 520, 529, 531, 535–538 
VOSO4, 520–525, 529, 531, 535–538 

Water coordination to Gd, 611 
Water ligands in MRI contrast agents,  

597–615 
W-band EPR spectra, 163–164 

XAMO, 295 
X-ray absorption near edge spectroscopy 

(XANES), 561 
Xanthobacter Py2, 295 
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X-ray absorption spectroscopy (XAS) of  
trinuclear copper cluster sites, 488–489 

X-band, 30–31, 33 
CW ENDOR and NO-ligated heme proteins, 

409–410 
CW EPR of high-spin ferric forms of heme 

proteins, 406–407 
Davies-ENDOR spectroscopy for heme  

proteins, 402 
in ENDOR, 64 
in EPR, 163–164, 569–570 

XeprView®, 110, 112, 115, 137 
XSophe, 3, 55, 110–113 

Zeeman term, 236–240 
in high-frequency EPR, 244–246 

Zero-field splitting, 13, 15–16, 176, 186–187, 
192–196 

assignment, 236-244 
 high-frequency EPR, 244–246 
distributions in, 248–249 
in Gd(III) complexes, 588–589 
high-frequency EPR, 244–246 
in iron–semiquinone interactions, 252–253 
in non-heme iron proteins, 233–244 
in organic triplets and diradicals, 217–220 
parameters, 406 
parameter space, 233-236 
in transition metal complexes, 220–222 
in trinuclear copper cluster sites, 491–492 

Zinc binding to Fur, 262–263 
Zinc in metallo- -lactamases, 348–350 
ZORA, 162, 213, 217 


