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Universal Multimedia Access

Definition
Universal multimedia access refers to access to multi-

media content over wired and wireless networks on a

range of devices with varying capabilities.

Recent technology advances have made possible

access to digital multimedia content over wired and

wireless networks on a range of devices with varying

capabilities such as mobile phones, personal compu-

ters, and digital video recorders. This Universal Multi-

media Access (UMA), enabled by new technologies

and standards, poses new challenges and requires new

solutions. Content delivery services to resource con-

strained devices such as mobile phones are limited due

to the mismatch between the resources required to play

the content and the device capabilities.

Figure 1 shows the key elements of a pervasive

media delivery environment. The capabilities of the

receivers in such an environment vary, requiring a

server that can satisfy receivers with different capability

sets. The capabilities of these devices would also

change with the available battery, concurrently run-

ning applications, and available resources such as

memory, bandwidth, and peripherals. As the available

resources on a device change, the capability of the

devices to process/playback content also changes.
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The resource variants shown in Fig. 1 represent the

same device with changing capabilities. As the capabil-

ities of a device change, the device cannot continue to

play the same content. The content now has to be

adapted to meet the resource requirements or the

session has to be terminated. The content available at

a sender may be adapted dynamically to meet the

changing resource capabilities or a discrete number of

content variants could be created offline to serve the

receivers. The primary goal of content adaptation is to

maximize the end users quality of experience given the

resource constraints at the receiver and the sender.

Content Adaptation
The mismatch between the content and resources

required to play the contest is bridged using adaptation

techniques. The adaptation techniques can either

adapt the content to match the receiver capabilities

or adapt the resources to match the content. Resource

adaptation typically takes the form of resource acqui-

sition. The content adaptation problem has two

aspects (1) determining what information to send

and (2) how to encode that information efficiently

for transmission. Determining the right information

to be sent based on user preferences and available

resources uses summarization techniques that strive

to maintain semantic equivalence with minimal

amount of information [1]. Once the appropriate
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content has been determined, a suitable compression

technique is selected and the content is transcoded to

match the receiver capabilities [2].
Resource Adaptation
Another approach to UMA is through resource acqui-

sition. A receiver acquires additional resources to

bridge the mismatch with the content, primarily by

collaborating with other devices in its environment

and thus creating a virtual device. This virtual device

approach to receiver adaptation was reported in [3].

The availability of Bluetooth and the upcoming short

range ultra wideband communications make the vir-

tual device a possibility. The virtual device concept

works well in home and office environments with

access to a number of peripherals. The key issue here

is security: how can trust be established in a peripheral

device.
Standardization
The UMA is also supported by the international stan-

dardization activities. The MPEG committee, under its

MPEG-21 activity, has standardized tools for digital

item adaptation (DIA) [4]. Digital item is a generic

term for digital information that is exchanged between

devices. The standard specifies tools for describing the

digital items and adaptation alternatives when adapta-

tion is necessary. The TV anytime forum has also

released a series of specification to enable pervasive

audio visual services (www.tv-anytime.org). The W3C

has developed a standard to describe device capabilities

and user preferences called Composite Capabilities/

Preferences Profile (CC/PP) [5]. The CC/PP descrip-

tions can be used during session setup to under-

stand the receiver preferences and capabilities. These

CC/PP descriptions can drive the content and resource

adaptation necessary to make the content delivery

possible.
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Usage Environment Adaptation
Synonyms
▶Network and terminal adaptation

Definition
Usage environment adaptation refers to customization

of network and terminal resources based on usage and

content.

Usage environment adaptation refers to the case

where instead of adapting the content (i.e., its format,

resolution, bit-rate, frame rate and coefficient drop-

ping) to suit the usage environment properties, the

usage environment is adapted (i.e., device resolution

to accommodate video resolution, bandwidth) to suit

to the content properties and hence provide better

quality of service to users. Usage environment adapta-

tion may consider the context and the content that can

be described using multimedia metadata, such as the

MPEG-7 and MPEG-21, respectively [1].

If the objective is to maximize content quality for

an individual user by taking into account only user

preferences and device constraints but disregarding

shared resource constraints, then the adaptation

becomes client-centric [2]. For example, client-centric

schemes may allocate bandwidth with prioritization by

considering constraints placed on content, system and

user, may modify device properties such as resolution

and processor speed, may allocate memory and CPU to

running process, may adapt operating system policies

[3], may alter application properties such as the win-

dow size of the media player. However, client-centric

schemes can only adapt resources they have access to,

i.e., client device and application properties. In some

cases, this kind of adaptation is not desirable, for

example, where there is limited network bandwidth

between clients and servers, higher cost of bandwidth

usage and unsupported content format.

Server-centric schemes, on the other hard, consider

user preferences and device constraints but in relation

http://www.tv-anytime.org
http://www.w3.org/TR/CCPP-struct-vocab/
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to shared computational and resource constraints such

as available memory and bandwidth. Consequently,

server-centric usage environment adaptation aims

to maximize computational and network resource

usage whilst providing an average quality of service to

users, for example, a differential video service [4].

Server-centric schemes are usually deployed on the

same servers where content is stored or intermediate

proxies.

Client-centric and server-centric schemes manage

resources differently and sometimes apply strategies of

varying degrees of fairness such in the case where a

service allocates bandwidth to users based on the user

and the service. Whilst client-centric schemes may

consider the client resource, server centric schemes

are constrained by the shared resources, such as the

server memory and network bandwidth between server

and client. Thus, concurrent requests imply manage-

ment that takes into account fairness handling and

optimum usage of shared resources for the best interest

of the server and the network rather than maximizing

the experience of individual users. Managing these

shared resources without considering the latter issues

can lead to unwanted statuses in networks, which can

affect both the clients and the content server. Consider

for example the case of the bandwidth allocation to

multiple client requests. Bandwidth misuse can result

in a network bottleneck and bad end-user experience.

When computational and network resources are

scarce or client devices can not support the target con-

tent, neither usage environment adaptation schemes

will function efficiently without simultaneous content

adaptation [5].
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Usage Histories
▶Content-user Gap in MPEG-7
User Input
▶ Interactivity in Multimedia Documents and Systems
User Interaction
▶ Interactivity in Multimedia Documents and Systems
User Modeling in MPEG-7
Definition
User modeling refers to building a profile of the user’s

preferences for consumption and usage. In MPEG-7,

two tools are specifically implemented for user inter-

action, which are the User Preferences DS and the User

History DS.

Just as we have to model the content to describe the

rich multi faceted detail stored both semantically and

structurally [1], we must also model the user in a similar

fashion, building a profile of the user’s preferences for

consumption and usage. The requirements are different

but the concept remains similar, model the user by cap-

turing the many multi faceted perspectives of the user

that combine to describe the mental and corporeal needs

of the user. The mental needs are the user’s interests and

needs for specific information; the corporeal is how,

when and where they would like to view that informa-

tion. The main difference between content modeling and

user modeling is that the former is temporally static after

creation and the latter evolves continuously over time.

As the user evolves their preferences for informa-

tion, usage environment and demographic data change

as well [2]. The user model must also evolve with the

changing user or the model will stagnate. Demographic

data does not change a great deal over time and can be
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adjusted manually. The user’s preferences for informa-

tion and to a lesser extent the usage environment data

change at a much greater rate and to update this man-

ually would be impractical. Automatic methods that

track and log the user’s interaction can do this without

any explicit effort from the user. Although the extrac-

tion methods can be proprietary or technology specific

the logging of the interactions must be MPEG-7

compliant.

Defined in MPEG-7 MDS are two tools that have

been specifically implemented for user interaction,

namely the User Preferences DS and the User History

DS [3]. The User Preferences DS contains all the tools

to describe the user both mentally and corporeally

by being able to state the preferences for informa-

tion contained in other tools within MPEG-7 as well

the usage environment of the user. The user model

consists of three separate components; preferences for

content (e.g., movies, books, etc), demographic infor-

mation (e.g., language, gender, etc) and usage environ-

ment (i.e., location, time, etc). The User History DS is

the MPEG-7 logging tool for user interactions; it logs

the interaction with the user in terms of content

viewed, the interaction with the content and where

and when interactions took place. The User History

DS is then analyzed and used to update the user model,

keeping it current to a user’s changing needs. User

Preferences DS and the User History DS tools can be

customized to include or exclude features of the user to

provide a granular detail of the user’s preferences and

consumption requirements. This provides the same

amount of rich and perceptively textured description

of the user as you would have for content but with the

additional functionality of evolving the model as the

users needs change.

Cross-References
▶Multimedia Content Modeling and Personalization
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User Preferences
▶Content-user Gap in MPEG-7
Utility Model-Based Adaptation of
Multimedia Content

MARTIN PRANGL
1, HERMANN HELLWAGNER

1,

TIBOR SZKALICZKI2

1Klagenfurt University, Klagenfurt, Austria
2Hungarian Academy of Sciences, Budapest, Hungary

Synonyms
▶Cross-modal utility models; ▶Adaptation decision

taking engine

Definition
Utility model-based adaptation is used to provide the

best possible experience to the user consuming multi-

media content under given user preferences, device,

and network constraints.

Introduction
Today, multimedia content must be distributed to dif-

ferent devices such as desktop computers, PDAs, and

mobile phones. In many delivery situations, the clients

are unable to receive and process the content in original

quality because of resource limitations, e.g., limited

network throughput. One approach to deal with this

problem is to employ adaptation of the multimedia

content to the actual usage context in order to comply

with the given device/network capabilities and con-

straints. Under the vision of Universal Multimedia Ac-

cess (UMA) [1], such adaptive multimedia systems have

for several years attracted significant research efforts.

Typical adaptive multimedia frameworks to date try to

consider the technical capabilities of the user’s device

and possibly the delivery networks’ characteristics [2,3],

but fail to take into account the user’s preferences or the

utility of the content for the user. However, the question

‘‘How to adapt multimedia data in order to provide the

best user perceived utility?’’ is of central relevance as

well, which eventually leads to pursuing a vision of

Universal Multimedia Experience (UME) [4].
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In addressing this question, i.e., in order to

optimize the quality of the adaptation and of the

media delivered to the user, the type and information

content of the media have to be considered in addition

to the technical properties indicated above. For exam-

ple, in case of an action video, it would most probably

be preferable to adapt the video in the spatial domain

rather than in the temporal domain [5]; this would

result in a smaller video window, but the user would

still be able to fully enjoy rapid motion in action

scenes. In contrast, in case of a documentary, temporal

adaptation (frame rate reduction) may be preferable

over spatial adaptation. In addition to these quality

aspects, a utility-based adaptation system should opti-

mize the semantic value of the content for the user

under the given resource limitations, i.e., satisfy the

user’s information or entertainment needs.

In this article, a multimedia adaptation decision

model is described which uses detailed perceptual

quality information and semantic quality estimation.

When considering quality in the multimedia area, a

perceptual part and a semantic part have to be distin-

guished [6]. The perceptual quality (PQ) is a metric

about how a user perceives the content, and refers to

the human visual system; for example, a smooth video

has a higher perceptual quality than a flickering one.

The semantic quality (SQ) on the other hand refers to

how well the designated information of the media is

conveyed to the user, e.g., the semantic content of a

news report, or to how well the media consumption

entertains the user, e.g., by presenting the full motion

of an action video [7]. Furthermore, in this article the

term utility (U) of a given multimedia content is de-

fined as a metric of the overall satisfaction of the end

user consuming this content, resulting from a combi-

nation of the perceptual and semantic parts of quality

for the given content.

So called cross-modal utility models [8] are used to

estimate the total utility of a media stream consisting

of two or more modalities, e.g., video and audio. The

total utility can be expressed as a function which com-

bines the uni-modal utilities of the elementary streams.

In the literature, there are some implementations of

such a function, discussed in [9], for instance. These

implementations rely on adding the weighted uni-

modal perceptual qualities, a multiplicative term (mul-

tiplication of uni-modal qualities), and specific con-

stants in order to – a posteriori – fit the subjective
impressions of a group of test persons. A detailed

analysis of such an approach [9] suggests that the

implementation of the model itself as well as the

weights and constants are strongly dependent on

the genre and the subjects participating in the test.

In other words, a more generic model for estimating

the total audio-visual utility of multimedia content,

which can be used for any genre and which takes into

account the consumer’s preferences, seems to be

missing.

Such a utility model, a utility-based multimedia

adaptation framework, and an automatic model con-

figuration approach using a recommender strategy are

outlined in this article. The adaptation decision taking

process involved in this framework, i.e., finding the

combination of (adapted) elementary streams of a

given content, which complies with the resource con-

straints and which provides the best audio-visual utili-

ty for the consumer, is described as an optimization

problem. Four different algorithms for solving this

challenging optimization problem, i.e., for finding the

‘‘best’’ adaptation of a given content for a given user

within a reasonable (non-annoying) time frame, are

presented. Details of the approach outlined in this

contribution are given in [10].

Utility-Based Multimedia Framework
In Fig. 1, the concept of the proposed framework with

audio-visual (A/V) utility modeling is shown. The

preferences of the consumer requesting content and

the genre (type) of the requested content (influencing

SQ) have to be known for configuring the generic

utility model [11] which is used by the adaptation

decision taking engine (ADTE) [12]. Currently, five

main genre categories are distinguished in a prototype

system: action, news, cartoon, documentary, and

sports. This input information is mapped (by the

parameter mapping module) to specific utility model

parameters which are called high level adaptation para-

meters, discussed in the next section.

The utility model configured so far additionally

needs to be provided the PQ of all deliverable content

variations. The video variations are characterized by

the values of their spatial resolutions, frame rates, and

SNR variations. The audio variations are described by

the values of their bit rates, sample rates, and number

of audio channels. Based on the genre and PQ infor-

mation, the total utility U of all deliverable A/V
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variations can be estimated. Using the utility and

the information about the media-specific required

resources (e.g., bit rate required for transmission) of

each deliverable A/V variation, as well as the informa-

tion about the available resources on the client and

server sides (e.g., the available bandwidth, battery sta-

tus, or processing power), the ADTE is then able to

determine the optimum adaptation strategy for the

given content request [12]. This decision has to be

taken quickly in order to avoid annoying media

startup delays.

The optimum adaptation decision determined is

expressed by a set of parameters which are called low

level adaptation parameters. They define an A/V media

stream variation by its features (e.g., frame rate, spatial

resolution, sample rate). Based on these target features,

the adaptation engine (AE) performs the adaptation

step on the original content. Finally, the produced

variation, fitting the user’s preferences and the usage

environment and providing the best possible utility

under the given conditions, can be delivered for con-

sumption to the requesting client. Note that it is not

possible that the ADTE selects a variation that the AE

cannot produce because the ADTE has information

about the AE capabilities as well.
Utility Model
As already mentioned, the aim of the utility model is to

express the user satisfaction of (degraded) media con-

tents. The cross-modal utility model presented in [11]

is being used. It expresses the total utility U as a linear

combination of the utilities of the audio and the video

streams, where in a similar way the utility of an ele-

mentary stream can be described as the weighted sum

of PQ and SQ. The well-known PSNR metric is used

for video PQ estimation. For audio PQ estimation, the

common PEAQ metric is applied. The SQ part is

modeled as a weighted sum of the relative values of

the elementary stream features, where the weights de-

fine the relative importance of each stream feature for

the individual use case. The SQ definition of the audio

stream is given as follows:

SQA ¼ wSa

sr

srorig
þ wBa

abr

abrorig
þ wCa

achan

achanorig

wSa;wBa;wCa 2 ½0;1�
wSa þ wBa þ wCa ¼ 1

sr � srorig ; abr � abrorig ; achan � achanorig

where sr and srorig represent the sample rate of the

degraded audio variation and the original audio
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stream, respectively. In a similar manner, abr and

achan represent the encoding audio bit rate and the

number of provided audio channels, respectively. All

unique stream features defining the degraded stream

variation form the low level adaptation parameters

(Fig. 1). The importance weights of the stream fea-

tures, which are called high level parameters, are

denoted as wSa, wBa, and wCa, respectively.

The expression for SQ of the video stream is given

as follows:

SQV ¼wFv

fr

frorig
þwSv

height

heightorig

width

widthorig

þwQv 1� q� qmin

qmax � qmin

� �
wFv ;wSv ;wQv 2 ½0;1�

wFv þwSv þwQv ¼ 1

fr � frorig ;height � heightorig ;width� widthorig

q 2 ½qmin;qmax�

where fr, height, width, and q represent the frame rate,

the spatial resolution, and the quantization parameter

of the (degraded) video variation, respectively. qmin

and qmax represent the codec (or AE) specific

minimum and maximum quantization values. frorig,

heightorig, and widthorig are constants expressing the

corresponding feature values of the original video

stream. wFv, wSv, and wQv are again importance weight

parameters for the stream features.

All high level adaptation parameters have to be

adjusted with respect to the given use case. For exam-

ple, in case of an action video where motion has high

priority, a degraded video variation with a high frame

rate results in a higher utility than other variations

which require equal resources but provide, e.g., higher

spatial resolutions and lower frame rates. Well defined

high level parameters increase the semantic experience

of the consumer.

However, setting the model parameters based on

intuitive, hand-crafted rules may not be valid in gener-

al. The question is: Are such rules valid for a specific

user? Subjective MOS estimation results [10] as well as

related subjective perceptual quality tests [13] show

that users have different tastes. Thus, applying the

same parameters for each user would lead to different

multimedia experiences for the individuals. However,

the aim of the utility-based multimedia framework is

to offer a personalized version of the content that leads

to the optimum utility for the individual requesting

the content. As already mentioned, the framework
takes the individual user preferences into consider-

ation as well. Asking the users for their preferences,

i.e., to indicate the high level parameters for the model,

would be the obvious way to go. However, in general

the users are not experts in the multimedia domain

and do not know the optimum settings for the

requested content and the actual usage environment.

Furthermore, the user would get annoyed if he/she had

to answer too many questions in order to provide this

helpful information for the system.

For this reason, it would be beneficial for the user, if

he/she got a recommendation from users who con-

sumed the same type of content under similar usage

environment conditions. In order to achieve such

functionality, a recommender system was developed

for the framework. Its task is to configure the utility

model according to the individual user characteristics

as well as his/her usage environment. The underlying

assumption of this approach is that people who agreed

in the past tend to agree again in the future. Informa-

tion about the content (title, genre), the type of device

and its capabilities, available resources as well as

demographic information about the user, is taken as

input for the recommender system. Together with

user satisfaction feedback (which is collected from

the user after content consumption) of previous and

similar requests, the optimummodel parameter setting

is predicted. Experiments showed that the success

of the recommendation with respect to user satisfac-

tion is increasing with the number of user feedback

ratings, which indicates that the recommender system

successfully learns. For more information about this

automatic parameter setting approach, the reader

is referred to [14], where a detailed evaluation is

given as well.

Optimization Problem Model of
Adaptation Decision Taking
Based on the proposed utility model, which is individ-

ually configured for the user, the ADTE has to choose

the most appropriate adaptation parameters with re-

spect to the actual resource limitations, device capabil-

ities, user preferences, and AE capabilities, e.g., codec

types or quantization levels, in order to provide the

maximum media utility to the user. This process has

to be fast in order to keep the startup delay of the

requested session in a non-annoying range. In particu-

lar under dynamic resource limitations, e.g., network

bandwidth fluctuations, this decision has to be taken
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in real-time in order to provide continuous media

delivery to the client. In this section, the optimization

problem model derived from the above utility model is

presented.

A client is requesting a moviem from the streaming

media server. The original movie consists of a video

and an audio stream. Both the video and audio streams

can be adapted into uniquely defined variations, char-

acterized by a set of video features Fv and a set of audio

features Fa. They together form the feature set of a

movie, denoted by Fm, which can describe the varia-

tions of the movie: Fm = Fv [ Fa. The features can be,

e.g., spatial resolution, frame rate, type of codec, num-

ber of audio channels, and audio sampling rate. Let f1,

f2, . . . , fn denote the features (n = jFmj).
Let Vv and Va denote the sets of deliverable video

and audio variations of movie m on the server (w.r.t.

the AE capabilities), respectively. Let Vm denote the set

of deliverable variations of movie m, and M and N

denote the number of the different video and audio

variations, respectively: M = |Vv|, N = |Va|. The video

and audio streams can be combined arbitrarily into a

movie, that is, Vm = Vv·Va. m|f denotes the value of the

feature f of stream m. The particular movie, video and

audio variations are denoted by vm, vv and va, respec-

tively. The variations can be specified as vectors in the

feature space. Let Av and Aa denote the set of video and

audio variations, respectively, that the client accepts. It

is assumed that both the sets of the deliverable and

acceptable variants are discrete and finite. l(fk) is the

number of different available and acceptable values of

feature fk.

Furthermore, the utilities of each deliverable video

and audio variation are known or can be calculated.

Let UV(vv) and UA(va) denote the utilities for video

variation vv 2 Vv and audio variation va 2 Va, respec-

tively. The utility of the multimedia stream resulting

from the combination of the video and the audio

streams can be calculated as a weighted sum of the

utilities of the two modalities: U(vm) = (1�a) ·

UV(vv) + a · UA(va) where a 2 [0,1] denotes the

importance weight of the audio utility; a is a high

level parameter of the utility model.

Let r denote the number of different resources

(processor clock cycles required for encoding and

decoding, bit rate). Its value is typically 2 or 3. It is

assumed that the resource needs denoted by Ci(v) of

each content variation v are known as well (i = 1, . . . , r).

Trivially, Ci(vm) = Ci(vv) + Ci(va). Furthermore, the
resources such as processor usage and the total bit rate

of the processed streams are limited on the server or

the client. Let Li denote the maximum values of these

resources.

The aim is to select a video and an audio variation

that the AE is able to produce and such that each of the

target features of the multimedia stream satisfies the

client reques t (Eq. 2). The resource need s have to be

considered (Eq. 3) and the utilit y of the multimedia

stream resulting from their combination has to be

maximi zed (E q. 1).

Input:

Client request: Av � Fv, Aa � Fa
Variations on the server (AE specific):Vv�Fv, Va�Fa,

Limits on bandwidth and processor usage: Li,

i = 1, . . . , r

Output:

Movie variation vm = (vv, va)

Maximize

UðvmÞ ¼ ð1� aÞ � UVðvvÞ þ a � UAðvaÞ ð1Þ

Subject to

vv 2 Vv \ Av ; va 2 Va \ Aa ð2Þ
CiðvmÞ ¼ CiðvvÞ þ CiðvaÞ � Li; i ¼ 1; . . . ; r: ð3Þ

It can be assumed for most of the features that

the resource needs as well as the utility are monotoni-

cally increasing while the value of a feature is increas-

ing and the other feature values remain unchanged:

(v1|f � v2|f) ) U(v1) � U(v2), Ci(v1) � Ci(v2). This is

usually true for each video and audio parameter except

the video and audio codec type.
Algorithms to Solve the Optimization
Problem
As mentioned earlier, short execution time is crucial in

solving the adaptation decision taking (i.e., optimiza-

tion) problem. Mukherjee et al. [15] gives an overview

of the adaptation decision taking process. That paper

recommends the total enumeration when the possible

feature values are discrete, which is the case in the

problem model introduced above. However, the run

time can be decreased by exploiting the special char-

acteristics of the problem. In this section, a survey on

the algorithms that were implemented and tested is

given. For more details on these algorithms, the reader

is referred to [10] and [12].
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All Combinations
This simple approach checks all combinations of the

audio and video variations to find the optimum one.

Generating all combinations (i.e., total enumeration)

was implemented in order to validate the results of the

other algorithms. The time complexity of the algo-

rithm is T = O(M·N).
Merging Video and Audio Variations
This algorithm proceeds with video variations accord-

ing to the increasing order of bandwidth demand while

the audio variations are processed in decreasing order.

The time reduction of the algorithm is based on the

idea that it is enough to combine the current video

variation only with the audio variation of the highest

utility among those whose resource needs are less than

the available resources minus the video resource need.

For efficiency, the ordered list of candidate audio var-

iations is stored in a so called red-black tree, which is a

special balanced tree. The algorithm can be efficiently

implemented if the number of different resources is at

most two.

In general, this method can be used for finding the

maximum of a nonlinear global optimization problem

which is separable into two groups, that is, the profit

(utility) function and the constraints can be written as

weighted sums of functions depending on two separate

variable groups. The time complexity of the algorithm

is T = O (M·logM + N·logN). This can be reduced to

O ((M +N)·logN) if the video variations are ordered in

advance according to their bandwidth needs.
Border Scan
This algorithm exploits the monotonicity of the utility

and resource needs in the feature values. There are

several methods for optimization where the goal func-

tion as well as the constraints are monotonic [16].

From the monotonicity of the resource needs and

utilities it follows that a point representing the opti-

mum movie variation is located directly below the

surface (or border) of the resource constraints in the

joint feature space of all modalities. A method is ap-

plied where all the points are enumerated and com-

pared with each other that are located directly below

the border. The algorithm takes one initial point, then

it considers the different features one after the other

and extends the border in the subspace of the features

examined so far. The time complexity of this border
scan algorithm is T = O (M·N/min(l(f1),l(fn))) where f1
and fn denote the features that the algorithm examined

first and last, respectively.
Hill Climbing
Due to the monotonicity in the resource needs and

utility, a heuristic search method can be used as well,

namely steepest-ascent hill climbing [17]; this was

found as an efficient approach for the real-time appli-

cation at hand. The worst variation is used as a starting

point. In each iteration step, the value of that mono-

tonic feature is increased where the utility increase is

the highest and the improved variation still satisfies the

resource constraints. This algorithm does not necessar-

ily find the optimum because it may run into a local

minimum at the border defined by the constraints but

it is clearly the fastest algorithm in practical cases. The

time complexity of the algorithm is T = O(maxi(l(fi))).

The accuracy of the algorithm can be significantly

improved by starting the algorithm from different ini-

tial points and then selecting the best variation from

the results of different runs.
Performance Results
The above algorithms were implemented and evalu-

ated on real multimedia stream data [10,12]. Different

optimization tasks were generated by varying the high

level parameters and resource constraints. Further-

more, a method was examined in which only the spa-

tial resolution of the video was reduced until the result

did comply with the resource constraints, at which

point the utility was calculated. This latter method is

included in order to show how much improvement

can be achieved by the utility based adaptation relative

to a traditional method which neglects the utility

aspects. Each recommended algorithm was much bet-

ter than reducing the spatial resolution of the video

stream only, leaving other stream parameters un-

touched. Clearly, heuristic search (hill climbing) was

the fastest but it does not always find the exact opti-

mum. It was observed that this algorithm is more likely

to fail in finding the optimum if the resource limits are

low; its quality could be improved by repeating it from

different initial points. Generating all combinations

was not too inefficient because the number of audio

variations was small in these experiments. Merging was

the slowest but its run time can be highly reduced if

sorting is done in advance before client requests arrive.
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Conclusion
In this article, a generic audio-visual utility model for

multimedia content adaptation was presented that is

able to consider the user preferences and the usage

environment as well as different content genres. For

efficient parameter setting, a recommender-based ap-

proachwas introduced that configures the model to the

user’s individual utility notion based on intuitive rules,

users’ judgments, demographic features, and favorite

content types. Finding video and audio stream varia-

tions that maximize the media stream’s utility (or the

experience) for the user based on the proposed model

under given resource constraints, represents a complex

optimization problem in the multimedia area. Four

algorithms to find optimum video and audio variations

for multimedia content adaptation were presented,

implemented, and evaluated. The simple heuristic

hill-climbing optimization method was found to be

the most efficient. However, this algorithm may fail to

find the optimum, so it has to be used with care and

potentially has to be improved. The merging method is

recommended especially when the utility function is

non-monotonic and preparation (sorting) can be done

before client requests arrive. Border scan is efficient in

the monotonic case if the hill climbing approach fails.

Applying the presented approach to an adaptive

multimedia framework yields a better multimedia

experience for the client.
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3. F. López, J.M. Martı́nez, and V. Valdés, ‘‘Multimedia Content

Adaptation within the CAIN Framework via Constraints Satis-

faction and Optimization,’’ Proceedings of the Fourth Interna-

tional Workshop on Adaptive Multimedia Retrieval (AMR) –

Springer LNCS 3877, Geneva, Switzerland, July 2006.

4. F. Pereira and I. Burnett, ‘‘Universal Multimedia Experiences for

Tomorrow,’’ IEEE Signal Processing Magazine, Vol. 20, No. 2,

Mar. 2003, pp. 63–73.
5. H. Knoche, J.D. McCarthy, and M.A. Sasse, ‘‘Can Small Be

Beautiful? Assessing Image Resolution Requirements for

Mobile TV,’’ Proceedings of ACM Multimedia, pp. 829–838,

November 2005.

6. T.C. Thang, Y.J. Jung, and Y.M. Ro, ‘‘Modality Conversion

for QoS Management in Universal Multimedia Access,’’ IEE

Proceedings – Vision, Image, and Signal Processing, Vol. 152,

June 2005, pp. 374–384.

7. T.C. Thang, Y.J. Jung, and Y.M. Ro, ‘‘Semantic Quality for

Content-Aware Video Adaptation,’’ Proceedings of the IEEE

International Workshop on Multimedia Signal Processing

(MMSP’05), pp. 1–4, October 2005.

8. S. Winkler and C. Faller, ‘‘Audiovisual Quality Evaluation

of Low-Bitrate Video,’’ Proceedings of the SPIE/IS&T Human

Vision and Electronic Imaging, Vol. 5666, January 2005,

pp. 139–148.

9. D.S. Hands, ‘‘A Basic Multimedia Quality Model,’’ IEEE Transac-

tions on Multimedia, Vol. 6, No. 6, Dec. 2004, pp. 806–816.

10. M. Prangl, T. Szkaliczki, and H. Hellwagner, ‘‘A Framework for

Utility-based Multimedia Adaptation,’’ IEEE Transactions on

Circuits and Systems for Video Technology, Vol. 17, No. 6,

June 2007, pp. 719–728.

11. M. Prangl, H. Hellwagner, and T. Szkaliczki, ‘‘A Semantic-Based

Multi-Modal Utility Approach for Multimedia Adaptation,’’

Proceedings of the Seventh International Workshop on Image

Analysis for Multimedia Services (WIAMIS), pp. 67–70, April

2006.

12. M. Prangl, H. Hellwagner, and T. Szkaliczki, ‘‘Fast Adaptation

Decision Taking for Cross-modal Multimedia Content Adapta-

tion,’’ Proceedings of the IEEE International Conference on

Multimedia and Expo (ICME), pp. 137–140, July 2006.

13. ITU-R BT500–11, Methodology for the Subjective Assessment of

the Quality of Television pictures, 2002.

14. M. Prangl, R. Bachlechner, and H. Hellwagner, ‘‘A Hybrid Rec-

ommender Strategy for Personalised Utility-Based Cross-Modal

Multimedia Adaptation,’’ Proceedings of the IEEE International

Conference on Multimedia and Expo (ICME), pp. 1707–1710,

July 2007.

15. D. Mukherjee, E. Delfosse, J-G. Kim, and Y. Wang, ‘‘Optimal

Adaptation Decision-Taking for Terminal and Network Quality

of Service,’’ IEEE Transactions on Multimedia, Vol. 7, No. 3,

June 2005, pp. 454–462.

16. H. Tuy, ‘‘Monotonic Optimization: Problems and Solution

Approaches,’’ SIAM Journal on Optimization, Vol. 11, No. 2,

2000, pp. 464–494.

17. E. Rich and K. Knight, Artificial Intelligence, MacGraw-Hill,

1991.


	U
	Universal Multimedia Access
	Definition
	Content Adaptation
	Resource Adaptation
	Standardization
	References

	Usage Environment Adaptation
	Synonyms
	Definition
	References

	Usage Histories
	User Input
	User Interaction
	User Modeling in MPEG-7
	Definition
	Cross-References
	References

	User Preferences
	Utility Model-Based Adaptation of Multimedia Content
	Synonyms
	Definition
	Introduction
	Utility-Based Multimedia Framework
	Utility Model
	Optimization Problem Model of Adaptation Decision Taking
	Algorithms to Solve the Optimization Problem
	All Combinations
	Merging Video and Audio Variations
	Border Scan
	Hill Climbing
	Performance Results
	Conclusion
	References




<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 600
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents suitable for reliable viewing and printing of business documents.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


