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Preface

This handbook presents the state of the art in marketing decision models. The
book deals with new modeling areas such as customer relationship manage-
ment, customer value and online marketing, but also describes recent develop-
ments in other areas. In the category of marketing mix models, the latest models
for advertising, sales promotions, sales management, and competition are dealt
with. New developments are presented in consumer decision models, models for
return on marketing, marketing management support systems, and in special
techniques such as time series and neural nets. Not only are the most recent
models discussed, but the book also pays attention to the implementation of
marketing models in companies and to applications in specific industries.

The reader can find short content descriptions of the different chapters of the
book in the first chapter.

I am very pleased that we can offer this book. Marketing decision models are
important and relevant for everyone in the field of marketing, including those
with no specific expertise on this topic. Several subsets of readers can be
distinguished for this book (partly overlapping): builders of marketing models,
users of marketing models, academics in marketing departments of business
schools (and in related departments such as decision sciences and strategy),
PhD students, marketing researchers, and consultants.

The book is also designed to cover the substantive content in marketing
models courses at the PhD and masters level.

At the completion of this book, my greatest thanks go to the authors of the
different chapters. They are world renowned specialists in their areas, people
with very busy schedules, and they have taken the time and effort to write their
chapters. In this way they provide the opportunity to others to share their
expertise. This is a great service to the field.

Second, I want to thank the reviewers. Each chapter was reviewed by two
expert-colleagues, and the authors have benefited a lot from their comments
and recommendations. A list with the names of the reviewers can be found as an
Appendix to this preface.

Next, I want to thank the colleagues who have helped with advice and
support during the preparation of this book. There were many of them, but
I want to specially thank Gary Lilien (Pennsylvania State University) who has a
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lot of experience with writing books on marketing models himself, and Gerrit
van Bruggen, my colleague at Rotterdam School of Management, Erasmus
University. Both of them were excellent sounding board for ideas. I also want to
thank the secretaries of the marketing department at RSM, Annette Bartels and
Jolanda Lenstra for their invaluable support during the whole process.

Before setting out to write their chapters for this book, the authors got
together in the “Workshop on Advances in Marketing Decision Models”
which was held on May 27th, 2006, in Athens (Greece). I want to thank the
Marketing Science Institute (Dominique Hanssens, then Executive Director)
and the Greek Marketing Academy (George Avlonitis, President) for their
support in organizing this workshop.

Finally, I want to mention the excellent cooperation with Fred Hillier, the
Editor of the Springer International Series on Operational Research and Man-
agement Science, and with all the persons at Springer who put a lot of effort in
the preparation, production and marketing of this book: Gary Folven, Carolyn
Ford and many others.

The field of marketing decision models started almost fifty years ago and has
been booming ever since. I hope that this book will be a useful guide for the next
phase of its life cycle, and a source of inspiration for everyone who reads it.

Rotterdam, The Netherlands Berend Wierenga

Appendix: Reviewers of the chapters for the Handbook
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Chapter 1
The Past, the Present and the Future of Marketing
Decision Models

Introduction to the Handbook

Berend Wierenga

1.1 Introduction

The idea that marketing decisions can be supported with analytical, mathema-
tical models took off in the sixties of the last century. Before that time,
marketing decisions were mainly based on judgment and experience. This
does not mean that there was no marketing analysis. For example, in the United
Stated, by 1960 systematic marketing research was already more than 50 years
old. But the emphasis was much more on collecting facts than on analyzing these
facts in a way that is helpful for executive decision making (Alderson 1962).

In the first half of the 1960s, change was in the air. Within a short time
interval, three books on marketing models were published by prominent mar-
keting academics: Bass et al. (1961), Frank et al. (1962), and Buzzel (1964).
These books introduced the concept of marketing models, discussed their
advantages, and gave examples of how marketing models can be implemented
and used in marketing domains such as advertising, media planning, pricing,
sales force allocation, forecasting and inventory control. They marked the
beginning of an explicit analytical approach to marketing decision making.

Three factors explain why this happened precisely at that time. First, in the
early sixties computers (mainframes) were entering organizations. Although
these computers were initially used for supporting primary processes and admin-
istrative procedures, such as production, operations, payrolls, and accounting, it
was not long until marketers also recognized the potential of information tech-
nology for their work. An important effect of information technology was that
much more marketing data became available in companies. Data act as a catalyst
for analysis, and analysis requires appropriate tools. So, this increased data
availability created the demand for marketing models. Second, the field of
management was going through a transition towards a more science-based
field, with increased attention for the behavioral sciences, social sciences, statis-
tics and even experimentation. The famous recommendations of the Carnegie

B. Wierenga
RSM Erasmus University, Rotterdam, The Netherlands
e-mail: bwierenga@rsm.nl

B. Wierenga (ed.), Handbook of Marketing Decision Models, 3
DOI: 10.1007/978-0-387-78213-3_1, © Springer Science+Business Media, LLC 2008



4 B. Wierenga

Foundation' and the Ford Foundation? reports to bring more research rigor in
business schools had also a major impact on marketing. It stimulated a more
analytical approach to marketing, which favored the use of models. Third, the
sixties were the heydays of Operation Research (OR), also called Management
Science (MS). Operation Research started as a field that developed mathematical
tools to support military operations in the Second World War (especially for
logistics and transportation), and later became a modeling and optimization field
with applications in virtually all areas of society. OR/MS became particularly
important in the domain of business. A few years ago, the field of OR celebrated
its 50th anniversary (ORSA and TIMS, the predecessors of the current profes-
sional association INFORMS, were founded in 1952 and 1953, respectively). The
field of marketing models started about ten years later, and is now in its 5th
decade.

In the 50 years of its existence the field of marketing decision models has
developed into one of the main areas of marketing. The Chapters 2—17 of this
“Handbook of Marketing Decision Models” describe the most recent advances
in this field. In this first chapter we start with a brief sketch of the developments
in marketing decision models over the past decades and see how this has led to
the state of the art of today. Then we discuss the topics of the different chapters
of this book, and we conclude with a short reflection on the future of marketing
decision models.

1.2 Five Decades of Marketing Decision Models

We will give a sketch of the developments in marketing decision models by
formulating per decade the most prominent approaches, together with exam-
ples of these approaches. The overview is summarized in Table 1.1. By necessity,
such a characterization has a subjective element, but we trust that the overall
picture is reasonably valid. Below we briefly discuss the five decades.

1.2.1 The Sixties: The Beginning

The first mathematical approaches to marketing problems can be found in the
micro-economics literature. Of the key references given in Table 1.1, perhaps
the Dorfman and Steiner paper (1954), with their theorem for marketing mix
optimization, is the most famous one. Later in the sixties, the application of OR
techniques to marketing problems became in vogue. Optimization methods (for
example linear programming and goal programming), Markov models, simula-
tion techniques, and game theory were applied to marketing problems

! Pierson (1959)
2 Gordon and Howell (1959)
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Table 1.1 Marketing decision models in 5 decades

Period Prominent approaches Representative examples/references
1960-1969 The ® Micro-economic approaches @ Dorfman and Steiner (1954);
Beginning to marketing problems Nerlove and Arrow (1962); Vidale

1970-1979 The
Golden Decade

1980-1989
Towards
Generalizations
and Marketing
Knowledge

1990-1999 The
Marketing
Information
Revolution

2000- The
Customer-
centric
Approach

e Marketing problems
formulated as known
operation research (OR)
problems

® Stochastic Models

e Models for marketing
instruments

e Market response models

e Labeled marketing decision
models

e Marketing decision support
systems

® Meta-analyses of the effects
of marketing instruments

e Knowledge-based models
and expert systems

e Conjoint analysis models
® Scanner-data-based
consumer choice modeling

® Neural nets and data mining

e Stylized theoretical modeling

e Customer Relationship
Management (CRM) models

e Customer Life-Time Value
(CLV) models

e Electronic Commerce
Models

and Wolfe (1957)

Engel and Warshaw (1964);
Montgomery and Urban (1969;
1970)

® Massy et al. (1970);
o Kotler (1971);

Clarke (1976); Little (1979a);
CALLPLAN (Lodish 1971);
ASSESSOR (Silk and Urban
1978) ADMOD (Aaker, 1975);
Little (1979b)

Asmus et al. (1984); Tellis (1988)

PROMOTER (Abraham and
Lodish 1987); ADCAD (Burke
et al. 1990); McCann and
Gallagher (1990)

Green et al. (1981)

Neslin (1990); Chintagunta et al.
(1991); Abraham and Lodish
(1993);

Hruschka (1993); West et al.
(1997)

Moorthy (1993); Choi (1991); Kim
and Staelin (1999)

Reinartz and Kumar (2000);
Reinartz et al. (2005); Hardie et al.
(2005)

Gupta et al. (2004)

Chatterjee et al. (2003): Ansari and
Mela (2003); Bucklin and Sismeiro
(2003); Moe and Fader (2004)

(Montgomery and Urban 1969, 1970). Interestingly, in these early days, the OR
approach to marketing problems was often combined with concepts from the
(Bayesian) theory of decision making under uncertainty (Pratt et al. 1965). In
subsequent decades we have not seen much of Bayesian concepts in marketing
(decision) models, but very recently, stimulated by the immensely increased
capacity of computers, Bayes has returned to marketing in the form of the
Bayesian estimation techniques which have become very popular (Rossi et al.

2005).
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1.2.2 The Seventies: The Golden Decade of Marketing Models

If there has ever been a “Golden Decade” for marketing decision models, these
were the seventies of the previous century. In this decade, the field of marketing
models grew exponentially and, what is perhaps more important, developed an
identity of its own. The modeling of marketing phenomena and marketing
problems became interesting in itself, irrespective of whether or not they
could be solved with a known OR technique. In the sixties it was often a matter
of a technique seeking for a task, whereas now the marketing problems as such
became the point of departure. Researchers started to realize that OR algo-
rithms can be too much of a straightjacket for real world marketing problems.
Sometimes marketing problems had to be “mutilated” in order to fit them to an
existing OR technique (Montgomery and Weinberg 1973). The most conspic-
uous example is the application of linear programming to media planning
(Engel and Warshaw 1964). Media-planning problems are not really linear,
but were forced to be so, in order to solve them with linear programming. The
development of marketing models as an independent field from OR has con-
tinued since then. Although this very Handbook of Marketing Decision Models
is published in the “Series in Operations Research and Management Science”,
one glance through its content makes immediately clear that the overlap with
OR/MS is limited.

As Table 1.1 shows, the seventies saw a rich variety of modeling approaches
to marketing. In the first half of the decade, stochastic models, especially
consumer brand choice models, attracted a lot of attention from researchers.
In later decades, stochastic models had a modest place in the marketing models
domain, but they became more prominent again in the recent work on the
modeling of individual customer behavior in the CRM context (see Chapters 9
and 10 of this Handbook).

Most attention in the seventies was devoted to models for marketing mix
instruments (for example models for advertising, price, and personal selling).
The issue was how to model the relationship between a particular marketing
instrument and sales, i.e., to specify so-called marketing response models, with
much attention for the mathematical form of this relationship (e.g., linear,
concave, or S-shaped (Kotler 1971). The next issue was how to estimate these
response functions from empirical data. This is where econometrics came in
(Naert and Leeflang 1978).

In the seventies we also saw the take-off of “labeled models”. A labeled
model typically works in three steps: (i) a specific mathematical structure
(model) for a particular marketing phenomenon is proposed; (ii) this model is
coded in a computer program, and (iii) this program is used for marketing
decision making, e.g., for predicting the outcomes of alternative marketing
actions or for optimizing marketing efforts. It became fashionable to give a
specific label or name to such a model, often an acronym that expressed its
purpose. Well-known examples are: CALLPLAN (Lodish 1971) for the
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planning of sales call decisions, ADMOD (Aaker 1975) for media planning in
advertising, and ASSESSOR (Silk and Urban 1978) for new product decisions.
There are many more of these labeled models, some of them published before or
after the seventies. Many of these labels have become “icons” in the marketing
models field.

Another significant development in the seventies was the emergence of the
concept of “Marketing Decision Support Systems” (MDSS) (Little 1979b). The
purpose of MDSS is to bridge the distance between the (often) abstract market-
ing models and the reality of marketing decision making in practice. Practical
marketing problems often are not very well structured, and MDSS are particu-
larly suitable for dealing with less- or semi-structured problems (for example
decisions about new products). The first papers on marketing decision support
systems in the seventies were followed by a lot of subsequent work on the issue
of how marketing models can really have an impact on marketing decision
making in practice (see Chapters 16 and 17 of this Handbook).

1.2.3 The Eighties: Marketing Generalizations and Marketing
Knowledge

By the eighties the work on marketing response models had produced a
sufficiently large number of empirical studies in order to make generalizations.
This gave rise to meta-analyses for several marketing instruments. Often-cited
studies are the meta-analyses for advertising (Asmus et al. 1984) and for price
(Tellis 1988). This work had a follow-up in the nineties with the Special Issue of
Marketing Science on Empirical Generalizations in Marketing (Bass and Wind
1995).

Generalizations have the purpose of summarizing what we know about a
particular subject or area. In the second half of the eighties, marketing knowl-
edge as such became a popular topic. Using techniques from the fields of
artificial intelligence (AI) and computer science, it became possible to “store”
marketing knowledge in computers and make it available for decision making.
This gave rise to the development of knowledge-based systems and expert
systems. In marketing most of these systems were developed for advertising
and sales promotions.

As a separate development, in this decade, conjoint analysis models became
quite prominent. Interestingly conjoint analysis models the decision making of
individuals (customers for example), but its results can be used as input for
marketing decision makers, for example for the design of new products.
Conjoint analysis has its roots in psychology. The first work on conjoint
analysis in marketing appeared in the seventies (Green and Srinivasan 1978)
and it has remained a very important area until today (see Chapter 2 of this
Handbook).
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1.2.4 The Nineties: The Marketing Information Revolution

The nineties is the decade in which (point-of-purchase) scanner data became
available on a large scale. This “marketing information revolution” (Blattberg
et al. 1994) was a major stimulating factor behind a surge in consumer choice
modeling, especially in the area of sales promotions. Multinomial logit models
(Guadagni and Little 1983) were used as the most prominent tool to carry out
these analyses. The topics that were studied included the construction of base-
line sales levels, the effects of different sales promotion instruments on sales, the
effects of heterogeneity in the consumer population and the decomposition of
the sales promotion “bump” into components, such as brand switching, pur-
chase time acceleration, and stockpiling (Gupta 1988).

The quickly growing amounts of data also made it possible to employ new
techniques from artificial intelligence and computer science: inductive techni-
ques (e.g., artificial neural nets) that can find regularities in large data bases,
and in this way “extract” knowledge from data. These methods, often referred
to as “data mining”, started to emerge in marketing in the nineties, and with the
ever growing power of computers and the ever larger size of databases, they can
be expected to become even more important in the future (see also Chapter 12 of
this Handbook).

Quite different is another approach that became popular in the nineties:
theoretical modeling, also called “stylized” theoretical modeling. In theoretical
modeling, a marketing phenomenon or marketing problem is described by a
number of mathematical equations. These equations are based on assumptions
about the underlying process, for example the behavior of actors in the market
place. This deductive approach (starting with assumptions and deriving man-
agerially relevant implications) follows the tradition from micro-economics.
“What-if” questions are answered by carrying out mathematical manipulations
(“logical experiments”). This approach can, in principle, be applied to every
marketing problem. No data is needed. Applications have been published in
areas such as sales force compensation, pricing, and channel decisions (see
references in Table 1.1).

1.2.5 The First Decade of the New Millennium: Individual
Customer Models

The most important development of the recent years is that the individual
customer has become the unit of analysis. Enabled by the increased capacity
of information technology, companies have set up (often huge) databases with
records of individual customers. Mostly, these databases are part of Customer
Relationship Management (CRM) systems. This customer-centric approach
has given rise to new species of marketing models (CRM models), for example
models for the acquisition and retention of customers, models for predicting
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churn (customers who leave the company), and models that help to select
customers for specific marketing campaigns. A major concept in such a custo-
mer-centric approach is the value of an individual customer. This has led to the
development of Customer Life-time Value (CLV) models.

The emphasis on individual customers has been amplified by the advent of
e-commerce or online marketing. Online marketing has dramatically changed
the way suppliers interact with their customers. Here also a new category of
models is emerging: electronic commerce models, for example models for the
attraction of visitors to a site, models for banner ad response, and models for
paid search advertising. The movement towards the individual customer and
online marketing has again generated enormous amounts of new data: CRM
data, clickstream data, and electronic commerce data. We can easily speak here
of a “second marketing information revolution”. This data requires new kinds
of models. The Chapters 8, 9 and 10 of this Handbook deal with the new breed
of customer-centric marketing models.

This concludes our discussion of the history of marketing decision models.
We add three comments: on additional literature, on the application of market-
ing models in practice, and on model implementation.

In this overview, we have only been able to highlight the most important
developments in marketing decision models. Readers interested in a more
complete picture of the developments in marketing (decision) models over the
previous decades can be referred to a sequence of books that appeared during
this period: Kotler (1971), Lilien and Kotler (1983), Lilien et al. (1992), and
Eliashberg and Lilien (1993).

The current Handbook of Marketing Decision Models, which offers the
state of the art in marketing decision models in 2008, appears about fifteen
years after its most recent predecessor.

In our overview we have concentrated on the substantive issues that market-
ing (decision) models have dealt with. We did not pay much attention to the
methodologies that were used, such as data collection, measurement, and data
analysis. For more information about the technical and methodological aspects
of marketing models (e.g., model specification, estimation, forecasting, optimi-
zation), we refer the reader to books such as Naert and Leeflang (1978),
Hanssens et al. (2001) and Leeflang et al. (2000).

Although there was a lot of initial optimism, it turned out that the avail-
ability of marketing models does not automatically imply that these models
are actually used for marketing decision making in practice. The acceptance
and use of marketing decision models has been a continuing problem. This
has created a stream of research on the bottlenecks for the implementation
and use of marketing models in practice and how to overcome them, starting
with Little (1970). The reader is referred to Wierenga and Van Bruggen (2000)
and Lilien and Rangaswamy (2004) for accounts of the issues involved. The
Chapters 16 and 17 of this Handbook present the most recent insights on this
topic.
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1.3 The Chapters in this Handbook

At several places in the previous discussion we have linked earlier work in
marketing decision models to the content of the chapters in this Handbook.
We will now give a more systematic account of the content of the book. In doing
so, we follow the sections of the Handbook.

1.3.1 Consumer Decision Making Models

Although traditionally marketing models have been more focused on manage-
rial decision making than on consumer decision making, consumer decisions
are the most important inputs to any marketing decision. Therefore, the Hand-
book starts with models for consumer decision making.

e Chapter 2, “Developments in Conjoint Analysis” (Rao) deals with a modeling
technology that that is tremendously rich, both from a methodological point
of view and from the perspective of practical applications. Conjoint analysis
is particularly fruitful for the design of new products that fit with the
preferences of customers. By mid-1994, over 1760 commercial applications
were already reported (Wittink et al. 1994), and this number probably has
risen exponentially since then. As can be seen from Table 1.1, conjoint
analysis was already fully blooming in the eighties, but its methodology
has been developing ever since. This Handbook chapter deals with the most
recent advances in research design, new estimation methods (e.g., Hierarch-
ical Bayes), and the handling of large numbers of attributes.

e The topic of Chapter 3, “Interactive Consumer Decision Aids” (Murray and
Haéubl), is of much more recent origin, and did not receive attention in earlier
books on marketing models. Modern consumers are confronted with a vast
array of choice possibilities and computer technology has made it possible to
help them with interactive decision aids. Interactive Consumer Decision
Aids (ICDA’s) combine insights from consumer behavior research with
knowledge about choice models (e.g., conjoint analysis models), and inter-
net technology. ICDA’s can be considered as decision support systems for
consumers and can also act as “agents” on behalf of the consumers.

1.3.2 Marketing Mix Models

As we have seen, the work on marketing instruments started in the seventies,
and this remained a core area of marketing models ever since. In the chapters of
this section, new development are presented in the areas of advertising, sales
promotions, sales management and competition.

Chapter 4 “Advertising Models” (Danahar) takes its departure in the adver-
tising response models from the mid-seventies, and then moves on to topics such
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as media exposure on the Internet, Internet advertising models, and models for
media channel selection. The Internet is becoming very important as an adver-
tising channel, and there is a great need for models that can help advertisers to
support their media decisions in the interactive era that we experience today.

e Chapter 5 “Sales Promotion Models” (van Heerde and Neslin) presents the
newest insights on how to model and measure sales promotion effects. The
scanner information revolution was needed before it became possible to
precisely analyze the effects of a sales promotion. This chapter shows how
to make a sophisticated decomposition of the “sales bump” during a sales
promotion (with elements such acceleration, deceleration, cannibalization,
and store switching). Also models are presented for forward buying and
pass-through, which can help decision makers to optimize their sales pro-
motion decisions, both at the level of the manufacturer and the retailer.

e Chapter 6, “Models for Sales ManagementDecisions?” (Albers and Man-
trala) deals with a classical domain of marketing decision models. Since the
publication of “CALLPLAN” in the early seventies (Lodish 1971), there has
been a constant stream of work in this area with ongoing improvements,
both in the estimation methods of sales response functions and in the
optimization methods for sales planning. Sales management models repre-
sent the area of marketing decision models with probably the highest
implementation rate (especially in the pharmaceutical industry). Chapter 6
deals with the progress in this field since 1996, discusses new approaches for
the estimation of sales response functions, and discusses advances in deci-
sion models for sales resource allocation, sales territory design, and sales
force structure.

e Chapter 7 “Modeling Competitor Responsiveness” (Leeflang) is also about
market response models, but not the response of the sales to the (own)
marketing instruments, but about competitive response. This can be the
competitors’ response to the marketing actions of the focal firm, but also
the response of the own sales to marketing mix decisions of competitors.
This chapter shows how to model the complex set of interdependent
phenomena that we have here and also presents emerging insights from
empirical research on short-term and long-term reaction functions.

1.3.3 Customer-Centric Marketing Models

The chapters in this section deal with completely new types of models. These
models were developed as a consequence of the focus on individual customers
which is increasingly common in today’s marketing. We have discussed this
earlier as the defining characteristic of marketing models in the current decade.

e Chapter 8 “Models of Customer Value” (Gupta and Lehmann) deals with the
value of a customer for a company. In customer-centric marketing,
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individual customers are the targets of marketing strategies. Companies
want to know how much they should spend on particular customers. In
this context, the concept of customer lifetime value (CLV) has become very
important. Chapter 8 discusses methods for determining the value of a
customer (based on current and expected purchase behavior) and also
deals with the factors that drive CLV.

e In Chapter 9 “Decision Models for Customer Relationship Management
(CRM)”, Reinartz and Venkatesan start with the concept of CLV and
then focus on CRM processes such as acquisition, retention, and win-
back. They present a comprehensive set of models for (1) customer selection
(which customers to acquire, to retain, or to focus on growing) and (2) the
management of selected customers (allocation of resources to acquisition,
retention and growth). Their chapter also gives an excellent account of the
recent literature in this booming area.

e The final chapter in this section is Chapter 10: “Marketing Models for
Electronic Commerce” (Bucklin). Online marketing is growing dramatically
as a vehicle for facilitating commerce. This type of marketing has created the
need for a new breed of marketing models. This chapter probably is the first
review of this kind and deals with models for attracting website traffic,
predicting online purchases, response to banner ads, paid search advertising,
and electronic word of mouth.

1.3.4 Special Model Approaches

In this section the Handbook deals with modeling approaches that have not
been specifically developed for marketing, but that have great potential for this
field.

e Chapter 11 “Time-Series Models in Marketing” (Dekimpe, Franses, Hanssens,
and Naik) deals with methods for the analysis of observations that are ordered
over time. This type of observations (“time-series data”) occurs very often in
marketing, but only recently time-series methods are getting serious attention
in the field. The focus of this chapter is on two important domains in time-
series: (1) persistence modeling for making long-run inferences; and (2) state-
space models, which can be used to integrate econometric analysis with
normative decision problems (e.g., to determine the optimal media budget).

e The methods discussed in Chapter 12 “Neural Nets and Genetic Algorithms in
Marketing” (Hruschka) were developed in the context of large databases.
Large databases offer the possibility to search, in an inductive way, for
patterns that give information about relationships in the data. In marketing,
the size of the databases is growing exponentially, which makes it possible to
benefit from (data-mining) techniques such as neural nets and genetic algo-
rithms. In this chapter, special attention is given to the use of neural nets for
estimating market response functions.
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1.3.5 Industry-Specific Models

Although marketing models in principle are suitable for any industry, it is
instructive to look with some depth at the contribution of marketing models
to decision making in specific sectors. Whereas most work on marketing models
has been carried out in the area of fast moving consumer goods (or “consumer
packaged goods”), we have chosen two different industries for this purpose.

e Chapter 13 “Decision Models for the Movie Industry” (Eliashberg, Weinberg,
and Hui) deals with the motion picture industry. This is a very interesting
industry because of its tradition of intuitive, rather than analytical decision
making. This chapter shows that there are plenty of opportunities here for
supporting decision making with marketing models. Examples are: forecast-
ing models of theatrical performance, models for theatrical release timing,
models for local cinema competition, movie scheduling algorithms, and
models for home video release timing.

o Chapter 14 “Strategic Marketing Decision Models for the Pharmaceutical
Industry” (Shankar) discusses the use of marketing models in a completely
different sector. In pharmaceuticals, a lot of emphasis is put on models for
R&D and New Product Development (NPD). Also models are discussed for
entry, growth and defensive strategies.

1.3.6 Return on Marketing Models

There is an increasing interest in the contribution of marketing to the overall
performance of the company. This is related to the issue of marketing
accountability.

o In Chapter 15 “Models for the Financial-Performance Effects of Marketing”,
Hanssens and Dekimpe focus on the issue of how marketing efforts ultimately
relate to the creation of cash flows for the company. The sales-response
model, which has been the backbone of marketing models since the seventies,
is also the core element of their model of how marketing efforts ultimately
drive company results. Flow and stock metrics are very important in this
context. Through the important stock metric of customer equity, an interest-
ing link is made with the work on CLV in other chapters of the Handbook.

1.3.7 Implementation, Use, and Success of Marketing Models

Since the origination of marketing decision models, the implementation and use
of these models in companies for actual decision making has been a major and
continuing concern. This is the topic of the last two chapters.

e Chapter 16 “Marketing Engineering: Models that Connect with Practice”
(Lilien and Rangaswamy) discusses the impact that marketing models
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have on practice. There is a measurable impact, but at the same time there is
a gap between realized and actual potential for applications. The “marketing
engineering” approach is a systematic approach towards technology-
enabled, model-supported decision making. The chapter also provides a
look ahead for marketing engineering in the light of developments in IT
infrastructures and communication networks.

e The last chapter “Advances in Marketing Management Support Systems’
(Wierenga, Van Bruggen and Althuizen) describes the improvements in the
quality of marketing management support systems (MMSS) that have taken
place over time. It also deals with the systematic insights that have been gathered
with respect to the factors that drive the adoption and use of MMSS in companies.
These insights can be used to make MMSS a greater success. Furthermore,
this chapter pays attention to a new breed of marketing management support
systems. Whereas most MMSS so far have been dealing with relatively
structured decisions, Chapter 17 discusses approaches for decision making
in weakly-structured areas, such as the design of a sales promotion campaigns.

2

1.4 The Past, the Present, and the Future of Marketing
Decision Models

We can compare the field of marketing decision models with a river, which
started as a tiny creek in the sixties of the last centuries, fed by the drops that
trickled down from upstream areas such as economics and operations research.
During the seventies this creek formed a bedding of its own. From then on it has
continuously broadened itself by incorporating a variety of new confluents over
time (enumerated in Table 1.1). By now it is an impressive current.

Figure 1.1 shows the field of marketing decision models in its upstream and
downstream context. Marketing decision models (the centerpiece of the picture)
is positioned within its direct environment, the field of marketing. Upstream,
we see the important supplier disciplines to marketing decision models: eco-
nomics, psychology, econometrics, operations research, information technol-
ogy and artificial intelligence. Downstream from marketing decision models,
we see where results of the work in marketing decision models go: to the
marketing science literature and to the practice of marketing management.

The field of marketing decision models emerged when researchers started to use
models as a means for understanding marketing processes and marketing phenom-
ena and to solve marketing problems. In this process, marketing decision models
(or briefly: marketing models), became a field in itself. Somewhat later the term
“marketing science” became in vogue, as a close synonym to marketing models.

These developments took place at the time that marketing was becoming a
core field of management, with the marketing mix as its focal paradigm. There-
fore, it is no coincidence that the field of marketing models started (in the
seventies) with a lot of attention for marketing mix models and marketing
response functions. Although in later decades the scope of marketing has
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widened to many more marketing instruments than the 4 P’s, and also to other
industries than the fast-moving-consumer-goods (where it originated), the
marketing modeling approach has basically remained the same. We still try to
model marketing processes and the working of marketing instruments. Once we
have specified the model, we estimate the effects of the different variables from
observed data. And when we have measured those effects, we use the results to
optimize marketing policy. Over the years, this work has accumulated a sub-
stantial amount of knowledge about marketing phenomena and how to model
them. Except for theoretical modeling, there always has been a strong emphasis
on empirical research in marketing science. The recent work reported in this
volume is fully in this tradition.

1.4.1 The Future of Marketing Decision Models

What does the future hold for marketing decision models? Many of the develop-
ments in marketing decision models over time were driven by changes in the
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upstream. For example, the availability of more sophisticated econometric meth-
ods has significantly improved our ability to measure the effects of marketing
instruments. (Think of the evolution from least-squares estimation to maximum-
likelihood estimation to Bayesian estimation). Advances in information technology
have led to quantum leaps in the amounts of available data and have also changed
the nature of this data (from accounting data, to scanner data, to click-stream and
e-commerce data). Progress in artificial intelligence has made it possible to capture
marketing knowledge and make it available through computers.

Advances in the upstream (new methods, advances in information technol-
ogy, new insights from economics and psychology) will keep the field of market-
ing decision models moving forward. But also developments in the field of
marketing itself will be drivers of progress in marketing decision models.
Often, it will be a combination of the two. A good example is the recent surge
of CRM and online marketing, which is a development in marketing, but
strongly stimulated by the growing capabilities of information technology.
For the near future, we expect a significant further development in this area,
i.e. in the work on models of individual customers. There is a clear managerial
demand for this work. Marketers need tools to determine which customers in
their databases they need to acquire, retain, or dispose of. Also they need to
know how to obtain the best match between the customer’s profile (e.g.,
purchase history) and the offer that the company is going to make. On the
supply side, the field of marketing models has the proper econometric and
optimization tools available for dealing with these issues. So, this is a winning
combination. At one point, Kotler (1971, pp. 16-19) formulated marketing
management as a “marketing programming problem”. That is, once we have
(i) a model describing the effects of marketing variables, (ii) a set of goal
variables and (iii) a set of constraints, a computer can find the optimal solution.
Almost 40 years later, this stage has been reached now in the CRM context
where marketing mix decisions for individual customers are optimized and
automated. Interestingly this marketing automation did not take place in the
industry where it was first expected, i.e. the fast-moving consumer goods
(Bucklin et al. 1998), but in very different industries. Examples of industries
where CRM is very strong are: financial services, telecommunications, utilities,
leisure and travel. We expect that this development of optimizing the marketing
efforts for individual customers will continue, also favored by the quick increase
of online marketing.

For the somewhat distant future one can speculate about the drivers of
change in marketing decision models. Will this, for example, be triple play,
viral marketing, RFID, or fMRI, to mention a few? Triple play (the integration
of telephone, TV and PC/Internet in households) will generate enormous
quantities of new marketing data, especially on media use and the exposure to
(interactive) advertising. With viral marketing, organizations use networks of
customers and Internet-based communication platforms to spread their mes-
sages (Van der Lans et al., 2008). This eWOM (electronic word-of-mouth)
which is becoming very popular, requires new marketing models. The Radio



1 The Past, the Present and the Future of Marketing Decision Models 17

Frequency Identification (RFID) technique ( which makes objects recognizable
at a distance by means of placing minuscule tags on them) also has the potential
of generating lots of new data. For marketing this becomes particularly inter-
esting when such tags are put on consumer products in stores (e.g. supermar-
kets). Functional magnetic resonance imaging (fMRI) is a technique from
neuroscience which makes it possible to monitor brain activities during decision
making processes. There is great potential for the application of this technique
in marketing (Shiv et al. 2005). This will create a demand for yet another type of
new marketing models.

The four developments just mentioned are already visible. Other causes of
change may still be under the surface. We can be sure that the field of marketing
decision models will progress further, but there are many different directions
possible. It is clear, however, that there will be plenty of interesting challenges
for model builder in marketing for the years to come.

Finally, let’s look at the downstream part of Fig. 1.1. Typically, the results
from the work in marketing decision models first go to the marketing science
literature. This flow seems to be in excellent shape. The volume of publications
about marketing models is growing exponentially. We not only refer here to the
journal with the name “Marketing Science” but also to marketing model
publications in journals such as Journal of Marketing Research, Journal of
Marketing, International Journal of Research in Marketing, Management
Science, Operations Research, and several others. Some of these journals have
recently enlarged their volumes (more issues per year) and a few years ago the
set of journals in the field of marketing decision models has been expanded with
a new journal: Quantitative Marketing and Economics. There can be no doubt
that the (academic) literature on marketing models is booming and will do so
for the years to come.

However, when we get to the second downstream flow in Fig. 1.1, from
marketing science to marketing practice, the picture is much less cheerful. Sure,
a lot of marketing models are being implemented, but this could be much more.
This adoption and use of marketing models is continuing concern, as we have
seen earlier. An augmented view of the field is needed and besides model building,
implementation issues should get a lot of attention. We agree with Lilien and
Rangaswamy (2000)’s statement: “Marketing modeling should not be restricted
to faithfully capturing marketing phenomena. That will not bring a vibrant future
for our field.”( p. 234). Clearly, much more work is needed here. A future where
marketing managers are eager to snatch the most recent marketing models from
the researchers because they are convinced that these models help them to per-
form better, is so much more attractive than one where the models remain in the
ivory towers of academia, however sophisticated they may be.

Today’s marketers work in an environment where the computer is comple-
tely integrated in their work. They use all kind of databases and spreadsheet
programs to monitor the market and to plan marketing actions. Whereas in the
past many marketing models where “stand-alone” models (remember the
labeled models discussed earlier), future marketing models will often be
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“embedded” models, integrated with larger systems of models in a company
(Lilien and Rangaswamy 2000).* The integration of models in the manager’s IT
infrastructure makes it much easier to get marketers to use them on a day-to-
day basis, which is a favorable condition for the adoption and use of marketing
models in practice. We hope that model builders will take advantage of this
opportunity and that in the next decade marketing models will become and
integrated element in the decision processes of many marketing managers.

This concludes the introductory chapter of this book. We hope that it has
whetted the appetite of the reader for the exciting sagas about marketing
decision models in the next sixteen chapters.
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Chapter 2
Developments in Conjoint Analysis

Vithala R. Rao

2.1 Introduction

Since the introduction some thirty five years ago of conjoint methods in
marketing research (Green and Rao 1971), research on the methodology and
applications of conjoint analysis has thrived extremely well. Researchers con-
tinue to explore both theoretical issues and problems encountered in practice.
Academic research on conjoint methods is quite alive and well. It is not an
exaggeration to say that “conjoint analysis is a journey and not a destination”.
A recent paper on this topic (Hauser and Rao 2003) reviewed the origins of the
methodology, and research approaches used in data collection and estimation.
Another paper (Green et al. 2003) reviews issues of how estimates of partworths
from conjoint methods can be used to identify market segments, identify high-
potential product designs, plan product lines, and estimate sales potential.

My primary focus of this chapter is to review selected recent developments'
in conjoint analysis research. I will organize this chapter into seven sections. In
the second (and next) section, I will quickly describe various topics to set the
stage; these include the origins of conjoint analysis, various approaches
employed in the literature, an overview of designing and implementing a con-
joint study, and selected applications that made significant impact. In the third
section, I will review developments in research design for the construction of
profiles (for ratings-based conjoint methods) and choice sets (for choice-based
conjoint methods). In addition, I will describe in this section research on partial
profiles, incentive-aligned data collection methods, and self-explicated meth-
ods. T will devote the fourth section to developments in analysis/estimation
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methods, namely, polyhedral estimation methods, hierarchical Bayesian esti-
mation methods, and their generalizations, including some results on their
validation. In the fifth section, I will describe some emerging approaches for
handling a large number of attributes in conjoint research. I will devote the sixth
section to three recent developments to illustrate the current progress in con-
joint methods: a method to estimate the market value of an improvement in an
attribute of a product, measuring reservation prices for products and bundles,
and a choice model bundle of items from heterogeneous product categories that
considers the interactions between attributes the of bundle. Finally, in the
seventh section, I will summarize my perspective on various developments in
conjoint research and identify a few research possibilities.

2.2 A Brief Overview of Conjoint Analysis

It is fair to say that the methods of conjoint analysis®> became prominent to
tackle the problem of reverse mapping in multidimensional scaling applications
(i.e., determining values of objective/physical characteristics of a product to
yield a predetermined position in the space of perceptual dimensions). The main
issue is how to design a new product’s attributes (mainly physical character-
istics) relevant to a specific location in a positioning map. This problem is quite
complicated due the potential for multiple solutions (see DeSarbo and Rao
1986). However, the researcher can determine a function that relates physical
characteristics to preference (or perceptions) for a new product with relative
ease. With the knowledge of the preference function, a researcher can deter-
mine, the attributes of a product to reach a given preference level using simula-
tion or optimization methods. Given this relative ease, the methodology of
conjoint analysis has become quite popular in marketing research. In this
methodology, a utility function for a choice alternative is directly specified in
terms of attributes and estimated with appropriate methods; accordingly, no
reverse mapping is necessary.

2.2.1 Basics of Conjoint Analysis

Conjoint methods are intended to “uncover” the underlying preference function
of a product in terms of its attributes.* A general product profile defined on

2 The differences between conjoint measurement (with its psychometric origins and axioms)
and conjoint analysis (a more pragmatic methodology) are important from a theoretical
perspective. But, I will not delve into them here. See Rao (1976) for a discussion of conjoint
measurement.

3 This point was discussed at the Conference to honor Paul E. Green held at the University
of Pennsylvania in May 2002.

4 For an introduction to the subject matter of conjoint analysis, see Orme (2006).
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r attributes can be written as (Xj, Xj2,. . .,Xj;) where xj; is the level for the j-th
profile on the t-th attribute a product profile. While there exist several ways for
specifying the preference functions in conjoint analysis, researchers usually start
with an additive conjoint model. With an additive conjoint model, the prefer-
ence score” for the j-th product profile, yj for one respondent is modeled as
y; = Ui (x1)+ Uz(x2) + ...+ Ur(xj) where U, (-) is the component utility
function specific to the t-th attribute (also called part-utility function or part-
worth function). No constant term is specified, but it could be included in any
one of the U-functions or assumed to be zero (without any loss of generality.)
The specification of the U-function for any attribute will depend upon its type
(categorical and quantitative). In practice, a conjoint study may contain both
types of attributes.

Brand names or verbal descriptions such as high, medium or low are exam-
ples of a categorical attribute; here the levels of the attribute are described by
words. A quantitative attribute is one measured by either an interval scale or
ratio scale; numbers describe the “levels” of such an attribute; examples are the
weight of a laptop and speed of the processor.

The levels of a categorical attribute can be recoded into a set of dummy
variables (one less various than the number of levels) and a part-worth function
is specified as a piecewise linear function in the dummy variables. In this case,
the component-utility function for a categorical attribute (t-th for example)
will be:

U, (th) =DyUy +DpUp + ... + Dy Uy, (2.1)

Where ry is the number of discrete levels for the t-th attribute (resulting from the
construction of the profiles or created ex post); Dy is a dummy variable taking
the value 1 if the value x;; is equivalent to the k-th discrete level of x; and 0
otherwise; and Uy, is the component of the part-worth function for the k-th
discrete level of x,.

In practice, only (r—1)—one less the number of discrete levels of the attri-
bute—dummy variables are necessary for estimation.

A quantitative attribute can be used in a manner similar to a categorical
attribute by coding its values into categories or used directly in the specification
of the part-worth function for the attribute. In the latter case, the function can
be specified as linear (vector model) or nonlinear; one example of a nonlinear
function is the ideal point model. Mathematically, the component-utility func-
tion can be specified as:

> For exposition purposes, I am considering a ratings-based conjoint analysis where respon-
dents provide preference ratings for a number of product profiles. Later in the chapter, I will
describe choice-based conjoint methods as well. In a choice-based conjoint analysis, a respon-
dent is presented several choice sets, each choice set consisting of a small number, four or five,
profiles and is asked to make a choice among the alternatives for each choice set.
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WiXj; for the vector model; and

U[(th) = { (22)

wi (X — xo,)2 for the ideal point model;

Where w, is a weight (positive or negative); and xq, is the ideal point on the t-th
attribute.

A linear function is appropriate for an attribute deemed to be desirable (e.g.
speed of a laptop computer) or undesirable (e.g., weight of a laptop computer);
such a function is called a vector model for which the utility increases (or
decreases) linearly with the numerical value of the attribute. An ideal point
model is appropriate for such attributes as sweetness of chocolate where the
utility function is an inverse U-shaped and it is highest at the ideal value of the
attribute. For some attributes such as temperature of tea, the utility is lowest at
the ideal value and it is called the negative ideal point model.

With suitable redefinitions of variables, the preference function can be
written as y = X + €; where € is the random error of the model assume to be
normally distributed with zero mean and variance of o2 and vy is the rating on
given profile and X is the corresponding set of p dummy (or other) variables.
The B is a px1 vector of partworths for the levels of attributes.

2.2.2 Conjoint Analysis in Practice

Since its introduction, conjoint methods® have been applied in a large number of
applied marketing research projects. There is no recent estimate’ of the number
of applied studies but its use is increasing tremendously. The method has been
applied successfully for tackling several marketing decisions such as optimal
design of new products, target market selection, pricing a new product, and
studying competitive reactions. Some high profile applications of these techni-
ques include the development of Courtyard Hotels by Marriott (Wind et al. 1989)
and the Design of the E-Z Pass Electronic Toll Collection System in New Jersey
and neighboring States in the US (Green et al. 1997). A significant advantage of
the conjoint method has been the ability to answer various “what if” questions
using market simulators; these simulators are based on the results of an analysis
of conjoint data collected on hypothetical and real choice alternatives.
Conjoint analysis has five features: (i) it is a measurement technique for
quantifying buyer tradeoffs and attribute values (or partworths); (ii) it is an

® It will be useful to review some terms used in conjoint analysis. Attributes are (mainly)
physical characteristics that describe a product; levels are the number of different values an
attribute takes; profile is a combination of attributes, each attribute at a particular level,
presented to a respondent for an evaluation (or stated preference); choice set is a pre-specified
number of profiles presented to a respondent to make a pseudo-choice (stated choice).

7 Wittink and Cattin (1989) and Wittink et al. (1994) arrived at an estimate of over 1,760
commercial applications of conjoint analysis in US and Europe during the five year period,
1986-1991.



2 Developments in Conjoint Analysis 27

analytical technique for predicting buyers’ likely reactions to new products/
services; (iii) it is a segmentation technique for identifying groups of buyers who
share similar tradeoffs/values; (iv) it is a simulation technique for assessing new
product service ideas in a competitive environment; and (v) it is an optimization
technique for seeking product/service profiles that maximize a pre-specified
outcome measure such as share or rate of return. One may attribute these
versatile features to the popularity of the methodology and the diversity of the
domains (marketing and elsewhere) of applications of conjoint analysis.

As mentioned earlier, there are essentially two types of conjoint studies®; these
are ratings-based and choice based. A typical conjoint analysis project consists of
four main steps: (i) development of stimuli based on a number of salient attributes
(hypothetical profiles or choice sets); (ii) presentation of stimuli to an appropriate
sample of respondents: (iii) estimation of part-worth functions for the attributes
as well as any heterogeneity among the respondents; and use of the estimates in
tackling any managerial problems (e.g., forecasting, pricing, or product design).
Figure 2.1 shows the steps involved in implementing a conjoint study.

Current approaches for implementing a conjoint analysis project differ in
terms of several features; some main features are: stimulus representation,
formats of data collection, nature of data collection, and estimation methods.
Table 2.1 lays out some alternatives for these features. The approaches that are
more commonly used are: Ratings-based (or Full-profile) Conjoint Analysis;
Choice-based Conjoint Analysis; Adaptive Conjoint Analysis; Self-explicated
Conjoint Analysis. I described in footnote 5 the distinction between the ratings-
based and choice-based methods.

Adaptive methods involve developing questions in a sequential manner
depending upon the responses from a respondent to previous questions; these
methods are essentially subset of either ratings or choice-based methods. All of
these three methods are called decompositional because, the partworths are
estimated from data on ratings for a number of profiles or choices made for a
number of choice sets, where alternatives are described in terms of attributes.

Self-explicated methods on the other hand are called compositional because
both attribute importances and desirability of levels within each attributes are
directly obtained from respondents and the utility value for an alternative is
composed from these data specified as a weighted sum of importances and
desirability values. There are obvious advantages and disadvantages of these
approaches. One main factor is that procedures used for design of profiles or
choice sets become quite critical and complicated in the use of ratings or choice-
based methods. Self-explicated methods are relatively easy to implement and
are shown to be quite robust (Srinivasan and Park 1997).

One important issue in conjoint analysis is how heterogeneity among respon-
dents is taken into account; while earlier methods strive to collect ample data to

8 As conjoint studies are implemented in practice, various other forms have emerged; these
include self-explicated methods, adaptive methods and so on. See Hauser and Rao (2003) for
details.
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obtain estimates for each individual in the sample, newer approaches utilize
hierarchical Bayesian methods for obtaining individual-level estimates even
with sparse data from respondents; I will discuss these later in the chapter.
I refer the reader to Green and Srinivasan (1978, 1990), Carroll and Green
(1995), and Hauser and Rao (2003) for various details of these approaches.
Typically, a linear, additive model is used to describe the evaluations (pre-
ferences) in a ratings-based conjoint study while a multinomial logit model is
used to model the probability of choice of a profile for the choice-based conjoint
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Table 2.1 Alternatives for Selected Features of Conjoint Analysis

Representation Formats of Nature of data
of Stimuli data collection  collection Estimation methods
Verbal descriptions Full profile One-shot Regression-based Methods
Evaluations
Adaptive
Pictorial Partial profile Multiple times*  Random Utility Models
descriptions Evaluations
Videotapes and Stated Direct Computation based
supporting preferences on Self-Explicated
materials Importances
Virtual proto-types Self-explicated Hierarchical Bayes
Methods Estimation*®
Combinations of Configurators* Methods Based on New
physical models, Optimization Methods*
photographs and Analytic center estimation,
verbal Support-vector machines,
descriptions Genetic algorithms

* These are newer methods; I will briefly describe them later in this chapter.
Source: Adapted from Hauser and Rao (2003)

studies. Undoubtedly, there are several variations of these basic models used in
practice. Against this brief background of the methodology of conjoint analy-
sis, I will now review some recent developments.

2.3 Developments in Research Design

As can be seen from Figure 2.1, any conjoint analysis study will almost invari-
ably depend upon the design of stimuli (either profiles or choice sets). This
aspect of study design draws much from the theory of experimental design,
where procedures for constructing subsets of combinations of all attribute levels
are developed. This aspect of research design has received much focus since the
beginning of conjoint analysis; for simplicity, we call this “Research Design”;
data collection methods depend on the specific approach employed in research
design of the study.

When one concatenates levels of all attributes, the set of profiles will in
general be very large; the corresponding design is called full-factorial design.
Use of a full factorial design (all profiles) will place an undue burden on
respondent for providing evaluations. Therefore, researchers utilize fractional
factorial designs or a subset of all profiles. Usually orthogonal arrays are
employed for designing profiles for the ratings based approach and for design-
ing choice sets for the choice-based conjoint methods. The orthogonal arrays
are derived out of the complete factorial of all attribute combinations. If there
are n attributes in a conjoint study with there are /; levels for the k-th attribute,
the total number of profiles will be []/. This number can become very large as
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the number of attributes or their levels increases and researchers generally
construct fractional designs (For example, for a study with five attributes
each at 4levels, the total number of profiles will be 4> = 1024.) While such
designs continue to be the mainstay in applied conjoint analysis, various devel-
opments have occurred in the recent years in this area of experimental designs
useful for conjoint analysis. However, the effective number of partworth para-
meters to be estimated from conjoint data m = X (/, —1).

2.3.1 Designs for Ratings-Based Methods

Orthogonal arrays are categorized by their resolution. The resolution’ identifies
which effects, possibly including interactions, are confounded and which ones
are estimable. For example, resolution III designs enable the estimation of all
main effects free of each other, but some of them are confounded with two-
factor interactions. For resolution V designs, all main effects and two-factor
interactions are estimable free of each other. Higher resolution designs require
larger number of profiles and therefore a larger number of full profiles to be
administered to respondents. Resolution I11 designs (or orthogonal arrays) are
most frequently used in marketing conjoint studies and there are very few
studies with designs of a higher order resolution.

Orthogonal arrays can be either balanced or unbalanced in terms of levels of
attributes. The property of level balance implies that each level of an attribute
occurs an equal number of times within each attribute in the design. An
unbalanced design gives larger standard errors the parameter (partworth)
estimates for those attributes that are less frequently administered. An addi-
tional property of an orthogonal design is the proportionality criterion; this
implies that the joint occurrence of any two levels of different attributes is
proportional to the product of their marginal frequencies. Designs can satisfy
the proportionality criterion yet fail the level balance criterion.

Various measures for discussing the efficiency of an experimental design can
be described as follows for the linear model (Kuhfeld et al. 1994), Y = X + ¢;
where B is a pxl vector of parameters, X is an nxp design matrix, and € is
random error. With the usual assumption on errors, the least squares estimate
of B is given by (X'X) ' X'Y. The variance-covariance matrix of the parameter
estimates (or partworths) of the attributes is proportional to (X’X)fl. The
efficiency of a design is based on the information matrix X’X. An efficient
design will have a smaller variance matrix and the eigenvalues of (X'X)'
provide measures of the size of the matrix. Three efficiency measures (all
based on the eigenvalues) are:

° “Resolution” describe the degree to which estimated main effects are confounded with
estimated higher-order level interactions (2, 3, 4, or more) among the attributes; it is usually
one more than the smallest order interaction that some main effect is confounded with. In a
Resolution-III design, some main effects are confounded with some 2-level interactions.
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A-efficiency: 1/(n trace (X'X)""'/p)); (2.3)
D-efficiency: 1/(n|(X'X)!|"/P); and (2.4)
G-efficiency: \/p/n/ou,

where oy is the minimum standard error possible.

The minimum standard error is attained when a full factorial design is used
and any fractional design will have efficiency less than 1. These three measures
are useful for making comparisons of efficiency of designs used for a given
situation. Orthogonal designs for linear models are generally considered to be
efficient because their efficiency measure is close to 1. Kuhfeld et al. (1994) show
that the OPTEX procedure (Kuhfeld 2005) can produce more efficient designs
while achieving neither perfect level balance nor the proportionality criteria.
More recently, the criterion of managerial efficiency (M-efficiency) is intro-
duced by Toubia and Hauser (2007).

2.3.2 Design for Choice-Based'® Conjoint Methods

The probability of choosing an alternative in a choice-based conjoint study is
generally modeled as a logit function in terms of the attribute differences of the
item with respect to a base alternative in the choice set. Thus, the underlying
model for a choice-based conjoint experiment is nonlinear and the considera-
tions of choosing a design for a choice-based study are different than those for a
ratings-based study. Two additional properties come into play; these are mini-
mal level overlap and utility balance (Huber and Zwerina 1996).

2.3.3 Minimal Overlap

Minimal level overlap means that the probability that an attribute level repeats
itself in each choice set should be as small as possible; this is important because
the contrasts between the levels of an attribute are used in the calibration of the
logit model. If the same level is repeated several times within the choice set,
the choices made in that choice set do not contribute any information on the
value of that attribute.

2.3.4 Utility Balance

The property of utility balance implies that the utilities of the alternatives in a
choice set are approximately equal. When a design is utility balanced, the
variance of the probabilities of choice of alternatives within a choice set will
be reduced. Huber and Zwerina show that achieving such utility balance

19 For a discussion of formal choice models, see Corstjens and Gautchi (1983).
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increases the efficiency of a design to the tune of 10-50%. The process of
swapping and relabeling attribute levels of alternatives in an initial choice set
accomplishes this objective.

The initial choice sets are developed any number of ways; these include:
orthogonal arrays, availability designs, and D-efficient (possibly non-orthogo-
nal) designs developed by the OPTEX procedure of Kuhfeld (2005), available in
the SAS system. It is worth noting that a non-orthogonal design will enable
estimation of cross-effects among attributes as well as direct effects; see Kuhfeld
et al. (1994) for an illustration.

2.3.5 Other Approaches for Choice Designs

If there is prior information on the part-worth estimates, Bayesian methods can
be used to create more efficient designs for choice-based conjoint experiments.
Building on the ideas of Huber and Zwerina (HZ) for MNL models, Sandor and
Wedel (2001) develop methods for creating designs when prior information is
available. Their procedure involves finding a design (or X-matrix) that mini-
mizes the expected value of the errors of parameters. Their algorithm for the
design development uses the tools of relabelling, swapping, and cycling;
GAUSS codes for this are available from the authors. Their method is shown
to yield lower standard errors than the HZ method with higher predictive
validity. These authors also developed procedures for designing choice experi-
ments for mixed logit models; see Sandor and Wedel (2002).

Kanninen (2002) derives choice sets for binary and multinomial choice
experiments that maximize the D-optimal criterion (or D-efficiency defined
above) through algebraic manipulation and numerical optimization. She points
out that the designs developed by Huber and Zwerina (1996) and Sandor and
Wedel (2001) may not be fully efficient due to the search procedures employed.

One issue that is worth considering is the specific criterion for the design of
choice-based conjoint experiments. While the advances seem to be in terms of
lower standard errors of the parameters, one may consider other criteria such as
better prediction of market shares of profiles; some work in this direction is
being done by Bodapati (2006).

An additional development is the method due to Burgess and Street (2003,
2005) for constructing “good” designs for choice experiments. Their method
essentially constructs choice set designs for forced choice experiments (i.e., that
exclude the no choice option) for binary attributes based on the multinomial logit
(MNL) model for choice. Their designs can be useful for a choice experiment for
testing main effects and for testing main effects and two-attribute interactions.
Their methods will lead to optimal and near-optimal designs with small numbers
of choice sets for 2"k choice experiments. Street and Burgess (2004) and Street
et al. (2005) compare a number of common strategies for design of choice sets for
stated choice experiments and conclude that their method is superior to designs
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based on extant methods. Readers may refer to a recent book by Street and
Burgess (2007) for a detailed exposition of these designs.

2.3.6 Selected Data Collection issues

2.3.6.1 Partial Profiles

When respondents are presented with partial profiles (i.e. information on some
attributes is missing) in a ratings-based conjoint experiment, they tend to impute
values for the missing attributes. The process of such imputation can have an
effect on the part-worth values estimated from data. Bradlow et al. (2004)
developed a mathematical model based on Bayesian learning and investigated
the effects of such imputations. Their model of imputation yields probabilities
that the missing attribute takes one of two levels and is a generalization of extant
methods. Specifically, they found that learning in fact occurs and that the
relative importance of attribute partworths can shift when subjects evaluate
partial profiles and the relative partworths are sensitive to the order in which
partial profiles are presented. They also found that the imputation process is
sensitive to the available prior information on the product category. This
research has significance for conjoint studies with a large number of attributes.

In a comment on this article, Alba and Cooke (2004) suggested the opportu-
nity for behavioral researchers, modelers, and conjoint practitioners to come
together to formulate psychologically grounded conjoint models and procedures
for practice. I believe that there is a significant benefit from such collaboration.
As 1 see it, conjoint modelers have largely been concerned with predictive
accuracy. There has been limited effort to develop conjoint models to incorporate
the learning from behavioral research on information processing and choice.
A shift toward models that depict the choice process well can only help predic-
tion. An illustration of this possibility is Gilbride and Allenby (2004), who model
attribute thresholds and screening rules of consumer choices in conjoint context.

2.3.6.2 Incentive-Aligned Methods

An issue in the data collection in conjoint studies is whether respondents
experience strong incentives to expend their cognitive resources (or devote
adequate time and effort) in providing responses (ratings or choices) to hypothe-
tical stimuli presented as profiles or in choice sets. The literature on experimental
economics suggests that data collected without such incentive-compatibility may
be inconsistent, erratic, and possibly, untrustworthy. Incentive compatibility
can be implemented using the BDM procedures (Becker et al. 1964). In a recent
paper, Ding et al. (2005) provide experimental evidence to strongly indicate that
conjoint data collected which are incentive-aligned'' outperform those without

"'In this paper, the authors conducted a comprehensive field experiment in a Chinese
restaurant during dinnertime using Chinese dinner specials as the context. The study
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such alignment in terms of out-of-sample predictive power. In fact, Wertenbroch
and Skiera (2002) also show that willingness to buy estimates for products using
contingent evaluation procedures are lower when the incentive-compatibility
constraint is not imposed. This stream of research has obvious implications for
collecting conjoint data in practice. See Ding (2007) for a more complete
discussion of a truth-telling mechanism for conjoint applications.

2.3.6.3 Adaptive Self-Explicated Methods

Srinivasan and Park (1997) show surprising robustness of self-explicated meth-
ods. More recently, Netzer and Srinivasan (2007) propose a web-based adaptive
self-explicated procedure for eliciting attribute importances conjoint studies
with large number of attributes and demonstrate higher predictive validity for
the adaptive procedure. Given the advances of the self-explicated methods, one
needs to evaluate the practical benefits of the additional effort in conducting
conjoint studies (ratings-based or choice-based). In my view, this is an open
research issue.

2.3.6.4 Configurators

Configurators represent a newer form of collecting conjoint data; in this
approach, the respondent will choose a level for each attribute in order to
design the best product from his perspective (under the budget and other
situational factors). This method also is useful for product customization. An
example of this is the order/purchase of a laptop using the Dell.com website.
Implicitly, all other combinations are dominated by the chosen alternative.
Examples include Liechty et al. (2001) and Urban and Hauser (2002).

2.4 Developments in Estimation Methods
2.4.1 Hierarchical Bayesian (HB) Methods

One of the challenges in conjoint analysis is to get sufficient data to estimate
partworths at the individual level with relatively few questions. This issue is
handled in the experimental design used to construct the profiles for evaluation;

compared hypothetical choice-conjoint method with incentive-aligned choice conjoint
method and incentive-aligned contingent evaluation method. In the hypothetical choice
conjoint method, the restaurant served the meal chosen by the subject in the holdout choice
task and the cost was deducted from the compensation given to the subjects. In the incentive-
aligned method, the Chinese dinner special for any subject was randomly chosen from the
choices made in the main task of evaluating 12 choice sets at the posted price. This random
lottery procedure is widely used in experimental economics and it minimizes the effect of
reference point and wealth.
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nevertheless there is some tradeoff in the choice of designs between the need for
a large number of questions (or profiles) and respondent fatigue, which makes
the responses less reliable. Further, with standard methods of estimation used
for ratings at the individual level, it is not uncommon to obtain partworth
estimates with the wrong sign.'? This problem can also occur when choice data
are analyzed at the level of a segment or the full sample.

One way to deal with these issues is to utilize information about the part-
worths of all the respondents in the sample and employ Hierarchical Bayesian
(HB) methods for estimation of partworths.'* For this purpose, each respon-
dent’s partworths are characterized by a known distribution to describe the
uncertainty in the partworths. Next, the parameters of that distribution are
assumed to be different across the population (or the sample). Prior distribu-
tions (beliefs) are specified for the parameters, which are updated by data using
the Bayes theorem. Given that two stages are specified, the procedure
becomes a Hierarchical Bayesian approach. The resulting equations for esti-
mating the parameters are not amenable to analytical solution. Therefore,
individual parameters are estimated by the use of sophisticated Monte Carlo
simulation techniques such as the Gibbs sampling and Metropolis-Hastings
algorithms. In these methods, restrictions on partworths can also be incorpo-
rated with ease.

There exist at least three types of HB methods: a random coefficients
Bayesian model, a linear hierarchical Bayesian model, and linear hierarchical
Bayesian model with mixture of distributions. In the first model, respondent
heterogeneity is assumed to be randomly distributed while in the second, the
heterogeneity is governed by some covariates measured at the individual level.
The third model is an extension of the second and it assumes that the individual-
level data arise from a mixture of distributions (usually referred to as latent
segments).

12 For example, the partworth function for price can sometimes be upward sloping contrary
to expectations. This may be due to the information role of price versus its allocative role. One
approach to correct this is discussed in Rao and Sattler (2003); this method calls for collecting
two sets of preferences for profiles without and with a budget constraint.

13 An alternative way to estimate individual-level partworths is to specify heterogeneity using
finite mixture (FM) models and to estimate mixture (or segment) level parameters and recover
individual-level parameters using posterior analysis (DeSarbo et al. 1992). In comparison
using simulated data in the context of ratings-based conjoint analysis, Andrews et al.
(2002a and b) found that both the methods (HB and FM) are equally effective in recovering
individual-level parameters and predicting ratings of holdout profiles. Further, HB
methods perform well even when the individual partworths come from a mixture of distribu-
tions and FM methods yield good individual partworth estimates. Both methods are quite
robust to underlying assumptions. Given the recent popularity of HB methods, I focus on
them in this review chapter. See Rossi et al. (2005) for an exposition of Bayesian methods in
marketing.
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2.4.1.1 Ratings-Based Approach

The conjoint model for ratings data can be written generally as: y = X + €;
where € is the random error of the model assume to be normally distributed with
zero mean and variance of o and y is the rating on given profile and X is the
corresponding set of variables (dummy or other). The B is a pxl vector of
partworths. The ratings from the sample of #n individuals are stacked in the
column of y. If one estimates this model using OLS, the estimates of the
B-parameters will be used to compute the average partworths of the model.

The hierarchical Bayesian estimation method for the random coefficients
model involves specifying prior distributions for the parameters, = (f and o)
of the above model. These priors are chosen so that the posterior distributions
can be easily derived (or in other words, they are conjugate distributions). Given
that the model errors are assumed to be normal, a natural conjugate prior'* is
also normal for the B-vector with mean pPbar and covariance matrix A~' and
inverted chi-squared for o® with g degrees of freedom and prior precision
G. Further, the prior distributions for p and o are assumed to be independent.
With these assumptions, the HB approach involves deriving conditional dis-
tributions for each set of parameters and employing Gibbs sampling (a series of
random draws) to obtain estimates of the parameters and their posterior dis-
tributions. Confidence intervals (e.g., 95%) can be computed from these poster-
ior distributions.

When covariates are employed to govern heterogeneity, the conjoint model
for the i- th individual level is written as: Yi = Xi Bi + &i; fori =1,.. ., n., where
Yi = is a vector of mi responses (ratings); note that the number of responses can
vary over individuals (due to such reasons as incompleteness of data). Further,
the subjects’ partworths are described in terms of a set of covariates (usually
background variables) as fi = @zi + di fori =1,..., n.

Here, z; is a qx1 vector of covariates and ® is a (pxq) matrix of regression
coefficients which represent the relationships between the partworths and sub-
ject covariates.

The error terms {g;} and {9;} are assumed to be mutually independent and
distributed as multivariate normal with zero means and covariance matrices
{o* I} and A respectively, where A is a pxp matrix. The error variances {o;>} are
assumed to have prior distributions of inverse gamma distribution. Using these
assumptions, one can work out the posterior distributions for the B; —para-
meters. The various parameters are estimated using the MCMC method and the
Metropolis algorithm. The third model with latent segments is a simple exten-
sion of the second model.

141 If the analyst wishes to incorporate no prior information, one sets the initial fbar and A-
matrix equal to zero. In that case, the HB estimates will be asymptotically the same as the OLS
results. In a similar manner, constraints on signs or order of partworths (therefore the p-
parameters) are incorporated directly in the posterior distribution of the B-vector.
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2.4.1.2 Choice-Based Approach

When the data are collected via choice-based conjoint study, the procedure of
estimating parameters using HB methods is quite similar. First, a model for the
probability of choice is specified; it is usually a logistic one such as:

Prob (choosing je C) = Prj = exp(yj)/ Z exp(y)) (2.6)
Je€

where C is the choice set and the summation in the denominator is taken over all
the elements of the choice set C.

Let N denote the multinomial outcome with the j-th element equal to one if
the j-th alternative is chosen and 0 otherwise. The observed choices are now
related to the attributes, X via the model for the probabilities of choice. The
likelihood will then be:

NIyl [y/X, B, o] [B] [0”]- 2.7)

The model, [N]y] relates the latent ys to the discrete outcomes. This is an
additional step in the Gibbs sampling procedure; this step involves drawing a
sample of ys from the conditional distribution of y given X, B, and ¢° ; the value
of y;j is chosen with the probability equal to the choice probability using the
method of rejection sampling. Details are available in See Allenby and
Lenk (1994).

The recent literature on conjoint analysis is quite replete with examples of
applications of HB methods and implications for designing conjoint studies.
I will highlight two implications:

(1) The HB methods seem to have the advantage of being able to work with
fewer profiles (or questions in a conjoint study); this was demonstrated by
Lenk et al. (1996) based on simulation and an applied study of personal
computers; and

(i) Constraints on part-worth functions for attributes such as price can be
incorporated while using HB methods. In an application for alkaline bat-
teries, Allenby et al. (1995) shows that the hierarchical Bayes estimation
method with constraints yields part-worth estimates for each individual with
higher predictive validity.

2.4.1.3 A Comparison of Bayesian and Classical Estimation Methods

In a recent study, Huber and Train (2001) compared the estimates obtained
from Hierarchical Bayesian methods with those from classical maximum simu-
lated likelihood methods in a conjoint study of electricity suppliers, each
supplier described on five attributes. In both the methods, the partworths at
the individual level are assumed to follow a normal distribution and the prob-
ability of choice of an alternative is derived from the multinomial logit function.



38 V.R. Rao

The authors found the average of the expected partworths for the attributes to
be almost identical for both methods of estimation. They also found the pre-
diction of a holdout choice to be almost identical for the two methods (with hit
rates of 71 and 72% for the Bayesian and classical methods). This empirical
research is useful in determining which approach is best suited to a given
problem. When there is a large number of partworths to be estimated, the
likelihood function for the classical approach may have multiple maxima and
can use up large number of degrees of freedom; in such a case the Bayesian
approach can be very useful; Bayesian methods yield not only point estimates of
part-worth parameters but also the entire distribution that is available from the
sampling procedures.

2.4.2 Polyhedral Estimation

Recently, Toubia et al. (2003) have developed an adaptive conjoint analysis
method" that reduces respondent burden while simultaneously improving
accuracy. The answer to a question in the adaptive conjoint analysis (i.e., a
question on choice between two pairs) places a constraint on the possible values
that the partworths can take. They use “interior point” developments in math-
ematical programming which enable one to select questions that narrow the
range of feasible partworths as fast as possible. This method is called Fast
Polyhedral Adaptive Conjoint Estimation, with the acronym FastPACE.
Once the responses to selected questions are obtained, they use the method of
analytic center estimation to estimate partworths; the analytic center is the
point that minimizes the geometric mean of the distances to the faces of the
polyhedron (this method yields a close approximation to the center of a poly-
hedron and is computationally more tractable than computing the true center).
The authors compared the polyhedral estimation methods against efficient
(fixed) designs and Adaptive Conjoint Analysis using a Monte Carlo simulation
study. The context for this simulation is that of a Product Development team
interested in learning about the incremental utility of ten product features (each
at two levels indicating presence or absence of the feature). The simulation
indicated that no method dominates in all situations. But, the polyhedral
algorithms are shown to hold significant potential when (a) profile comparisons
are more accurate than the self-explicated importance measures used in ACA,
(b) when respondent wearout is a concern, and (c) when the product develop-
ment and marketing teams wish to screen many features quickly.

To validate the polyhedral approach, Toubia et al. (2003) conducted a
conjoint study on an innovative new laptop computer bag that includes a
removable padded sleeve to hold and project a laptop computer. The bag
includes a range of separable product features and the study focused on nine

15 See Toubia et al. (2004) for a discussion of this adaptive approach for choice-based conjoint
analysis.
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product features, each at two levels (presence or absence); the features are: size,
color, logo, handle, holders for a PDA and a mobile-phone, mesh pocket
holder, sleeve closure, and boot. The tenth attribute was price between $70
and $100. They used an across-subjects research design among 330 first-year
MBA students to provide both internal and external validity for the polyhedral
approach (two versions of FastPACE method, FP1 with ratings questions
and no self-explicated questions and FP2 with self-explicated questions and
paired comparisons) against a fixed efficient design (as in the full-profile
method) and ACA (adaptive conjoint analysis). Different methods of estima-
tion were employed in the analysis. In addition to self explicated questions
(where necessary), respondents answered 16 questions. The authors also exam-
ined the sensitivity of results for using data with 8 and 16 questions.

The authors tested the internal validity of various methods using four hold-
out questions (metric or paired-comparison) beyond the 16 questions of the
main conjoint tasks using the measure of correlation between observed and
predicted responses. To test the external validity of the methods, respondents
were told that they had $100 to spend and were asked to choose between five
bags drawn randomly from an orthogonal fractional factorial design of sixteen
bags. The respondents were instructed that they would receive the bag that they
chose. Using the notion of unavailability of a chosen bag, a complete ranking of
all the five bags was also obtained. At the end of the study, the respondents were
given the bag chosen along with any cash difference (if any) between the price of
the chosen bag and $100. Two measures of external validity were used:
(i) correlation between observed and predicted rankings was used as one
measure of external validity and (ii) percent correct predictions of the chosen
bag. The main results of this study were: (i) The polyhedral approach FP
method was superior to the fixed efficient design in both internal and external
validity; and (ii) The FP method is slightly better over the ACA method in
internal and validity and one measure of external validity.

In a recent study Vadali et al. (2006) developed an approach that frames the
FastPACE method in terms of a Hierarchical Bayes specification and demon-
strate the that their approach (called GENPACE) performs at least as well as
both the FastPACE method and the constrained version of a HB regression
model. GENPACE is shown to outperform FastPACE under certain condi-
tions. This is an example of continuous developments in conjoint analysis
research.

2.4.3 Support Vector Machines

A recently developed method for specifying the preference function for attri-
butes offers promise (Evgeniou et al. 2005). This method is based on ideas from
statistical learning theory and support vector machines.'® The method can be

'6 A tutorial on support vector machines is found in Burgess (1998).
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described as follows. Assume that one has choice data for a set of product
profiles and that the underlying utility function is linear. The choice data can be
recast as a set of inequalities that compare the utility of the chosen item to each
of the utilities of the remaining items. The method then involves minimizing a
function defined as the sum of the errors for the inequalities and the sum of
squares of the weights in the utility function, multiplied by a parameter, A. The
parameter A controls the tradeoff between the fitting the data (or the sum of
errors) and the complexity of the model and it can be tuned using cross valida-
tion of the utility model. They utilize the theory of dual optimization and solve
for a number of parameters equal to the number of utility inequalities indepen-
dent of the number of parameters (or dimensionality) of the utility function. It
involves creation of new variables for attribute interactions and nonlinearities
but retaining the preference function linear in parameters. Based on simulation
experiments, the authors compare their method with standard logistic regres-
sion, hierarchical Bayes, and polyhedral methods. They show that their method
handles noise significantly better than both logistic regression and the polyhe-
dral methods and is never worse than the best method among the three methods
compared to.

2.5 Selected Methods for Handling Large Number of Attributes

As conjoint analysis became popular in industry, one nagging issue that arose is
how to handle large number of attributes in a product category. It is easy to see
that the total number of profiles explodes as the number of attributes and levels
in an attribute; for example, if one has 12 attributes, each at 2 levels, the number
is 2% or 4,096. Even with fractional factorial designs, one has to present a large
number of profiles to a respondent (either singly or in choice sets) to obtain data
that will yield reasonable partworth estimates. Some methods that have been in
vogue are the hybrid conjoint analysis (Green 1984), adaptive conjoint analysis
(Johnson 1991), and self-explicated methods (Srinivasan 2006). Some newer
methods include upgrading and the use of meta-attributes. I have described the
self-explicated method earlier in the chapter. I will describe the other methods
briefly.

2.5.1 Hybrid Methods

Hybrid methods have been developed to deal with the problem of handling
large number of attributes (and levels) in a conjoint study. It is obvious that no
one respondent has the desire or time to evaluate a large number of profiles.
This problem was tackled by combining the two approaches of the self-expli-
cated method and the full profile approach. Essentially, the hybrid approach
involves two phases. In Phase I, the respondent is asked to provide data on
attribute desirabilities and attribute importances in a manner quite similar to
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the self-explicated approach. In Phase II, the respondent is given a limited
number of profiles for evaluation rather than administering all profiles as
done in a full profile approach. The limited number of profiles administered is
drawn from a master design, constructed according to an orthogonal main
effects plan or some other experimental design. The final estimation of part-
worth functions in this approach is at the level of a subgroup. The software need
to be tailor-made specific to the situation on hand.

2.5.2 Adaptive Methods

It is easy to argue that if one designs additional questions on the basis of some
preliminary idea of the part-worth functions, the final estimates of the part-
worth functions will be more indicative of the true underlying utility of the
individual. The adaptive methods are essentially based on this premise. In one
sense, the approach is quite consistent with Bayesian statistical analysis. The
most popular implementation of the adaptive conjoint methods is through the
interactive computer software called Adaptive Conjoint Analysis (ACA) and
we focus our discussion on this particular method. This discussion is based on
Sawtooth Software’s published materials;!” (see www.sawtoohsoftware.com)

The ACA procedure consists of four phases (Version II of the software). In
the first phase, each respondent ranks one’s preferences for each level of each
attribute of the study in turn. The second phase consists of having the respon-
dent rate the attributes in terms of their importance on a 1-4 equal-interval
rating scale where 4 denotes the highest importance. In the third phase, the
respondent receives a set of paired partial profiles (designed by the software
using the information collected in the first two phases) and makes a preference
judgment on a nine point equal interval scale. The objective is to get an
assessment of which profile is preferred over the other and by how much;
these are called graded paired comparisons. In the last phase, the respondent
receives 2-9 profiles composed of at most 8 attributes. These calibration con-
cepts are chosen by the software so as to progress from highly undesirable to
highly desirable. The respondent rates these on a 0-100 likelihood of purchase
scale.

The procedure in the third phase is at the heart of the ACA methodology.
The procedure is adaptive in the sense that each paired comparison is con-
structed so as to take advantage of the information collected about the
respondent’s part-worths in the previous steps.

The ACA approach clearly has several advantages. It is a highly visible way
to elicit an individual’s preference functions. It is quite versatile and can be
adapted to almost any situation. From the respondent’s perspective it is easy to
learn and use and can even be fun. In an evaluative study of this technique,

17 Johnson, R.M. (1987) and Green et al. (1991).
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Green et al. (1991) found some weaknesses of the approach. First, they found a
weakness in forcing equal subjective scales and ranges for all attributes in Phase
I. They deemed the scale used in Phase II to be too coarse. Although the data
collected in Phase III are the major component of the method, they found a lack
of consistency between the way profiles are designed to be indifferent and the
use of a 9 point scale for assessment. Finally, the software needs to utilize
commensurate scales in all the four phases. The authors indicated ways to
improve the ACA system such as providing of an option for including a part-
worth updating feature that does not require commensurate units between
phases and a formal procedure for finding commensurate units between
Phase I/II and Phase III. The Sawtooth software has been modified since to
handle these problems.

2.5.3 Other Approaches

Recently, my colleagues and I developed alternate methods to deal with the
large number of attributes problem. One of these is the Upgraded Conjoint
Method (Park et al. forthcoming), which is a new incentive-aligned approach
for eliciting attribute preferences about complex products that combines the
merits of self-explicated approach and conjoint analysis. The approach involves
asking a subject to bid to upgrade from one product profile to a more desirable
one. The data on monetary bids for upgrading are used to calibrate a HB logit
model to determine the partworths of various attributes. This procedure is
shown to significantly improve predictive validity in an empirical implementa-
tion with digital cameras.

The second method uses the concept of Meta-Attributes (Ghose and Rao
2007). This relies on the concept that individuals may rely on meta-attributes in
the evaluation of alternatives with a large number of attributes. Meta-attributes
are typically fewer in number than the number of product characteristics. Their
initial empirical work on meta-attributes focusing on product design in an
existing category suggests that there are significant benefits with the meta-
attributes approach.

2.6 Some Other Developments

I will now describe four recent developments to illustrate the current progress in
conjoint methods. The first is a way to estimate the market value of an improve-
ment in an attribute of a product. The second is a procedure to estimate
heterogeneous reservation prices for products and bundles; this procedure is
an application of the hierarchical Bayesian methods described above. The
third is an attempt at understanding the stability of preference structures in
conjoint analysis, which I will call “Dynamic Conjoint Analysis”. The fourth is
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a model that describes the choice of a bundle of items from heterogeneous
product categories; this model is estimated using a mixture multinomial logit
with hierarchical Bayesian methods. I should add that the bundling models
generalize the single item choice problems normally handled with conjoint
methods.

2.6.1 Market Value of an Attribute Improvement (MVAI)

As firms improve the attributes of their products, a question that arises is
whether the attribute improvement measured in terms of profitability is worth
the cost. This question can be answered with the help of conjoint results as
shown by Ofek and Srinivasan (2002). I now describe their approach in some
detail.

It is possible to derive a mathematical expression for the market value of an
attribute improvement. For this purpose, consider a market consisting of
J firms, each offering one product in a category. Each product has K attributes
in addition to its price. Let xj be the value of the k-th attribute for the j-th
product and let p; be the price of the j-th product. Consumers have the choice
of buying any one of the J products or not buying at all. Let m; denote the
market share for the j-th product (j= 1,...,J) and m, be the market share of the
no purchase option. Further'® let ¢ be the change in the cost of the j-th
product for a unit change in the k-th attribute. The authors consider the ratio
of the change in market share due to the improvement (positive change) in
an attribute to the ratio of decrease (negative change) in market share due
to change in price as the market value of an attribute improvement.
Mathematically,

It would be worthwhile for the firm to undertake the attribute improvement if
this quantity exceeds the cost of attribute improvement (cy). Naturally, the
market share of a brand depends upon the choice set, competitive reactions,
heterogeneity of the sample of individuals whose responses are used to calibrate
the conjoint model, and the particular specification used for the conjoint model,
and the rule used to translate utilities into probabilities of choice. If there is no
heterogeneity and if a vector model is used to specify the partworths, the model
is additive and a logit choice rule is used, then the MVAI will simply be the ratio
of the weights for the k-th attribute and price in the conjoint model. But,

18 While the authors developed their theory using continuous changes in the attributes,
discrete changes are used here for the purposes of exposition. See their paper for complete
theoretical analysis.
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averaging such ratios across a heterogeneous sample of people will yield a
biased estimate of MVAL

The changes in market share can be estimated using a conjoint study. This is
what Ofek and Srinivasan used to empirically evaluate attribute improvements
in a product under two scenarios of no reaction by competition and when
competitors react to the change by making appropriate changes in their own
products. They used a logit model to specify the probabilities of choice at the
individual level and aggregate them to obtain market shares at the aggregate
level.

We use the authors’ example to illustrate the approach. The product cate-
gory for this example is portable camera mount products. The set of competing
products consists of UltraPod, Q-Pod, GorillaPod, Camera Critter, and Half
Dome; the third product is a hypothetical one under development. These
products are described on five attributes: weight, size, set up time in minutes,
stability, and positioning flexibility for adaptation to different terrains and
angles. In the conjoint study, each attribute was varied at three levels and 302
subjects ranked 18 full profiles. The authors estimated the MVAI for each of the
five attributes when changes are made in each of the three products. Their
results show that the benefits from improving all attributes except set up
time exceed the cost of making the improvement. Further, the authors found
that the attribute values calculated using a commonly used approach of aver-
aging the ratio of weights of attribute and price across the individuals in
the sample to be considerably upward biased as compared to the MVAI values.
Further, the profitability of different attribute improvements are much
lower when competitive reactions are considered in the computations. (I should
also note that such calculations are possible with simulations in conjoint
studies.)

2.6.2 Estimation of Heterogeneous Reservation Prices

Jedidi and Zhang (2002) developed a method to estimate reservation prices for
products which are multi-attributed using the methods of preference estimation
a la conjoint analysis and economic theory of consumer choice. I will describe it
at the level of one individual. First, an individual’s utility is specified as U(X, y)
where X is the multi-attribute profile of the good under consideration to be
purchased and y denotes the composite good consisting of all other purchase,
measured in the individual-specific purchase basket. Assuming an income of B
for the individual, the budget constraint becomes p* y + p = B, where p” is the
price for the composite good and p is the price of the product under considera-
tion. Then the indirect utility for the individual is U(X, (B-p)/ p* ) if the
individual purchases the product and U(0, B/ p* ) if the individual does not
purchase the product. Then, the individual’s reservation price for the product
profile X, denoted by R(X), is given by: U(X, (B-p)/ p*) — U(0, B/ p¥) = 0. Now,
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the authors specify the utility for the product in terms of its attributes and price as
u(X) = Bo + EPixk — Ppp Where the Ps are parameters and xs are the specific
values of the attributes and summation taking place over all the r attributes of the
product. Here By, is the weight given to price of the product. Further, they specify
the U (X, y) function as quasi-linear as: u(X) + o (B—p)/ p’, where o is a
parameter that compares the utility of composite good to that of the product
under question. With these specifications, one can easily derive the reservation
price for the product, X as R(X) = XBixi/ Bp. Thus the reservation price pf a
product can be estimated once the conjoint utility function is estimated from data
collected by any of the conjoint methods described earlier in the chapter. While
this approach is impressive, it is important that there is no correlation between
the product attributes and price and that price does not play any informative
role'” in the conjoint function. Jedidi and Zhang used this approach to model a
consumer’s decision of not only which of the alternatives in a product category to
buy, and whether to buy in the category at all. They demonstrate the predictive
validity of this approach using data from a commercial study of automobile
brands.

Utilizing the essence of the procedure just described, Jedidi et al. (2003)
developed a model to capture continuous heterogeneity among respondents in
the reservation prices for products and bundles of products. The context is
mixed bundling where a firm offers both individual products as well as the
bundle for sale. They model the heterogeneity both within the individual and
across individuals using multivariate normal distributions. Using these distri-
butions, they derive expressions for a typical consumer to decide not to buy in
the category, to buy any one of the products, or to buy the bundle of all
products. They estimate the model using HB methods with choice data collected
for mixed bundles and show that their method yields less-biased results com-
pared to direct elicitation of reservation prices.

2.6.3 Dynamic Conjoint Analysis

One issue that is of interest to conjoint analysis estimation is the stability of
preference structure. The issue is whether the individual’s underlying prefer-
ences change during the course of a conjoint study involving responses on
multiple profiles or choice sets used in the data collection. Preferences may
change due to a variety of factors such as learning, fatigue, boredom etc.
Liechty et al. (2005) investigated this issue using simulated data and suggest
that one should utilize statistical models that capture dynamics and accommo-
date heterogeneity.

I think that the issue of dynamics is much broader than the changes within
the same data collection episode. While utilizing a conjoint simulator, the

1 The problem of separating the informative and allocative roles of price is not trivial.
See Rao and Sattler (2003) for an approach and empirical results.



46 V.R. Rao

analyst makes the assumption that individuals have complete information on
the levels of attributes of the new product; the resulting estimates of sales or
market share may be deemed “stable” values for the new product. But, it is
important to be able to predict the diffusion pattern of the new product long
before it is launched.?® One should consider continuous (multi-period) conjoint
analysis studies to capture the effects of dynamics of diffusion of attribute
information among the individuals. This issue is identified as future research
topic in Hauser and Rao (2003). A recent application of this idea is found in Su
and Rao (2006); they conduct several choice conjoint studies among a sample of
individuals and provide varying sets of product attribute information between
each successive study (on the lines of information acceleration methodology).
They utilize these “dynamic” conjoint studies to estimate the adoption behavior
over time with good results. See also Wittink and Keil (2003) for an interesting
application that explores dynamics of consumer preferences for common stock
investments.

2.6.4 Bundle Choice Models

A bundle consists of a number of products (components) offered for sale by a
supplier. Bundle choices by consumers can be modeled in two main ways: using
the components directly (see Green et al. 1972) or using the attributes of the
components. A bundle choice model in terms of attributes will be more useful
from a bundle design perspective. The balance model of Farquhar and Rao
(1976) is suitable for describing the utility of a bundle of items drawn from a
homogeneous product category (e.g., bundle of magazines); this model includes
means and dispersions among the items in the bundle for each of the attributes.
A hierarchical Bayes version of the balance model was developed by Bradlow
and Rao (2000);

Against this background, Chung and Rao (2003) have developed a general
choice model that extends the balance model to accommodate different types of
bundles drawn from either homogeneous products or heterogeneous product
categories (e.g. a bundle of computer, printer and monitor). Their COBA
Model (COmparability-based BAlance model) is a generalization of the balance
model applicable to the case of bundles drawn from heterogeneous product
categories; it uses the construct of “comparability” of attributes. The utility
function for the bundle in the COBA model consists of terms for “fully compar-
able” attributes, “partially comparable” attributes and “noncomparable” attri-
butes. It incorporates heterogeneity among individual weights for the attribute
terms (means and dispersions) and price of the bundle. The model for the value
that individual i places on bundle b in terms of attributes in the COBA model
(suppressing the subscript i) is:

20 The Bass Diffusion Model (Bass 1969) is not particularly useful for this purpose because
it is based on sales data obtained for a first few periods after the launch of the new product.
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where A', A%, and A® are the sets of fully comparable, partially comparable and
noncomparable attributes; S and D are sum and dispersion measures for the
fully and partially comparable attributes, and C is a component score for the
noncomparable attributes. The parameters in the model are the as, Bs, and vs.
The bundle utility, V}, is written as:

Vi = BV, + agpBP, (210)

Where BP,,is the bundle price and agp is the coefficient of price in the utility for
the bundle. The choice of a bundle is modeled as a nested logit function with the
inclusion of the “no purchase” option.

They implement this model using a set of choice data collected from a sample
of students for choices made among computer systems (consisting of computer,
printer and monitor) using a mixed logit model and estimate it using Hierarch-
ical Bayesian methods. They show that the mixed logit model for two segments
case is superior to other bundle choice models (mostly special cases of the
COBA model) in terms of both in-sample and out-of-sample fit. Further, they
show how their model can be employed to determine reservation prices for
bundles.

2.7 Summary and Future Outlook

In this chapter, I reviewed several recent developments in the design and
analysis of conjoint studies (both ratings-based and choice based approaches).
These methods included new methods for design of profiles and choice sets
based on such criteria as non-orthogonality, utility balance and reduction of
error in estimating partworths. I also described methods that utilize prior
knowledge of partworths in the design of choice sets. These new approaches
result in designs that are more efficient than the traditional methods such as the
orthogonal arrays or fractional factorial designs.

Further, I reviewed advances in conjoint estimation methods. These included
hierarchical Bayesian (HB) methods that enable estimation of individual part-
worths with limited data from each respondent (individual partworths cannot
be estimated with such limited data under traditional techniques). While these
HB methods require advanced knowledge of statistical methodology, they are
worth considering in applied studies. At the aggregate level, one study found
that the difference between the HB methods and traditional methods is quite
small.
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A promising new technique is that of polyhedral methods which are useful
not only for design of questions in an adaptive conjoint analysis but also offer a
new approach to estimating partworths. These methods utilize advanced tech-
niques called analytic center estimation. Simulations and one empirical study
showed that the polyhedral techniques can be superior in both internal and
external validity. Another development for estimation is the use of robust
methods based on support vector machines.

While there are several substantive developments, I focused on four of these.
One is the development of a method to estimate the market value of improve-
ment in an attribute in product design; this is an important problem for research
and development. Other developments are estimation of reservation prices and
continuous conjoint analysis. I also covered a general choice model for bundles
made up of items drawn from different product categories. This general model
subsumes extant choice models for bundles and is shown to be more valid in
both fit and for holdout predictions.

Several promising research directions exist in this vibrant methodology of
conjoint analysis.?! In one sentence, I should say that conjoint analysis is alive,
well, and growing. The preceding discussion of recent developments is an
indication of the potential future for conjoint analysis. Theory and practice
have exploded to address a myriad of issues. As this field continues to be vibrant
for many years to come, new challenges will appear. Hauser and Rao (2003)
identified a set of research challenges under three categories — pragmatic issues,
conceptual issues, and methodological issues. Pragmatic issues involve an
analysis of tradeoffs between complexity of method, cost, and managerial
application. Conceptual issues relate to the development of suitable conjoint
models that include roles of price, diffusion of information on attributes, and
competition, while methodological issues involve the development of newer
methods of data collection and estimation. Further, I expect future conjoint
studies to go beyond individual or organizational consumers and be employed
for other stakeholder groups, such as stockholders, employees, suppliers, and
governmental organizations.

As a summary, I may suggest that the following eight developments in
conjoint analysis are significant from my perspective.

1. Shift from ratings-based methods to choice-based conjoint methods: It is
becoming quite common to utilize choice-based conjoint analysis in most
situations; this is due to various reasons including the appeal of dealing with
choice rather than preference. Even when one deals with preference data, it
becomes necessary to convert utility estimates into probability of choice.

2! Eric Bradlow (2005) presents a wish list for conjoint analysis such as within task learning/
variation, embedded prices, massive number of attributes, non-compensatory decision rules,
integration of conjoint data with other sources, experimental design (from education litera-
ture), getting the right attributes and levels, mix and match, and product-bundle conjoint.
There is a considerable overlap between this list and mine described below.
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This step is essentially eliminated in the choice-based methods. However, the
choice-based methods may not have the same flexibility as ratings-based
methods.

2. Shift from regression methods to hierarchical Bayesian regression methods:
Independent of which approach is used for collecting conjoint data (ratings
or choices), there is a trend to utilize hierarchical Bayesian methods for
estimation. As we have seen, the HB methods enable incorporating hetero-
geneity and yield individual-level estimates of partworths.

3. Tendency to utilize adaptive conjoint analysis methods: Given the availability
of commercial software for implementing conjoint analysis, applied studies
in industry seem to utilize adaptive conjoint methods.?* Such software is
available from Sawtooth Software (http://www.sawtoothsoftware.com).

4. Beginnings of multi-period (dynamic) conjoint studies: As conjoint analysis is
used for a diversity of problems, the issue of understanding dynamics of
consumer choice behavior will become significant. The idea of estimating
demand for new products even before they diffuse in the marketplace
becomes important for both practice and research. The concepts of informa-
tion acceleration can be utilized for such estimation problems. It is at least in
this context I think that dynamic conjoint studies will become extremely
essential.

5. Shift from focus on prediction to focus on understanding of choice process: The
primary focus in conjoint analysis has so far been on developing models and
procedures that enhance predictive ability. As noted in the discussion on
partial profiles, there is some shift toward incorporating some postulates of
choice process. I expect that this will become more significant as conjoint
modelers begin to incorporate learnings from behavioral research on infor-
mation processing and choice. I also think that such a shift will be highly
worthwhile. An application of this is by Yee et al. (2005) who infer non-
compensatory decision rules using greedoid algorithms. Another approach is
due to Gilbride and Allenby (2004), who utilize data augmentation methods
to estimate thresholds and discontinuities in the conjoint preference
function.

6. Pragmatic approaches to theoretically sound methods (e.g. incentive-aligned):
Despite the fact that the origins of conjoint analysis were in the axiomatic
development of conjoint measurement, current practice seems to have lar-
gely been on developing pragmatic approaches for data collection and

22 The adaptive conjoint analysis (ACA) approach involves presenting two profiles that are as
nearly equal as possible in estimated utility measured on a metric scale and developing new
pairs of profiles sequentially as a respondent provides response to previous questions. There
has been considerable amount of research on this approach. In a recent paper, Hauser and
Toubia (2005) found that the result of the metric utility balance used in ACA leads to
partworth estimates to be biased due to endogeneity. The author also found that these biases
are of the order of response errors and suggest alternatives to metric utility balance to deal
with this issue. See also, Liu et al. (2007) who suggest using the likelihood principle in
estimation to deal with the endogeneity bias in general.
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estimation. However, recent trends indicate that conjoint researchers are
concerned about theoretical bases of the data collected in conjoint studies.
An example of this is the development of incentive-aligned methods for data
collection. I expect that this trend to continue and that future data collection
efforts will begin to incorporate assumptions normally made to develop
consumer utility functions (e.g., budget constraints and separability).

7. Simpler models to richer methods and models: The trend toward technically
advanced methods of estimation and data collection is here to stay. In
particular, the hierarchical Bayesian methods will continue to be part of
standard arsenal of a conjoint analyst.

8. Mainly product design domain to varied domains: A general application of
conjoint analysis has been product/service design. The methods are now
being applied to a varied set of domains such as tourism, healthcare, corpo-
rate acquisitions and the like. This trend is likely to continue.
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Chapter 3
Interactive Consumer Decision Aids

Kyle B. Murray and Gerald Haubl

3.1 Too Much Choice for Consumers?

Today’s consumers are faced with a vast and unprecedented breadth and depth
of product alternatives: a Wal-Mart Supercenter stocks over 100,000 items
(Yoftie 2005), Home Depot more than 50,000 (Murray and Chandrasekhar
2006), and the typical grocery store more than 30,000 (Schwartz 2005). The
advent of online shopping has further increased the choices that are available to
consumers; both eBay.com and amazon.com offer literally millions of unique
products, from thousands of product categories, for sale through their websites.
If deciding among all of these alternatives gives consumers a headache, a trip to
the local pharmacy does little to relieve the pain. Even in product categories that
one might consider relatively simple and straightforward, such as analgesics, it
is common to find in excess of 60 different varieties side-by-side on the shelf
(Schwartz 2005). The consumer is asked to select the chemical composition
(ibuprofen, acetaminophen, acetylsalysic acid, etc.), decide between brand
names (Advil, Tylenol, Aspirin, etc.) and generics, and choose from numerous
features (“cool burst,” coated, time release, etc.), packaging (liquid gel, tablet,
caplet, as well as the number of pills, etc.) and concentrations (regular, extra
strength).

For the consumer, there is a cost to processing information, and that cost rises
as the complexity of the decision increases (Shugan 1980). As a result, making
decisions in a world with an ever-growing variety of products and product
categories is increasingly taxing. Traditionally, humans have been able to effec-
tively adapt to complex environments by adjusting their decision making strate-
gies to the situation they are faced with (Payne et al. 1993), employing heuristics
to lighten the cognitive load (e.g., Kahneman and Tversky 1984), or simply
doing what they did last time (Hoyer 1984; Murray and Haubl 2007; Stigler
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and Becker 1977) to arrive at a satisfactory, if occasionally suboptimal,
decision (Simon 1955, 1957).

In fact, we are relatively adept at trading off the effort we expend to produce
the results we require. Nevertheless, as the number of choices and decision
complexity increase, our ability to efficiently make good decisions is compro-
mised. The additional constraints of time pressure and the many demands upon
us beyond consumption decisions (e.g., work, family, etc.) only exacerbate the
problem (Perlow 1999; Perlow et al. 2002). In fact, there is growing evidence
that the cumulative effect of all the choices that must be made on a regular basis
cause consumers substantial (di)stress (Schwartz 2005; Mick et al. 2004). In this
chapter, we examine the current state of a set of tools that have the potential to
assist consumers in their decision making by improving the quality of the choices
they make while simultaneously reducing the effort required to make those
decisions. We refer to these tools as interactive consumer decisions aids (ICDAs).

3.1.1 The Paradox of Choice

Decades of psychological research have demonstrated that having a choice
among alternatives is better than having no choice at all. Specifically, we
know that the freedom to choose increases intrinsic motivation, perceived
control, task performance, and life satisfaction (Deci 1975, 1981; Deci and
Ryan 1985; Glass and Singer 1972a, b; Langer and Rodin 1976; Rotter 1966;
Schulz and Hanusa 1978; Taylor 1989; Taylor and Brown 1988). In addition, it
appears that consumers are more attracted to vendors that offer more choice
through a greater variety of products (Iyengar and Lepper 2000) and products
with more features (Thompson et al. 2005).

However, recent research has revealed that too much choice can, in fact, have
adverse consequences. This work suggests that choosing from among a large
number of alternatives can have negative effects, including increased regret,
decreased product and life satisfaction, lower self-esteem, and less self-control
(e.g., Baumeister and Vohs 2003; Carmon et al. 2003; Schwartz et al. 2002).

For example, in a series of field and laboratory experiments, Iyengar and
Lepper (2000) compared the effects of choosing from a small versus a large
number of alternatives. All else being equal, they found that shoppers were
significantly more likely to stop to sample products when 24 were on display
(60%) than when only 6 were on display (40%). However, when it came to
actually making a purchase, only 3% of those in the extensive choice condition
(24 products) bought one of the products, while 30% of those in the limited-
choice condition (6 products) made a purchase. In a follow-up study examining
chocolate consumption, the same authors replicated previous research when
they found that consumers prefer to have the freedom to choose what they are
consuming. Specifically, they found that people are more satisfied with the
chocolate they eat when they are able to select it themselves, as compared to
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being given a chocolate randomly selected from the same assortment. However,
they also found that people choosing a chocolate from a limited selection (6)
were significantly more satisfied with their choice than those choosing from an
extensive selection (30). It seems that, although people like to have the freedom
to choose what they consume, and are attracted to larger product assortments,
they are more likely to make a purchase and be satisfied with it when the choice
is made from a limited number of alternatives.

Similar results have been found by researchers studying the optimal number
of product features. Advances in technology have not only allowed retailers to
offer consumers an ever-increasing number of products, they have also allowed
manufacturers to load products with a growing number of features. Take, for
example, today’s cell phones that include the capabilities of a gaming console,
text messaging device, wireless internet, calendar, contact organizer, digital
camera, global positioning system, and MP3 player; in addition to its multiple
telephone functions. Although each of these features are individually useful,
when combined in large numbers they can result in an effect known as “feature
fatigue” (Rust et al. 2006; Thompson et al. 2005). When consumers are deciding
which product to buy, they tend to focus on the capabilities of the product (i.e.,
what it can do); however, their satisfaction with the product, once it has been
purchased, is driven mostly by how easy it is to use (Thompson et al. 2005).
Ironically, consumers prefer to buy products that have many features and, as a
result, they are less satisfied with their choices. Consequently, this dissatisfac-
tion decreases the vendor’s long-term profitability (Rust et al. 2006).

Interestingly, Schwartz et al. (2000) find that the negative effects of too much
choice are most acute when people attempt to find an optimal product — i.e.,
when they act as maximizers. For example, a consumer looking for the perfect
cell phone will tend to be less happy, less optimistic and less satisfied, as well as
lower in self-esteem, than someone who is just looking for an adequate phone.
Even at a more general (societal) level, there is evidence to suggest that too
much choice is decreasing happiness, increasing incidents of depression, and
potentially having a negative impact on moral development (Botti and Iyengar
2006; Mick et al. 2004; Schwartz 2005).

It seems counter-intuitive that fewer choices are better. Why would we want
to limit our options and opportunities? Yet, it is becoming apparent that there
are benefits to having some constraints on the number and complexity of the
choices that consumers have to make. Do we really need (or want) to choose
from more than 60 types of pain relievers, 175 varieties of salad dressing or
85 different home telephones (Schwartz 2005)? Maybe not. Yet, when we have a
headache, it would be nice to have pain relief that was the best available for our
own unique physiology. In fact, although people generally do not want to sort
through a vast selection of salad dressings or telephones (or, for that matter,
most products), rarely would consumers object to having a small number of
options that are ideally suited to their particular preferences. Similarly, we
would like to buy products with the capabilities that we need, and avoid the
features that add complexity without increasing usefulness. In other words,
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most consumers would like to make better decisions with less effort. This is the
promise of ICDAs.

3.1.2 Building Interactive Consumer Decision Aids (ICDAs)

We define ICDAs broadly as technologies that are designed to interact with
consumers to help them make better purchase decisions and/or to do so with
less effort. Fortunately, recent advances in information technology have made
the development and implementation of such tools a realistic ambition. In fact,
examples of effective ICDAs are becoming a part of everyday life for many
people. Take, for instance, internet search engines, in-car navigation systems,
personal video recorders (e.g., TiVo), and RSS feeds (e.g., for news and cou-
pons). In fact, it has been argued that humans are at the beginning of a
transition to a world of augmented reality — wherein the real world is augmented
by computer-generated (“virtual”) stimuli — that offers substantial assistance
anywhere at any time (Abowd et al. 2002; Weiser 1991, 1993). For example,
together with the physical traffic environment, the electronic maps and context-
sensitive assistance built into a vehicle’s navigation system can be viewed as
creating an augmented driving reality.

Unfortunately, these (emerging) technologies have not been harnessed for
the purpose of consumer decision support. Early attempts at creating ICDAs, in
the form of electronic recommendation agents (Haubl and Trifts 2000), such as
personalogic.com, were unsuccessful, and they may even have incited some
resentment on the part of consumers (Fitzsimons and Lehmann 2004). Currently,
the vast majority of systems that could be considered ICDAs are aimed exclus-
ively at personalization in an e-commerce setting (e.g., amazon.com’s Gold-
box) or are focused on price search (e.g., mysimon.com, pricegrabber.com or
shopzilla.com). Although useful under some conditions, these tools are highly
constrained and fail to live up to the full promise of ICDAs. In the sections
that follow, we review the research that has led us to our current understand-
ing of the significant potential of ICDAs to assist consumers in their decision
making, and we discuss a number of reasons why this potential remains
unrealized.

3.1.3 Interactive Shopping: Agent’s to the Rescue?

The development and adoption of new technologies, such as the internet, has
opened the door to new kinds of exchanges between buyers and sellers. For
example, buyers have fewer constraints on search and comparison shopping.
Rather than drive across town to obtain some information about a particular
product (e.g., its price), consumers are able to access a wealth of information
at the click of a mouse. In the extreme, such a marketplace has the potential
to spark a dramatic rise in the amount of search that consumers undertake
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before making a purchase decision, which could result in substantial downward
pressure on prices (Bakos 1997).

Alba et al. (1997) suggested that, for this type of search to be feasible, a
number of conditions would have to be met: (1) product information would
have to be faithfully provided to consumers; (2) the set of available products
would have to be substantially expanded beyond what local or catalogue
shopping offered; and (3) search across stores and brands would have to be
unimpeded. Importantly, these authors emphasized screening as the most
critical determinant of the adoption of online shopping (see also Diehl et al.
2003). By and large, the first and second conditions appear to have been fulfilled.
Although the internet has created its share of new forms of fraud, online product
information appears to be at least as reliable as its offline counterpart. In fact, the
growth of online shopping has also seen a rise in novel methods of providing
consumers with information about information; including website certifications
and verifications (e.g., Verisign, Truste, etc.), reviews from other consumers that
have experienced the product (e.g., Amazon, Bizrate, etc.) or ratings of buyers’
and sellers’ past performance (e.g., eBay, Better Business Bureau, etc.). It is also
true that for most (if not all) consumers, online shopping makes substantially
more products available than can be found locally or through catalogue shopping.

However, search across stores and brands appears to be “stickier” than
originally anticipated (Johnson et al. 2004). Although, some pundits initially
saw online shopping as the death of the brand,' it has become apparent that
consumers are at least as loyal online as they are offline (Johnson et al. 2003;
Brynjolfsson and Smith 2000). In addition, even though competition is “only a
click away,” that is a distance many consumers are unwilling to travel (Johnson
et al. 2003). In fact, research indicates that once shoppers have learned to use
one store’s electronic interface, they are very reluctant to switch to other stores
(Murray and Haubl 2007).

Consequently, the evolution of online shopping has underscored the need for
something akin to a “personal electronic shopper” (Alba et al. 1997). Large
volumes of relevant information are available to shoppers, who are limited in
their capacity to process that information, and indeed hesitant to switch
between different electronic interfaces to collect it in the first place. Current
technology can provide tools that excel at searching and sorting information,
and providing the results to consumers through a consistent interface.

However, it is worth noting that the need for such tools is not limited to the
online world. As we have already discussed, big box stores and improvements in
manufacturing technology have generated staggering assortments in traditional

! For example: “The internet is a great equalizer, allowing the smallest of businesses to access
markets and have a presence that allows them to compete against the giants of their industry.”
Borland (1998); “The cost of switching from Amazon to another retailer is zero on the
internet. It’s just one click away.” Friedman (1999); “Shopbots deliver on one of the great
promises of electronic commerce and the internet: a radical reduction in the cost of obtaining
and distributing information.” Greenwald and Kephart (1999).
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retail settings for even the most mundane product categories. At the same time,
current technology can place the necessary tools in the palm of the consumer’s
hand. In doing so, the shopper’s reality becomes augmented. In addition to the
shelves and aisles in front of consumers, small portable devices can provide
access to a virtual world of information and advice. Such a scenario has led
consumer researchers to try to answer a number of important questions, not the
least of which are: What role can (and should) ICDAs play in the buying and
consumption process, and how should these tools be designed?

3.1.4 Four Potential Roles for ICDAs

West et al. (1999) mapped out a useful preliminary framework for thinking about
the role of ICDAs in consumer decision making. They suggested that there are
four key decision making tasks in which an ICDA could assist consumers. In
some cases, ICDAs are already fulfilling these roles. For example, the internet
offers a number of price search engines that scour the web for the lowest price on
a particular set of products. However, others remain largely theoretical at the
present time. Below, we will consider each of these potential roles of ICDAs.

3.1.4.1 Clerking

First, the ICDA could act as a clerk, assisting consumers in their search for
product information and alternatives. ICDAs acting as rudimentary clerks are
relatively common on the internet today. For example, there are a number of
“shopbots” that search for the lowest price on a specific product. Sites such as
mysimon.com, shopzilla.com and froogle.google.com gather up-to-date infor-
mation on tens of millions of products from thousands of stores.> You tell the
site what you are looking for, and it provides you with a list of vendors that have
itin stock, along with their prices. In some instances, sellers pay a fee to be listed
at the top of the search results. In most cases, the shopper is also able to
customize the list alphabetically by store, by price, by consumer ratings or
other means. These shopbots do not actually sell or ship anything, they simply
provide product information.

Other ICDA clerks are specialists that work in a particular product cate-
gory. For example, Amazon’s bibliofind.com searches millions of rare, used and
out-of-print books to help consumers locate hard-to-find titles from a commu-
nity of third-party book sellers. Similarly, computershopper.com, specializes in
computers and related accessories. There are other sites, often called “infomedia-
ries,” that provide third-party product information and/or consolidate product

2 Even more common are general information search engines —e.g., Google, Live.com, Yahoo
search, Ask.com, etc. — which could also be classified under a liberal definition of clerking.
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information to assist consumers in their decision making. Examples of such sites
include bizrate.com, cnet.com, and consumerreports.org.

Other examples include ICDA clerks that vigilantly watch for sales, or send
coupons, relevant to products that an individual consumer has expressed an
interest in. Early implementations of this idea are being tested using Really
Simple Syndication (RSS) feeds, and related technology, to deliver coupons
(and other information on product discounts) to consumers. Examples of such
websites include monkeybargains.com, dealcatcher.com, and couponsurfer.com.

In the bricks-and-mortar world, robots using RFID (radio frequency identi-
fication) technology are being tested that could serve in a similar role. In Japan,
NTT Communications has teamed up with Tmsuk to test an RFID-driven
“shopping assistant robot” in a mall in Fukuoka (NTT 2006). When at the
mall, shoppers choose a store that they are interested in visiting using a touch
screen mounted on the robot, who then navigates its way there. However,
consumers also have the option of directing the robot over the internet from
their homes (or elsewhere). For the remote consumer, the robot provides a view
of the in-store environment using a camera and connects the shopper to the
store’s human clerks via videoconferencing. When the shopper selects a product
or a human clerk makes a recommendation, the robot reads the product’s RFID
tag and displays the relevant information (including price, features, options, etc.).
The robot is also able to carry shopping bags and lock valuables up inside its safe.

3.1.4.2 Advising

Another role for an ICDA is that of an advisor that provides expert personalized
opinions based on the decision aid’s knowledge of the consumer’s preferences.
The critical distinction between the role of clerk and that of advisor is the degree
to which the information and recommendations provided by the ICDA are
personalized (i.e., driven by the tool’s understanding of the consumer’s personal
preferences). A pioneer in this area is Amazon.com. Its website has built-in
capabilities to make recommendations to consumers based on their past beha-
vior (and the behavior of people like them). Repeat customers at Amazon are
greeted with a list of product recommendations based on previous searches and
purchases at the website. Moreover, regular customers have a tab designated as
their own “store” that is populated with additional recommendations, as well
as links to online communities, commentary and more, all personalized on
the basis of the profile Amazon has developed for each individual customer.
By default, Amazon records the behavior of each shopper and uses that infor-
mation to make recommendations. However, the site also offers users the option
of editing their profile by providing additional information on products that they
own, products that they have rated and products that they are not interested in.

Another type of advisor ICDA is not associated with any particular store
and shares some of the features of a clerk. These tools are similar to ICDA
clerks in that they provide consumers with a list of products based on what the
shopper tells the ICDA. However, the advisor elicits much more detailed input
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and, rather than simply supplying a list of available products, it makes recom-
mendations that are personalized based on the preference information that the
consumer has provided to it (myproductadvisor.com is an example of such a
website). After arriving at the site, consumers are asked to select an advisor by
product category (e.g., new cars, televisions, cell phones, digital cameras, etc.)
and to respond to a series of questions about their personal preferences within
that category. The advisor then provides the consumer with a list, complete with
the latest product specifications and comparison information, which ranks
products in order of attractiveness to that individual.

In the realm of augmented reality, the Metro Group is experimenting with a
“store of the future” (future-store.org) that can adapt a bricks-and-mortar envir-
onment into a personalized shopping experience. Using RFID tags to identify
individual shoppers and products, these stores employ technology to assist con-
sumers in finding the products on their shopping list (like a clerk), as well as
recommending products (e.g., wine to go with dinner, like an advisor).

3.1.4.3 Banking

West et al. (1999) also envisioned an ICDA that could act as a banker, negotiating
on the consumer’s behalf and facilitating the ultimate transaction. The Auto-
mated Teller Machine (ATM) is a familiar technology that assists consumers by
providing banking information and allowing users to complete transactions
without human assistance. However, this type of technology would not meet
our definition of an ICDA, because it is not intended as a tool that can help
consumers make better decisions with less effort.

In fact, there are few real-world examples of the ICDA as a banker. One
notable exception is the automation of bidding in the realm of online auctions.
Here, the tool helps to reduce the effort required to make good purchase
decisions in a consumer auction. For example, eBay’s “proxy bidding” system
automatically places bids on a consumer’s behalf, up to a certain price. Con-
sumers are able to enter the maximum amount that they are willing to pay for
an item when they begin the bidding process. This information is not shared
with the market (i.c., other buyers and sellers); however, it is used by eBay to
compare the consumer’s bid to that of others bidding for the same product. The
system then automatically places bids on the consumer’s behalf, out-bidding
others by a small increment, until the product is purchased or bidding exceeds
the consumer’s maximum willingness to pay.

In general, ICDASs are only beginning to test their potential as bankers. The
current implementations are very rudimentary versions of what they could be.
For example, ongoing research is investigating marketplaces composed entirely
of ICDAs acting on behalf of their human masters to complete transactions
from need identification through product brokering, negotiation, payment,
delivery and post-purchase support and evaluation (e.g., Maes et al. 1999).
In the future, such tools may be capable of creating dynamic relationships,
forming buying coalitions to leverage economies of scale and/or seeking out
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new suppliers who are willing to manufacture products demanded by the
consumers that the ICDAs are working for.

3.1.4.4 Tutoring

Another potential role for ICDAs is that of a rutor who assists consumers in
preference construction and discovery (West et al. 1999). For example, an
ICDA might teach the shopper about the important attributes within a product
category and/or help the consumer “uncover” his or her preferences within a
particular domain. Note the important distinction between a tutor and an
advisor: the advisor uses consumers’ preferences to make product recommen-
dations; the tutor helps the consumer form his or her preferences. In other
words, when acting as a tutor, the ICDA does not assume that the consumer has
a detailed knowledge of his or her own preferences and, instead, helps the
individual determine what these preferences are (e.g., Hoeffler et al. 2006).

Current examples of this type of ICDA are quite rudimentary. One exception
is the website pandora.com. This website was created by the Music Genome
Project™; a group that has assembled hundreds of musical attributes (or
“genes”) into a database that breaks songs down by everything from melody,
harmony and rhythm to instrumentation, lyrics and vocal harmony. You begin
by entering an artist or song that you like. Say, for example, that you start with
Jack Johnson, which Pandora classifies as mellow rock instrumentation, folk
influences, a subtle use of vocal harmony, mild rhythmic syncopation and
acoustic sonority. Pandora plays a song by the selected artist (Johnson) and then
moves on to other artists/songs that are similar. For any song that Pandora
selects, the user can respond in a number of ways, including clicking links such
as: (1) I really like this song — play more like it; (2) I don’t like it — it’s not what
this station should play; or (3) I'm tired of this song — don’t play it for a month.
This input is used to refine the playlist going forward. The user can also guide
Pandora by entering other artists and songs that s/he enjoys. With extended use,
the ICDA learns about the user, but it also teaches the user about his or her own
preferences. The tool exposes consumers to product alternatives that they may
not have been previously aware of, yet are likely to be interested in buying, all
based on the consumer’s personal preferences. Clearly, this is a role for ICDAs
that is still in its infancy. Nevertheless, given the large percentage of decisions for
which people do not have well-defined preferences (Bettman et al. 1998; Mandel
and Johnson 2002; Payne et al. 1999), it is an area ripe with opportunity for
additional research and application.

3.1.5 Agent Algorithms

Having mapped out a set of roles that an ICDA can fulfill, it is useful to take a
moment to discuss some of the approaches and algorithms that a designer might
employ to create an effective decision aid. Potentially, ICDAs could be
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developed on the basis of a wide variety of techniques ranging from consumer-
centric formats for displaying information to search engines to sophisticated
preference models. At a general level, ICDAs face a fundamental tradeoff in the
design of their underlying algorithms. Specifically, these tools aim to: (1) work
effectively in real-time environments; and, (2) develop a deep understanding of
the needs and/or preferences of individual consumers either by directly eliciting
this information or unobtrusively observing their behavior over time. To the
extent that the ICDA is designed to perform in real-time, complex and detailed
algorithms that operate on comprehensive databases are (currently) unrealistic.
Therefore, when designing such tools, developers must balance the efficacy of
the algorithm with its need to react quickly during interactions with consumers.
Below, we discuss a few common approaches and algorithms; however, an
exhaustive account of ICDA designs is beyond the scope of this chapter.’

At a simple level, an interactive decision aid could be a list or matrix of
product information that the consumer is able to interact with by changing the
way that the list is sorted or the matrix is organized. The previously discussed
mysimon.com allows for this type of functionality. Another example would be
Apple’s iTunes music store that provides a list of the day’s top downloaded
songs, which the user can refine by genre. The shopping carts used by most
online stores would also fall into this category of simple ICDAs. At a more
general level, the comparison matrix used in Haubl and Trifts’ (2000) experi-
mental shopping environment is an example of this type of decision aid.

More sophisticated ICDAs attempt to develop an understanding of a parti-
cular consumer’s preferences and make recommendations to him or her based
on that understanding. There are many potential approaches to modeling
consumers’ preferences for the purpose of identifying products that match
these preferences. In general terms, we can classify these methods as having
either an individual or collaborative consumer focus (Ariely et al. 2004). In both
cases, ICDA designers employ models that are aimed at maximizing the attrac-
tiveness (i.e., utility) of the recommended products to the consumer (Murthi
and Sarkar 2003). Those ICDAs that focus primarily on the individual consumer
use behavioral observations (e.g., click-stream search data or purchase his-
tories) and/or explicitly elicited responses (e.g., attribute rankings or ratings)
to develop a model of a consumer’s preferences. In these cases, the ICDA makes
its recommendations based on an underlying multi-attribute utility function of
the target consumer without (necessarily) taking into account the preferences of
other consumers. Statistical methods that are common to this type of ICDA
include conjoint analysis, ideal point models, and regression models (including
logit models), among others. Myproductadvisor.com, which operates on the
basis of the individual responses to a series of questions that are designed to
elicit relevant attribute preference information, is one example of this type of

3 Readers interested in more detailed descriptions of different types of ICDAs, recommenda-
tion agents and recommender systems are directed, as a starting point, to Adomavicius and
Tuzhilin (2005) and Montaner et al. (2003).
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approach. For an offline example, we can look to the Metro Group’s store of
the future, which makes wine recommendations based on food selected by the
shopper and its database of well-matched wine-food pairings.

Another general category of approaches to ICDA design is known as colla-
borative filtering. This technique works by comparing information about the
target consumer to other consumers that are similar based on previous behavior
and/or stated preference information. Recommendations can then be made by
identifying products that similar consumers have purchased (or searched for)
and that the target consumer has not purchased (or searched for). Amazon.
com’s personalized recommendations are based on such a process. In a simple
collaborative filtering approach, the recommendation will be generated using a
weighted sum of similar people’s preferences, with similar people identified
through a cluster analysis. In a more advanced form, the underlying model
may use sophisticated statistical techniques (e.g., Bayesian