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Summary. In this chapter, we introduce inventory routing problems. Inventory
routing problems are among the more important and more challenging extensions
of vehicle routing problems, in which inventory control and routing decisions have
to be made simultaneously. The objective is to determine distribution policies that
minimize the total cost, i.e., the sum of inventory holding and transportation costs,
while avoiding stock-outs and respecting storage capacity limitations. All inven-
tory routing problems have some common characteristics, but they may also have
a number of significantly different characteristics. As a result, a variety of solution
approaches has been developed. We discuss the various characteristics of inventory
routing problems in order to create an understanding of and instill an appreciation
for the complexities of inventory routing problems.
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1 Introduction

The class of inventory routing problems (IRPs) is large and the number of
solution approaches that have been proposed for their solution is even larger.
Inventory routing problems all share some basic characteristics. They all con-
sider environments in which products are shipped from a supplier to one or
more customers by means of, usually capacitated, vehicles. Costs are incurred
for the distance traveled by the vehicles and those costs are included in the
objective function. This characteristic explains the word routing in the name
of the problem class. What makes this class of problems significantly different
from most other classes of routing problems is the presence of an inventory
component, which explains the word inventory in the name of the problem
class. The inventory component arises because customers consume product
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over time and have only limited storage capacity. The supplier has to manage
product inventory at customers to ensure that customers do not experience
a stock-out. The inventory component thus adds a time dimension to the
traditional spatial dimension of routing problems. The presence of inventory
complicates the routing decisions in two fundamental ways. First, the limited
inventory holding (storage) capacity at the supplier and/or at the customers
has to be taken into account when deciding on delivery quantities. Second,
inventory holding costs, at the supplier or at the customers, may be incurred
which has to be accounted for in the objective function.

Beyond these basic characteristics, there is a variety of other characteristics
that may significantly change the structure of a particular inventory routing
problem, such as

• the planning horizon can be finite or infinite;
• inventory holding costs may or may not be considered;
• inventory holding costs may be charged at the supplier only, at the supplier

and the customers, or at the customers only;
• the production and consumption rates can be deterministic or stochastic;
• production and consumption take place at discrete time instants or take

place continuously;
• production and consumption rates are constant over time or vary over

time;
• the optimal delivery policy can be chosen from among all possible policies

or has to be chosen from among a specific class of policies.

In this chapter, we consider only inventory routing problems involving
the distribution of a single product over a finite planning horizon with de-
terministic and stationary production and consumption rates. This simple,
yet surprisingly complex, setting allows us to introduce the reader to some
of the issues arising in inventory routing. Section 2 focuses on the impact of
inventory holding costs and storage capacities on delivery policies in a dis-
crete time setting. Section 3 focuses on the impact of consumption rates and
storage capacities on delivery policies in a continuous setting. In Section 4 we
provide a brief overview of the literature on inventory routing problems.

We start by introducing notation for the elements that are common to the
inventory routing problems we discuss in Sections 2 and 3. Inventory routing
problems are defined on a graph G = (V, E), where V = {S, 1, . . . , n} is the
set of vertices and E is the set of edges. Vertex S represents the supplier and
vertices 1, . . . , n represent the customers. A travel time tij and a cost cij are
associated with edge (i, j) ∈ E. The capacity of each vehicle is Q. If time is
discrete, we denote by qi the quantity of product consumed per unit of time by
customer i. If time is continuous, we denote by ui the usage or consumption
rate. The initial inventory level at the supplier is denoted by I0

S . The initial
inventory at customer i is denoted as I0

i . Initial inventories can either be given
or be decision variables. Considering initial inventories as decision variables
may significantly improve the quality of the solution.
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We denote by It
i and It

S the inventory level at customer i and at the
supplier at time t, respectively. The inventory holding capacity at customer i
is Ci and at the supplier is CS . The inventory holding cost at the supplier is
hS and at customer i is hi. Whenever a cost is not considered in a particular
variant, its value is assumed to be 0. The length of the planning horizon is
denoted by H .

The decisions to be made are (1) when to deliver to each customer, (2) how
much to deliver to each customer each time it is served, and (3) how to route
the vehicles so as to minimize the total cost. The total cost always includes the
transportation costs incurred by the vehicles and may or may not include the
holding costs incurred at the supplier and the customers. A delivery policy
has to ensure that the supplier and the customers do not experience any
stock-outs, that storage capacities at the supplier and the customers are not
exceeded, and that the vehicle capacity limit is respected.

The routing component of inventory routing problems by itself already
makes the problems hard. In fact, the problems reduce to the traveling sales-
man problem when the planning horizon is one, the inventory costs are zero,
the vehicle capacity is infinite, and all customers need to be served. Fur-
thermore, even when only one customer is considered, some variants remain
computationally hard (see Speranza and Ukovich [55]).

We will not provide a detailed survey of the vast number of papers on in-
ventory routing problems that have been published in the literature. A number
of surveys already exist (e.g., [21, 30, 34]) and we refer the reader to these
surveys for an in-depth overview of this fertile area of research. Instead, we
focus on a few variants and hope to generate an appreciation for the variety
and richness of inventory routing problems and for the challenges and pit-
falls encountered when trying to construct optimal or high quality solutions,
and to stimulate a desire to delve deeper into these fascinating problems. To
facilitate such investigations, we briefly summarize the literature on IRPs in
Section 4.

2 Inventory Holding Capacity and Costs

In this section, we consider a discrete time setting. We take the example intro-
duced by Bell et al. [9] and investigate several simple modifications, involving
inventory holding capacity and inventory holding costs, to demonstrate the
impact of the presence of inventory on the routing decisions. We first inves-
tigate the case in which only the transportation costs are included in the
objective function, then the case in which inventory holding costs are added
to the transportation costs. In both these cases the initial inventory levels are
fixed. Then, we study the case in which inventory holding costs are charged,
together with the transportation costs, and the initial inventory levels are
decision variables.
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Fig. 1. Bell et al. example.

In the example of Bell et al. [9] there are four customers to be served by
a single supplier. Time is discrete. Let I = {A, B, C, D} be the index set of
the customers. Figure 1 shows the available connections with their associated
travel costs. The capacity Ci and quantity qi of each customer i ∈ I are given
in Table 1.

The initial inventory level of each customer i is equal to its holding ca-
pacity, that is I0

i = Ci for all i ∈ I. There is an unlimited number of vehicles
with capacity Q = 5000. In the original description of the example, nothing
is specified about the supplier. It is understood that there are no limitations
on product availability, i.e., CS = ∞. The objective is to find a periodic dis-
tribution policy that minimizes the total cost, that does not cause a stock
out at any of the customers, and that does not exceed the storage capacity at
the customers and the vehicle capacity. The periodicity of the policy implies
that the inventory levels at the end of the period must be equal to the initial
levels. The horizon is implicitly assumed to be infinity; the periodic policy is
repeated over and over. From Figure 1 it is easy to see that a natural distri-
bution policy is to combine the two pairs of close customers A and B and C
and D, and serve each pair with a separate vehicle. The daily cost is 420. A
better distribution policy repeats every two days. On the first day, A and B



Inventory Routing 53

Table 1. Capacity and consumption in the Bell et al. example.

Customer i Capacity Ci Consumption qi

A 5000 1000
B 3000 3000
C 2000 2000
D 4000 1500

are served together with one vehicle and C and D are served together with
another vehicle. A quantity 2000 (twice the daily consumption) is delivered
to A, 3000 (the daily consumption) to B, 2000 (the daily consumption) to C
and 3000 (twice the daily consumption) to D. Both vehicles fully utilize their
available capacity. Since customers B and C have to be served daily, due to
their storage capacity and daily consumption, on the second day customers B
and C are served together in a tour, delivering a quantity of 3000 to B and
of 2000 to C, while A and D are not visited. The average daily cost is 380.
This solution has been proven to be optimal by Adelman [1] and Song and
Savelsbergh [53].

Observe that the actual timing of deliveries during the day is not consid-
ered. Customer B consumes 3000 units of products per day and receives 3000
units of product per day. Implicitly, it is assumed that on any day delivery
takes place after the inventory of 3000 units has been consumed. The inven-
tory level is calculated at the end of the day, after consumption and delivery
have taken place. A similar situation occurs at customer C.

Alternatively, we can assume that the initial inventories are zero, and that
delivery takes place before consumption. The optimal delivery policy remains
the same. For the remainder, this is the setting we consider, i.e., at each time
instant delivery takes place before consumption and the inventory level is
observed after that.

Next, we introduce various simple modifications to the example of Bell et
al. and study the impact on the optimal solution. The length of the planning
horizon H is four days. The initial inventory I0

i at each customer i is either zero
or a decision variable. The inventory holding cost may or may not be accounted
for in the objective function. In case it is, it can be either the inventory holding
cost at the supplier, the inventory holding cost at the customers, or the sum
of the inventory holding costs at the supplier and at the customers. The first
papers that consider holding costs in the objective function are Blumenfeld et
al. [19] for the case with continuous time and Speranza and Ukovich [54] for
the case with discrete time. The following unit inventory costs are considered
for both the supplier and the customers: 0, 0.01, and 0.1. If the inventory cost
at the supplier is accounted for in the objective function, then the production
rate at the supplier is assumed to be equal to the sum of the consumption
rates at the customers, i.e., 7500, and the initial level of the inventory at the
supplier I0

S is either zero or a decision variable of the problem. Deliveries can
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be performed at the discrete time instants t ∈ {1, . . . , H} by an unlimited
fleet of vehicles. The sets of customers that can be served on a single route
are: R1 = {A}, R2 = {B}, R3 = {C}, R4 = {D}, R5 = {A, B}, R6 = {B, C},
R7 = {C, D}. The routes considered are the direct routes to a customer and
the routes that serve adjacent customers. Let k ∈ K = {1, 2, . . . , 7} be an
index of the routes and let rik be an indicator equal to 1 if customer i is
served on route k and 0 otherwise. We assume, for the sake of simplicity, that
each route can be performed at most once per day. The cost ck of route k is
the cost of the corresponding optimal traveling salesman problem.

We analyze different environments and show, for each of them, the optimal
solution over the planning horizon of 4 days. The solutions are obtained by
solving mixed integer linear programming models. These models are not repre-
sentative of the models proposed to solve large, real-life instances of inventory
routing problems. They are introduced here only to obtain optimal solutions
for the examples used in the chapter. The optimal solutions are shown in
figures. Each figure is organized in one or more rows. Each row shows four
boxes, one for each day. Each box shows the routes traveled by the vehicles,
the quantity delivered to each customer, and the level of the inventory at each
customer at the end of the day (in the lower left corner; each small rectangle
represents 500 units of product). If more than one row is shown, each corre-
sponds to a different environment, labeled with a letter, starting from the top
row.

Transportation cost only. We first analyze the case in which only transporta-
tion cost is considered in the objective function. This case corresponds to
an environment in which the transportation cost represents the major cost
component, for example due to the fact that the supplier and the consumers
represent entities of one and the same company (e.g., a distribution center
and retail outlets) and the differences in inventory holding costs at the sup-
plier and the consumers are negligible. Inventory levels at the customers still
have to be controlled to avoid a stock-out and to respect the holding capacity
limits. Let I0

i = 0, ∀i, let xt
ik be the quantity shipped to customer i at time

t using route k, and let yt
k be equal to 1 if route k is used at time t and 0

otherwise. The optimal solution is obtained by solving the following mixed
integer linear programming model:

min
1
H

∑

t∈T

∑

k∈K

ckyt
k (1)

∑

i∈I

xt
ik ≤ Qyt

k t ∈ T k ∈ K (2)

xt
ik ≤ Qrik t ∈ T i ∈ I k ∈ K (3)

It
i = I0

i +
t∑

s=1

∑

k∈K

xs
ik − tqi i ∈ I t ∈ T (4)
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Table 2. Optimal costs with different transportation capacity.

Q Ci given Ci = +∞
5000 380.0 340.0
10000 377.5 190.0
15000 377.5 152.5
20000 377.5 105.0

It
i + qi ≤ Ci i ∈ I t ∈ T (5)

It
i ≥ 0 i ∈ I t ∈ T (6)

xt
ik ≥ 0 t ∈ T i ∈ I k ∈ K (7)

yt
k ∈ {0, 1} t ∈ T k ∈ K. (8)

The objective function (1) expresses the minimization of the average daily
transportation cost. The constraints (2) guarantee that the total quantity
delivered by each vehicle is not greater than its capacity. The constraints
(3) guarantee that a delivery to customer i on route k only takes place if
customer i is visited on route k. The constraints (4) define the level of the
inventory of each customer i for each time instant t. The constraints can be
also written as It

i = It−1
i +

∑
k∈K xt

ik − qi. The constraints (5) guarantee that
the storage capacity of each customer is never exceeded. The constraints (6)
guarantee that no stock–out occurs at any customer i during the planning
horizon. Finally, the constraints (7)–(8) define the decision variables of the
problem.

Figure 2 shows the optimal solutions obtained in two different environ-
ments. The first row corresponds to the environment in which the storage
capacity Ci at each customer i has to be respected and cannot be exceeded,
while the second row corresponds to the environment in which there are no
storage capacities at customers, i.e., Ci = +∞ for all i ∈ I. In other words,
we show the effect of relaxing constraints (5). In the first case, the costs are
380, while in the second case the costs are 340. In both situations, the vehicle
capacity is fully utilized in all tours.

Next, we examine what happens when the vehicle capacity is increased.
The values of the optimal solutions are shown in Table 2 for Q = 5000, 10000,
15000, and 20000. In the case with holding capacities at customers, shown in
Column 2, the cost decreases from 380 to 377.5. This happens for Q ≥ 7000. In
the case without holding capacities at the customers, shown in Column 3, the
cost decreases from 340 to 105. This value is obtained for Q ≥ 16000. As ex-
pected, the impact of the vehicle capacity on the optimal cost is substantially
higher in the case without holding capacities at customers.

Transportation and inventory holding costs. When inventory holding costs at
the customers are taken into account in the objective function, the total cost
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Fig. 2. Minimizing transportation costs only. a) With maximum inventory holding
capacity at the customers: 380. b) Without maximum inventory holding capacity at
the customers: 340.

of an optimal solution will obviously increase. An optimal solution can be
obtained by solving the following mixed integer programming problem:

min
1
H

(
∑

t∈T

∑

k∈K

ckyt
k +

∑

i∈I

∑

t∈T

hiI
t
i

)

subject to (2)–(8).
Figure 3 shows the solutions for two environments that differ only in terms

of the inventory holding costs charged at the customers (storage capacity is
limited at the customers). The first row shows the solution for the environment
in which the inventory holding cost is small, hi = 0.01 for all i ∈ I, while the
second row shows the solution for the environment in which the inventory
holding cost is large, hi = 0.1 for all i ∈ I. It is interesting to observe that
with higher inventory holding costs the optimal solution visits customers more
frequently. Moreover, in this setting available vehicle capacity is no longer used
fully.

To take inventory holding costs at the supplier into account, a term∑
t∈T hSIt

S needs to be incorporated in the objective function that becomes



Inventory Routing 57

Fig. 3. Minimizing transportation cost and inventory cost at the customers. a) With
hi = 0.01: 380 + 12.5 = 392.5. b) With hi = 0.1: 420 + 0 = 420.

min
1
H

∑

t∈T

∑

k∈K

ckyt
k +

∑

t∈T

hSIt
S .

The following constraints need to be added to the constraint set

It
S = I0

S +
∑

i∈I

tqi −
t∑

s=1

∑

i∈I

∑

k∈K

xs
ik t ∈ T (9)

It
S ≥ 0 t ∈ T. (10)

Constraints (9) state that the inventory level at the supplier at time t is
obtained by the initial level increased by the production up to t and decreased
by the quantity delivered to the customers up to t.

Figure 4 shows the solutions for environments in which, in addition to
the transportation costs, inventory holding costs at customers only, at the
supplier only, and at both customers and the supplier are taken into account,
respectively (storage capacity is limited at the customers). In the figure, the
inventory level of the supplier is also shown. While in the first environment the
vehicles travel with full loads, in the second and the third environments this is
no longer the case and, furthermore, each customer is served daily. Note that
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Fig. 4. a) Minimizing transportation cost and inventory holding cost at the cus-
tomers, hi = 0.01: 380 + 12.5 = 392.5, b) Minimizing transportation cost and
inventory holding cost at the supplier, hS = 0.01: 420 + 0 = 420, c) Minimizing
transportation cost and inventory holding costs at the supplier and the customers,
hi = 0.01 and hS = 0.01: 420 + 0 + 0 = 420.

in the second and third environments the total inventory is always equal to
zero. This is due to the fact that the total inventory is constant over time and
that the initial inventory level is equal to zero both at the supplier and the
customers. As a consequence, in an optimal policy we have

∑
k∈K xt

ik = qi,
t ∈ T . In general, given that the total inventory is constant over time and
equal to

∑
i∈I I0

i + I0
S , if the initial inventory levels are given and hi = hS , ∀i,

then the inventory holding costs can be ignored and only transportation costs
need to be minimized. Therefore, the problem with inventory holding costs is
interesting only when the inventory holding costs are different.

Transportation and inventory holding costs, variable initial inventory levels.
Next, we consider the case in which inventory holding costs are charged both
at the supplier and at the customers and the initial inventory levels are not
fixed, but are to be determined by the optimization. In this case it is necessary
to include so–called demand constraints in the model, that is constraints that
guarantee that the total quantity shipped to each customer is equal to the
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corresponding total consumption over the planning horizon:

min
1
H

(
∑

t∈T

∑

k∈K

ckyt
k +

∑

i∈I

∑

t∈T

hiI
t
i +

∑

t∈T

hSIt
S

)

subject to (2)–(8), (9)–(10) and the following constraints:
∑

t∈T

∑

k∈K

xt
ik = qiH i ∈ I (11)

I0
i ≥ 0 i ∈ I (12)

I0
S ≥ 0. (13)

Figure 5 shows, in the first row, the optimal solution for the situation in
which holding capacity is limited at the customers, and, in the second row,
the optimal solution when there are no limits on the holding capacity at the
customers (storage capacity is limited at the customers). We have seen that
in the situation where the initial inventory is given and assumed to be 0, the
optimal solution value is 420 (see the third row of Figure 4). The solution in
the first row of Figure 5 has a value of 405. The savings are a result of the
additional flexibility, i.e., the choice of initial inventory levels. The optimal
initial inventory level is 0 for customers B and C and 1000 and 1500 for
customers A and D, respectively. As a consequence, the total inventory is
always equal to 2500 during the planning horizon. When we compare this
solution to the solution shown in the second row of Figure 5, when there are
no limits on the storage capacities at customers, we observe that the optimal
initial inventory level is 0 for customers A, B and D and 2000 for customer C,
the optimal initial level at the supplier is 2500. The total inventory is always
4500 during the planning horizon and the costs decrease even further to 390.
The darker customers shown in Figure 5 indicate the customers that have an
initial inventory in the optimal solution. The others have no initial inventory.

The models used in the above examples are built on the basis of a pre-
selected set of routes. The models studied in the literature include the routes
creation in the set of decisions to be taken. The only exact approach available
for the solution of an inventory routing problem can be found in Archetti et al.
[7]. In Bertazzi et al. [13] heuristics are used to study the impact of different
objective functions on the solution of an inventory routing problem.

Figure 6 compares the optimal solution obtained in the case with equal
inventory holding cost at the supplier and the retailers with respect to the
case of unequal inventory holding costs. The first row shows the case with
hS = hi = 0, ∀i, in which the sum of the transportation and inventory costs
both at the supplier and the retailers is minimized, the initial inventory level
at the supplier and the retailers is variable and with inventory holding capacity
at the retailers. The second row shows the same case with the only exception
of the inventory holding costs, which are hS = 0.1 and hi = 0, ∀i, respectively.
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Fig. 5. Minimizing transportation cost and inventory holding costs at the supplier
and customers; holding costs hi = 0.01 and hS = 0.01; variable initial inventory
level. a) With inventory holding capacity at the customers: 380 + 12.5 + 12.5 = 405
(I0

A = 1000, I0
D = 1500). b) Without inventory holding capacity at the customers:

345 + 32.5 + 12.5 = 390 (I0
S = 2500, I0

C = 2000).

We note that in each time instant the quantity produced at the supplier is
shipped to the retailers, even if not needed, in order to always have zero
inventory levels at the supplier. Finally, the third row shows the case with
hS = 0 and hi = 0.1, ∀i. We note that, in order to always have zero inventory
levels at the retailers, the quantity delivered to each retailer in each day is
equal to the quantity consumed by the retailer per time unit.

3 Continuous Production and Consumption

In the previous section, we focused on the impact that inventory holding costs
had on delivery policies. We chose to work with a model in which deliveries
take place at discrete time instants t ∈ T = {1, 2, 3, 4}, i.e., at the beginning of
time periods [t, t+1), and consumption takes place afterwards. The model as-
sumes that (1) each vehicle performs exactly one delivery route during a time
period, and that (2) the exact timing of the delivery during a time period is
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Fig. 6. Equal vs unequal inventory holding costs: a) hS = hi = 0: 380 + 12.5 + 12.5
= 405 (I0

A = 1000, I0
D = 1500). b) hS = 0.1, hi = 0: 415 + 0 + 0 = 415 (I0

A = 1000,
I0

D = 1500). c) hS = 0, hi = 0.1: 420 + 0 + 0 = 420.

not important. Although this type of discrete time model is frequently used
for inventory routing problems, it is too restrictive for many environments,
for example environments in which customers use product continuously. In
these environments the timing of deliveries is important as the available stor-
age capacity, and thus the maximum delivery quantity, depends on the time
of delivery. If product usage rates and storage capacities vary significantly
among customers, then a mix of short and long routes may be inevitable, and
the “single delivery route per vehicle per period” assumption may no longer
be appropriate. In situations where there are customers with small storage
capacities and high usage rates that require one or more deliveries per time
period, the timing of such deliveries becomes important as the time of delivery
determines the available storage capacity.

In this section, we will concentrate on environments with continuous prod-
uct usage and, for convenience, we will ignore inventory holding costs.

We start by observing that when the number of vehicles is greater than
the number of customers and the storage capacity at each customer is larger
than the vehicle capacity, the problem is easy. Why? Because in that case, the
optimal distribution strategy is to dispatch a vehicle to a customer in such a
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SS

1

2

cS,1 c1,2

cS,2

C1 < Q

C2 > Q

Fig. 7. IRP environment with a single supplier and two customers.

way that the vehicle arrives at the customer right at the time the customer
is about to run out of product and to deliver an entire vehicle load. This
minimizes the number of deliveries to a customer over the planning horizon
and, at the same time, minimizes the distance traveled to do so.

As soon as the number of vehicles is smaller than the number of customers,
the distribution strategy described above may no longer be optimal, because
it may no longer be feasible; there may be a point in time when we need more
vehicles than are available. As soon as the storage capacities at customers
are smaller than the vehicle capacity a distribution strategy with only out-
and-back trips to customers may be feasible, but is almost guaranteed to
be non-optimal. We are not fully using the available vehicle capacity and
are therefore likely missing opportunities to reduce transportation costs. The
simplest example of such a situation involves two customers. Suppose two
customers are located next to each other, each with a storage capacity that
is half the size of the vehicle capacity. It is clear that it is advantageous to
deliver to both customers each time one of them is visited, as no extra costs
are incurred by doing so and the total number of visits is reduced.

The above discussion highlights the fact that storage capacities less than
the vehicle capacity cause the inventory routing problem to become signifi-
cantly more difficult. This complexity manifests itself in various ways. First,
it may be advantageous to visit more than one customer on a single route.
Deciding which customers to put together on route is non-trivial, among other
reasons because evaluating the distance traveled on a route involves solving
a traveling salesman problem. Second, because the available storage capacity
at customers changes over time, because of product usage, deliveries need to
be coordinated in time to be able to fully exploit available vehicle capacity.

Consider the distribution environment depicted in Figure 7, i.e., a single
supplier and two customers. Since C1 < Q, whenever a truck goes to customer
1 with a full load, at least Q − C1 of product is left after the delivery at
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customer 1. That leftover product can be used to satisfy the need for product
at customer 2. Is that needed? Is that cost effective? Suppose that the total
product usage over the planning horizon is U1 for customer 1 and U2 for
customer 2. To deliver U1 to customer 1, at least U1

C1
deliveries have to be made.

Therefore, at least U1
C1

(Q − C1) leftover product is available for delivery at
customer 2. If the leftover product is used to satisfy product need of customer
2, then Q

Q−C1
trips with leftover product are necessary to deliver a quantity

of Q to customer 2. Whenever leftover product is delivered to customer 2, an
additional cost of c12 + cS2 − cS1 is incurred. Therefore, the cost incurred to
deliver Q to customer 2 with leftover product from customer 1 is Q

Q−C1
(c12 +

cS2 − cS1). The cost incurred to deliver Q to customer 2 directly from the
supplier is 2cS2. Consequently, if Q

Q−C1
(c12 + cS2 − cS1) < 2cS2, it is better to

use leftover product at customer 1 to satisfy the product need of customer 2.
For the remainder, assume that this is the case, i.e., Q

Q−C1
(c12 + cS2 − cS1) <

2cS2. Two cases have to be considered: (1) the leftover product is sufficient
to satisfy customer 2’s needs, and (2) the leftover product is insufficient to
satisfy customer 2’s needs.
Case 1 : If U1

C1
(Q−C1) ≥ U2, then a cost of at least U2

Q−C1
(cS1 + c12 + cS2) +

U1− U2
Q−C1

C1

C1
2cS1 is incurred.

Case 2 : If U1
C1

(Q − C1) < U2, then a cost of at least U1
C1

(cS1 + c12 + cS2) +
U2− U1

C1
(Q−C1)

Q 2cS2 is incurred.
Note that the analysis above, although insightful, only considers the stor-

age capacities at the customers; it ignores the timing of deliveries. It is not at
all guaranteed that the suggested delivery scheme can be executed in practice
as the quantity that can be delivered to a customer depends on the time of de-
livery. This reflects the intricate and complex relationship between customer
usage rates and delivery route travel times. Thus, the analysis only provides
a lower bound on the delivery costs incurred. A detailed discussion on com-
puting lower bounds for inventory routing problems can be found in Song and
Savelsbergh [53].

Two factors other than limited storage capacity at customers impact the
complexity of the inventory routing problem: the ratio of the usage rate and
storage capacity at a customer, i.e., ui

Ci
, which defines the maximum time

between two consecutive visits to a customer, and, in situations with a fi-
nite planning horizon, the ratio of initial inventory and product use over the
planning period, i.e., I0

i

Hui
, which represents the percentage of total product

consumed during the planning horizon that can be served from initial inven-
tory. Typically, the need to make frequent deliveries to customers increases the
complexity, especially when these customers have limited storage capacities.

We have mentioned a few times already in this section that the maximum
quantity that can be delivered to a customer depends on the time of delivery.
Consequently, the selection of actual delivery times, between the earliest and
latest delivery times, will affect the total volume deliverable on a trip. Because
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Fig. 8. Maximum delivery quantities at two customers as a function of delivery
times.

the customer consumes product over time, the later a vehicle arrives, the
more inventory holding capacity is available and the more product can be
delivered. On the other hand, delivery is typically not instantaneous, but
depends on the size of the delivery. Furthermore, when a vehicle arrives later
at a customer, less time may be available for making a delivery due to delivery
time restrictions of customers to be visited later on the trip. These two dueling
effects make determining an optimal delivery schedule for a given sequence of
customer visits on a trip not as easy as it may seem at first glance.

As an example consider the situation depicted in Figure 8. It shows the
maximum delivery quantity as a function of delivery time for two consecutive
customers on a route; the first part of the graph, between times 8 and 22,
relates to the first customer and the second part of the graph, between times
23 and 37, relates to the second customer. The earliest delivery time for the
first customer is 8 and the latest delivery time is 22. The earliest delivery time
for the second customer is 23 and the latest delivery time is 37. The slope of
the line between times 8 and 18 is 0.8, the usage rate of the first customer,
and the slope of the line between times 23 and 28 is 0.4, the usage rate of
the second customer. The slope of the lines between times 18 and 22 and
28 and 37 is -1, corresponding to the rate at which product is discharged at
the customers. The travel time between the first and second customer is 5.
Initially, the amount of product that can be delivered to a customer increases,
because product is consumed and the available storage capacity increases. The
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Fig. 9. Deliver as late as possible.

amount of product that can be delivered reaches a peak when the discharge
time plus the travel time will be just enough to reach the next customer in
time to make a delivery there. After the peak, the amount of product that
can be delivered to a customer decreases with the discharge rate. The peak
for the first customer is at time 18, since 18 plus 14 (the discharge time) plus
5 (the travel time to the second customer) is 37 (the latest delivery time at
the second customer). We want to select the delivery times that result in the
maximum total delivery quantity at both customers. Below we consider a few
options. First, we consider delivering to both customers as late as possible.
This situation is shown in Figure 9. The total quantity delivered is 11 (10
at the first customer and 1 at the second customer). Second, we consider
delivering the maximum possible to the customer with the highest usage rate.
This situation is shown in Figure 10. The total quantity delivered is 15. Finally,
in Figure 11 we show the optimal delivery times, i.e., deliver 10 units at the
first customer at time 13 and deliver 10 units at the second customer at time
28 (13 + 10 + 5) for a total quantity of 20.

A detailed discussion of how to maximize the delivery volume on a route
in the context of inventory routing problems can be found in Campbell and
Savelsbergh [24]. This simple example illustrates that few decisions are easy
in inventory routing problems.
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Fig. 10. Deliver maximum at the customer with highest usage rate.

4 The Literature

In this section, we briefly summarize the literature on IRPs. There are several
surveys of inventory routing problems, and we point the user to these for
more detailed information [21, 30, 34]. There is such a variety of problems and
solution approaches that even structuring a literature review is challenging.
We have adopted the following scheme. We start with the pioneering papers in
the eighties that generated the initial interest in inventory routing problems.
Next, we group papers according to two basic characteristics: whether or not
inventory costs are considered in the objective, and whether or not product
usage is deterministic or stochastic. Finally, we mention a few papers that
are related, but do not clearly belong to one of the four categories that we
created.

As mentioned, the first papers on inventory routing problems appeared in
the nineteen eighties. These papers, in most cases, discuss and are inspired by
applications in which both inventory and distribution have to be considered.
For example, Bell et al. [9], Blumenfeld et al. [19], Burns et al. [20], Chien et
al. [29], Dror and Ball [32], Dror et al. [33], Federgruen and Zipkin [35], Fisher
et al. [36], Golden et al. [40], and Hall [41].

The four categories described next contain a more varied class of papers,
as the papers discuss applications, solution approaches, and worst-case and
asymptotic analysis.
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Fig. 11. Optimal delivery times.

We first consider papers covering inventory routing problems with deter-
ministic product usage in which inventory holding costs are considered in the
objective function. This category contains papers concerned with supplying
just a single retailer as well as papers concerned with supplying multiple re-
tailers. Starting with the paper by Speranza and Ukovich [54], in which the
single retailer case with given discrete shipping frequencies was introduced
and modeled, several papers have appeared studying computational complex-
ity, analysis of shipping policies, and heuristic and exact solution approaches,
e.g., Bertazzi et al. [11, 18], Bertazzi and Speranza [15, 16] and Speranza and
Ukovich [55]. The case of multiple retailers has been studied by Archetti et
al. [7], Bertazzi [10], Bertazzi et al. [13, 14, 17], Cousineau-Ouimet [31] and
Rabah and Mahmassani [49]. Bertazzi [10], Gallego and Simchi-Levi [37, 38],
and Hall [42] study the performance of direct shipping policies. Anily [6], Anily
and Federgruen [3, 4, 5], Chan et al. [26, 27] and Chan and Simchi-Levi [28]
analyze the asymptotic performance of certain policies. Other papers in this
category include Herer and Roundy [43] and Viswanathan and Mathur [57].

Next, we consider papers covering inventory routing problems with stochas-
tic product usage in which inventory holding costs are considered in the ob-
jective function. This category contains the work by of Kleywegt et al. [45, 46]
and the work of Minkoff [48] on Markov Decision Process models and solution
approaches.

Next, we consider papers covering inventory routing problems with de-
terministic product usage in which no inventory holding costs are considered
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in the objective function. This category contains a variety of papers. Savels-
bergh and Song [51] compute lower bounds on the optimal distribution costs.
Campbell and Savelsbergh [23, 24, 25] as well as Gaur and Fisher [39] study
time-indexed formulations. Jaillet et al. [44] and Trudeau and Dror [56] ana-
lyze d-day policies and use this analysis to develop rolling-horizon approaches.

Next, we consider papers covering inventory routing problems with stochas-
tic product usage in which no inventory holding costs are considered in the
objective function. This category contains the work by Adelman [1, 2] on price-
directed approaches and the work of Berman and Larson [12] on stochastic
dynamic programming.

Finally, we list papers that cannot clearly be associated with one of the
above categories. Campbell and Hardin [22] study periodic delivery policies.
Savelsbergh and Song [52] and Song and Savelsbergh [53] consider inventory
routing problems with continuous moves, i.e., where vehicles do not return
to a designated depot, but following multi-day tours visiting many supply
and demand points along the way. Bard et al. [8] consider satellite facilities
for temporary storage of product. Webb and Larson [58] study the strategic
inventory routing problem where the goal is to determine the fleet size neces-
sary to deliver a set of customers from a single depot. Reiman et al. [50] use
queueing control problems to model and analyze stochastic inventory routing
problems. Lau, Liu, Ono [47] combine ideas from local search and network
flows to solve inventory routing problems.

5 Conclusions

We have illustrated the trade-off between transportation and inventory hold-
ing costs, and the impact of inventory holding capacity and time-dependent
delivery quantities on distribution strategies. Our goal was to familiarize our
readers with the type of issues and challenges encountered when studying or
solving inventory routing problems. We hope these examples demonstrate the
richness of the class of inventory routing problems and the many opportunities
they offer for exciting high impact research. The summary of the literature is
a showcase of most of the work that has already been done in this area and
the interested reader should take the time to study these in more detail. It
will be a rewarding experience.
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