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Preface

The history of single-molecule sciences can be best captured in three short quotations. Erwin

Schrödinger stated in Br. J. Phil. Sci. 3:109 (1952) that “In the first place it is fair to say

that we are not experimenting with single particles any more than we can raise Ichthyosauria

in the zoo”, demonstrating that the observation of individual molecules was beyond imagi-

nation at the time. Subsequently, Richard Feynman’s talk at the December 29,1959, annual

meeting of the American Physical Society at the California Institute of Technology titled

“There’s plenty of room at the bottom” represents the initial exploration of the microcos-

mos and the nanoworld. Finally, Joseph M. Beechem wrote in Biophys. J. 67:2133 (1994) “it

could very well occur that biophysics (in the next decade) could become dominated by single

molecule techniques”, anticipating that with the potential of observing single biomolecules a

new, exciting scientific area will be opened.

Indeed, during the last decade, a number of novel biophysical methods have been devel-

oped that allow the manipulation and study of individual biomolecules. The ability to moni-

tor biological processes at the fundamental level of sensitivity, that of a single molecule, has

given rise to an improved understanding of the underlying molecular mechanisms. Through

the removal of ensemble averaging, distributions and fluctuations of molecular properties

can be characterized, transient intermediates identified, and catalytic mechanisms elucidated.

Compared to conventional ensemble methods, single-molecule experiments offer several

advantages. By conducting many sequential measurements, they allow the distribution of

molecular properties of inhomogeneous systems to be determined. Being direct records of the

system’s fluctuations, single-molecule trajectories provide dynamic and statistical informa-

tion that is often hidden in ensemble-averaged results. They also permit real-time observation

of rarely populated transients, which are difficult or impossible to capture using conventional

methods.

This book will introduce the reader to the different classes of single-molecule approaches

developed over recent years and how these methods can be applied to understand biological

systems. Broadly, single-molecule biophysical techniques can be separated into two classes of

methods: one that allows us to visualize single molecules, the other to manipulate them. The

potential of imaging the emission of single fluorophores has led to many exciting develop-

ments that allow us to study biomacromolecules, their movement, their interactions, and their

cellular context. Biochemical and genetic methods have been developed that allow the very

specific and precise fluorescent labeling of biomacromolecules. Optical excitation and detec-

tion methods have been introduced that allow the visualization of individual, fluorescently

labeled molecules with high spatial and temporal resolution.

Using fluorescence as read-out, many molecular properties become accessible and a wealth

of mechanistic detail can be obtained. Fluctuations in the height of fluorescence signal are

used in fluorescence correlation spectroscopy to extract information on concentrations and

diffusion kinetics. In the proximity of a second fluorophore, fluorescence resonance energy

transfer can be used to correlate changes in fluorescence intensity to physical movements
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of two biomacromolecules. Besides fluorescence intensity, also wavelength, polarization,

and fluorescence lifetime can be used to probe molecular interactions and conformational

dynamics.

Visualization of fluorescence in a spatial context (imaging) can be used to track the

movement of fluorescently labeled molecules through cells, across membranes, or along

polymer tracks. The ability to pinpoint the exact position of a single fluorophore with a

precision much better than the diffraction limit has allowed researchers to extract nanometer-

scale information on the mechanisms of translocation and rotation. Recently, this approach

has been used to achieve the imaging of cellular structures at unprecedented resolutions,

filling the gap between traditional optical imaging and high-resolution techniques such as

electron microscopy and X-ray crystallography. This book not only focuses on the various

fluorescence-based single-molecule methods, but also discusses the many different biologi-

cal systems that can be studied using these techniques. Examples are presented that vary from

bare-bones, in vitro single-molecule biochemistry and biophysics to single-molecule studies

in the context of living cells.

The second class of single-molecule tools, those that enable mechanical manipulation,

allow us to perturb molecular systems at the molecular scale and enable the study of energetics

of molecular interactions, mechanical properties of biopolymers, and kinetics of biochemical

reactions, all while having complete control of physical experimental parameters such as force

and distance. In the last decade, the atomic force microscope (AFM) has opened the door

for structural and functional studies of native biological samples such as proteins, nucleic

acids, membranes, and cells in their physiological environment. In some cases, topographical

images with lateral and vertical resolutions in the angström range have been achieved. In

addition, functionalizing AFM sensors with ligands allows for localizing cognate receptors on

cell and membrane surfaces. Known for a long time as a relatively slow scanning technique,

it has been developed (although not commercially available) into a video-imaging technique.

This latter achievement renders possible the imaging of dynamic biological processes at the

nanoscale.

The high sensitivity of force measurements utilizing AFM, optical and magnetic tweez-

ers, or the biomembrane force apparatus allows for determination of inter- and intramolecular

forces on the single-molecule level. The proof-of-principle stage of these pioneering exper-

iments has evolved into established methods for exploring kinetic and structural details of

molecular interactions, unfolding, and recognition processes. Data obtained from force spec-

troscopy include physical parameters not measurable by other methods and open new per-

spectives for exploring the regulation of the dynamics of biomolecular processes. With force

spectroscopy, molecular interaction and unfolding can be analyzed in terms of affinity and

rate constants. Moreover, force spectroscopy experiments yield details on structural parame-

ters of the binding pocket, on the molecular dynamics of unfolding and recognition process,

and on the energylandscape of the inter- and intramolecular interactions.

By applying forces on biomolecules while monitoring their activity, important informa-

tion can be obtained on how proteins couple function to structure. The Handbook of Single-
Molecule Biophysics provides an introduction to these techniques and presents an extensive

discussion of the new biological insights obtained from them. It discusses the following areas:

� Experimental techniques to monitor and manipulate individual biomolecules (fluo-

rescence detection, atomic force microscopy, optical and magnetic trapping)
� The use of single-molecule techniques in superresolution and functional imaging
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� Single-molecule studies of physical properties of biomolecules (folding, polymer

physics of proteins and DNA)
� Single-molecule enzymology and biochemistry
� Single molecules in the membrane
� Single-molecule techniques in living cells
� Integration of single-molecule biophysics and nanoscience

The Handbook provides a comprehensive overview for a broad audience of researchers in

biophysics, molecular biology, chemistry, and related areas, as well as for advanced under-

graduate and graduate students. We hope that it will stimulate further activities in this research

area and also bring young researchers into this exciting field.

P. Hinterdorfer

A. van Oijen
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1
Single-Molecule Fluorescent
Particle Tracking

Ahmet Yildiz

Abstract One of the most fascinating processes in biology is the directed movement

of organisms, subcellular compartments, and single proteins. Tracking the cellular motion

is of great interest to single-molecule biophysicists to understand the mechanism of wide

variety of biological processes, from basic mechanism of molecular machines to protein–

protein interactions. In the last two decades, random diffusion of proteins and lipids has been

tracked under the fluorescence microscope to understand how they associate with their tar-

geted molecules. However, cellular motility is not limited to diffusion of small particles. Many

fundamental processes occur by discrete physical movements upon each enzymatic cycle.

For example, motor proteins of cytoskeleton can transport intracellular cargoes by taking

nanometer-sized steps along the linear tracks within the cell. Several high precision tech-

niques have been developed to understand the working principles and kinetics of motors in

a detailed manner. This chapter summarizes the recent advances in fluorescence microscopy

techniques that allow high precision tracking of biological molecules.

1.1. The History of Single-Particle Tracking

Various microscopy techniques were developed to track the movement of single

organelles and proteins to understand important biological function. Video microscopy [1]

allowed acquisition of consecutive images by a camera to observe the dynamic movement in

time series. Optical density of the material and light scattering were utilized in bright-field

and dark-field microscopy, respectively, to visualize large organelles (mitochondria) or single

macromolecules (microtubule filaments). Differential interference contrast (DIC) microscopy

can obtain finer detail by utilizing the difference in index of refraction of the molecule from

that of its environment. The interference of two polarized beams that take slightly different

paths was used to generate contrast within the specimen.

Although conventional microscopy allows imaging of a “large object,” single proteins

and many organelles that are smaller than the diffraction limit of the light are still invisible

since they do not have sufficient light scattering or optical density. One way to track single
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molecules is to attach them to a larger probe, for example, a polystyrene bead with a high

index of refraction. Gelles et al. tracked the movement of a single kinesin motor bound to

190-nm-size beads with a few-nanometer precision by using video-enhanced DIC microscopy

[2]. Svoboda et al. trapped a micron-sized bead with a focused laser beam to minimize its

Brownian motion and revealed individual 8-nm steps of kinesin motors along microtubules

[3]. To achieve high precision in bead tracking, the diameter of the bead needs to be larger than

∼100 nm to obtain high precision. The size of the bead can potentially impose perturbations

on the molecule of interest when studying single proteins, especially in vivo. Therefore most

single molecule applications require usage of smaller probe size to monitor protein movement

without affecting its function.

Development of fluorescent probes has opened a new era in particle tracking. Fluo-

rescence imaging is achieved by exciting the fluorophores with high-energy photons (lower

wavelength) and collecting their emission of low-energy photons (higher wavelength) with

a detector. The size of the fluorophores is usually small (∼1 nm across), and reactive forms

are commercially available for labeling proteins and nucleic acids. A fluorescence signal can

make “invisible” single molecules traceable in vitro and in living cells. However, single dyes

are challenging to observe because the signal-to-noise ratio (SNR) is usually poor when exci-

tation and imaging are done with an epifluorescence microscope (Figure 1.1).

Figure 1.1. Epifluorescence versus total internal reflection (TIR) illumination. In epifluorescence illumination (left)
the laser beam (light green) penetrates into the sample and excites the fluorescence molecules within the whole depth

of the water. In TIR (right), a parallel laser beam is sent through the sample with an incident angle θ greater than

the critical angle θc [θc = sin–1(n2/n1), where n1 and n2 refer to the high– and low–index-of-refraction media,

respectively]. Total internal reflection from the n1 to the n2 medium creates an evanescent field (yellow disk) that
decays exponentially from the interface into the water (n2) within ∼150 nm. Only the molecules located near the

surface get excited. In both microscopes, fluorescence emission from the sample is collected with the same objective

and focused onto a charge-coupled device camera (not shown).

Funatsu and coworkers showed that single dye molecules can be detected by a cam-

era when the background fluorescence from out-of-focus dyes or stray objects is eliminated

[4]. They utilized total internal reflection (TIR) of light to minimize the background noise

(Figure 1.1). In TIR, a collimated laser beam is sent through the sample at high incidence

angle and totally internally reflected at the glass–water interface. This creates an evanescent

field that has an intensity decaying exponentially as the distance from the glass–water surface

increases (∼150 nm deep). TIR illuminates a wide (on the order of 100 μm2) disk inside

the water and allows simultaneous detection of hundreds of molecules with a camera with-

out the need for an image scan. Combination of wield-field excitation with low background

makes TIR superior to the confocal microscope for time-resolution-demanding applications.
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By only illuminating 150 nm thickness of water, TIR minimizes the autofluorescence from

the stray objects and offers high SNR imaging at low light levels. These advances in single-

molecule fluorescence have allowed the observations of a single substrate (adenosine triphos-

phate ([ATP]) and a single kinesin motor in a TIR microscope. Recently, Sakamoto et al.

detected the binding of single nucleotide to myosin V and correlated it with the movement of

the motor [5]. The remaining question for this chapter is whether it is possible to reach 1-nm

precision with fluorescence to track single enzymatic events.

1.2. Localization in Fluorescence Microscopy

The spatial resolution of conventional fluorescence imaging has been limited to the

diffraction limit of the light. The diffraction pattern of a small light-emitting object is often

referred to as a point spread function (PSF). For a well-optimized microscope, the width

of the PSF is approximately λ/[2(NA)], where λ is the wavelength of light and NA is the

numerical aperture of the collection lens. By collecting the light with high NA (1.40–1.49)

oil objectives, this width is typically 200 nm in the visible region of light. Therefore, two

objects separated less than this distance are irresolvable if they emit fluorescence at the same

wavelength. However, if there is only a single light-emitting object within the PSF, it can be

localized with better precision simply by determining the center of the PSF, which represents

the position of the molecule under favorable conditions.

The shape of the PSF on a two-dimensional detection plane through a circular aperture

is called the Airy pattern (Figure 1.2A). If a is the aperture radius, q is the distance from the

emission center, and R is the distance from the aperture to the detection plane, then q/R =
sin(θ ) and the intensity (I) can be written as a function of θ :

I(θ ) = I(0)
[
2J1(ka sin (θ )

ka sin (θ )

]2
(1.1)

Figure 1.2. A. The Airy pattern of a diffraction-limited spot in two dimensions. B. Fluorescence images of several

single Cy3-DNA molecules immobilized on a glass surface. The data were taken with a total internal reflection

fluorescence microscope in 0.5 sec. C. Expanded view of one point spread function (PSF) with two-dimensional

elliptical Gaussian curve fit (solid lines). The center of this PSF can be located to within 1.5 nm (σμ). (From Yildiz

et al. [14].)
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where J1 is a Bessel function of the first kind and k is a propagation vector [6]. The central

maximum contains 85% of the signal. In single-molecule fluorescence microscopy, the other

rings of the pattern are hard to observe since they are dominated by the background noise.

To determine the position of the probe, a two-dimensional Gaussian was shown to be a better

estimate than Airy function or centroid analysis to fit images of single fluorescent dyes [7].

The standard error of the mean (s.e.m., σμ) of the distribution determines the ability to

localize a single molecule. In the photon-noise-limiting case (no background fluorescence),

σμi = si/
√

N (1.2)

where s is the standard deviation of a Gaussian distribution and N is the total number of

collected photons from the object. Background fluorescence, dark current, and readout noise

of the camera add noise to the detection system. Moreover, “pixelation” of the PSF adds

uncertainty of where the photons arrived within the pixel. Thompson et al. derived the s.e.m.

for a two-dimensional Gaussian:

σui =
√√√√(

s2i
N

+ a2
/
12

N
+ 8πs4i b2

a2 N2

)
(1.3)

where a is the pixel size and b2 is the background [8]. To obtain the best precision for any

given b and N, one can calculate the ideal pixel size a, which is usually in the vicinity of s
(∼100 nm for a typical PSF). The authors also experimentally showed that the PSF center

can be localized within 2 nm by using 30-nm-sized fluorescent beads. The precision of local-

ization can be improved by increasing the signal and decreasing the noise, and the s.e.m. can

theoretically be made arbitrarily small without a theoretical limit.

1.3. Higher Signal, Lower Noise

Achieving high-SNR images of single fluorophores is not trivial. Organic dyes are ideal

for fluorescent tagging of proteins because of their small (<1 nm) size and specific labeling

ability. However, they are not bright enough to generate the number of photons required for

nanometer-precision images. Moreover, most fluorophores photobleach within a few seconds,

which is not long enough for most tracking applications. It is therefore critical to choose

the right probe for applications that demand high signal levels and photostability. Cyanine

and rhodamine dyes actively emit fluorescence for a reasonably longer period (∼5–10 sec)

with a high quantum yield (the ratio of emitted photons to absorbed photons). Quantum dots

are significantly brighter and more photostable than organic dyes, but commercial dots for

biological applications are as big as 10–40 nm. Their size can potentially hinder a protein’s

function, and it is not trivial to deliver quantum dots inside the cell. Here, I focus on the

recent work related to tracking of organic dyes, and the advances in probe development will

be discussed at the end of this chapter.

In the last decade, the diffusion of individual rhodamine dyes in a lipid bilayer [9] and

green fluorescent proteins (GFP) in a viscous solution [10] was tracked with 30-nm precision

by epifluorescence microscopy. To further improve the precision of localization, one needs

to extend the photostability and brightness of dyes. For this purpose, oxygen-scavenging

enzymes (i.e., catalase and glucose oxidase mixture) have been used to remove free oxygen
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from the solution [11]. Oxygen collides with the molecule in its excited state and undergoes

a chemical reaction with the dye, resulting in permanent photobleaching. Oxygen scavengers

make it possible to watch a single organic dye on the order of 10 sec. Removal of oxygen,

however, comes with a consequence. Dye molecules can sometimes be trapped in triplet

state upon spin conversion of the excited electron, and relaxation from the triplet state to

the ground state occurs on the order of 1 sec, resulting in a temporary blinking of the dye

[12]. Since oxygen’s ground state is triplet, it can readily interact with the dye to quench

the triplet state. To compensate the positive role of oxygen, β-Mercaptoethanol (BME) and

dithiothreitol (DTT) are used as alternative quenchers to achieve steady light emission with-

out blinking [13]. In addition, various salt concentrations, the pH, the buffer, the dye’s local

environment, and conjugation to a DNA or to a protein (specific to each dye) can alter the

photostability. By optimizing these conditions for Cy3-labeled DNA molecules, the Selvin’s

laboratory detected ∼2 million photons from a single Cy3 before photobleaching [14]. Rasnik

et al. used Trolox (6-hydroxy-2,5,7,8- tetramethylchroman-2-carboxylic acid) as an alternative

quencher and extended the stability of Cy5 dyes tenfold [15].

To sensitively detect fluorescence with minimal background, the sample is excited with

a TIR fluorescence (TIRF) microscope and photons are collected with high-NA (1.45–1.65)

objectives. Selection of the right bandwidth of dichroic mirrors and emission filters is essen-

tial to efficiently collect fluorescence and remove background noise, and >95% transmit-

ting band pass filters are commercially available. To achieve high gain without spreading

the image, Electron-multiplied (EM)-CCD cameras are developed. Back-illuminated charge-

coupled device (CCD) cameras can collect ∼92% of incoming photons with 8-e– rms noise at

slow readout speeds. To minimize the detector noise, the signal is intensified before photons

reach the CCD chip. While intensified CCDs can yield images with an extremely low amount

of light, they have low spatial resolution because the photons are spread in the image inten-

sifier. Electron-multiplied (EM)-CCD cameras can multiply the signal after photons reach

the camera pixels. Charges are multiplied in EM registry up to 1,000-fold by applying high

clock voltages, similar to the design of photomultiplier tubes. Readout noise becomes neg-

ligible even at higher acquisition speeds. Therefore, the combination of a TIRF system with

EM-CCDs can perform at nearly the fundamental photon-noise limit of detection even at

extremely low light emissions.

1.4. Fluorescence Imaging with One-Nanometer Accuracy

By combining TIRF excitation and a highly sensitive fluorescence detection system,

Yildiz et al. localized the position of surface-immobilized Cy3-DNA molecules with 1.5-nm

precision [14]. Figure 1.2B shows an image of individual diffraction-limited spots taken by

a CCD camera. Each spot corresponds to a single dye since the sample is sparsely coated

with Cy3-DNA molecules, and their fluorescence intensity shows a single-step photobleach-

ing. Figure 1.2C shows an expanded view of one PSF overlaid with a curve-fit to a two-

dimensional Gaussian (solid lines). Altogether, 14,000 photons were collected within 0.5 sec,

and the Gaussian fit estimated 1.3-nm localization accuracy. The standard deviation calcu-

lated from 100 consecutive images was slightly higher (1.4 nm) than the estimated error,

which may correspond to vibrational noise or thermal fluctuations of the microscope. Cy3

emission was highly stable and lasted up to 4 minutes at a rate of ∼20,000 photons/sec. The

technique was named fluorescence imaging with 1-nm accuracy (FIONA) and improved the
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localization accuracy of single fluorophores ∼20 fold [9,10] and provided longer tracking

time than earlier studies [16,17].

FIONA is complementary to other high-precision single-molecule techniques, such as

fluorescence resonance energy transfer (FRET) and optical trapping. The most precise optical

traps can measure down to angström-scale motion of surface-bound molecules attached to a

large bead with ∼100-μs intervals, significantly better than what FIONA can achieve. On the

other hand, optical traps can track one molecule at a time and they need to apply forces to

decrease the compliance between the bead and the protein. In addition, the size of the large

bead used limits their application to certain enzymes, and the motion of small subdomains

of a protein cannot be readily detected. Single-molecule FRET measures neither the absolute

distance nor distances larger than 10 nm. It is a more suitable technique than FIONA for

studying small conformational changes within a single protein or protein–protein interactions

with subnanometer precision and up to millisecond time resolution. The details of optical

traps and FRET can be found in Chapters 12 and 5, respectively.

1.5. Tracking the Movement of Molecular Motors

Myosin, kinesin, and dynein motor proteins transport organelles and receptor molecules

along the linear tracks of the cytoskeleton by hydrolyzing ATP [18]. Although these motors

are made of different mechanical elements and move along different tracks and direc-

tions, they represent remarkably similar features. By oversimplifying their structure, one can

say that these motors are “world’s tiniest bipeds” [19], having two feet connected by two

tiny legs to a common body. The motors use their feet (referred as motor heads) to bind

actin/microtubule filaments and hold their cargo with their arms located at the tip of their

body. Single motors can move a cargo along several microns, and they advance along their

track by taking 8- to 36-nm steps.

Although optical traps were highly useful in the characterization of motor stepping,

the question of how motors take a step remained unclear. Specifically, it was not clear how

the two heads are coordinated to allow the motor to move processively without falling off

its track. There were several models proposed to explain their motion (Figure 1.3A). In the
hand-over-hand model [20], ATP hydrolysis creates a conformational change in the leading

head that pulls the rear head forward. In the next step, the heads swapped the lead, and the

other head undergoes the same cycle to pull its partner forward. The inchworm model [21]
proposed that only one head catalyzes ATP and always leads while the other head follows.

The most direct way to distinguish among these models is to track how the heads move. The

hand-over-hand model predicts that a head alternately moves twice the stalk displacement and

stays stationary in the next step while the other head takes a step. In contrast, the inchworm

model predicts that both heads move forward as much as the stalk moves.

By labeling the individual heads of the myosin V, which has a 37-nm center-of-mass

step size [22], Yildiz et al. observed that the myosin V head takes alternating 74-nm/0-nm

steps (Figure 1.3B) [14]. This result demonstrated that myosin V walks hand over hand with

its rear head taking twice the step size of the motor as the front head stays stationary. Recent

experiments using FIONA, optical trapping, and mutational assays showed that myosin VI

[23, 24], kinesin [25–27] and cytoplasmic dynein [28] motors also utilize a hand-over-hand

mechanism to move along the cytoskeleton.

FIONA has also been applied to other systems. For example, Xiao et al. labeled multi-

ple sequence motifs in a lambda DNA, stretched it on a glass coverslip, and determined the



Single-Molecule Fluorescent Particle Tracking 7

Figure 1.3. A. Hand-over-hand versus inchworm model for myosin V. The hand-over-hand and inchworm models

make different, testable predictions for the motions of each individual head. In the inchworm model, one of the heads

always leads and the other follows. The step size of each catalytic domain is therefore equal to the step size of the

stalk (∼37 nm). However, in the hand-over-hand model, the trailing head (blue) takes a step that is twice the step size
of the stalk (∼74 nm), whereas the leading head does not move. In the second step of motor, the blue head stays bound

to actin as the green head takes a large step and rescues the leading position. B. The myosin V light chain domain

was labeled with a single rhodamine dye (yellow circle) near the catalytic head. The movement of labeled motors on

a surface-immobilized actin was tracked with fluorescence imaging with 1-nm accuracy (FIONA). Individual heads

of myosin V take 74-nm steps, in agreement with the hand-over-hand model. (Figure from Yildiz et al. [14].) C. Both
catalytic heads can simultaneously be tracked with single-molecule high-resolution colocalization (SHREC). The

positions of the green and red colors indicate that the two heads alternately take a step and swap the lead. (From

Warshaw et al. [35].)

position of these sites by localizing the position of labeled fluorophores [29]. They proposed

that a similar approach can be used as a barcode reader for specific sites to recognize human

pathogenic DNA.

1.6. Multicolor Fluorescent Tracking

Fluorescent probes can also be used to measure the distance between two specific sites

on a DNA or a protein complex. FRET is widely used as a spectral “ruler” by measuring the

distance between the acceptor and donor probes [30]. However, FRET does not measure the

absolute distances and cannot measure distances larger than 10 nm. Similarly, single-color

FIONA cannot resolve two identical fluorophores that are less than ∼λ/2, or ∼250 nm, apart.

However, if one of the dyes photobleaches permanently, the change in image position is used

to determine the projection of their separation onto the image (xy) plane. Single-molecule

high-resolution imaging with photobleaching (SHRImP) is capable of measuring the sep-

aration between two (or more) identical dyes with <10 nm precision [31,32]. However, its

reliance on photobleaching of one of the two dyes has limited its use to static measurements.

Multicolor imaging can be used to track two proteins (or two sites in a single protein).

Lacoste et al. showed that the distance between two nanocrystals of different emission wave-

lengths placed on a coverslip can be measured with a precision of ±6 nm using a total inte-

gration time of 20 sec [33]. Two-color FIONA, referred as single-molecule high-resolution

colocalization (SHREC) [34], delivers all of the advantages of FIONA, FRET, and SHRImP

because the translational motion of both probes and their separation on the xy plane are mea-

sured simultaneously. To simultaneously image two spectrally separable probes (i.e., Cy3

and Cy5), the sample is excited with green and red laser beams in an objective-type TIRF
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microscope. The fluorescence is then separated by a dichroic mirror that reflects Cy3 fluo-

rescence (orange) and transmits Cy5 fluorescence (red). The two fluorescence channels on a

CCD chip are then registered to one another by using the coordinates of surface-immobilized

beads as reference points, with ∼10-nm agreement. Churchman et al. used SHREC to mea-

sure the distance between the ends of a DNA segment and to track the movement of the two

heads of myosin V dimers containing Cy3- and Cy5-labeled calmodulin [34]. They observed

that Cy3 and Cy5 are separated by 37 nm, and the rear head takes 74 nm (twice the center-

of-mass step) and becomes the leading head as the front head stays bound to actin. Warshaw

et al. [35] reported similar results in experiments with myosin V labeled on the heads with

two spectrally separable quantum dots with better time resolution (Figure 1.3C).

1.7. Tracking Fluorophores inside Living Cells

Most single-molecule experiments have been carried out in vitro with purified proteins

on surface-modified coverslips and controlled substrate concentrations. Isolation of the assay

from the crowded environment of the cell is essential to obtain utmost sensitivity. However,

it is of great interest to researchers to figure out how these proteins function inside living

cells. Specifically, in vivo studies are critical to understand how the collective behavior of

identical proteins affect a cell’s function, how different proteins interact with each other, and

how their activity is controlled by the cell-cycle and regulatory enzymes. Tracking single

molecules in live cells remains a challenge for multiple reasons. First, the autofluorescence

of the cell is usually well above the signal of the brightest organic dyes, which prevents

visualization of single molecules. TIRF microscopy is commonly used to limit the excitation

volume, and cells are immobilized on a glass surface treated with concavalin A or other

adhesion proteins to keep the cells as flat as possible. The spinning disk confocal approach

is an alternative low-background imaging technique for visualizing the fluorescent signal in

the cell with a moderately fast acquisition. However, as a significant part of the fluorescence

signal is lost when passing through the spinning disk, this technique is not ideal for single-

molecule imaging at low light levels.

Another challenge is to specifically label the protein of interest in a crowded environ-

ment of a cell without affecting cell’s function. This can be readily achieved by fusing a

green fluorescent protein (GFP) sequence into the gene that encodes the protein in fly and

yeast cells, but the GFP signal is even lower than that of organic dyes like rhodamines and

cyanines. For specifically labeling the proteins inside the cell with functional probes, genetic

tags (the HaloTag and the SNAP tag) have recently become commercially available, and these

tags can specifically be labeled by membrane-permeable reactive dyes. Monoclonal antibod-

ies attached to multiple dyes seem ideal for specific labeling in higher organisms. Other strate-

gies can be microinjection, electroporation, or endocytosis of fluorescent probes into the cell.

Earlier tracking of molecules in living cells was limited to measuring two-dimensional

diffusion in a lipid membrane. By measuring the intensity and diffusion constant of GFP-

tagged transmembrane proteins at 10- to 50-msec image acquisition rates, cluster formation

of adhesion molecules [36], Ca2+ channels [37], and anchoring proteins [38] in a plasma

membrane have been shown experimentally. Signaling proteins in T cells were visualized

by multicolor imaging (Figure 1.4), and microdomain formation of these proteins has been

proposed to facilitate T cell signaling [39]. Counting the number of photobleaching steps

helped Isacoff and coworkers to demonstrate the oligomeric states of active ion channels

[40,41]. Yanagida and coworkers tracked Cy3-labeled receptor molecules and showed that the
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Figure 1.4. Multicolor tracking of single molecules in a cell membrane. A. Superimposed images of fluorescently

tagged T cell receptors in Jurkat cells. B–D. Diffusion of green fluorescent protein (GFP)–tagged individual receptors
Lck, LAT, and LAT(C-S) is tracked by a total internal reflection fluorescence microscope. (From Douglass and Vale

[39].)

activation of epidermal growth factor (EGF) receptor requires dimer formation and binding of

a single EGF molecule to each receptor [42]. To achieve higher signal-to-noise ratio, Dahan

et al. imaged highly bright single quantum dots (15–30 nm in size) labeled to individual

glycine receptors when they diffused on the neuronal membrane in a living cell [43]. They

obtained ∼5-nm localization with continuous images of 75-msec integration in each 60-sec

duration and tracked the receptors over 20 min.

In addition to the observation of receptor diffusion in a lipid membrane, proteins,

RNA transcripts, and viruses were tracked inside the cytoplasm. For example, Zhuang and

coworkers tracked the movement of an influenza virus labeled with organic dyes [44,45]. The

movement of RNA transcripts was tracked by attaching a GFP fusion protein MS2 to mRNA

molecules [46]. Golding et al. detected the transcriptional bursts of mRNA signal in living



10 Ahmet Yildiz

cells [47]. Yu et al. probed the expression of single fluorescently labeled proteins real time in

bacteria [48]; details of these experiments are explained in Chapter 3.

Most in vitro tracking experiments have been carried out at limiting substrate concen-

trations (i.e., ATP) to slow down the speed of the enzymatic cycle. However, it is not trivial

to control the ATP concentration within a cell. Moreover, the rapid diffusion of molecules

in three dimensions and the flexibility and dynamic instability of cellular structures are other

challenges related to the need for faster image acquisition. The collection of more than 10,000

photons is needed for 1-nm localization, and that usually takes hundreds of milliseconds for

cyanine and rhodamine dyes. To push the limits of time resolution in vivo, brighter probes
should be used. Kural et al. labeled peroxisomes, a cargo carried by motor proteins, with

thousands of GFP molecules in Drosophila S2 cells and tracked the movement of this single

macromolecule with 1-msec time resolution along microtubules [49]. The authors demon-

strated that cargoes are moved by kinesin and dynein motors in forward and backward direc-

tions on microtubules with 8-nm increments. In a subsequent study, same authors tracked

dark particles (i.e., pigment granules) in a cell with 1-nm precision by using a bright-field

microscope [50]. This experiment did not require any specific fluorescent probe attachment,

but the particles needed to be large. Kural et al. directly observed, by measuring the step-

wise trajectory of the cargo transport, that pigment granules switch from microtubule motors

to actin motors (Figure 1.5A). A Gaussian fit gives reliable results if the object is markedly

smaller than the diffraction limit of light. For larger objects (such as mitochondria), the shape

and size of the object need to be taken into account [51]. The groups of Xie [52] and Higuchi

[53] tracked endocytosed vesicles containing quantum dot aggregates and measured stepping

A B

x 0 0.33 1.0

X (nm)

50 nm

Time (msec)

0

0 50

5
6

6

6

7

8

100
time (msec)

150 200

550.0

1100

1650

2200

36 nm

y 
(n

m
)

2 mm 2 mm

1 mm

2.0 (sec)

z
y

Figure 1.5. Tracking motor movement inside the cytoplasm. A. Vesicles containing multiple quantum dots (bright
spots) are endocytosed into a cell. Transport of these vesicles can be tracked with a few-nanometer precision. Vesicles

can be tracked in three dimensions by moving the objective up and down along the optical axis with a piezoelectric

stage. (Figure from Watanabe and Higuchi [53].) B. Transition between actin- and microtubule-based transport can

be observed directly by tracking pigmented granules in a bright-field microscope. As the cargo is moved along the

x direction by microtubule motors, myosin motors pull the cargo along an actin filament in the y direction. (From

Kural et al. [50].)
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movement of motors with 300-μs time resolution (Figure 1.5B). The speed of these mea-

surements was limited by the readout of the CCD camera. Later, Xie’s lab improved their

temporal (25 μs) resolution by detecting the scattered light from 100- to 150-nm-diameter

gold nanoparticles with a quadrant photodiode [54]. Microsecond time resolution allowed

clear detection of individual stepping of kinesin and dynein motors moving with speeds up to

8 μm/sec.

1.8. Rotational Movement

Single-fluorescent-particle tracking assumes that the dye acts as a point source and

yields a symmetric PSF in far field. In reality, fluorophores have an excitation and emission

dipole moment (Figure 1.6A) and they usually prefer fluorescence emission polarized along

their long axis of aromatic chains. The probability that incoming photons will be absorbed

by a fluorophore is given by cos2φ, where φ is the angle between photon polarization and the

absorption dipole. If the probe has high rotational mobility tethered around the covalent bond,

the orientation effect averages out during each image acquisition and the dye can be accepted

as an isotropic emitter. For a fixed dipole, anisotropic dipole radiation can cause up to 10-nm

error in position [55]. For localization experiments, it is therefore essential to ensure that the

dye emission is unpolarized during the time course of image acquisition.

φ

θ

z

x

y

A B

Figure 1.6. A. In-plane (φ) and out-of-plane (θ) angles of a fluorophore dipole moment (green arrow) in xyz coordi-
nates. B. Single-molecule fluorescence polarization (SMFP) microscope. The sample is excited with two orthogonal

laser beams (paths 1 and 2), each of which can switch between s- and p-polarized excitation. The fluorescence emis-

sion is separated onto two avalanche photodiodes by a polarizing beam splitter cube. (From Rosenberg et al. [78].)

As a fixed dipole constitute a problem for fluorophore localization, its orientation can

be tracked to study the rotational movement of single enzymes. Nonprocessive motors, DNA

enzymes, and ion channels present rotational movement as they undergo conformational

changes to function in a cell. For example, F0F1 ATPase was proposed to be a rotary motor. To

test this idea, Kinosita and coworkers imaged a gold nanoparticle attached to F1 and demon-

strated that its γ subunit rotates 120◦ counterclockwise on each ATP synthesis [56].

To monitor the rotational dynamics of fluorescently labeled macromolecules, samples

can be excited with linearly polarized light. The changes in fluorescent intensity would rep-

resent the reorientation of an enzyme (different φ) if the fluorophore did not undergo rapid
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rotational movement independent of the targeted molecule. The polarization of single dye

molecules was first measured when they were adsorbed into glass [57]. Ha et al. studied the

rotational dynamics of short DNAmolecules tethered to a glass surface [58]. The fluorescence

intensity as a function of excitation polarization was recorded to determine the in-plane angle

of the fluorophore, and rapid changes in the intensity were observed real time in response to

the change of the dye’s orientation. The signal was collected with a single detector, and the

fluctuations of fluorescence intensity due to dye blinking could not be easily distinguished

from its rotation. An alternative strategy is to excite the sample with circularly polarized light

and to record the polarized emission with two detectors [59]. The ratio of the intensities of

the two polarized emissions gives the in-plane angle, and it is insensitive to dye blinking.

However, these methods cannot distinguish the φ from –φ because the cosine squared would

yield the same value.

To circumvent the ambiguity of angular degeneracy, Sosa et al. [60] alternated the lin-

ear polarization of the laser light excitation to four axes (0◦, 45◦, 90◦, 135◦). In this setup, φ

and –φ were separated from each other because they yield different intensities at 0◦ and 45◦.
Fixing the polarization of the laser excitation to well-defined orientations increased the time

resolution of the measurements. The authors attached a single dye to the kinesin head domain

and monitored its mobility as kinesin was bound to a microtubule. To minimize the rotational

mobility of a fluorophore independent of the head orientation, they used a bifunctional rho-

damine (Br) attached to two closely spaced (∼1 nm apart) cysteines. Based on its nucleotide

state, kinesin either displayed a high fluctuation of fluorescence intensity, which was inter-

preted as the labeled head is detached from the microtubule, or nearly constant fluorescence

when the head is attached [60]. Subsequent studies demonstrated the orientation of kinesin’s

two heads [61] and the neck-linker domain [62] that interconnects the two heads together.

These optical setups are insensitive to the out-of-plane angle (θ) of the dye because both

excitation and detector polarization are in the xy plane. To determine the three-dimensional

orientation of a fluorophore, Goldman and coworkers (Figure 1.6B) excited the sample with

two orthogonal incident beams in a prism-type TIRF microscope [63]. Each beam can switch

between horizontal (s) and vertical (p) polarizations. The s-polarized excitation creates x and

y evanescent waves, depending on which beam was used to excite the sample. The p-polarized
excitation beams produce z-polarized evanescent waves with weak component on the x or y
axis (along the direction of the excitation beam). The emission pathway was also split into two

channels (onto avalanche photodiodes) by a polarizing beam splitter cube. The in-plane (φ)

and out-of-plane (θ) angles of the probe were tracked with 40-msec time resolution. Using

a single-molecule fluorescence polarization (SMFP) microscope, the authors observed that

myosin V light chain alternates between two well-defined orientations as the motor moves

along actin. The results provided evidence for hand-over-hand movement of myosin V. To

track many dyes at a time with SMFP, Syed et al. used a multichannel CCD. The changes

in fluorescence intensity were recorded to monitor rotational movement in the xy plane, and

fluorescent images were fitted with a two-dimensional Gaussian to relate the tilting of myosin

V light chain and the stepping of the motor [64]. The authors observed that tilting of the

Br-labeled lever arm coincided with the stepping of the myosin V rear head.

The three-dimensional (3D) orientation of the probes without angular degeneracy can

readily be monitored by imaging the fluorescence intensity away from the focal plane. Bartko

et al. observed that frozen DiI molecules result in a combination of lobes and fringes in

defocused images [65]. Enderlein and coworkers calculated the position-dependent intensity

distribution of the fluorophore based on its orientation (θ, φ) and its distance from the focal

plane, z [66]. Images of single rhodamine molecules can yield 10◦–15◦ of precision in orien-
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tation and 15 nm in lateral positional accuracy. Toprak et al. combined defocused orientation

with position imaging (DOPI) to observe true 3D orientation of Br molecules on myosin V

light chain (Figure 1.7) [67]. The sample was excited with a circularly polarized laser, and

the objective lens was moved 500 nm away from the focus to find (θ, φ). The objective was

then switched back to the focal plane to achieve a nanometer position accuracy and find the

A

B

C

Figure 1.7. Defocused orientation with position information. A. Myosin V light chain was labeled with bifunctional

rhodamine (Br), which has a fixed dipole moment. The orientation of a dipole (α, β) is shown with respect to the

long axis of an actin filament. B. Defocused images of Br in time series as myosin V moves along actin (above).
Fluorescence images were fitted to θ and φ (below). C. Objective is moved to in-focus (black trace) precisely to

measure the dye position and to out-of-focus to obtain the dye orientation (α, β). Discrete jumps in displacement

coincide with the angular orientation. The data show that the myosin V lever arm rotates as the motor takes a step.

(From Toprak et al. [67].)
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coordinates (x, y) of the molecule. Therefore, DOPI combined with FIONA can measure 3D

rotational dynamics without an angular degeneracy and track the position of the probe with

nanometer precision.

1.9. Future Directions

Recent advances in single-molecule fluorescence microscopy have had a huge effect on

the understanding of structural and molecular biology. The precision of the setups is reaching

near-atomic detail, but there is still much to do. The techniques described in this chapter all

have practical limitations in spectral and temporal resolution, although theoretically there is

no limit on how precisely the particles can be tracked.

1.9.1. Probe Development

The first limitation of these applications is the performance of fluorescent probes.

Genetically encoded probes like GFP and its variants (cyan, yellow, and red fluorescent pro-

teins [CFP, YFP, and RFP, respectively]) are ideal for immunofluorescence [68]; they are

the most commonly used probes in cell biology. However, their performance is poor for high-

precision tracking. Enhanced GFP (eGFP) offers a considerable increase in the quantum yield

of GFP [69]. Future studies are needed to improve the performance of fluorescent proteins.

As discussed earlier, organic dyes are ideal because of their small size, but producing high-

SNR images takes on the order of hundreds of milliseconds. Cy3 and TMR show the best

performance in light emission and photostability. However, these two dyes emit in the same

wavelength region, and high-performance probes are needed that emit at shorter and longer

wavelengths, especially for FRET and multicolor FIONA experiments. The total number of

emitted photons from Cy5 is typically tenfold less than that from Cy3, and its performance

recently been improved by using Trolox [15]. Atto647N seems a highly promising Cy5 alter-

native, yielding a similar number of photons to Cy3. There are multiple dyes coming onto

the market every year. Based on trial and error, better-performing probes with high quantum

yield can be expected in the future.

For in vivo tracking experiments, faster image acquisition is needed to temporally

resolve single enzymatic events, and researchers have used clusters of quantum dots or organic

dyes to collect a sufficient number of photons on a shorter time scale. Therefore, track-

ing experiments again are limited to larger particles. Quantum-dot nanocrystals are highly

promising, in that they are considerably smaller (5–10 nm) and∼50-fold brighter than organic

dyes. However, the semiconductor core needs to be coated with poly(ethylene glycol) to make

these dots water soluble, yielding quantum dots with 30–50 nm diameter. Moreover, heavy

metals in their semiconductor core are toxic to cells, and multiple reactive sites (at least ten)

on their surface cross-link the enzymes to a single dot. Recently, the diameter of water-soluble

quantum dots has been reduced to less than 10 nm [70] by tuning the size of the core and using

smaller coating material. The surface can also be treated with the right number of reactive

sites to achieve monofunctional quantum dots. The performance of these laboratory-made

probes is already significantly better than that of commercial dots. Different semiconduc-

tor materials are being tried to make them even brighter, and they have been covered with

alternative polymers to reach 2- to 5-nm-size dots [71]. Besides the brightness and size of

quantum dots, there is room for improving shelf life, water solubility, resistance to blinking,

and toxicity of these nanocrystals.
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An alternative approach to obtaining higher signal is to revisit dark-field microscopy.

Excitation light can be scattered from the surface of small objects with a high index of refrac-

tion. The particle acts like a point source, and scattered light forms a diffraction-limited image

similar to that with fluorescent probes. These particles can be treated with biological material

to conjugate them to the protein of interest. Dunn and Spudich used light scattering from small

(40 nm) gold nanoparticles and observed the myosin V lever arm movement with 40-μs time

resolution [72]. In general, the amount of signal that can be obtained from light scattering

depends on the size and the power of the excitation laser, and there is no problem of photo-

bleaching. Smaller crystals and more powerful lasers can be used to improve the performance

of the dark-field microscope.

1.9.2. Instrumentation

More light can be detected from fluorophores by improving the efficiency of micro-

scopes. Inverted microscopes collect only a certain fraction of light. Hess’s laboratory col-

lected fluorescence with two objectives facing toward each other in the optical axis and

combined their pathway on a single detector (4Pi microscope) [73]. The result was a doubling

in efficiency of light collection and sharper images (λ/4NA) on the z axis. The numerical aper-

ture of objectives can be further improved to collect light at higher angles and obtain sharper

images. Objectives with 1.65 NA are commercially available, but they require high–index-of-

refraction (n) sapphire coverslips, significantly increasing the cost of each sample. Polymer

fluid that matches the n of sapphire should be used instead of oil between the objective and the

coverslip, and commercial fluids dry out quickly and expel carcinogenic evaporates. Afford-

able high-n coverslips and more user-friendly fluids are necessary for practical use of these

objectives in biology laboratories.

EM-CCDs dominate the market for low-light-level collections at visible wavelengths

(400–700 nm). These multichannel detectors can provide >90% photon collection efficiency

with minimal readout noise. However, electron multiplication is a probabilistic event that

adds an uncertainty to the number of counts per pixel. This is called an excess noise factor,
which multiplies photon shot noise by 1.4. In addition, high clock voltage produces secondary

photons that can be observed as sharp spikes in the camera. Therefore, the current state of

EM is beneficial for low-SNR imaging, but at high SNR (>10), EM increases the noise in

the system. The time resolution of CCD cameras is now much faster than video rates, but

this speed is no longer considered fast, even for single-molecule imaging. EM cameras with

higher readout rates and lower noise are highly anticipated in the near future.

1.9.3. Beyond the Diffraction Limit

The resolution of optical microscopy is still limited by the diffraction limit. Localiza-

tion ability can be very high (1 nm), but two fluorophores cannot be resolved if they are

closer than 200 nm. The resolution can be improved by using different colors (SHREC) or

permanent photobleaching (SHRImP). Recently several novel methods have been developed

to resolve objects closer than the diffraction limit. To obtain ∼10-fold sharper images than

the diffraction limit in far field, the stimulated emission depletion microscope (STED) has

been developed [74] by saturating the optical transitions of the fluorophore. Structure illumi-

nation microscopy can introduce the highest possible frequencies of a sinusoidal excitation

pattern and allows double the resolution of conventional microscopes [75]. Finally, randomly
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switching fluorophores on and off within the diffraction volume can be used to resolve the

position of each molecule when only one of the fluorophores is on [76,77]. The details of

superresolution imaging are discussed in Chapter 4.
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Single-Molecule Analysis
of Biomembranes

Thomas Schmidt and Gerhard J. Schütz

Abstract Biomembranes are more than just a cell’s envelope – as the interface to the sur-

rounding of a cell they carry key signalling functions. Consequentially, membranes are highly

complex organelles: they host about thousand different types of lipids and about half of the

proteome, whose interaction has to be orchestrated appropriately for the various signalling

purposes. In particular, knowledge on the nanoscopic organization of the plasma membrane

appears critical for understanding the regulation of interactions between membrane proteins.

The high localization precision of ∼20 nm combined with a high time resolution of ∼1

ms made single molecule tracking an excellent technology to obtain insights into membrane

nanostructures, even in a live cell context. In this chapter, we will highlight concepts to

achieve superresolution by single molecule imaging, summarize tools for data analysis, and

review applications on artificial and live cell membranes.

2.1. Introduction

From the beginning of cell biology, biomembranes have been considered to be of major

relevance for cellular function. Each cell is separated from its environment via a biomem-

brane. Membranes enable the division of the cell cytoplasm into chemically distinct sub-

spaces, thereby governing the development of cell organelles. Moreover, they act as a matrix

for integral, lipid-anchored, or peripheral membrane proteins and thereby considerably affect

protein function.

The role of lipids as the major constituents of biomembranes was established in the

1970s, leading to the proposal of the fluid mosaic model for the plasma membrane [1].

According to this model, it is the lipids and not the proteins that constitute the matrix of the

cell membrane. Since this matrix was shown to be in a fluid state, integral membrane proteins

were expected to be free to diffuse laterally within the membrane, as long as no interaction

with cytoskeletal elements hinders their Brownian motion. The relevance of lipid bilayers for

cell biology initiated a vast number of studies on artificial systems, which aimed at the struc-

tural characterization of bilayers and monolayers under various environmental conditions [2].
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The restriction to the study of artificial systems allowed for full control over parameters such

as lipid composition, lateral pressure, temperature, and ionic strength.

In particular, there has been increasing interest in obtaining detailed understanding of

the structure and dynamics of the cellular plasma membrane itself [3], primarily based on

recognition of its essential role in controlling cellular signaling processes. In recent years

a picture has emerged that ascribes to the plasma membrane a high degree of organization

at very short length scales of tens of nanometers [4–7]. Experiments performed on single

biomolecules have added to this picture by providing access to spatial information below the

diffraction limit of classic light microscopy.

A biomolecule moving in an artificial or cellular lipid membrane may experience mul-

tiple forces that influence its characteristic motion. In consequence, the path will deviate to

a greater or lesser extent from a Brownian trajectory. Deviations from free diffusion may be

caused by (1) the confinement of the tracer molecule in a meshwork of permeable barriers,

resulting in hop diffusion [8]; (2) the transient binding of the tracer to an (immobile) mem-

brane structure, yielding short periods of altered—generally reduced —mobility [9,10]; (3)

periods of active transport via motor proteins [11]; (4) direct or indirect anchorage to the

cytoskeleton, yielding immobilization or tethered motion of the tracer [12]; (5) fixed obsta-

cles at high surface density [13]; and (6) the partitioning of the tracer to mobile or immobile

membrane domains (“rafts”) [14,15].

In the following we distinguish two strategies for following a single biomembrane con-

stituent. Historically the first approach was termed single-particle tracking (SPT), in that the

molecule of interest was linked specifically to a larger particle that gave sufficient signal to be

detectable as an individual point light source over multiple frames [16–25]. Single particles

can be imaged with high signal-to-noise ratio, and therefore the location can be determined

with high precision far beyond the limit of diffraction [23,26]. There is hardly any limit to the

length of such a trajectory because no photophysical damage occurs to the traced particles.

Termination may yet occur when using quantum dots for labeling. Due to inherent blinking

[27], there will be dark periods in a trajectory; if the dark interval gets too long, correlation

with the next appearance may be difficult.

The second approach was based on the attempt to further reduce the size of the label

down to the ultimate limit of an individual dye molecule. These endeavors were based on

the concern that larger particles might interfere with the motion and function of the tracer

molecule. Pioneering studies in the mid 1990s demonstrated that single dye molecules indeed

provide sufficient signal for imaging with subpixel localization precision and tracking over

multiple frames [28–31]. Further technological advances, as well as improved understanding

of the biological systems, have led to an increase in studies both on artificial membranes

[32–39] and the live cell plasma membrane [40–61]. In contrast to particles, however, dye

molecules are affected by prolonged excitation, which results in the photobleaching of the

probe and the concomitant termination of the trajectory [62].

We focus in this chapter on reviewing analytical tools for the analysis of single-molecule

tracking experiments in biomembranes and describe applications to artificial membranes and

the live cell plasma membrane; the emphasis is on single-dye approaches. Initially, we discuss

concepts of superresolution imaging based on single-molecule detection.

2.2. Superresolution

The major advantage of single-molecule approaches for biomembrane research is

the enormous potential for characterization of subwavelength membrane structures. To
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elucidate superresolution concepts for membrane research, we first briefly sketch the imaging

constraints. An isotropic emitter (fluorescent bead or quantum dot) or scatterer (gold particle)

will be imaged according to the point spread function of the imaging device, which is well

approximated by an Airy disk of radius ρ = 0.61 × λ/NA, with λ the imaging wavelength

and NA the numerical aperture [63]. A single dye molecule with fixed emission dipole orien-

tation will emit photons depending on its three-dimensional (3D) orientation in space, which

in general leads to a significantly altered image [64]. In the case of a rapidly rotating molecule

the contributions of the individual orientations add up, thereby yielding an image given by

the point spread function. Since in fluid biomembranes the constituents show rapid rotation

on a nanoseconds time scale [35], an approximation of the image by the point spread function

centered on the actual position is justified.

The nonzero width of the Airy disk represents the basic limitation to the resolving

power of the apparatus used. Imaging of an arbitrary object can be described by

f ′ (�r) =
−∞∫

−∞
f (�s) δ (�r − �s) d�s ⇒

−∞∫
−∞

f (�s) psf (�r − �s) d�s = g (�r)

with f ′(�r) representing the fluorescent object, which is described as a sum of point light

sources, each of which is imaged according to the point spread function (PSF), yielding the

total image g (�r); the arrow denotes the imaging processes. If we assume a Gaussian approx-

imation for the PSF, a sample labeled with dyes at positions �si would yield the image

g (�r) =
∑

i

Ni
1

2πρ2
exp

(
− (�r − �si)

2

2ρ2

)

where Ni is the number of photons emitted per dye. As a consequence, two point light sources

with a distance smaller than ρ would yield highly overlapping images and thus could not be

resolved as individual objects. This theorem, known as the “Abbe limit” or “Rayleigh cri-

terion,” is generally used to define resolution in light microscopy. Several modifications to

standard imaging methods have been employed to obtain higher resolution via narrowing the

point spread function by utilizing near-field effects [65,66], nonlinear excitation [67], by con-

focal excitation and detection schemes [68,69]. Recently, new concepts were introduced that

use saturation effects when illuminating the sample with structured illumination [68,70,71]

(see Ref. 72 for review).

Single–molecule imaging has enabled additional strategies for achieving superresolu-

tion. The general idea is to thin out the active probe such that signals become well separated

and can be detected by classical diffraction-limited optics [73]. Then, a molecule can be

localized to high precision of a few nanometers by determining the centroid of its image

[26,64,74–76]. Different variants have been introduced to use this high localization preci-

sion for determination of molecular distances and for enhancement of imaging resolution in

general (see Figure 2.1 for a sketch):

1. Two-color imaging. In the first approaches, different color channels were used

to measure the distance between unresolvably close molecules of different spec-

trum [33,77,78]. Two-color imaging offers a way to sensitively detect colocalization

between a ligand and its receptor in binding assays [79,80] and also in the live cell

plasma membrane [10].

2. Dynamic imaging. Alternatively, one may exploit the time domain for diluting the

biomolecule, for example, by allowing fluorescent ligands to bind and dissociate
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Figure 2.1. A. Concepts for achieving superresolution based on single-molecule imaging. The structure to be stud-

ied is represented as a road carrying different objects. The two top rows show two arbitrary observations of the

system. The bottom row shows the results: The circles denote the detected single-molecule positions, and the size

of the circles indicates the localization precision. See text for details on the individual approaches. B. The mean

background-subtracted image taken from a stack of 500 images in an experiment described in Figure 2.2 exempli-

fies the construction of a superresolution image. Whereas the original mean image shows hardly any structure, the

reconstructed image, as noise-free, indicates the existence of still-unresolved finer structure within the stack. The

superresolution image resolves this structure given by the path of a moving molecule. The structure is better seen at

10× magnification (lower image row). In the right column, the single-molecule position data are plotted as Gaussians

of widths given by the respective confidence limit of the positional fit. Such superresolution data can be subsequently

used to construct molecular trajectories.

randomly from their receptors in the plasma membrane. If the applied concentration

is low enough, single binding events can be detected and localized. An overlay of all

determined positions provides a high-resolution map of the receptor organization in

the plasma membrane [81].

3. Single-molecule/particle tracking. A similar strategy is based on the study of mobile

molecules, which sample the accessible space within the biomembrane over time.

Whenever structural features affect any measurable parameter of the molecule (e.g.,

its intensity, spectrum, the diffusion constant, or velocity), each trajectory can be
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subdivided into distinct segments with a resolution only limited by the localization

precision. This strategy has been used to identify, for example, step sizes of motor

proteins [75,82] and confinements in artificial membranes [32] or in the cellular

plasma membrane [40,46,56,57].

4. Photobleaching localization microscopy. To facilitate accurate determination of

the positions of neighboring molecules with nanometer distance, Gordon and

coworkers used photobleaching [83]: whenever a molecule within an assembly of

subdiffraction dimension photobleaches, a concomitant shift in the signal distribu-

tion can be detected and used iteratively for the estimation of all dye positions. A

similar approach has been used to determine the label positions on stretched DNA

[84].

5. Photoactivation or photoswitching localization microscopy. Photobleaching local-

ization microscopy is restricted to the analysis of weakly stained specimens because

the localization analysis becomes inaccurate for a large number of dyes within a

diffraction-limited spot. As an alternative, researchers have developed the inverse

approach, which is based on the consecutive photoactivation, imaging, and photo-

bleaching of a sample labeled with photoactivatable fluorophores (e.g., photoac-

tivatable green fluorescent protein (paGFP) [85]) [86–88]. In this methodology,

localization precision determines the resolution [89].

The listed approaches may all be applied for high-resolution biomembrane imaging; see

the following sections for a detailed discussion of the individual examples. It should be noted,

however, that all superresolution concepts—including the ensemble techniques described ear-

lier —are comparably slow, in that they require addressing the pixels individually. More pre-

cisely, if two pixels are to be addressed simultaneously, they have to be separated at least

by the width of the diffraction-limited point spread function. For two-dimensional (2D)

microscopy, the minimum time required for recording an image at superresolution Tmin is

given by Tmin = (ρ/σxy)
2tframe, with ρ the width of the point spread function, σxy the local-

ization precision, and tframe the time required for obtaining one frame; for example, recording

an image at 10-times-improved resolution would require 100-fold longer recording times! If

we further consider the imaging of dynamic structures moving with a diffusion coefficient D,

the recording time should be faster than Tmax ≈ resolution2/4D, the time the molecule needs

to move over one pixel. Superresolution imaging of dynamical processes would therefore

actually require improved time resolution.

In contrast, tracking approaches do not necessarily lead to images; one can also use the

information content of single trajectories to analyze structures that interfere with the motion

of the tracer. In this case, the timing requirements are less strict: It may not even be necessary

to image faster than the time the molecule needs to traverse the structure of interest. This

advantage made single-particle/molecule tracking a preferred methodology in biomembrane

research.

2.3. Detection and Tracking

The possibility of detecting individual fluorophores emerged in 1989 [90] with the

detection of individual pentacene molecules at liquid-He temperatures in a confocal setting.

Since then, the developments in optical dielectric filters and charge-coupled device (CCD)

cameras has led to sensitivities that makes it possible to detect individual fluorophores in

wide-field microscopy and at video rates in the living cell. The selective throughput of opti-

cal filters now approaches 90% at the same time blocking unwanted wavelengths by >105, and
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the detection efficiency of back-illuminated CCD cameras is up to 95% throughout the whole

visible spectral range. The reliable detection of molecules is hence just limited by the noise in

acquisition governed by detector noise (which can be as low as 3 electrons per pixel root mean

square (RMS) on a N2-cooled CCD) and the sample background. Optimization in prepara-

tion protocols reduces the latter to basically zero for artificial systems (e.g., polymer films,

biomimetic systems) and for cells observed in total internal reflection (TIR) mode, whereas

for cells observed in regular wide-field applications the background is still substantial. Typ-

ically 30 counts per pixel per millisecond illumination at excitation intensity ∼1 kW/cm2 is

seen for live-cell wide-field applications. At those conditions about 100 counts are detected

from an individual fluorophore [91]. A typical image is shown in Figure 2.2 (“original”).

The sheer amount of data generated by such images requires a stable and unattended

automatic analysis. In a first step any static or slowly varying background has to be subtracted.

Techniques like high-order [4–8] polynomial fitting, low-spatial-frequency filtering, mean

image calculation, and pixel-by-pixel low-temporal frequency filtering have been used to gen-

erate a reliable background image (Figure 2.2, “background”). The background-subtracted

images are subsequently optimally filtered by cross-correlation with the PSF of the micro-

scope approximated by a Gaussian (Figure 2.2, “target”). Thresholding of those optimally

filtered images in which the threshold is dynamically adjusted to the image noise makes

it possible reliably to identify signals that are above noise by a factor of >3 (Figure 2.2,

“thresholded”). The final analysis then proceeds by fitting each of the identified signals to

the PSF and extracting the information on position, signal strength, spatial width of the sig-

nal, and signal of the background, as well as an estimate on the accuracy in each of the

parameters (Figure 2.2, “fitting”). Depending on the type of data, also 3D information can be

retrieved. Within the Rayleigh length [z0 = πλ/(4NA2)] the PSF widens with z position as

ω(z) = ω0

√
1 + z2/z20, which permits extraction of the z position [41]. For small deviations

from the plane of focus (small z) it is advantageous to introduce a small astigmatism into

the detection light path to increase the accuracy in determination of the z position [92]. The

positional accuracy is further increased by taking fast image stacks, which are subsequently

analyzed simultaneously. In this way the 3D position of an individual object is determined

to within 30 nm in xyz, respectively, and image volumes of 10×10×10 μm3 are analyzed at

frame rates of 10 sec–1 (Laurent Holtzer, unpublished results; [93]).

Image analysis as just described is the basis for further data treatment. It becomes pos-

sible to restrict further analysis to signals of, for example, a certain signal strength or a desired

positional accuracy (Figure 2.2, “reconstructed”). In particular the latter is key for the novel

nanometer-resolution microscopy methods described in the previous subsection. Correlations

between the parameters can be used to obtain information on, for example, the aggregation

state of the molecule or local differences in pH seen as a local change in signal strength.

In addition, temporal information from image movies together with the positional infor-

mation is used to obtain trajectories of individual molecules. The generation of trajectories

is straightforward for sparsely occurring and immobile objects [25,94]. However, in general

we face the problem of correlating M mobile molecules in image n with L mobile molecules

in image n + 1 (Figure 2.3). This is a classical NP-complete problem (“traveling salesmen”)

for which we follow an optimization procedure from operations research developed by Vogel.

First a complete translational matrix is built up that includes the probability that molecule j
in image i at position rj,i moves to molecule k in image I + 1 at position rk,i+1 by diffusion as

characterized by a diffusion constant D,

p(j,k) = exp

(
− (�rj,i − �rk,i+1)

2

4Dt

)
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In addition, molecules are allowed to disappear by diffusion out of the observed

area or by photobleaching, p(j,k > L) = pbleach, and molecules are allowed to move into

the observed area or get reactivated, p(j > M,k) = pactivation. Subsequently trajectories are

constructed that optimize for the total probability of all connections between two images,

lowpass -

xcorr

noise = 
8.6 cnt/pxl RMS

cnt/pxl
100 -

0 -

fitting

=         +

threshold
5 × noise

original

background target

filteredthresholded

reconstructed

5 μm

2 μm

Figure 2.2. Steps in image analysis for automated single-molecule detection. Dictyostelium cells were transfected

with a yellow fluorescent protein (YFP)–labeled cyclic adenosine monophosphate (cAMP) receptor located in the

plasma membrane of the cells. The cells were illuminated at an intensity of 2 kW/cm2 for 5 ms to create the images

on a N2-cooled charge-coupled device (CCD) camera. The images have a size of 10×10 μm2. Low-pass filtering of

the original image was used to create a smooth background image. The background-subtracted original image (noise:

8.6 counts/pixel root mean square) was subsequently cross-correlated (xcorr) by the Gaussian target image, leading

to an optimally filtered image. Signals that exceed a threshold criterion are subsequently fitted to the Gaussian target

image. Results of the fitting were used to obtain a noise-free reconstruction image.
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Figure 2.3. Two subsequent images (25-ms delay) from the experiment described in Figure 2.2 exemplify the con-

struction of trajectories. A Vogel algorithm was used to obtain the connectivity map in which the various processes

are visualized: (1) diffusion (black arrows), (2) bleaching (red cross), and (3) diffusion into the observation volume

(blue arrow). The position of the molecules at t0 are shown in blue, those at t1 are shown in green. On the bottom

right the trajectory of a single receptor is shown.

log (P) = ∑
j,k

log (p(j,k)). This algorithm enhances the number of faithfully reconstructed tra-

jectories even in the case of a sizable amount of molecules per image.

Since one step in trajectory reconstruction contains the assumption of diffusional

motion, it is obvious that trajectories can be used to learn about molecular mobility on the

nanometer scale. A detailed description will be given in the next subsection. It should be men-

tioned, however, that mobility information can be directly extracted from the position data.

Here the position data are used to construct spatial image correlations that directly yield the

desired molecular mobilities at nanometer accuracy (particle image correlation spectroscopy

[PICS]; [95]). The advantage of correlation analysis is that it is very robust, and the accuracy

of the mobility parameter extracted is clearly defined by statistics. The disadvantage clearly is

that it is impossible to trace back to individual events or individual molecules as sometimes

desired, as described later.

2.4. Learning from Trajectories

Although there is currently an intense discussion on the movements of membrane lipids

over molecular distances [96–98], Brownian motion is considered as the appropriate model
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when studying movements over length scales of tens of nanometers. We summarize here a

few essentials of diffusion models; a more detailed overview can be found in Ref. 99.

A Brownian walker starting at time t = 0 at position �x0 will be found at a later time t
within the interval

[�x,�x + d�x] with a probability
p (�x,t) dx = 1√

(4πDt)d
exp

(
− (�x − �x0)2

4Dt

)
d�x

where D denotes the diffusion coefficient and d the number of dimensions. Because dif-

fusion has no preference for a particular direction, the average position of the tracer at

any instant of time will be its starting position, 〈�x (t)〉 = ∫ �xp (�x,t) d�x = �x0. Concurrently,
it will be localized at a characteristic distance away from the starting point

〈
x2 (t)

〉 =∫
(�x − �x0)2 p (�x,t) d�x = 2dDt. The distance

〈
x2 (t)

〉
is frequently termed mean square displace-

ment (msd); it increases linearly with time, with the slope specifying the diffusion coefficient.

It is further worthwhile to inspect the distribution p (�x,t) d�x more closely. For convenience,

let us set �x0 = �0. In the case of two-dimensional diffusion, the cumulative density function

cdf(r2,t) =
r2∫
0

p(ρ2,t)dρ2

is given by

cdf(r2,t) = 1 − exp

(
− r2

4Dt

)
with r denoting the 2D distance; note that this simple monoexponential expression is only

valid for 2D diffusion.

Experimental data, however, contain localization errors, which have to be accounted

for in the analysis. Localization errors can be well characterized using immobilized particles,

and typically follow a Gaussian distribution

perr (�xerr) d�xerr = 1√
2πσ 2

xy

exp

(
− x2err

2σ 2
xy

)
d�xerr

Since the measured displacement is given by �xexp = �x + 2�xerr, the experimentally

accessible probability distribution is a convolution of p (�x,t) and perr (�xerr), yielding

p (�x,t) dx = 1√(
4πDt + 4σ 2

xy

)d
exp

(
− x2

4Dt + 4σ 2
xy

)
d�x

For 2D diffusion, the cumulative density function changes to

cdf(r2,t) = 1 − exp

(
− r2

4Dt + 4σ 2
xy

)

and the mean square displacement to
〈
x2 (t)

〉 = 4Dt + 4σ 2
xy.

If the traced molecules follow free Brownian motion, tracking data may be used to study

the diffusion coefficient under various conditions. Already 100 years ago, Einstein derived

the famous fluctuation-dissipation theorem D = kBT/γ, with kBT the Boltzmann energy and

γ the Stokes friction coefficient; for a sphere of radius R moving in a fluid of viscosity η,
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the mobility is characterized by D = kBT/6πηR. Diffusion in a membrane, however, turned

out to be more difficult to address. The seminal work by Saffman and Delbruck in 1975

found a logarithmic dependence of the diffusion coefficient on the radius of a cylindrical

membrane protein [100]. Hughes et al. provided an extension for larger drag coefficients

and concomitantly larger objects [101,102]; an approximation of the Hughes formula can

be found in Ref. 103. In contrast, recent experimental data show strong deviations from the

hydrodynamic models and indicate a Stokes-Einstein-like 1/R-dependence of the diffusion

coefficient [104].

Most researchers, however, have attempted to use single-molecule trajectories for identi-

fying deviations from free Brownian motion. If the length of the observed trajectories exceeds

hundreds of observations—for example, in single-particle tracking experiments—a detailed

investigation at the level of a single trajectory is possible [105,106]. However, the lengths

of single-molecule trajectories are limited by photobleaching to a couple of tens of observa-

tions [62], rendering such detailed analysis impracticable. We restrict our discussion here to

approaches that average over multiple single-molecule trajectories. A more detailed discus-

sion of diffusion analysis can be found in Ref. 107.

For example, multiple mobile fractions can be discriminated by analyzing the step-size

distribution [32]. A mixture of two different fractions α and (1 – α) with mobility D1 and D2,

respectively, can be identified as different exponential components in the cumulative density

function

cdf = 1 − α exp

(
− r2

4D1t

)
− (1 − α) exp

(
− r2

4D2t

)
The strategy has been successfully applied to identify subfractions of distinct mobility

in model systems [32,38] and living cells [47].

Frequently, the diffusion of membrane proteins or lipids has been found to deviate from

free Brownian motion and to be better described by anomalous subdiffusion, where the msd

dependence on the time is characterized by a sublinear increase, msd ∝ tα, with α < 1 the

anomalous diffusion exponent [49,108–110]; in other words, the apparent diffusion coefficient

appears to decrease with increasing time according to Dapp = msd/(4t) ∝ tα–1. Anomalous

subdiffusion leads to an improved screening of the local environment and may therefore rep-

resent an important mechanism for enhancing the binding probability of the biomolecule to a

nearby target [111]. Multiple studies have addressed potential sources of anomalous diffusion

on cell membranes via Monte Carlo simulations [13,112–116]. In particular, fixed obstacles

at concentrations close to the percolation threshold lead to a pronounced anomalous subd-

iffusion [13]. However, anomalous subdiffusion may also be misinferred by disregarding or

incorrectly accounting for the finite localization precision [117]. In the following, we discuss

the dependence of the mean-square displacement on time for different matrix geometries.

The confined diffusion of plasma membrane proteins or lipids within domains

[8,18,40,42, 46,53,118] can be regarded as a specific case of subdiffusion. Analytical treat-

ments have been provided for certain shapes of the confinement zones, thereby enabling quan-

titative estimates of the confinement size and the characteristic mobilities. For example, the

diffusion of a tracer with mobility Dmicro inside an impermeable circular or square corral has

been described analytically [18,116]. For short time-lags, the function can be approximated

by free diffusion, msd(t →0) ≈ 4Dmicrot; in the limit of long time-lags a constant offset is

reached at the radius of gyration, which is L2/3 for a square of length L and is R2 for a circle

of radius R [116].
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We recently generalized the analytical treatment to the case of a meshwork of periodic

permeable corrals, so that the tracer can escape into the adjacent compartment, performing

a type of motion referred to as hop diffusion [42]. In this case, a transition between rapid

microscopic diffusion within the domains and slow macroscopic diffusion from domain to

domain can be observed. Figure 2.4 shows the time dependence of both msd (Figure 2.4A)

and Dapp (Figure 2.4B), the latter in a double-logarithmic plot. In that representation,

Figure 2.4. Effect of different geometries on the time dependence of the mean square displacement (msd) [107].

Hop diffusion in a meshwork of squares yields an apparent anomalous subdiffusion, in particular when the mea-

surement is performed within a small time window. Hop diffusion was simulated with a mesh-size of L = 0.1 μm,

a microscopic mobility of 1 μm2/sec, and τ̂ = 3.33 (dot-dashed line). A. The msd as a function of tlag. B. The
apparent diffusion constant Dapp = msd/(4tlag) versus tlag on a log scale. In panel B the transition between the

microscopic mobility on the left and the macroscopic mobility on the right is clearly visible. The transition region

yields a rather straight line within a time window of about one order of magnitude. The effect smears out in the case

of a distribution of confinement sizes, as shown in a simulation of equal contributions from L = 0.1, 0.2, and 0.5 μm

(solid line). The curve can be well approximated by anomalous subdiffusion with msd ∝ t0.83lag over a time window of

two orders of magnitude (dotted line). (Reprinted from Wieser and Schütz [107].)
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anomalous subdiffusion would yield a linear decrease of log(Dapp) with log(t). Hop diffu-

sion shows a different behavior, with the two mobility regimes being clearly discriminated as

two plateaus for Dmicro and Dmacro, separated by a rather linear transition region. However, to

identify both plateaus a time window of about four orders of magnitude is required, which is

typically not available from experimental data. Within experimentally reasonable time win-

dows of about one order of magnitude, the curves can be also well approximated by standard

anomalous subdiffusion, making it difficult to distinguish those models. The linear transition

region gets even larger if a natural variation in the domain sizes occurs. Figure 2.4 shows a

scenario assuming equal contributions from domains with size 100, 200, and 500 nm. In this

case, a time window of two orders of magnitude can be well fitted by msd ∝ tα; researchers
would not doubt to ascribe such results to anomalous subdiffusion.

Many more 2D diffusion models can be constructed that yield mutually similar or iden-

tical results. For example, a well-known model for organelle transport assumes the diffusion

of the tracer in an impermeable mobile domain [119]. This model may well be applicable for

describing protein mobility in cell membranes, in particular in view of recent studies indicat-

ing the existence of protein islands in the cellular plasma membrane [120]. However, when

analyzing msd versus t, a moving-domain model yields the same result as a hop diffusion

model, rendering the two cases indistinguishable. It should be emphasized that such ambi-

guities require cautious application of diffusion analysis based on msd, in particular when

different diffusion models are to be distinguished.

Measurements of the lateral diffusion typically assume that the biomolecule moves in

a flat plane. Yet, undulations or fluctuations of the membrane on a length scale close to the

localization precision absolutely can be expected. In this case, the projection of the movement

onto the focal plane will be observed. Ruffled surfaces or thermal membrane fluctuations will

essentially reduce the diffusion constant [121–123]; more dramatic effects may be expected

when the biomolecule enters highly curved 3D structures. We recently calculated and mea-

sured the one-dimensional mobility of membrane proteins diffusing along the circumference

of tunneling nanotubules (TNTs) [44], cylindrical structures with a radius R ≈ 130 nm that

interconnect different cells for membrane and organelle exchange [124]. Since the molecules

are tied to the cylindrical surface of the TNT, the msd for transverse motion saturates at R2

for long time-lags. For short time-lags, the mobility can be approximated by msd ≈ D⊥tlag,
concomitant with a reduction in the apparent mobility by a factor of two.

Finally, the motion of the tracer during its illumination will change the recorded dis-

placements to reduced values [107]. This effect is present for a freely diffusing molecule [125]

and becomes dramatic for confined molecules [42,110,126].

2.5. Application 1—Synthetic Lipid Bilayers

The application of single-molecule microscopy to synthetic bilayers [29] was key for the

development of single-molecule technology for biosciences and cell biology [127]. Similarly,

synthetic bilayers are an excellent arena in which to understand the underlying properties of

cellular membranes and as a substrate for bio-nanoscience applications: For both, the micro-

scopic structure of mixed bilayers systems has been of prime scientific interest. When lipids

of different phase transition temperature are mixed and the temperature lowered, demixing

and macroscopic phase separation occurs [128]. Domain size and domain dynamics of such

systems can be addressed by single-molecule methods. Labeling of a trace amount of lipids

with a fluorescence marker allowed us directly to visualize the diffusional motion of lipids
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in a supported membrane [32], in a free-standing membrane spanning a micron-sized hole

[34], and in the membrane of giant unilamellar vesicles (GUVs) (S. Semrau and T. Schmidt,

unpublished, 2007). The significant increase in mobility from D = 4 μm2/sec in supported

membranes to D = 10–20 μm2/sec in free-standing membranes and GUVs clearly shows the

influence of the membrane–substrate interaction on lipid mobility (Figure 2.6A). Depend-

ing on the preparation technique, this interaction can be quite inhomogeneous, leading to

domains or diffusion-barrier formation on the hundred-nanometer length scale as resolved

by single-molecule tracking experiments [32]. Whereas those domains, due to imperfec-

tions of bilayers formation even in unimolecular systems, are undisputed, the appearance of

nanometric domains in more complicated mixed systems like the universal phosphocholine-

sphingolipid-cholesterol 1:1:1 “raft” mixture close to the demixing point is still under inves-

tigation (Figure 2.5). This is because the lateral mobility of lipids in the liquid-ordered and

liquid-disordered phases, respectively, is very similar and hence difficult to distinguish. Mul-

tiparameter single-molecule microscopy, however, might be able to solve the experimental

problem. Dual-channel imaging with the fluorescence anisotropy as readout has been devel-

oped to address fast rotational motion [35] and fluorescence resonant energy transfer [129] in

bilayers systems. As the rotational motion of lipids in the liquid-ordered state is significantly

lower than in the liquid-disordered state, trajectory analysis as described in the last subsection

combined with simultaneous analysis of the rotational mobility might give an indication of

whether nanoscopic phase separation does occur. At least the macroscopic phase separation
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Figure 2.5. Individual lipids in a phase-separated giant unilamellar vesicle (top) were followed over time. Dual-

color imaging was used to visualize the fluid domain in the green using a DiI stain (bottom left) and individual

Cy5-labeled phospholipids (bottom middle) simultaneously. The lipid performed Brownian motion confined to the

fluid-disordered domain. (S. Semrau, unpublished, 2008.)
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far from the demixing point seen in GUVs did allow us to estimate the expected size of

those nanodomains close to the demixing point. Analysis of the shape of macroscopic phase-

separated 1:1:1 GUVs yields a line tension of 4 pN, which allowed us to estimate upper and

lower limits for the size of phase-separated domains in the range of 10–30 nm [95]. This

finding based on the mechanical properties of bilayers goes along with the lipid-shell models

currently being discussed for cellular membranes [130].

A novel domain that comes into reach by single-molecule studies on bilayers systems is

the analysis of mobility in complex and crowded environments [111,131]. The artificial envi-

ronment of bilayers allows us precisely to adjust the amount of molecular players, including

some that are attached to the membrane, and by that occupying space make it unavailable

to other molecules. Such molecular crowding is believed to play an important role in cel-

lular processes on membranes, in the cytosol, and in the nucleus, and is technically used

for example, to enhance protein crystallization. Since part of the total volume is occupied

by crowding agents, dynamic processes like signaling or random searching can be largely

enhanced. Single-molecule microscopy does allow us now to directly follow individual play-

ers in, for example, a signaling pathway, and by such experiments we will be able to observe

the influence of the crowding agent on the effectiveness and reliability of diffusion-controlled

interactions. Similarly, groups are using membrane systems like GUVs for the construction

of artificial biological systems [132], systems that at least in part mimic processes seen in

nature.

As a conclusion to this subsection, we note that single-molecule microscopy has opened

new opportunities for studies of artificial bilayer systems. Building on a vast amount of

literature on the physical chemistry of monolayer and bilayers systems, the possibility to

observe and follow an individual molecule within the bilayer or a vesicle as an artificial cell

will spur novel and exciting research in a field localized among physics, material sciences,

and cell biology [4].

2.6. Application 2—Live Cell Plasma Membrane

The successful utilization of single-molecule microscopy for the study of model mem-

branes has yielded the promising perspective of a rather instantaneous application to living

cells. However, the frequent occurrence of many species of endogenous fluorescent molecules

inside cells has made such an application difficult. Cellular autofluorescence has been char-

acterized in terms of spectral properties [133], lifetime [134], and spatial distribution [135].

In the visible regime, flavins [133] and lipofuscin [136] are currently regarded as the major

source of endogenous fluorescence. Flavins are mainly located in mitochondria, whereas lipo-

fuscins predominantly reside in lysosomes. In fluorescence images, both organelles appear as

diffraction-limited spots randomly distributed in the cytoplasm of the cell. The high vari-

ability of the fluorescence intensity of such spots, even within one cell, makes unambiguous

distinction between fluorophores and autofluorescence a challenging task.

In general, it turned out that the brightness of autofluorescent structures decreases with

increasing wavelength, rendering red excitation beyond 600 nm the pragmatic choice [40,41].

However, frequently the biological problem defines both the cell type and the excitation color

to use. For such cases, methods for the decomposition of optical signals originating from two

spectrally distinct components may be used [137].

Having selected the proper dye, there are several ways for attaching it to the biomolecule

of interest:
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1. The purified or synthesized biomolecule is directly labeled covalently with a flu-

orescent marker and subsequently added to the living cell. This strategy has been

applied for the study of small molecules like lipids [40] and for larger stable struc-

tures such as viruses [138]. In addition, exogenously applied lipid-anchored proteins

were found to incorporate into the plasma membrane and acquire the correct signal-

ing capacity [139].

2. The protein of interest is genetically fused to a fluorescent protein [140], a spe-

cific tag, or a protein that can be covalently labeled with an exogenously added dye

(Snap-tag) [141]. In particular, since the spectroscopic properties of the available

fluorescent protein mutants are inferior to those of many organic fluorophores [91],

covalent labeling strategies have found widespread approval of the researchers.

3. Membrane proteins can be specifically labeled by fluorescent ligands such as Fab

fragments [42, 43] or toxins [142].

Whereas specific monovalent labeling is rather straightforward for single-dye

approaches, it represents a big challenge for SPT. Commonly, particles are coated with a

mix of specific antibody and a blocking protein, typically bovine serum albumin (BSA). By

reducing the amount of antibody, researchers attempt to reduce the likelihood of particles

containing more than one accessible reactive group. As expected, the multivalency of the

particle reduces the mobility of the tracer [19]. Indeed, results obtained by SPT can differ

significantly from the undisturbed motion of the molecule of interest. In one study, residual

cross-linking of the diffusing probe was found to reduce the diffusion coefficients signifi-

cantly when compared to data obtained from tracking the same probe labeled via a fluorescent

antibody [52]. A different study reported the alteration of the diffusion behavior from free dif-

fusion to anomalous subdiffusion on labeling with quantum dots [143]. With the development

of small passivated quantum dots, however, monovalency of a particle may indeed come into

reach [144].

Most single-molecule studies on the plasma membrane have aimed at the identification

of confinements to the free diffusion of the tracer. In particular, when molecules undergo

direct or indirect interactions with the membrane skeleton, the diffusional motion becomes

transiently restricted to membrane domains. Such confinements are highly relevant for theo-

retical modeling because they affect the interaction probability between arbitrary molecules.

These confinement zones were postulated long before they were actually seen [145]. The

first evidence for the existence of structural domains within the plasma membrane of cells

came from biochemical extraction of the membrane together with subsequent sucrose den-

sity gradient centrifugation, which made it possible qualitatively to distinguish a distinct part

of the plasma membrane that is not soluble in mild detergent [146]. Careful investigation of

such detergent-resistant membranes (DRMs) further yielded their protein content, which was

found to be consistently different from the remaining fractions of the membrane [147,148].

Of interest, DRMS were found to be enriched in proteins involved in signaling [149].

The physical origin and in vivo counterpart of DRMs are under debate. The detergent

insolubility is most likely mediated by self-interaction between glycosphingolipids [15]. In

addition, DRMs contain a distinct set of lipids [146], such as sphingolipids [150], fully sat-

urated fatty acids [151], and cholesterol [146]. Detergent-resistant liposomes were found to

be in liquid-ordered phase [15,152]. This ordered environment highly enhances the partition-

ing of proteins that are linked to saturated acyl chains, such as glycosylphosphatidylinositol

(GPI)-anchored proteins or proteins acylated with myristate or palmitate [153,154]. Taken

together, those studies were the experimental basis for the formulation of the “raft theory,”
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Figure 2.6. (continued)
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in which the existence of stable platforms within the plasma membrane, membranes of

organelles, and membranes of transport vesicles has been postulated [15].

Beside its initial importance for the discovery of plasma membrane domains, detergent

extraction methods are still widely used to study the targeting of membrane proteins, either

to rafts or to the remaining part of the plasma membrane. However, there are limitations to

this method. First, artifacts due to relocalization of proteins during detergent extraction have

been reported [155,156]. Second, a note of caution was recently raised against the structural

interpretation of biochemical data by pointing out that rafts may be altered or even formed

on detergent treatment [157]. Third, to avoid degradation processes, solubilization of cells

is commonly performed at low temperatures, which most likely has an effect on the phase

state of the domain and might alter its physical properties [158,159]. Note that analysis of

the solubility in detergent reveals no information on the actual size, shape, and dynamical

properties of domains.

SPT has been developed as a technique to study the compartmentalization of cell sur-

faces [8,17,18,94,160,161]. Restrictions to the lateral mobility have been observed for proteins

such as Band 3 [162], E-cadherin [12], neural cell adhesion molecule (NCAM) [163], the

transferrin receptor [164], and even for phospholipids themselves [8]. In most of those stud-

ies, the structural origin of the constraint was found to be the membrane-skeleton meshwork.

Recent studies identified details in the molecular mechanism for transient immobilization of

clustered GPI-anchored proteins [9,10,165].

In addition, lipid rafts have been reinterpreted in view of single-particle tracking data

that revealed hop diffusion of essentially all investigated membrane probes [5]. The results

of those studies provoked the current view of lipid rafts as highly dynamic objects, which are

expected to mediate the coupling of the cortical actin meshwork to the exoplasmic membrane

leaflet [166]. We and others therefore attempted to confirm or correct this model, based on

the less invasive single-molecule imaging approach.

By pushing instrumentation to the theoretical limits, we were able to measure the

mobility of single GPI-anchored proteins in the live cell plasma membrane at a resolution

of ∼20 nm in space and <1 ms in time. For the raft protein CD59 we found no indication

for hop diffusion and, as consequence, no indication for the presence of short-lived lipid rafts

[42]. We further addressed this aspect by analyzing the mobility of the same GPI protein

diffusing on the surface of cellular nanotubules— recently discovered thin structures that

�

Figure 2.6. A. Comparison of the diffusion in a free-standing (©) and supported membrane (•) [34]. For both,
the mean square displacement increases linearly with time lag, yielding diffusion constants of Dfree = 20.6 ±
0.9 μm2/ secand Dsupp = 4.6 ± 0.1 μm2/ sec, respectively. (Reprinted by permission from Sonnleitner et al. [34],

copyright 1999 by the Biophysical Society.) B. Single-lipid imaging in the plasma membrane of a human smooth

muscle cell [40]. On the left, the cell is shown in a transmission light image at 40× magnification. The square at

the center indicates the area selected for fluorescence imaging (right). The cell was pretreated with Cy5-labeled

dioleylphosphatidylethanolamine (DOPE-Cy5) so that a low concentration of the fluorescent lipid was incorporated

into the plasma membrane. The clearly resolved peak corresponds to a single DOPE-Cy5 molecule. (Reprinted from

Schütz et al. [40].) C. Mobility of single Cy5-labeled dimyristoylphosphatidylethanolamine (DMPE-Cy5) molecules

in the plasma membrane of living human smooth muscle cells [40]. The mean square displacement
〈
r2

〉
as a function

of the time-lag shows saturation for tlag > 100 ms. From a fit to the model of restricted diffusion, the diffusion con-

stant within a membrane microdomain, D = 0.6 ± 0.04 μm2/ sec (solid line), and the domain size of 700 ± 20 nm

(dashed line) were determined. (Reprinted from Schütz et al. [40].)
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connect different cells. The high resolution in space and time allowed us to follow the dif-

fusion process not only in the longitudinal direction, but also along the circumference. We

found perfectly isotropic mobility, in line with our previous observation that the anisotropic

membrane skeleton does not impose a meshwork of periodic boundaries to the diffusion of

exoplasmic plasma membrane constituents [44].

Although the general mechanism of hop diffusion remains controversial, there is no

doubt that numerous membrane constituents become trapped in specific cell surface regions.

Confinements to immobile domains were indeed reported for a fully saturated lipid in a

human smooth muscle cell line [40] (Figure 2.6B and C), the membrane anchor of Ras- and

Src-family proteins [45–47], a G protein–coupled receptor [57], and hemagglutinin from the

influenza virus [55]. Whether these structures correspond in general to lipid rafts, represent

a subclass of lipid rafts, or can be considered as different organization units remains to be

solved.
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3
Single-Molecule Imaging in Live Cells

Jie Xiao

Abstract This chapter provides a comprehensive overview of how single-molecule imaging

is achieved in live cells. The main focus is on fluorescent proteins, which are the most widely

used fluorescent labels for live-cell imaging. The chromophore structures and the associated

photochemical and photophysical properties of fluorescent proteins are discussed in detail,

with a particular focus on how they influence single-molecule imaging in live cells. A few

fluorescent proteins in the yellow-to-red spectral range, including newly discovered photoin-

ducible ones, are selected for more detailed discussions due to their superior properties in

single-molecule imaging. Special considerations for live-cell imaging and general instrumen-

tations for single-molecule detection are also described. Finally, a few representative appli-

cations using single-molecule imaging in live cells are provided to illustrate how important

biological knowledge can be obtained using this powerful technique.

3.1. Introduction

Nearly 20 years ago, when the first single molecule was detected in solid at extreme

temperatures [1,2], it was hard to foresee imaging a single molecule in the noisy background

of a live cell. Yet now, due to the efforts of many research groups and technical advances

in modern microscopes, optics, and detectors, single-molecule imaging1 in live cells is no

longer impossible.

Why is it important to image single molecule inside live cells? The reasons are multi-

fold. First, many biologically important molecules such as transcription factors exist at low

copy numbers [11,12]. In yeast, nearly 40% of genes are expressed at such low levels that

their gene products are not detectable using standard fluorescence microscopy or quantitative

Western blotting [11]. A more sensitive detection method—preferably at the single-molecule

level—would reveal what is otherwise imperceptible. Second, due to the finite-number effect,

J. Xiao • Johns Hopkins University School of Medicine, 708 WBSB, Baltimore, MD 21205, USA
1 Here and throughout, single-molecule imaging refers to single-fluorophore imaging. Alternatively, a single

molecule can be imaged by labeling a single molecule using multiple fluorophores or detected by amplifying

the fluorescent signal using a fluorogenic substrate [3–10]. These approaches are discussed briefly at the end of the

chapter.

43P. Hinterdorfer, A. van Oijen (eds.), Handbook of Single-Molecule Biophysics,
DOI 10.1007/978-0-387-76497-9_3, © Springer Science+Business Media, LLC 2009
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the interactions of molecules at low copy numbers are often stochastic [13]. This stochasticity

has been proven to contribute to molecular noise in various cellular processes such as gene

expression [14–16], signal transduction [17–20], and cell fate decisions [21–25]. However,

this stochasticity is often masked in ensemble measurements. Single-molecule experiments

avoid ensemble averaging and allow the stochasticity of molecular interactions to be observed,

providing unprecedented details about the origins and roles of molecular noise. Third, all

cells (including bacterial cells) exhibit considerable heterogeneity in their cellular environ-

ments. Depending on where and when a molecule is present in the cell, its behavior may

change accordingly. Single-molecule imaging allows the heterogeneity of molecular behav-

iors to be probed in time and space, directly correlating them with cellular states. Finally,

in vitro single-molecule studies have contributed significantly to the understanding of how

individual molecules and macromachineries work. Taking these experiments into live cells

allows the direct observation of the actions of these molecules and molecular machines in a

native cellular context, establishing significant physiological relevance.

It is necessary to note that this chapter focuses on the formation of an image of a single

molecule in live cells on an array detector such as a charge-coupled device (CCD) rather

than the collection of a signal originating from a single molecule on a point detector such

as a photo avalanche diode (PAD). In this sense, single-molecule detection in live cells by

fluorescence correlation spectroscopy (FCS) [26–28] and by enzymatic amplification of a

fluorescent signal [9, 10] are not included, and readers are referred to the original articles and

Chapter 8 for further discussion. The main focus of this chapter is to elucidate how single-

molecule imaging in live cells is achieved—which fluorescent label is best suited for this

purpose, what special considerations are needed, and so on—and how it can be employed

to address significant biological problems. Readers are assumed to have basic knowledge

of fluorescence microscopy and, wherever as needed, are referred to available literature for

further discussion.

3.2. Fluorescent Labels

To probe the dynamics of biomolecules in live cells using fluorescence microscopy, the

molecules have to be labeled specifically using a fluorescent probe. There are three types of

labels: small organic dyes, fluorescent semiconductor quantum dots (QDs), and fluorescent

proteins (FPs) (Table 3.1).

Small organic dyes need to be conjugated to purified biomolecules through

in vitro chemical reactions and reintroduced into cells by microinjection [29]. Cell

Table 3.1. A comparison of the three commonly used fluorescent labeling schemes

Size (nm) Labeling Delivery Brightness Photostability

Organic dyes <1 In vitro chemical reaction,

peptide targeting

Perfusion,

microinjection

High High

Quantum dots 10–30 In vitro chemical reaction,

streptavidin/antibody

conjugation

Endocytosis,

microinjection

Extremely

high

Extremely

high

Fluorescent

proteins

3 Genetic fusion Endogenous Low to high Low to high
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membrane–permeable small organic dyes can also be incubated with cells expressing the

protein of interest genetically fused with a short peptide sequence that binds the dye

specifically [30]. Cells are then washed to remove excess dye molecules before imaging.

One advantage of using small organic dyes is that because of their small size (<1 nm),

they rarely perturb the functionality of labeled biomolecules. Some organic dyes are also

brighter and more photostable than FPs, and their emission spectra are far red–shifted

compared to that of currently available FPs, facilitating single-molecule imaging in live

cells. Indeed, organic dyes such as Cy3 [31], Cy5 [32], BodipyTR [33], and Atto647 [34]

have been employed in live-cell imaging at the single-molecule level to probe receptor and

membrane dynamics on the cell surface. New ones, such as the photoactivatable azido-

DCDHF [35,36], are also emerging. However, this type of labeling often encounters a large

fluorescence background due to the incomplete removal of excess dye molecules in the

labeling reaction and nonspecific binding of dye molecules to other cellular components.

For these reasons, small organic dyes are not widely used in single-molecule imaging in

live cells.

Quantum dots are inorganic nanocrystals that emit strong fluorescence between 400

and 1,350 nm, depending on their sizes and chemical compositions [37]. QDs have broad and

overlapping absorbance bands but narrow emission bands; therefore, one single-wavelength

excitation, for example, at 488 nm, of QDs of different sizes will lead to distinct and spectrally

separable emission in the visible range. QDs are often coated with streptavidin or antibodies

to allow their conjugation with specific cellular target or macromolecules. The fluorescence

intensities of QDs are 10- to 100-fold stronger than those of FPs and small organic dyes, and

they are extremely photostable, permitting long-time tracking of tagged molecules. However,

the large size of QDs (10–30 nm) precludes them from passing through cell membranes.

Delivery to the inside of eukaryotic cells is often by microinjection or peptide- mediated

endocytosis [38]; there is no study reporting the delivery of QDs to bacterial cells due to the

presence of the cell wall.

Because small organic dyes and QDs have to be delivered into the cell through inva-

sive methods, they are most commonly used to label proteins or lipids on the outer surface

of the cell membrane. In contrast, the genetically encoded FPs are the most popular fluores-

cent labels for specifically labeling of molecules inside live cells. Although the size of FPs

(3 nm) is larger than that of small organic dyes, and the fluorescence intensity and photo-

stability of FPs are less impressive than those of QDs, they can be genetically engineered

through molecular biological means and do not require the introduction of any exogenous

cofactors to become fluorescent. The labeling of a protein by a FP is extremely specific, and

the expression level of a FP fusion protein can be tuned to allow single-FP molecule detec-

tion. Because of these reasons, this chapter focuses on using FPs as the fluorescent label for

single-molecule imaging in live cells. The structural, biochemical, and especially photochem-

ical and photophysical properties (whenever available) of a collection of FPs are examined

in detail, and their suitability for single-molecule imaging is discussed. The emphasis is on

the underlying biophysics of FPs, knowledge of which is the prerequisite for the appropriate

selection of a FP for a particular experimental design, optimization of imaging conditions,

correct interpretation of single-molecule experimental data, and successful extraction of bio-

logical information from single-molecule images. A brief introduction to the discovery and

structure of the Aequorea victoria green fluorescent protein (GFP) is first given, followed

by general discussions of important spectral, photophysical, and biochemical properties of

FPs, and, finally of a collection of FPs that have potential for or have been demonstrated in

single-molecule, live-cell imaging.
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3.3. Green Fluorescent Protein

3.3.1. Discovery of GFP

The green fluorescence of the light organs of the jellyfish Aequorea victoria was first

described by Davenport and Nicol in 1955 [39], but the discovery of GFP, which is responsi-

ble for the green fluorescence, did not come until the early 1960s, when Osamu Shimomura

and his coworkers purified a Ca2+-dependent bioluminescent protein, aequorin, from lumi-

nous jellyfish at the Friday Harbor Laboratories, University of Washington [40]. They found

that another protein, which was not luminescent but exhibited “a very bright, greenish fluo-

rescence in the ultraviolet of a Mineralite,” coexisted with aequorin during the early stages

of the purification. They called this protein “green protein,” and it was renamed “green flu-

orescent protein” a few years later by Hastings and Morin [41,42]. Hastings and Morin also

suggested that the natural green glow of jellyfish came from the green fluorescence of GFP

that was the result of the energy transferred from the aequorin protein: When aequorin binds

to Ca2+, it emits blue light (peaks at 469 nm) through the oxidation of its prosthetic group

coelenterazine. The emitted photons are then absorbed by GFP, leading to its emission of

green light (peaks at 508 nm). This was further confirmed by characterizing the photochem-

ical properties of purified GFP [43]. The structure of the GFP fluorophore was successfully

deduced by Shimomura to be a 4-(p-hydroxybenzylidene)-5-imidazolinone.

In the following period of more than 10 years, however, the study of GFP seemed to be

at halt, possibly partially due to difficulties involved in collecting huge amount of jellyfish for

purification; 100,000 jellyfish yield only less than 1/2 g of pure GFP after months of purifi-

cation [43], and overhunting gradually depleted the jellyfish population in and around Friday

Harbor [44]. Finally, in 1992 a critical breakthrough came as Prasher and his coworkers cloned

the gene coding for GFP [45]. The expression and subsequent imaging of recombinant GFP

in both Escherichia coli and Caenorhabditis elegans soon followed [46–48]. These studies

revealed the most remarkable property of GFP, which is that it does not require any exogenous

cofactor or enzyme except molecular oxygen to become fluorescent, and all the information

for the formation of the fluorophore is genetically encoded. Thus it can be expressed and

become fluorescent in foreign organisms other than jellyfish. This significantly boosted the

use of GFP as a genetically encoded marker for various live-cell applications. Further devel-

opment of GFP and finding of its homologs in the following years resulted in variants with

fluorescence emission profiles spanning almost the entire visible light spectrum, including

blue (BFP), cyan (CFP), green (GFP), yellow (YFP), orange (OFP), and red regions (RFP),2

essentially revolutionized modern cell biology.

3.3.2. Structure of GFP and the Fluorophore

The crystal structures of jellyfish GFP (referred to as Aequorea victoria GFP [avGFP]

from now on) and an enhanced GFP mutant [49] (S65T, [EGFP]) were solved independently

by two groups in 1996 [50,51]. Both GFPs adopt a cylindrical fold of 11-stranded β-barrels

wrapped around a single central helix, with a diameter about 30 Å and a length of about 40 Å

(Figure 3.1A). The fluorophore is located on the central helix, almost at the geometric center

of the cylinder. The top and bottom of the barrel are capped by small, somewhat distorted

2 In the field of fluorescent proteins, the wavelength of each color is defined slightly differently from what is defined

in physics. Following the convention of the field, in this chapter the wavelength of each color is as follows: violet:

∼400 nm; blue: ∼480 nm; green: ∼510 nm; yellow: ∼550 nm; orange: ∼580 nm; red: ∼620 nm.
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Figure 3.1. Crystal structure of green-fluorescent protein (GFP) from Aequorea victoria (A) [50], the fluorophore

maturation process (B), and its excitation (gray) and emission (black) spectra (C).

sections of α-helix. The hydrogen bonds formed by the tightly fitted β-sheet strands and the

caps at the top and bottom of the barrel serve well for the extraordinary stability of GFP,

and at the same time shield the fluorophore from quenching by colliding water or oxygen

molecules. All available FPs, natural or engineered, share the same cylindrical fold, although

there may be extensive differences in the primary sequences.
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The fluorophore of avGFP is formed by the posttranslational, covalent modifications of

three amino acids, Ser65, Tyr66, and Gly67, which only occurs after the protein folds into

its native state [47,52–56]. The fluorophore forms an extensive hydrogen-bonding network

with surrounding residues, and the state of bonding changes the spectral and photophysi-

cal properties of the fluorophore substantially. The following describes the accepted mecha-

nism of fluorophore formation, although some mechanistic details are under debate [55–57]

(Figure 3.1B). The first step is the cyclization of the tripeptide main chain by the nucleophilic

attack of the amide nitrogen of Gly67 at the carbonyl carbon of Ser65, generating a hetero-

cyclic intermediate. The second step is the dehydration of the five-member heterocyclic ring,

which leads to the formation of an imidazolinone ring. The oxidation of this intermediate by

molecular oxygen at the position of Tyr66 Cα–Cβ then finally produces a full π conjugation

that extends from the phenolic group of Tyr66 to the imidazolinone ring in cis configuration—
the mature GFP fluorophore. Among these steps, the final oxidation by molecular oxygen is

rate limiting, with a time constant of about 2 hr for avGFP [53].

The absorption spectrum of avGFP has two peaks—a major one at 395 nm and a minor

one at 475 nm (Figure 3.1C). Excitation at 395 and 475 nm gives similar but not identical

emission spectra peaking at 508 or 503 nm, respectively [47]. Based on pH-dependent studies,

it was shown that the 395-nm absorption peak is due to the protonated phenol (Tyr66) in the

fluorophore, whereas the 475-nm peak is due to the deprotonated form [47,58]. Of interest,

the former undergoes excited-state proton transfer (ESPT), as the neutral fluorophore becomes

more acidic in the excited state [59], to become the anionic fluorophore, giving a similar but

not identical emission peak at 508 nm [60,61].

In all naturally occurring GFP-like proteins (>100), four amino acids—two in the flu-

orophore tripeptide, Tyr663 and Gly67, and two that directly interact with the fluorophore

through hydrogen bonding, Arg96 and Glu222 (avGFP numbering)—are absolutely con-

served [64]. This suggests that the basic mechanisms of fluorophore formation in different

GFP-like proteins are similar. Indeed, so far all mature fluorophores of available FPs share

one common feature, which is the oxidized tyrosine Cα–Cβ bond. However, the subsequent

modifications of the GFP fluorophore, which change the extension of the π systems, either

by natural evolution or human-made engineering, produce various FPs with colors extending

from blue to far red.

3.4. Properties of Fluorescent Proteins

This section will discuss important spectral, photophysical, and biochemical proper-

ties of FPs. The goal is to equip the reader with a clear understanding of these important

parameters so that when it comes to choosing which FP to use in a particular experiment, the

researcher will know which property of different FPs to compare.

3.4.1. Brightness

The most essential parameter to ensure successful single-molecule imaging is the

brightness of the fluorophore. At the ensemble level, brightness (Be) is defined as the product

3 It is unclear why Tyr66 is universally conserved in all GFP-like proteins in nature. In engineered FPs it was

found that other two aromatic groups, Trp and Phe, or even His, can substitute Tyr66 and produce blue-shifted

fluorescence as in CFPs and BFPs [47,62,63].



Single-Molecule Imaging in Live Cells 49

of molar absorption coefficient (ε, M–1 cm–1) and quantum yield (�) at a particular pair of

excitation and emission wavelengths:

Be = �λex/λem · ελex

At the single-molecule level, the brightness is defined as

Bs = �λex/λem · σλex = �λex/λem · 2.303ελex

NA

where σλex is the absorption cross section of a single molecule in cm2, which can be calcu-

lated from ε using the Avogadro number, NA.

In a typical experiment, the number of photons emitted by a single fluorophore during

a particular exposure time can be calculated from its photon emission rate, which is related to

its brightness, in that

Iλem = Iλex · Bs

where Iλem is the photon emission rate in photons per second per molecule and Iλex is the

incident light intensity in photons per second per square centimeter. For example, given an

incident light flux of 514 nm at 200 W/cm2, a typical room-temperature fluorophore absorp-

tion cross section at 2 Å2, and a quantum yield of 0.6, the photon emission rate can be cal-

culated to be ∼6 × 104 photons/sec. If an exposure time of 100 ms is used and the overall

microscope detection efficiency is 5%, then∼300 photons will be detected during the 100 ms.

This amount of photons is more than enough to enable single-molecule imaging; many detec-

tors are capable of single-photon detection. However, the available photons become a major

limitation when a reaction time course is monitored and the total photons are spread over

a number of separate frames. In addition, as discussed later, a high brightness is necessary

but not sufficient to achieve single-molecule detection in live cells because the photobleach-

ing property of the fluorophore and the autofluorescence background of live cells complicate

detection. In practice, an experience-based empirical threshold of brightness can be set at

about a Be of 3 × 104 (Bs of 1.0) to ensure that a single fluorophore will emit enough photons

to allow its detection at the single-molecule level. Depending on the emission wavelength,

this threshold for selecting fluorophores will change. For example, in the blue/green region

a fluorophore that is brighter than the empirical threshold is usually needed because cells’

autofluorescence background is higher at these wavelengths, whereas in the red region the

threshold could be lower because the autofluorescence background is lower.

3.4.2. Fluorescence Lifetime

Fluorescence lifetime is another important parameter of a fluorophore. It measures on

average how fast a fluorophore emits a photon, thus determining the saturating excitation

intensity required to extract all possible photons in the shortest time. However, in live-cell

imaging this scenario is rarely if ever encountered. Besides this, most FPs suitable for live-

cell imaging have similar fluorescence lifetimes in the range of a few nanoseconds, rendering

gating fluorescence lifetime difficult. Therefore, this parameter usually has little influence

when choosing an appropriate FP.
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3.4.3. Photobleaching Quantum Yield

Photobleaching is the process of irreversible destruction of a fluorophore in its excited

state due to its interactions with molecular oxygen or other surrounding molecules. The flu-

orophore may be chemically modified and return to the ground state as a new molecule that

no longer absorbs light at the excitation wavelength, For example, it was reported that pho-

tobleached enhanced yellow-fluorescent protein (EYFP) molecules irreversibly lose a mass

of 44 daltons, possibly due to the decarboxylation of the E222 residue during intense laser

illumination [61,65]. The exact photobleaching mechanisms of FPs in live cells have not been

elucidated, and different FPs may have different mechanisms due to different structural flex-

ibility and local fluorophore environments. For example, photobleaching of mOrange and

TagRFP-T are reported to be sensitive to the presence of oxygen [66], while EGFP is insensi-

tive to oxygen, singlet oxygen, or general radicals [67–69]. It has also been reported that when

a FP molecule bleaches, it emits one singlet oxygen, which could further damage adjacent FP

molecules [70,71].

Quantitatively, the sensitivity of a fluorophore to photobleaching is described by its

photobleaching quantum yield �b, defined as the probability of photobleaching per photon

absorbed, that is, the reciprocal of the average number of excitation/emission cycles a flu-

orophore can undergo before it photobleaches. When multiplied by the quantum yield, the

product represents the average number of photons a fluorophore can emit. For organic dyes

used in single-molecule studies, �b is usually in the range around 10–6, while that for FPs is

around 10–5 [68,72–74].

Photobleaching quantum yield is also a key parameter in determining whether the flu-

orophore is suitable for single-molecule imaging because it limits how many photons can be

collected before a fluorophore is irreversibly destroyed. For example, if a fluorophore is dim

but highly photostable (low �b), one may compromise time resolution to accumulate enough

photons using long integration time. However, if a fluorophore is photoliable (high �b), it

may only emit a few photons before it photobleaches, rendering its detection difficult even if

it has a high brightness.

�b is dependent on the particular molecular structure of a fluorophore and its local

environment but not on excitation intensity or how excitation is delivered (continuous or

pulsed). Therefore, �b can be used to compare the photostability of fluorophores across dif-

ferent spectral classes and in different experimental setups. By definition,�b is best measured

at the single-molecule level, where the number of photons each fluorophore emits before it

photobleaches is counted and the average �b calculated. Note here that although the total

number of photons a fluorophore can emit before it photobleaches is independent of exci-

tation intensity, the photon emission rate of the fluorophore is. The stronger the excitation

intensity, the higher is the photon emission rate, and thus the shorter is the time the fluo-

rophore will fluoresce. If achieving longer time traces is the goal, low excitation intensity

should be used at the sacrifice of lower signal levels per acquisition time.

Currently published photostability measurement of FPs were usually done at the ensem-

ble level by monitoring the time at which the photon emission rate of high-concentration

fluorophores has dropped to half of its initial rate under arc lamp illumination [75]. This

method does not allow the calculation of the absolute �b values but still provides a quali-

tative comparison among different FPs that are measured under the same experimental con-

ditions. However, the time constants in this type of ensemble measurements are often much

longer than what would be obtained in single-molecule measurements [76]. This is likely

due to the fact that in the ensemble there are molecules existing in dark states that do not
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fluoresce immediately at the onset of excitation [68], whereas in single-molecule experiments

the true photobleaching time can be obtained by recording only the time when a fluorophore

is fluorescent. In addition, the ensemble photobleaching time curves often exhibit multipha-

sic exponential decay, which cannot be simply described by one time constant. Because of

these considerations, a systematic characterization of the photobleaching quantum yields of

available fluorophores at the single-molecule level is much needed.

In most single-molecule experiments (especially tracking experiments), photostability

of a fluorophore is preferred to obtain long trajectories. However, photobleaching can also be

used to one’s advantage. For example, in gene expression experiments in which accumulation

of fluorescent background by newly expressed FP molecules is a problem, a photolabile FP

such as the YFP variant Venus is preferred so that the previously generated molecules can be

quickly photobleached to allow the next round of detection.

3.4.4. Fluorescence Blinking

Fluorescence blinking is the switching of a fluorophore between a fluorescent and a

nonfluorescent state spontaneously on a time scale usually ranging from milliseconds to sec-

onds. At the ensemble level, blinking of individual molecules is not observed, and this behav-

ior merely reduces the average fluorescence intensity because the on- and off-switching of

individual molecules is stochastic and averaged out in large ensembles. At the single-molecule

level, however, it is important to take the blinking behaviors of individual molecules into

account to avoid misinterpretation of data.

Nearly all fluorophores exhibit some kinds of dynamic blinking behaviors on different

time scales. In live-cell imaging, the integration time is usually in the range of a few to a

few hundreds of milliseconds. Therefore, only blinking at that time scale is considered in

the following text because faster or slower blinking behaviors will not be reflected in the

measurements.

The on-off blinking behavior was first reported on EGFP [69] and YFP [77]. Figure 3.2

shows one typical time trace of a single YFP (Venus) molecule on continuous illumination at

514 nm. It is evident that the fluorescence intensity fluctuates between bright (on) and dark

(off) states on the time scale of seconds. A three-level system has been proposed to explain

the blinking behavior. The on-state is the result of photon emission during the transitions from

the singlet excited state to the ground state, as described in a standard fluorescence two-level

system. During this cycle, however, there is a small probability that a molecule will go into a

long-lived dark state that cannot emit a photon. This contributes to the off-period. Only when

the molecule is returned to the singlet ground state capable of absorbing new photons will

fluorescence resume. The transition probability from a bright to dark state can be calculated

by taking the reciprocal of the average number of excitation/emission cycles during the on-

time, which has been measured to be at about 5 × 106 for enhanced GFP (EGFP) [74]. The

average off-time for both EGFP and EYFP was measured to be between a few and a few tens

of seconds [65,68,74,77].

The exact nature of the molecule at the dark state, however, has not been completely

elucidated. It was first proposed that the protonated fluorophore is responsible for the off-state

and that the conversion between protonation and deprotonation of the fluorophore results in

the blinking behavior—the anionic form of the fluorophore fluoresces, while the protonated

form does not [77]. Later this process turned out to be more complicated than expected.

McAnaney et al. demonstrated that at sufficiently low power densities (<1 kW/cm2), the

ground-state protonation and deprotonation is indeed responsible for the blinking behavior
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Figure 3.2. Fluctuations (blinking) in the fluorescence intensity of a single yellow-fluorescent protein (YFP) Venus
molecule under continuous illumination of 514 nm at 2 kW/cm2 with an integration time of 50 ms.

[65]. However, Peterman et al. showed that there is a clear excitation power dependence—

between 0.5 and 5 kW/cm2 the fluorescence on-time becomes shorter when the power gets

higher. In addition, at high excitation intensity (5 kW/cm2), the average fluorescence on-

time is independent of pH between 6 and 10 [68]. These experiments suggest that at high

power densities, the photon-driven excited-state protonation reaction of the fluorophore is

faster than the ground-state process [65,74,78]. The fluorescence off-time, however, was found

to be independent of excitation power [68], indicating that YFP molecules in the off-state

spontaneously relax to the on-state [65,79]. Moreover, photon-induced isomerization of the

fluorophore conformation [80] and rearrangement of hydrogen-bonding network around the

fluorophore [81] have been suggested to contribute to the blinking behavior.

3.4.5. Maturation Time

The fluorophore maturation process in FPs determines how fast a fluorescent response

can be detected following the production of a FP molecule. The oxidation step of the fluo-

rophore formation process as described earlier is usually the slowest and is thus considered the

rate-limiting step for the maturation process. To speed up the maturation process, increased

access of the fluorophore to molecular oxygen is important [82]. However, it is possible that

this increased accessibility may also lead to increased environmental sensitivity and prone-

ness to photobleaching. For some cellular processes that do not require the detection of a FP

molecule immediately after its production, slow maturation is of less concern. However, a

cell expressing a fast-maturing FP will contain more copies of fully matured FP than a cell

expressing a slow-maturing FP at the steady state, affecting data throughput of an experiment.

If monitoring the fast dynamics of cellular processes such as gene expression is the goal,

using a fast-maturing FP as the gene expression reporter is critical. Because gene regulation

is mainly controlled by differential binding modes of transcription factors, changes of gene

expression state usually occur on the time scale of a few minutes or even shorter. To follow

this process faithfully with a high time resolution, a FP reporter molecule needs to become
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fluorescent as soon as it is synthesized. Unfortunately, all current FPs mature slowly, on the

time scale of a few tens of minutes to a few hours, except one YFP variant, Venus, which has

a maturation time constant measured at about 2 min in vitro and 7 min in vivo [83,84]. This

property makes Venus an attractive gene expression reporter, allowing the direct counting of

protein molecules generated one at a time [84]. If another fast-maturing FP emitting in the

red region were developed, the temporal expression correlation of two related genes could be

monitored simultaneously at the single-molecule level, greatly facilitating the investigation of

gene regulation mechanisms in large networks.

3.4.6. Construction and Expression of Fusion Proteins

It is critical that being tagged by a FP does not perturb the function of the tagged pro-

tein. Before a single-molecule experiment is conducted, one should verify whether the fusion

protein is functional. This can be done in different ways. The most stringent test is to check

whether the expression of the fusion protein in a cell strain that has the gene for the untagged

protein deleted will rescue the deletion phenotype, provided that the deletion of the wild-type

gene has an identifiable phenotype. If no obvious phenotype of the deletion strain can be

identified, one should verify whether other genetic and biochemical properties of the fusion

protein, such as expression level, cellular localization pattern, enzymatic activity, or gene reg-

ulation activity, reproduce those of the untagged protein. Based on empirical observations, in

general GFPs cause least perturbations to the tagged proteins, while some engineered RFPs

and especially some photoinducible FPs such as rsFastLime and EosFP (discussed later) are

difficult to work with. In the latter cases, when the fusion protein is not functional, the linker

sequence needs to be carefully scrutinized, and changing the terminus to which the FP is

fused may improve the performance of the fusion protein. It was found that by fusing the first

and last seven amino acid residues of avGFP to the N and C termini of some RFPs, the tol-

erance of the tagged proteins to the RFP fusions was enhanced [85]. In some cases, lowering

the expression temperatures helped to improve the folding of the fusion proteins.

To enable single-FP-molecule detection in live cells, it is necessary to repress the

expression level of the fusion FP protein to avoid large fluorescence background. In bacterial

cells, this can be done by using a weak or repressed promoter such as the lac promoter and

incorporating the gene encoding the fusion protein into chromosome or a single-copy plasmid

such as the F plasmid. In eukaryotic cells, a regulated promoter such as the cytomegalovirus

(CMV) promoter repressed by Tet repressors can be used. The original chromosomal gene

of the tagged protein can be left intact. In the case of photoinducible proteins (see later dis-

cussion), however, the expression level does not have to be strongly repressed because high

concentrations of FP can be expressed with only a few molecules becoming fluorescent upon

photoinduction.

3.4.7. General Guidelines

In general, a FP suitable for single-molecule imaging in live cells should possess one or

more of the following properties: high brightness, high photostability, emission in the visible

range, and fast maturation time. Note that although the monomeric state of the FPs was not

discussed earlier, it is mandatory for protein tagging. This is because dimeric or tetrameric

FPs tend to cause self-association and aggregation of tagged proteins, preventing proper inter-

pretation of experimental data [75]. All the FPs to be discussed are monomeric. One should

also keep it in mind that there is no single FP that can meet the demanding criteria of all
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experiments. Therefore, one needs to decide what the most important property for a partic-

ular experiment is and make the necessary compromise. In the following section a collec-

tion of FPs that have the potential or have already been demonstrated in single-molecule

imaging in live cells is discussed in detail. Their properties are compiled in Tables 3.2

and 3.3.

3.5. Derivatives of avGFP and Other GFP-Like Proteins

Extensive mutagenesis efforts have been exerted on the original avGFP to improve its

properties. This is because the avGFP has complicated photochemistry [86,87], does not fold

well above room temperature [58], and matures slowly [47]. Through the combination of ran-

dom mutagenesis and rational design, different versions of FPs have been generated, with

their absorption and emission wavelengths blue- or red-shifted as much as 40 nm and with

improvements in their fluorescence brightness, photostability, environmental sensitivity, fold-

ing, and maturation kinetics (Figure 3.3 and Table 3.2) (for extensive reviews, see Refs. 75

and 86]).

For example, the first EGFP (Figure 3.3) has an S65T mutation, which diminishes the

395-nm absorption peak of the avGFP but significantly enhances the 475-nm peak, greatly

facilitating excitation in the blue region instead of the violet region, with the latter being

usually detrimental to cells [47,49,88]. This is possibly because the threonine at position

65 is bulkier than the original serine and cannot adopt the same conformation as Ser65 to

donate a hydrogen bond to Glu222. This change leads to changes in the hydrogen-bonding

status of a few polar residues around the fluorophore, and the phenolic hydroxyl group of

Tyr67 is effectively anionized, contributing to the greatly enhanced absorption at 475 nm

[51,89]. Another example is the YFP class. The red-shifted excitation and emission (515 and

525 nm, respectively) of YFPs is mainly due to the T203Y mutation, where the tyrosine

stacks its aromatic ring next to the phenolate anion of the fluorophore, forming an extended

π–π interaction and lowering the excited-state energy level (Figure 3.3) [63,90].

Among many improved versions of avGFP, the YFP class is preferable over GFPs for

single-molecule imaging in live cells due to its superior spectral properties [76], the reduced

cellular autofluorescence at YFP emission peaks, and the available high-quality imaging

optics and detectors. Blue or cyan FPs are usually not considered for single-molecule imaging

in live cells because of the presence of prominent cellular autofluorescence in their spectral

region, increased phototoxicity to cells caused by ultraviolet (UV)/violet excitation, and low

detection efficiency of UV optics and detectors. For the GFP class, although improved GFPs

such as EGFP has been successfully applied to single-molecule imaging in live cells to reveal

cell surface protein distribution patterns [91] and actin filament dynamics [92], and the newly

developed superfolder GFP (sfGFP) [93] possesses the necessary brightness for its single-

molecule detection, this class does not have a clear advantage over the YFP class or the RFP

class in single-molecule live-cell imaging. Therefore, blue and green FPs are not included

here.

3.5.1. Derivatives of avGFP

EYFP

Enhanced YFP (EYFP) contains four mutations (S65G, V68L, S72A, and T203Y) com-

pared to avGFP. As discussed earlier, the T203Y mutation is rationally designed to shift
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Figure 3.3. Comparison of fluorescence excitation (gray), emission (black) spectra (A), and the corresponding

fluorophore structure of fluorescent proteins (FPs) as discussed in the text (B). The excitation and emission spectra of

flavin adenine dinucleotide (FAD) are also shown as a comparison. For the photoconvertible FPs Dendra and EosFP,

the spectra of green forms are shown in broken lines and red forms in solid lines. For each fluorophore the conjugated

π system is color-coded for its emission wavelength. For the yellow-fluorescent protein (YFP) class, only mCitrine’s

spectra and fluorophore structure are shown because they are representative for other YFPs such as enhanced yellow-

fluorescent protein (EYFP), Venus, and YFP for energy transfer (YPet). The spectra of rsFastlime, rsCherry, and

rsCherry-Rev are not shown because they are similar to their corresponding parents Dronpa and mCherry with slight

wavelength shift, respectively (see Table 3.3 for details). The crystal structures of fluorophores in some FPs are not
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Figure 3.3. (continued) available, and the shown structures are modeled based on the closest available struc-

tures when possible: monomeric orange-fluorescent protein Kusabira-Orange (mKO) and tdTomato from Discosoma
striata red-fluorescent protein (dsRed) [112,113], mOrange2 from mOrange [118], and TagRFP-T and mKate from

eqFP611 [121]. For Dendra the mechanism for its photoconversion is unclear, and therefore its chromophore structure

is not shown. Five commonly used laser lines at 405 (solid state), 488 (argon ion), 514 (argon ion), 543 (helium neon),

and 568 nm (krypton) are superimposed on the spectra to indicate which laser line is best suited for the excitation of

which FP. EGFP, enhanced green-fluorescent protein.
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emission into the yellow-green region of the spectrum. The commercially available version

of EYFP from Clontech has also been codon-optimized to allow more efficient translation and

higher expression levels in eukaryotic cells. EYFP is bright, with a high absorption coefficient

of 83,400 M–1 cm−1 and a quantum yield of 0.61 [63]. It has been widely used to track the

movement and distribution patterns of single proteins molecules on the membrane of live cells

[76,94–96]. However, its high pKa (6.9) and sensitivity to halides cause its fluorescence to

fluctuate in a cellular environment, where usually pH is 6.8–7.3 and Cl− concentration is 10–

60 mM [97,98]. In addition, EYFP is a weak dimer, with a Kd of 0.11 mM [99], although

this should not be of significant concern for single-molecule studies. This is because most of

the time, to achieve single-molecule detection in live cells, FPs are usually expressed at con-

centrations far below those required for significant dimer formation. A true monomeric YFP

(mYFP) was generated by introducing the mutation A206K, in which the positive charge of

the lysine side chain disrupts the hydrophobic interaction at the dimeric interface. The spec-

tral properties of mYFP are essentially the same as those of EYFP.

Citrine

By introducing one additional mutation, Q69M, into EYFP, a new YFP named Citrine

was generated, Citrine has a lower pKa at 5.7, is less sensitive to halide, and is about twice as

resistant to photobleaching as EYFP [73,100]. The low pKa and insensitivity to halide could

be explained by the Q69M mutation. The side chain of the Met was shown in the crystal

structure to occupy a halide-binding cavity near the fluorophore, shielding the fluorophore

from Cl− or protons. The resistance to photobleaching may also be a direct result of the

elimination of the cavity near the fluorophore, so that the fluorophore is better packed and

shielded from the environment. Like its parent EYFP, Citrine is also a weak dimer, but its

monomeric version was easily generated by introducing the same mutation A206K, and the

resulting mCitrine has the same spectroscopic properties [73,75,100,101].

Venus

A particularly notable and popular YFP mutant is the fast-maturing Venus generated

by the Miyawaki group [83]. Venus has comparable brightness, low pKa, and insensitivity to

halide to those of mCitrine, but its most distinguishing feature is its fast fluorophore matu-

ration process, the time constant of which is measured to be about 2 min in vitro [83] and

7 min inside live E. coli cells [84]. The accelerated fluorophore maturation results from a

combined effect of the five point mutations (F46L, F64L, M153T, V163A, S175G), which

likely introduce structural flexibility, remove steric and energetic constraints in the folding of

the polypeptide chain, and enhances oxygen access to the fluorophore [83,102]. Given that

many other FPs mature on the time scale of a few tens of minutes or hours, the accelerated

maturation time of Venus is particularly attractive for monitoring cellular processes with fast

dynamics such as gene expression. In a recent work by the Xie group, Venus was used as a

single-molecule gene expression reporter to probe the real-time dynamics of a repressed lac
promoter in live E. coli cells [84]. Had a FP with slower maturation kinetics been used in

this work, the detected FP molecules generated from one single mRNA would have a much

wider distribution in time, rendering it difficult to discern when an mRNA molecule was gen-

erated. One drawback of Venus is its low photostability—it photobleaches at least twice as

fast as mCitrine. Therefore, Venus is not the best fluorophore to use in experiments such as
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single-molecule tracking where photostability is crucial. Venus is also a weak dimer, but, just

as in the cases of mYFP and mCitrine, an A206K mutation generates monomeric mVenus

[101].

Yellow-Fluorescent Protein for Energy Transfer

Yellow-fluorescent protein for energy transfer (YPet) was originally generated during

a screening for improved fluorescence resonance energy transfer (FRET) between CFP and

YFP [103], but it was later found that the improved FRET performance of YPet is likely due

to its tendency to dimerize with its coevolved partner CyPet [104,105]. Nevertheless, YPet is

superior for single-molecule imaging because it is the brightest YFP available, with a very

high absorption coefficient at 104,000M−1 cm−1 and a quantum yield of 0.77. It was based on

another bright YFP variant, Topaz [63], which was the brightest YFP before the appearance

of YPet. Multiple mutations were introduced into Topaz through random mutagenesis, and

the roles of many of them in improving its brightness are unclear. The maturation kinetics

of YPet is similar to that of EYFP, but its photostability has not been addressed. There is no

report on the use of YPet in single-molecule studies, but given its brightness and low pKa

(5.6), its use in single-molecule imaging in live cells should be imminent.

3.5.2. Orange- and Red-Fluorescent Proteins

Fluorescent proteins that excite and emit at longer wavelengths than GFP or YFP are

highly desirable for single-molecule imaging in live cells for three reasons. First, excitation at

long wavelengths avoids exciting the flavin protein, which is the major source for high cellular

autofluorescence background in the 500-to 600-nm region. Second, orange or red excitation in

general causes less photodamage to cells because blue or green excitation carries more energy

and can be absorbed by DNAs and proteins. Therefore, longer time traces can be obtained

without exposing cells to severe photodamage. Third, RFPs can be spectrally distinguished

from GFPs or YFPs, making it possible for two-color, single-molecule imaging in live cells.

Earlier efforts to engineer jellyfish avGFP to produce variants in the orange or red

region had been unsuccessful,4 although blue light–induced conversion from green to red

fluorescence under limited oxygen supply had been reported [107,108]. This situation did

not change until 1999, when the first RFP, dsRed, was discovered in a nonbioluminescent

reef coral species, Discosoma striata, commonly called the striped mushroom [109]. This

breakthrough started the second round of extensive mutagenesis efforts to improve the orig-

inal dsRed because it matures slowly (t1/2 = 27 hr) through a green intermediate [110], has

dim fluorescence [109], and is an obligate tetramer [110]. The results were successful, and a

series of monomeric RFPs called mFruits were generated by the Tsien group [85]. Together

with RFPs generated from other research groups and companies, there are now FPs ranging

from orange to far infrared with much improved biochemical and photochemical properties

(Figure 3.3) (also see comprehensive reviews in Refs. 75 and 101).

The formation of these RFP fluorophores (Figure 3.4) shares similar steps with GFP

maturation but includes additional chemistry, which explains why the efforts to engineer

4 There is one recent study reporting the generation of the first red fluorescence-emitting derivative (excitation and

emission maxima at 555 and 585 nm, respectively) of avGFP [106]. Purified proteins or cells expressing this

mutant, however, showed both green (strong) and red (dim) emission. It is likely that only a small population of

the mutant matures to the red chromophore. Nonetheless, this study indicates that the full mutagenesis potential of

GFP has yet to be reached.
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avGFP to produce variants in the red region have been unsuccessful [111–113]. For dsRed, the

initial steps also involve a tripeptide (Gln66, Tyr67, and Gly68) to go through similar cycliza-

tion, dehydration, and oxidation to form a coplanar p-hydroxybenzylidene-imidazolinone π

system like that in GFP. However, additional oxidation at Cα—N bond of Gln66 takes place to

form an acylimine group, leading to an extended π-bonding resonance system. This extended

conjugation system results in greater delocalization of electrons upon excitation, giving rise

to the longer excitation and emission wavelengths (558 and 583 nm, respectively). In addition

to this extra oxidation step, the Phe65 and Gln66 of dsRed are connected by an unexpected

and unique cis peptide bond, the isomerization of which from the usual trans bond formed

initially upon protein folding is believed to be a key step that slows down the maturation

of the fluorophore [112,114]. In other RFPs that derived based on dsRed, such as mOrange,

mCherry, and mStrawberry, the fluorophores may undergo further chemical transformations

[115]. In the following, a few OFPs and RFPs with promising potential for single-molecule

imaging in live cells are discussed.

The brightness of OFPs and RFPs is usually less than that of the YFPs; however, as

the cells’ autofluorescence background is much less at the longer wavelengths, the slightly

decreased brightness does not pose a significant problem for single-molecule imaging. In

fact, mCherry, the dimmest among the few selected RFPs to be discussed, has been demon-

strated to be detectable as single molecules in live bacteria cells [116]. Since many of the OFPs

and RFPs to be described were just discovered very recently, some of their properties, such as

fluorophore structures, maturation kinetics, photobleaching, and fluorescence-blinking behav-

iors, have not been fully characterized. Therefore, the following selection of FPs is based on

the best knowledge available and serves as a starting point for further detailed investigations,

especially at the single-molecule level.

Monomeric Orange-Fluorescent Protein Kusabira-Orange

The orange-fluorescent protein Kusabira-Orange (KO) was originally cloned from stony

coral and selected as a FRET partner with CFP [117]. Because KO exists in the heterogeneous

oligomeric state including dimers and tetramers, extra rounds of mutagenesis were carried out

to introduce more than 20 mutations to generate the monomeric version mKO. mKO absorbs

strongly at 548 nm, with a small shoulder at 515 nm, and emits maximally at 561 nm. Its

overall brightness is comparable to that of EGFP, and its photostability appears to be better

than that of many FPs, making it an attractive fluorescent label especially in single-molecule
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tracking experiments [66,75]. mKO behaves well when fused to most proteins tested, although

it was reported to cause problems in the localization of α-tubulin. Adding longer/flexible

linkers or the N- or C-terminus of GFP to mKO may lessen this problem [66].

mOrange and mOrange2

mOrange (excites and emits maximally at 548 and 562 nm, respectively) was created

during one substantial effort of reengineering dsRed and its derivatives to generate a series of

orange- and red-emitting FPs called mFruits. Each FP in this series is named after a similarly

colored fruit [85]. mOrange is the brightest monomeric FP in this series, but it photobleaches

quickly. In addition, its pKa of 6.5 may pose a disadvantage compared to other mFruits, which

usually have pKa values around 5 or lower. The absorption spectrum of mOrange has a minor

peak at 470 nm, and it has a 510-nm emission peak under 470-nm excitation. This likely

represents a population of fluorophores whose maturation stalls at a GFP-like fluorophore

stage [118]. This can be a serious drawback in using mOrange in two-color imaging experi-

ments. Work aimed at improving the photostability of FPs led to a new version, mOrange2,

with four mutations that may hinder a critical oxidation reaction and loss of fluorescence of

the fluorophore [66]. mOrange2 is less bright than mOrange but still compares favorably to

other mFruits. The absorbance spectrum of mOrange2 has the similar additional peak around

490 nm, but excitation at this peak does not produce fluorescence. The most distinctive prop-

erty of mOrange2 is its photostability, which is significantly (>25-fold) improved over that

of mOrange and is among the best of all available FPs. However, its sensitivity to pH is

not changed, and mOrange2 appears to mature twice as slowly as mOrange (4.5 instead of

2.5 hr).

tdTomato

The tandem dimer tdTomato is the brightest of all available FPs; it was created by fusing

two copies of the dimeric dTomato gene, and thus possesses two bright fluorophores. Its

excitation and emission wavelengths (554 and 581 nm, respectively) are red-shifted compared

to those of mKO and mOrange, and it is also very photostable. The major drawback of its

use in tagging proteins of interest is its relatively large size, which has been problematic

when it was fused to α-tubulin and connexin, where tight packing of these fusion proteins

is needed [66]. However, this should be case dependent, in that its fusion with myosin light

chain appears to be successful [119]. Therefore, tdTomato fusion proteins need to be more

carefully scrutinized for their functionality before any meaningful conclusion is drawn.

TagRFP and TagRFP-T

TagRFP-T is the optimized, monomeric version of the early tetrameric eqFP578

cloned from sea anemone [120]. TagRFP possesses a high absorption coefficient

(100,000 M−1 cm−1) and an intermediate quantum yield (0.48), with excitation and emis-

sion maxima at 555 and 584 nm, respectively. Of interest, the fluorophore of TagRFP, which

is formed by the Met-Tyr-Gly triad, likely adopts a coplanar but trans conformation as in

its homolog eqFP611 cloned from the same species [121]. This is different from the fluo-

rophore conformations of the majority of other FPs, which are usually in the cis form. In addi-

tion, as will be discussed later for photoinducible FPs (PI-FPs), a mechanism of trans-to-cis
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isomerization of the fluorophore is suggested to account for the photoinduction of the PI-FPs

from the nonfluorescent to a fluorescent form. It is not clear why the trans-fluorophore of

eFP611 is still highly fluorescent and how its conformation contributes to its photophysical

properties.

Although TagRFP already possesses reasonable photostability, the Tsien group further

optimized TagRFP by selecting mutants that exhibit prolonged fluorescence after intense pho-

tobleaching [66]. One mutation, S158T, was found to enhance the TagRFP’s photostability

ninefold. This new version, named TagRFP-T, is the most photostable FP across all spectral

classes available, although its brightness is 20% lower than that of TagRFP. In addition, the

absorption spectrum of TagRFP-T does not have other minor peaks that absorb but do not

fluoresce, indicating that the fluorophore only exists in one fluorescent state.

mKate

The RFP mKate is also derived from eqFP587, the same progenitor as that of TagRFP

[122]. In the red and far-red region where most RFPs are dim, mKate performs reasonably

well, with an extinction coefficient of 45,000 M−1 cm−1, a quantum yield of 0.33 (excitation

and emission maxima at 588 and 635 nm, respectively), and a brightness that is compara-

ble to that of mCherry. mKate also demonstrates high photostability, which is in the same

range as that of the two newly developed OFP variants mOrange2 and TagFP-T. However,

its photobleaching curve measured in ensemble exhibits complex behaviors, with an initial

rise of fluorescence intensity followed by gradual decay, which was suggested to resemble

that of photoinducible FPs. It is likely that some mKate molecules that originally exist in a

dark state can be irreversibly driven into the bright state by intense laser irradiation at its

absorption maximum, and continuous irradiation eventually leads to complete photobleach-

ing. Further investigations, especially at the single-molecule level, are needed to characterize

this photobleaching behavior.

mCherry

Another RFP, mCherry, has been one of the most promising RFPs in the mFruits series,

in that it has exceptional photostability, its excitation and emission wavelengths are red-shifted

further to around 600 nm, and it matures relatively rapidly [85]. Although its brightness is

among the dimmest of the FPs selected in this chapter, its single-molecule detection has been

realized in live bacterial cells [116]. Compared to mCherry, the newly developed mKate emits

in the same far-red region, has similar brightness, and has better photostability. However,

because the complex photobleaching behavior of mKate is not well characterized, mCherry

remains a good fluorescent label to use in single-molecule imaging in live cells.

3.5.3. Photoinducible Fluorescent Proteins (PI-FPs)

Recent advances in FP engineering have resulted in another exciting class: the pho-

toinducible FPs (PI-FPs).5 This new class of FPs (Table 3.3) possesses a unique property in

5 Here the term “photoinducible FPs” is introduced to characterize the common feature of this class of fluorescent

proteins: They all undergo light-induced processes to change their fluorescence emission properties. In the litera-

ture, the terms photoactivation, photoswitching, and photoconversion are used, sometimes interchangeably. In the

context of this chapter photoactivation refers specifically to the process of fluorescence turn-on from a dark state
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that they undergo pronounced light-induced spectral changes in response to irradiation at a

particular wavelength. This remarkable property enables their fluorescence to be controlled

at will and is especially suitable for selectively marking macromolecules of interest in space

and time and tracking their movement and redistribution inside a cell. For example, a protein

can be labeled with a PI-FP, expressed at high density (105 molecules/μm2) inside a cell. This

high expression level still contributes minimally to the background, in that most of the PI-FP

molecules are kept at the fluorescence off-state. Upon the application of photoinduction at a

certain level, a few PI-FP molecules are selectively induced to become fluorescent, enabling

single-molecule detection, localization, and tracking. These molecules can then be turned

off by photoinduction or bleaching to allow the next round of recording. Thus, thousands

of cycles can be carried out in the same cell to generate a large amount of data, facilitating

statistical data analysis [123,124].

Available PI-FPs can be divided into two categories. The first category includes PI-FPs

whose excitation/emission spectra are constant but whose fluorescence on- or off-state is

changed by photoinduction. This category includes the photoactivatable RFP PA-mRFP1-1

[125], the photoswitchable RFP asFP595 [126], and the GFP Dronpa [127]. The second cate-

gory includes PI-FPs whose excitation/emission color is changed by photoinduction. Typical

examples are the irreversible, green-to-red photoconvertible FPs Kaede [128], KiKGR [129],

EosFP [130], and Dendra [131] and the cyan-to-green PS-CFP [132]. Comprehensive reviews

on the PI-FPs are available [101,133–135], and readers are directed there for the complete cov-

erage of available PI-FPs. The focus here is on the PI-FPs that have the potential for or have

already been demonstrated in single-molecule imaging in live cells. These PI-FPs include

the photoswitchable Dronpa together with its derivative, the fast-switching rsFastlime; the

newly developed rsCherry and rsCherryRev; the green-to-red photoconvertible monomeric

mEosFP; and the improved version of Dendra, Dendra2. All of these PI-FPs are monomeric

and possess sufficient brightness to be imaged at the single-molecule level. Their spectral

properties are summarized in Table 3.3.

Many members in the GFP, YFP, and RFP classes also exhibit similar photochromatic

behavior, although the photoinduction quantum yields are usually much lower than that of

PI-FPs [66,68,77,79, 80,136,137]. Some molecules that appeared to be “photobleached” are

actually molecules that stayed in long-lived dark states. These molecules can be photoin-

duced to fluoresce again with illumination with violet or blue light. The mechanisms of their

switching in general may be similar to that of the PI-FPs, as discussed later.

Dronpa and Its Derivative rsFastLime

Dronpa and its derivatives are the best-studied PI-FPs [127,138]. Their fluorescence can

be detected with blue excitation (488 nm), but prolonged blue excitation will drive Dronpa

into a dark state (switch-off). Dronpa can escape from the dark state by irradiation of violet

light (405 nm) to become fluorescent and detected by 488-nm excitation again (switch-on).

This switching-on and -off cycle can be repeated more than 100 times for a single Dronpa

molecule imbedded in polyvinyl alcohol film before it finally photobleaches [138].

The photoinducible switching between the on- and off-states of Dronpa is likely due

to the light-induced fluorophore protonation state and/or conformational changes [138–144].

irreversibly (off → on); photoswitching to the process of reversible fluorescence turn-on and turn-off cycles (off

↔ on); and photoconversion to the process of light-induced change of excitation/emission spectra between two

color regions (on1 on2).
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Figure 3.5. A. Absorption spectra of Dronpa before 490-nm illumination (black), followed by 490-nm illumination

for 40 min (gray) and then after 400-nm illumination for 6 min (dotted gray) The three curves exhibit an isosbestic

point at 428 nm. Irradiation at 490 nm for a prolonged time completely diminishes the absorption peak around

500 nm and increases the population that absorbs at 390 nm. Brief irradiation at 405 nm completely restores the 500-

nm peak and diminishes the 390-nm peak. (Adapted from Ando et al. [127].) B. Proposed photoswitching states of

Dronpa. Form B is the deprotonated form, which can be excited at 488 nm to emit fluorescence; A1 is the protonated

form, which exists in equilibrium with form B through ground-state deprotonation and protonation and does not

fluoresce; A2 is the protonated form, which only forms through the excited form B and cannot relax spontaneously

to B but can be converted to B through irradiation at 405 nm.

Dronpa’s absorption spectrum (Figure 3.5A) has one major peak at 503 nm and a minor one

at 390 nm, corresponding to the deprotonated (B) and neutral (A1) forms of the fluorophore,

respectively (Figure 3.5B). Only the deprotonated form B is fluorescent upon excitation at

488 nm (emission peak at 518 nm, with quantum yield � of 0.85). When Dronpa is illumi-

nated at 488 nm for a prolonged time, the deprotonated form B undergoes an efficient ESPT

from the excited state to a protonated ground state (A2), which is not fluorescent. This consti-

tutes the switching-off of the photocycle of Dronpa, with a switching quantum yield �B·D of

about 3×10−4. The protonated form A2 relaxes very slowly (days) to the deprotonated form

B, is different from the originally neutral form A1, which exists in equilibrium with the depro-

tonated form B, and, most remarkably, can be rapidly (within milliseconds) converted to the

deprotonated form B by 405-nm irradiation (Figure 3.5B). The conversion of A2 to B consti-

tutes the switching-on of the photocycle because after 405-nm irradiation, bright fluorescence

is regenerated with 488-nm excitation. The quantum yield for the switching-on �D·B is very

high (∼ 0.37). The on-time, that is, the time for a single Dronpa molecule to stay at the depro-

tonated form B during 488-nm illumination, is linearly dependent on the excitation power in

the range tested (0.2–3 kW/cm2)—the higher the power, the shorter is the on-time. Similarly,

Dronpa’s switching-on rate is also power- dependent, with stronger 405-nm irradiation giving

higher switching-on rates [145].

Structural studies using X-ray crystallography and nuclear magnetic resonance (NMR)

confirmed that the fluorophore, formed by the Cys62, Tyr63, and Gly64 tripeptide, is depro-

tonated in the bright state and protonated in the dark state [140,141,144]. In addition, these

studies also suggested that conformation changes in the fluorophore, such as a cis–trans
transformation as in asFP595 [140], the overall β-barrel structure flexibility [144], and/or the
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extensive hydrogen-binding network of the fluorophore with surrounding polar groups [141]

contribute to light-induced photoswitching.

Dronpa has been successfully applied to probe the shuttling of signaling molecules

between different cellular locations and track cell fates using whole-cell labeling at the

ensemble level [127,146–148]. It also has been detected at the single-molecule level in vitro
[138,142,149] and in fixed cells [150]. However, its imaging at the single-molecule level in

live cells has not been reported. Based on Dronpa’s high quantum efficiency (0.85) and high

absorption coefficient (95,000 M−1 cm−1), it is the brightest FP among the selected PI-FPs

and there is no reason why its single-molecule imaging in live cells cannot be done. The only

drawback, however, could be the reported residual fluorescence when Dronpa is in the off-

state (10% of its on-state fluorescence measured at the ensemble level [151]). Therefore, it

may be difficult to image single Dronpa molecules in a densely labeled cellular environment

because the residual fluorescence of Dronpa molecules in the off-state will contribute to a

high background. It is not clear whether the residual fluorescence of Dronpa in the off-state

is an intrinsic property of the fluorophore or whether 488-nm irradiation can also switch on

Dronpa molecules in the off-state (although inefficiently), creating a dynamic equilibrium

between Dronpa molecules in the off- and on-states.

Further engineering of Dronpa produced three mutants that accelerate the switching

between the bright and dark states, possibly by reducing the steric hindrance of fluorophore

conformational changes [140]. One of these, the V157G mutant rsFastLime, has a good

combination of brightness and fast switching kinetics (faster switching-off and spontaneous

switching-on rates) (Table 3.3). The other two mutants, M159T and M159S, although switch-

ing much faster, are both too dim to be useful in single-molecule imaging in live cells. The

fast switching-off property of rsFastLime has been successfully used in photoactivated local-

ization microscopy (PALM) in fixed cells to shorten the imaging time from more than 10 hr

to a few minutes [152]. In single-molecule tracking experiments, however, the fast switching-

off property of rsFastLime does not necessarily pose an advantage over Dronpa because it

causes short fluorescence on-times, limiting the duration of tracking trajectories. However,

the spontaneous switching-on property of rsFastLime simplifies instrumentation because only

one laser line (488 nm) rather than two alternating lines (488 and 405 nm) satisfies both

the switching-on and -off requirements, although the addition of a 405-nm line significantly

enhances the switching-on probability.

rsCherry and rsCherryRev

The newest additions to the reversibly photoswitching FP family are the red-emitting

rsCherry and rsCherryRev, which were semirationally derived frommCherry [153]. By incor-

porating into mCherry mutations that likely facilitate cis–trans transition and modify the

immediate hydrogen-bonding environment of the fluorophore, rsCherry and rsCherryRev

were produced with opposite photoswitching properties. In the on-state, both FPs absorb

and emit maximally around 570 and 610 nm, which are slightly blue-shifted compared to

mCherry. Prolonged illumination using a yellow light (550 nm) turns off rsCherryRev, just as

Dronpa is reversibly inactivated on prolonged illumination at its detection light (488 nm). For

rsCherry, however, the same yellow light illumination switches on its fluorescence from its

dark state. Similarly, blue light (450 nm) has the opposite effect on the two proteins—it turns

on rsCherryRev but turns off rsCherry. The brightness of these two proteins is reported to

be similar to that of mCherry based on FCS measurements, rendering their single-molecule
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detection achievable in live cells. Indeed, rsCherryRev has been applied successfully to live

mammalian cells, in which single-molecule, superresolution imaging with a 70-nm spatial

resolution was achieved [153].

EosFP

EosFP was cloned from the stony coral Lobophyllia hemprichii in 2004 [130]. It was

named after Eos, the goddess of dawn in Greek mythology, “who brings light to all the mortals

of this earth” (Hesiod, Theogony), as it changes its color from green to red irreversibly on

violet irradiation. EosFP was first isolated as a tightly associated tetramer but was eventually

engineered to be a monomer (mEosFP) by breaking the interfaces of subunits in a similar

way to that of DsRed [154]. mEosFP has similar spectral properties and brightness to those

of EosFP but was reported to fold poorly in mammalian cells at 37◦C [130]. This presents

an obstacle for live-cell imaging at the ensemble level but may not have significant adverse

effect for live-cell imaging at the single-molecule level because only folded and fluorescent

molecules will be selected and imaged. Another way to circumvent this is to use a tandem

dimer tdEosFP in which two subunits are connected through a flexible linker sequence, which

expresses well at 37◦C [155].

The crystal structures of EosFP in the green and red states have been elucidated

(Figure 3.6) [156]. The fluorophore of EosFP is formed by the His62-Tyr63-Gly64 tripeptide.

In its green-emitting state, the fluorophore is the anionic hydroxybenzylideneimidazolinone,

the same as that of a typical GFP. This anionic fluorophore absorbs and emits maximally at

505 and 516 nm, respectively, with a fairly high absorption coefficient ε of 72,000 M−1 cm−1

and a quantum yield � of 0.7 (the ε and � of mEosFP are similar to those of EosFP). On

irradiation around 390 nm, the fluorophore undergoes a peptide backbone breakage between

the Nα and Cα atoms of His62 via a β-elimination mechanism [157], resulting in two pep-

tide fragments (8 and 20 kD, respectively) that still bind to each other to form the β-barrel

structure but separate on denaturing gel electrophoresis [130]. The reaction is likely mediated

by Glu212 and Phe61, in which Glu212 may act as a base to extract one proton from the Cβ

atom of His62, whereas the imidazole ring of His62, which is transiently protonated during

photoinduction, simultaneously donates a proton to the Phe61 carboxyl, making the peptide

bond between Phe61 and His62 an ideal carboximidic leaving group in the elimination reac-

tion. After the leaving of Phe61, the π-bonding system extends to the imidazole ring of His61

via a trans-alkenylene and forms the red-emitting fluorophore with shifted absorption and

emission maxima at 569 and 581 nm, respectively.

It is noteworthy that the initial substrate for photoconversion is the protonated instead of

deprotonated fluorophore, as evidenced by the drastically increased yield of photoconversion

at low pH. This property may be used to one’s advantage when imaging EosFP in an acidic

environment such as the early endosomes.

The photoconverted mEosFP is about half bright after conversion, but because it emits

in the red region where cells’ autofluorescence is also reduced, single-molecule detection of

EosFP in live cell is still possible. Indeed, the tandem dimer tdEosFP has been used success-

fully in single-molecule tracking in live cells [123]. Because of its photoconvertibility and

the high contrast ratio between the converted and unconverted forms, thousands of single-

molecule tracking trajectories can be obtained from a single cell by alternating the converting

and detecting laser beams [123]. In another study, tdEosFP was paired with Dronpa in a clever

imaging sequence to demonstrate dual-color PALM imaging [158]. Although this work was
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Figure 3.6. Proposed mechanism for the photoconversion of EosFP from its green form to red form. (Adapted from

Nienhaus et al. [156].)

carried out in fixed cells and the overlapping green emission of tdEosFP before conversion

in Dronpa’s channel does not allow simultaneous imaging of both proteins in densely labeled

live cells, it demonstrated that Dronpa and photoconverted tdEosFP have little spectral cross-

talk and that EosFP has the highest contrast ratio between its photoinduced and noninduced

forms compared to other PI-FPs including Dronpa, PA-GFP, and PA-CFP, making it an attrac-

tive probe [158].

Dendra2

Dendra2, the improved version of the monomeric fluorescent protein Dendra, is a recent

addition to the PI-FP family [131]. Dendra2 is similar to mEosFP in that it can be con-

verted irreversibly from a green-emitting species (excitation and emission maxima at 490

and 507 nm, respectively) to a red-emitting one (excitation and emission maxima at 553 and

573 nm, respectively). Denra2 differs from mEosFP in that its photoconversion can be medi-

ated both by intense blue light irradiation of 488 nm and violet light irradiation of 405 nm;

the latter is usually the only workable light source for photoconversion of many other PI-FPs,
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including EosFP. Because the fluorophore of Dendra2 is formed by the same His-Tyr-Gly

tripeptide, the photoconversion mechanism mediated by 405-nm irradiation is thought to be

similar to that of EosFP. However, it is not clear what the mechanism is underlying the 488-

nm blue light–mediated photoconversion because no crystal structure of Dendra2 is available.

The use of 488-nm light to induce the green-to-red conversion of Dendra2 poses less toxic-

ity to the cells than the 405-nm light, but high power, usually in the range of a few hundred

W/cm2, is required. Dendra2 is reported to express well in both bacterial and mammalian

cells at 37◦C, indicating efficient folding and fluorophore maturation processes. Although the

overall brightness of Dendra2 before and after conversion is slightly less than that of EosFP,

it has been successful imaged in live bacterial cells at the single-molecule level [159].

3.6. Special Considerations for Live-Cell Imaging

To achieve single-molecule detection in live cells, the main challenge is to enhance the

signal-to-noise ratio by decreasing the cellular autofluorescence background and/or increas-

ing detectable fluorescent signal. In addition, photodamage caused by laser exposure has to

be carefully minimized to ensure a normal physiology of cells throughout an experiment.

3.6.1. Autofluorescence

The main hurdle in detecting single molecules in live cells is the background due to

the intrinsic cellular fluorescence (autofluorescence). In bacterial cells, autofluorescence is

usually homogeneous and diffusive, while in mammalian cells autofluorescence is hetero-

geneous, with most of the autofluorescence coming from various organelles such as mito-

chondria in the cytoplasm, although it is absent from the nucleus [160]. The strength of aut-

ofluorescence is also dependent on cell type, with microphages, neurons, and sperm cells

exhibiting particularly strong autofluorescence.

The main sources of autofluorescence are nicotinamide adenine dinucleotide phosphate

[NAD(P)H] between 400 and 500 nm and flavins and flavoproteins between 500 and 600 nm.

Their emission levels are dependent on the local environment, cell type, growth condition,

and cell physiology [160–162]. To increase the detectability of a single fluorophore above the

autofluorescence background in the visible region, the most important tactic is to choose a

fluorophore with red-shifted spectra compared to that of flavins whenever possible. The top

panel of Figure 3.3 shows the excitation and emission spectra of flavin adenine dinucleotide

(FAD). It is evident that by red-shifting excitation beyond 500 nm, autofluorescence from

flavins can be greatly reduced. Therefore, YFPs and RFPs are much more suitable than GFPs

for single-molecule imaging in live cells. One should also keep in mind that flavins exist at

high concentrations inside cells (107 molecules/cell [162]); even excitation at the tail region

of its excitation spectrum will generate a large fluorescence background and could easily over-

whelm the signal from a single FP molecule. Therefore, it is necessary to further minimize

the autofluorescence background of cells. Because NAD(P)H, flavins, and flavoproteins are

essential cellular components, it is difficult to achieve background reduction by reducing their

cellular levels and still maintain good cell physiology. Despite these difficulties, there are a

few ways to alleviate the problem and allow single-molecule detection.

First, defined rather than complex medium usually works better for reducing cellular

autofluorescence. For example, for bacterial cells, M9 instead of LB medium was found to

reduce autofluorescence significantly [163]. For mammalian cells, Leibovitz’s L15 medium
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or Dulbecco’s Modified Eagle Medium (DMEM) buffered with N-2-hydroxyethylpiperazine-
N’-2-ethanesulfonic acid (HEPES) (no phenol red) has been used. For some cell types, cer-

tain media may induce high autofluorescence; therefore, different growth media should be

tested prior to experiments. Second, cells under stressful, crowded, or otherwise poor growth

conditions often have increased cellular autofluorescence [160, 163]; thus, keeping cells in

a healthy growth condition is essential. Third, using a small excitation volume through the

application of total internal reflection (TIR), confocal illumination or shrinking the wide-

field illumination area can effectively reduce the background by reducing the number of

autofluorescence-emitting molecules in the excitation volume. Fourth, cells can be prephoto-

bleached to eliminate autofluorescence background before the collection of data. This is only

applicable for short-term experiments because extensive prephotobleaching usually produces

severe photodamage to cells. Finally, the emission fingerprinting mode offered by the Zeiss

LSMMETA confocal microscope allows one to collect and resolve the spectra of fluorophores

with closely overlapped emission at a relatively fast speed [164,165]. Although the detection

of single molecules in this mode has not been realized (possibly due to the low detection

efficiency of this commercial system), the basic principle of spectral instead of intensity sep-

aration holds promise for rejecting autofluorescence background from imaging fluorophores.

In addition, it should be noted that although fluorescence lifetime gating has been suggested

and successfully applied to separate autofluorescence and imaging fluorophores [76,166,167],

this technique does not provide much advantage if the imaged fluorophores are FPs. This is

because the fluorescence lifetime of FPs (∼3 ns [76]) is not significantly different from that

of flavins or flavoproteins (∼1–5 ns [168, 169]).

3.6.2. Fluorescence Signal Enhancement

In addition to focusing on minimizing autofluorescence background, one should also

consider enhancing the fluorescent signal from a given fluorophore. One way to achieve this

is to spatially confine a fluorophore in a small region of the cell so that its diffusion is slowed

down and its fluorescence is not spread over an area greater than a diffraction-limited spot

during the acquisition time (usually in the range of a few tens or hundreds of milliseconds)

[84,92]. An extension of this idea is the stroboscopic detection of a single RFP freely diffusing

in the cytoplasm of E. coli cells using very high excitation power (∼50 kW/cm2) and short

laser exposure time (0.3 ms) [116,170]. The high excitation power pumps the molecule as fast

as possible so that a maximal number of photons are collected within the short period of laser

exposure, during which the molecule has not moved so far as to produce a fluorescence image

that is too spatially diffuse. Although it provides exciting possibilities for probing protein

dynamics directly in the cytoplasm, brighter and more photostable fluorophores are needed

because the intense pulsing of excitation often drives FP molecules into a dark state (blinking

or photobleaching) [68,74] before enough photons are collected.

Another way to amplify a fluorescent signal is through the use of multifluorophore

labeling of single macromolecules or enzymatic conversion of fluorogenic substrates

[3,9,10,171,172]. For example, to observe the dynamics of a single chromosome molecule,

an array of the binding site of the transcription factor LacI (96–256 copies) is integrated

into the chromosome. On the binding of hundreds of GFP-LacI fusion protein molecules,

a bright fluorescent locus is formed and serves as a marker to track the dynamics of the

chromosome inside cells [6–8]. Similarly, by integrating 96 MS2 RNA-binding loops into

an mRNA molecule and expressing MS2-GFP fusion proteins in the same cell, transcrip-

tion can be monitored in real time in live cells and the subsequent transportation of mRNA
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transcripts followed [3–5,173]. Another method is to use an enzyme that converts a fluo-

rogenic substrate into fluorescent molecules at a high turnover rate, so that each enzyme

molecule generates thousands of copies of fluorescent molecules, enabling the detection

of single enzyme molecules in live cells [9,10]. These methods convert the challenging

single-molecule detection into multifluorophore detection, making it easy for a biological lab

equipped with a regular lamp-excitation fluorescence microscope to conduct investigations at

the single-molecule level. However, the tagging of hundreds of copies of FP molecules on

a chromosome or mRNA molecule may cause severe perturbation of the normal functions

and cellular fates of these macromolecules [4,172], requiring extreme care for meaningful

interpretation of experimental data. In addition, the enzymatic amplification method does

not allow the imaging of the localization of enzyme molecules because the small fluorescent

molecules diffuse quickly inside the cells and the spatial information is lost.

3.6.3. Laser-Induced Photodamage of Cells

Unlike fixed cell imaging, in which photobleaching is of major concern, in live-cell

imaging, photodamage must be limited. Photodamage of live cells caused by laser illumina-

tion (Figure 3.7) is often observed as abnormal cell morphology, a granular appearance of the

cell surface, a condensed nucleus, cell detachment, excessive vacuole formation, necrosis,

arrested cell division, and, in some cases, sudden significantly enhanced cellular autofluo-

rescence. Eventually, photodamage leads to cell death and prevents proper interpretation of

imaging data. This is particularly detrimental in time-lapse imaging experiments, in which

cells need to maintain their normal physiology for hours or even days.

The phenomenon of photodamage has been investigated, but its detailed mechanism

is far from being conclusively determined. In general, the severity of photodamage of live

cells is dependent on illumination wavelength, dose, and cell type—the shorter the wave-

length, the higher the illumination dose, and the more fragile the cell type, the more severe is

the damage. In the UV region, where nucleic acids and proteins absorb strongly, pyrimidine

dimer formation, DNA strand breaks, and DNA–protein cross-linking caused by photon–

DNA interactions have been reported [174–176]. In the near-infrared region (700–1100 nm),

where high laser power density in the range of 107–108 W/cm2 in optical-trapping and two-

photo microscopy is used, laser-induced transient cell heating, two-photon absorption, and

generation of reactive oxygen species (ROS) have been suggested to cause photodamage

[177–180]. In the visible light region (500–600 nm), generation of ROS such as singlet oxygen

and free radicals during photobleaching of excited biomolecules and fluorescent molecules

has been documented [181–183]. This is especially problematic when high concentrations of

fluorophores are used (Figure 3.7B, bottom panel). ROS may directly attack the lipid mem-

brane, proteins, and nucleic acids through oxidative reactions [184] and perturb the cellular

redox homeostasis through the accumulation of free radicals [185].

Because most single-molecule, live-cell imaging experiments are carried out in the

visible region using a continuous wave (CW) laser that offers relatively low excitation power

density (<1 kW/cm2), and because FPs are usually expressed at very low levels, photodamage

of cells is often minimal. Indeed, studies found that illumination of human lymphocyte cell

cultures between 540 and 650 nm at low laser dose produces negligible photodamage [186]

and that only when power exceeds 3.5 kW/cm2 with 532-nm excitation do E. coli cells show
appreciable damage [187].

One should still keep in mind that all cells are photosensitive, and free radicals gen-

erated through the photochemistry of excited fluorophores cannot be completely eliminated.
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A

B

Figure 3.7. Effect of photodamage on live cells. Bright-field images of Escherichia coli cells (MG1655) (A) and

mammalian cells (9L/LacZ, ATCC CRL-2200) (B) before (left) and after (right) prolonged laser illumination at 514

and 635 nm, respectively. Before laser illumination, cells appeared to have smooth cell surface and clearly defined

edges. After laser illumination (514 nm, 0.6 kW/cm2, 600 ms every 3 min for 3 hr), the photodamaged E. coli cells
appeared to have blurred edges, dark spots, and rugged cell surfaces. The 9L/LacZ cells (B, top) did not show much

morphology difference before and after laser illumination at 635 nm (0.4 kW/cm2, 100-ms exposure every 20 sec

for 120 min), except that cells were slightly bulged. In contrast, when cells (B, bottom) were loaded with 10 μM of

dimethylacridinone (DDAO)-Gal (a fluorogeneic substrate of β-lactosidase) that was converted to highly fluorescent

DDAO at high concentrations, cells showed severe photodamage, as evidenced by detachment, blebs, and shrunken

cell sizes after illumination at the same condition for 70 min. This demonstrates the phototoxicity caused by the

photochemistry of excited dyes.
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Prolonged laser illumination, even at low power density and in the visible wavelength region,

will produce enough free radicals that they will eventually exceed the buffering capacity of

the redox system of cells and lead to severe photodamage of cells. A compromise between

the best image quality and the health of cells must be reached. The most effective method

of reducing photodamage is to use the lowest possible light intensity and to separate laser

exposures widely during acquisition. This is because cell damage and free radical generation

show a nonlinear relationship to the excitation light intensity, and high excitation intensities

with brief exposure times promote greater damage to cells than low excitation intensities with

long exposure times [183,188]. One should carefully adjust excitation light level and sampling

rate to minimize the adverse effect of photodamage, and at the end of each experiment always

compare cells that have and have not been subjected to laser exposures to determine whether

significant photodamage has occurred.

3.7. Instrumentation

3.7.1. Illumination Source

Although single-molecule detection has been achieved using lamp excitation [189], a

monochromatic and highly collimated laser beam is much preferred for single-molecule imag-

ing experiments. Laser illumination offers advantages that cannot be matched by lamp excita-

tion: It provides an extremely pure excitation wavelength, delivers high excitation power, and

diverges very little during travel. The lasers most commonly used for single-molecule imag-

ing in live cells are CW lasers, which produce a continuous beam output that has constant

amplitude and frequency in time. CW lasers emitting in the blue, green, and yellow regions

include gas lasers such as argon and krypton ion lasers, solid-state lasers such as diode lasers,

and liquid lasers such as dye lasers. The major manufacturers for these lasers include Coher-

ent, Inc., Spectra-Physics, and CrystaLaser. In Figure 3.3 the major lines of commercially

available lasers are plotted along with the excitation spectra of commonly used fluorophores.

Liquid dye lasers offer the flexibility of tuning excitation wavelengths continuously to match

the excitation maxima of a fluorophore, but they generally require more maintenance than the

gas or solid-state lasers because the dye needs to be changed frequently to ensure a constant

power output. Pulse lasers, which generate intense laser pulses in milliseconds or femtosec-

onds, are used in multiphoton microscopy and are not discussed here.

The guidelines for selecting a suitable laser of excitation wavelength for single-

molecule, live-cell imaging is not much different from that for in vitro single-molecule imag-

ing. First, the laser wavelength should be close to the excitation maxima of a chosen fluo-

rophore; in two-color imaging, the criterion is to minimize cross-talk of the two fluorophores

while maximizing their excitation. Second, the laser power should be sufficiently high so that

when a large illumination area is used an average excitation power density between 0.1 and

1.0 kW/cm2 can still be achieved. Third, the laser should have a stable single mode with a

Gaussian beam profile (TEM00) so that the beam can be focused down to a diffraction-limited

spot or expanded to illuminate a large area uniformly. Lastly, the laser should also have high

pointing and power output stabilities, which is especially critical for long-time-lapse imaging

of live cells. In addition, because the most popular fluorophores used in live-cell imaging

are FPs, which are much larger than small-molecule organic dyes, their rotational movement

inside cells may be slow and comparable to the imaging time scale. Therefore, the intensi-

ties of individual molecules will have large variations due to the relative orientations of their

dipoles with respect to that of a polarized laser beam. These variations are larger than what
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one would expect from pure photon statistics and sometimes make interpretation of single-

molecule data difficult. To circumvent this problem, the linearly polarized incident laser beam

can be converted to circularly polarized light by inserting a quarter-wave plate in the optical

pathway. In some cases, the coherence of the laser beam is also scrambled to avoid speckle

patterns in the imaging area due to the interference of the coherent laser beam by dust or

surfaces of optics in the pathway [190].

3.7.2. Illumination Mode

To reduce background and enhance single-to-noise ratio in single-molecule, live-cell

imaging, besides carefully prepared cell samples and selected optics, minimization of excita-

tion volume is essential. Three illumination modes—wide-field, confocal, and TIR—are often

used and discussed next (Figure 3.8). For the general principles of fluorescence microscopy,

the reader should consult the textbook by Murphy [191].

CCD CCDPMT

Objective
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Figure 3.8. Schematic drawing of three illumination modes: wide field (A), laser scanning confocal (B), and
objective-type total internal reflection (TIR) (C). The excitation beam is shown by green shading and the emit-

ted fluorescence by yellow shading. Fluorophores that are in the excitation volume are shown as yellow stars, and the

ones outside are shown in gray. In the TIR mode, the evanescent field is shown in gradient green color.

Wide-Field Illumination

Conventional wide-field illumination, in which a beam of collimated laser light is

used to illuminate a large area of sample, is the most commonly used mode in fluorescence

microscopy. It is easy to set up and often cost-effective compared to other illumination modes.

It offers a large view field (up to the full size of a CCD chip) and allows simultaneous imag-

ing of multiple molecules, improving data throughput. In single-molecule imaging, however,

a smaller illumination area on the range of a few to a few tens of μm2 instead of the full chip

size is often used to minimize the background. In practice, a combination of lenses with dif-

ferent focal lengths is used to first expand and focus the laser beam to the back aperture of the
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objective at a desired cone angle to reach an illumination area of 100μm2. Then an iris is used

to cut off the fringe of the laser incident beam so that only the center area of about 20 μm2

(or larger if cell size is larger) is used for imaging. This efficiently cuts down the background

and ensures homogeneous excitation throughout the illumination area. The tradeoff of this

configuration is obviously the reduced number of cells and molecules in the view field, which

is easily compensated for by imaging multiple areas sequentially. A more serious drawback

of wide-field illumination is that, for high–numerical aperture objectives, the depth of field

where objects stay in focus is less than 1 μm; thus, for thick cells (5–30 μm) other fluorescent

molecules above this 1 μm in the excitation path of the collimated laser beam will generate

out-of-focus light and contribute to high background. Therefore, wide-field illumination is

usually used for small and flat cells such as bacterial and epithelial cells.

Confocal Illumination

Confocal illumination effectively minimizes background signal by exciting a sample

with a focused laser beam that has the dimension of a diffraction-limited spot, the smallest

excitation volume achievable in far-field optical microscopy, and using a pinhole that is in an

optically conjugate plane in front the detector to reject light below or above the focal plane

of the objective. Because of the point excitation, illumination of a large area is achieved by

scanning the area pixel by pixel through computer-controlled movement of the sample or laser

beam, and fluorescence emission at each point is collected by a photomultiplier tube (PMT)

through the pinhole. The output from the PMT is then built into an image according to their

spatial positions and displayed by a computer.

Confocal illumination offers excellent ability in reducing background and generating

high-contrast three-dimensional images, but it is not the best choice for single-molecule imag-

ing in live cells. First, the point-scanning format renders a slow frame rate, typically at a few

frames per second for a commonly used laser scanning confocal microscope (LSCM). There-

fore, fast cellular dynamics at the millisecond time scale are not accessible. Shrinking the

scanning area or reducing the dwell time of the laser at each pixel increases the frame rate to

20–30 frames/sec. However, this usually does not permit single-molecule detection because

a laser dwell time of 0.1–1.0 μs/pixel at a single emitter in rapid scanning mode does not

generate enough photons to distinguish the signal from background noise. Second, the PMT

used in a confocal microscope has low quantum efficiency (0.5–0.6) for detecting photons,

rendering single-molecule detection difficult.

A new format of confocal microscopy, spinning-disk confocal, also called Nipkow disk

confocal [192,193], demonstrates improvements over LSCM, in that it offers relatively fast

imaging speed. Spinning-disk confocal uses one disk carrying an array of spirally arranged

microlenses to focus the laser beam onto a second disk carrying an array of pinholes arranged

in the same pattern. The microlenses and pinholes are arranged in such a pattern that when the

two disks spin at high frequency, they effectively split the excitation laser beam into thousands

of beams, simultaneously illuminating every point of the imaging area; thus, a high imaging

speed at 1,000 frames/sec can be achieved. In addition, a CCD camera instead of a PMT is

used, so that the detection efficiency is also improved. Based on these techniques, spinning-

disk confocal is a better choice over LSCM for single-molecule imaging in live cells, although

the fluorescence signal is still reduced due to the splitting of the excitation light.
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Total Internal Reflection Illumination (TIR)

TIR illumination offers the best combination of background reduction, wide-field data

collection, and high imaging speed through the use of an evanescent field as the excitation

source (Figure 3.9). The evanescent field is generated by the excitation laser beam traveling

at a high incident angle at the interface between the glass coverslip and water. At a particular

angle determined by the difference between the refractive indexes of glass and water, the light

is totally reflected from the interface but generates a very thin electromagnetic field at the

same frequency as the incident light in the water phase. This electromagnetic field is called

the evanescent wave, and its intensity decays exponentially perpendicular to the interface with

a distance dependence of

Iz = I0e
−z
d

where Iz is the excitation intensity at a distance z from the interface, I0 is the excitation

intensity at the interface, and d is the characteristic penetration depth, which is defined as the

distance at which the evanescent wave intensity drops to I0/e. It can be calculated as

d = λ

4π

√
(n21 sin

2 (θ ) − n22)

where λ is the incident light wavelength, n1 is the refractive index of the higher–refractive

index medium such as glass (1.518), and n2 is the refractive index of the lower–refractive

index medium such as water (1.33) or cell cytosol (1.33–1.37). Here θ is the incident angle

that is larger than the so-called critical angle θc, the incident angle at which total internal

reflection of the light occurs. The angle θc is related to only the refractive indices of n1 and
n2 by

sin (θc) = n2
n1

Excitation 
intensity

z axis distance

n1 (glass)

n2 (aqueous)

Figure 3.9. Schematic drawing of the concept of total internal reflection at the interface of glass and water. The

laser beam passes through the glass and is reflected at the glass–water boundary at an angle larger than the critical

angle θc, establishing an evanescent wave that penetrates into water in the sample chamber and decays exponentially

along the z axis, therefore exciting only a few hundred nanometers from the interface.
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Based on these equations, one can calculate that for a 514-nm excitation with an inci-

dent angle of 65◦, the penetration depth d in cell cytosol is about 300 nm. Increasing the

incident angle further decreases the penetration depth and allows only a thin layer above the

coverslip to be effectively excited. Therefore, fluorescent molecules above the thin layer can-

not be excited, and background is dramatically reduced. In addition, the illumination area of

the incident laser beam can be adjusted to be as large as what is used in wide-field illumi-

nation, so that multiple molecules can be imaged simultaneously at a high frame rate. These

properties render TIR illumination nearly the best choice for single-molecule imaging in live-

cell imaging, although it limits observation to cellular events that occur close to the glass/cell

interface. In addition, integrated fluorescent intensities of single molecules will have large

variations, depending on their distances from the glass/cell interface; therefore care should

be taken when determining whether a detected fluorescent spot is due to a single molecule or

not.

There are two types of TIR illumination configurations, prism and objective type. In the

prism-type configuration, cells are sandwiched between a glass slide and a coverslip, and the

excitation laser beam is guided to the sample through a prism mounted on the top of the glass

slide. The incident angle is adjusted by translating the beam relative to the prism. Fluores-

cence emitted by the sample is collected through the objective at the bottom of the coverslip.

Because oil objectives with high numerical aperture are usually used to allow sensitive single-

molecule detection, the thickness of the sample cannot exceed 15 μm, which often comprises

the viability of cells during an extended period of imaging. Nevertheless, prism-type TIR has

been successfully applied to imaging single GFPmolecules in live fission yeast, Dictyostelium
discoideum, and Jurkat cells [194].

The objective-type TIR is more suitable for live-cell imaging than the prism type. In

this configuration, the excitation laser beam is focused to the periphery instead of the center

of the back focal plane of the objective. Translating the beam in parallel to the center axis

of the objective changes the incident angle of the light but not the position of illumination

area. Tilting the beam relative to the center axis of the objective changes the incident angle as

well, but the position of the illumination area is also changed; thus usually this configuration

is not recommended. Because only an incident angle larger than the critical angle allows TIR

illumination, and that maximal incident angle of the laser beam is limited by the numerical

aperture (NA) of the objective, in that

sin (θ ) = NA

n3

where θ is the maximal incident angle allowed by the objective and n3 is the refractive index
of the working medium (oil at 1.52, matching that of glass) of the objective, one can derive

that NA needs to be greater than n1, the refractive index of a cell (1.37), to achieve TIR

illumination. Therefore, a high-NA objective, typically at 1.45, is essential in this type of

configuration.

3.7.3. Camera-Based Detectors

Array detectors such as charged-coupled device (CCD) cameras instead of point detec-

tors such as PMTs or APDs are usually used for single-molecule imaging in live cells. The

selection criteria of those cameras are the same for single-molecule in vitro imaging. In
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general these cameras are capable of single-photon detection and possess high quantum effi-

ciency in converting photons into electrons, low readout noise, and a fast frame rate.

A CCD camera detects incoming photons on a two-dimensional array of tiny detector

elements (or pixels) that are microns in size. When an incident photon hits one of the detector

elements it has a probability of generating one electron from the element. This probability

is the quantum efficiency of a CCD camera, and it can reach 0.95 in the newest generation

of electron-multiplying (EM) CCD cameras. The electrons generated by the photons are then

stored in the element until it is ready to be read out; charges are moved from each element of

the array to an output register, and the contents of the output register are then amplified and

read out. The speed to move the charges in each element and the output register limits the

readout speed of the camera and hence the time resolution of an experiment.

Both intensified ICCD cameras and EM-CCDs have been used for single-molecule

detection, but EM-CCDs possess clear advantages over ICCDs. EM-CCDs have high quan-

tum efficiency (up to 0.95), while that of ICCDs is 0.2–0.5. In addition, EM-CCDs effectively

minimize readout noise by amplifying the signal before readout noise is added by the output

register; therefore, high frame rates of a few hundred hertz can be reached, and the read-

out noise is still negligible. By using small imaging area or binning pixels, one can further

increase the frame rate but at the cost of decreased spatial resolution. A range of manufactur-

ers such as Andor Technology, Hamamatsu, and Roper Scientific offer EM-CCDs that have

quite comparable specifications for the key features such as quantum efficiency and pixel size

but differ subtly in operating temperature, noise level, and so on. Therefore, the choice of

which camera to use is dependent on personal preferences and specific applications.

3.7.4. Live-Cell Sample Preparation

A well-maintained cell chamber for optimal cell growth during a prolonged imaging

period is essential for the success of experiments. In general, such a chamber has a coverslip

at the bottom through which attached cells are imaged. Growth medium is added on top of

cells, and the temperature of the chamber is maintained constantly. The detailed configuration

of the chamber is dependent on the type of cells and the specific need of each experiment. The

following paragraphs discuss the sample preparation for generic bacterial and mammalian

cells.

For continuous growth of bacterial cells (or yeast cells) on the microscope stage, a

sealed growth chamber is often used. The chamber can be homemade by spotting bacterial

culture on top of a low–melting temperature agarose gel pad made with M9 growth medium,

with the gel pad sandwiched between two coverslips separated by a spacer. The whole cham-

ber is then sealed with glue to avoid dehydration over long periods of imaging. An objective

heater can be employed to warm the chamber through the contact of the objective with the

bottom coverslip of the chamber. Although this method is cost-effective and bacterial cells

in the chamber can grow for multiple generations, the temperature of the chamber is not well

regulated and often exhibits large fluctuations if the objective heater temperature is set much

higher than the ambient room temperature. Therefore, this method is best suited for bacterial

cell imaging at room temperature or when temperature fluctuations do not have significant

impact on the cellular process of interest.

A commercially available cell growth chamber (Bioptechs, FCS2) has a similar geome-

try as the homemade chamber, but the temperature of the chamber can be accurately regulated

through a specially designed glass slide at the top of the chamber. In addition, the FCS2 sys-

tem allows the perfusion of growth media through the chamber, making it possible to study
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the responses of cells to environmental stimulations. For a detailed description of how to use

this chamber to monitor live bacterial cells, readers are referred to Xiao et al. [163] and the

manufacturer’s instructions.

The FCS2 system can also be used for mammalian cells. Cells are first cultured on

coverslips immersed in growth media as usual, and then the coverslip is assembled into the

closed chamber for observation. An open-dish format, in which the chamber is not sealed

by the use of a top glass slide, is also popular in live-cell imaging. The easiest open-dish

format is essentially a culture dish with a coverslip mounted at the bottom. This format allows

easy addition of chemical stimuli but, again, suffers from unregulated temperature and media

evaporation during long experiments. One important consideration for mammalian culture on

a microscope stage is that if the medium is not perfused with CO2 during the experiment, a

growth medium with its pH not dependent on CO2 such as Leibovitz’s L15 should be used.

Besides these basic cell culture formats for live-cell imaging, many companies

manufacture chambers with different geometries to meet specific needs and that address

some of the concerns in the foregoing. Readers are referred to a collection of those

companies (and other considerations for maintaining live cells on a microscope stage)

at http://www.microscopyu.com/articles/livecellimaging/chamberresources.html. In addition,

there is an excellent review describing the methods and considerations in live-cell imaging in

much more detail [195].

The foregoing descriptions are for general live-cell imaging. To achieve single-molecule

detection, however, there are some special considerations. The coverslip used in these growth

chambers has to be thoroughly cleaned using cycles of ethanol, potassium hydroxide, and

acetone [163]. This is to avoid dirt and background fluorescence from the coverslip. For this

reason, commercially available culture dishes with a coverslip mounted at the bottom are

not suitable for single-molecule imaging. If this format has to be used, it is recommended

to manually mount cleaned coverslips to culture dishes with a hole drilled in the middle. In

addition, defined, colorless growth medium needs to be used to minimize background fluo-

rescence from the medium. It is also not recommended to use a large box to encapsulate the

entire microscope and blow warm air into the box to maintain culture temperature. The air

flow inside the box creates instability in the imaging systems, which is especially critical if

sub–diffraction-limited resolution of single molecules is to be achieved. In addition, the tem-

perature in those large boxes is usually not homogeneous, and a slight change of temperature

even of 1◦C could cause the optics in the microscope or box to move and cause focus or laser

alignment drift.

3.8. Applications

In the last few years, single-molecule imaging in live cells have been employed

to study gene expression [4,23,84], transcription factor–DNA interactions [196], cell sig-

naling [31,33,197], protein complex composition [198–200], membrane protein dynamics

[91,94,95,123,201–204], and cytoskeletal protein dynamics [92,96,159,205]. In addition, by

amplifying the fluorescent signal by multifluorophore labeling or using a fluorogenic sub-

strate, it has been possible to examine the dynamics in gene expression [4,10] and the move-

ment of individual DNA and mRNA transcripts [3,5–8]. The following subsections discuss a

few representative studies of single-molecule imaging in live cells. Studies in membrane and

cytoskeletal protein dynamics share similar methods in that single-molecule tracking is used;

they are discussed in Chapters 1 and 8and are not included here.
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3.8.1. Gene Expression

Gene expression is inherently a stochastic process due to the small copy numbers of the

participants such as DNAs, mRNAs, and transcription factors [11–13,206,207]. However, this

stochasticity is often masked in ensemble studies and underestimated when overexpression of

a gene has to be used to achieve detectable signal. If each single protein or mRNA molecule

produced from a gene can be observed and counted in real time inside a live cell, the stochas-

ticity of gene expression can be quantified and the molecular mechanisms of translation and

transcription revealed.

To achieve this goal, Yu and Xiao et al. developed a single-molecule gene-expression

reporter that allows the counting of protein molecules generated one at a time for multiple

generations in live E. coli cells (Figure 3.10A) [84]. The reporter is generated by fusing a

membrane-targeting sequence (MTS) to the YFP variant Venus. On expression, the reporter

quickly folds and is targeted to the membrane so that its diffusion is slowed down. There-

fore, the emitted photons of the reporter can be collected from a diffraction-limited spot,

greatly enhancing the signal-to-background ratio. Using this reporter, the authors monitored

the leaky expression of a repressed lac promoter, revealing that protein molecules are gen-

erated in randomly spaced bursts, corresponding to a Poissonian transcription process, and

that the number of protein molecules generated from one mRNA molecule follows a geomet-

ric distribution due to the competition between RNaseE and ribosome binding of the mRNA

molecule. This experiment is a good example of how a particular FP is selected to meet the

particular experimental design—The FP needs to mature fast enough to report the production

of a protein molecule as soon as it is generated and to be photoliable enough so that following

its detection the FP can be photobleached quickly to avoid background accumulation.

In a different work by the same research group, the induction mechanism of the lac
operon was investigated [23]. The authors found that in the presence of an inducer, a signifi-

cant portion of the uninduced cells contain a few lac permease (LacY) molecules, disproving

the long-held view in which a single LacYmolecule, coupled with the positive feedback of the

operon, is sufficient for induction [208]. Without the ability to visualize and count single per-

mease molecules inside the cells, this conclusion would be difficult to reach. In addition, the

authors monitored the real-time expression of lac permease using the same single-molecule

gene expression reporter. They discovered that rare (once every many cell cycles) and large

expression bursts of permease molecules (a few hundred), likely caused by the stochastic,

complete dissociation of lac repressor from the operators, is the prerequisite for induction.

This suggests a novel mechanism by which that an E. coli cell’s decision to be induced or not
hinges on the stochastic behavior of a single repressor molecule.

At the transcription level, Golding et al. used a MS2-GFP fusion protein to monitor the

real-time production of single mRNA molecules that have 96 repeats of MS2 RNA-binding

loops incorporated (Figure 3.10B) [4]. Under induced condition, Golding et al. found that

mRNA molecules are produced in clustered bursts and are separated by periods of inactivity,

corresponding to stochastic transitions of the promoter between active and inactive periods.

This indicates that even in bacterial cells that lack a chromatin structure, there are other

mechanisms that cause large fluctuations in transcription activity similar to those observed in

eukaryotic cells [209,210].

3.8.2. Transcription Factor Dynamics

Single-molecule techniques can be used to address transient molecular interactions,

especially for cellular components that exist at very low copy numbers. For example, the
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Figure 3.10. A. Single protein molecules counted in live Escherichia coli cells as they are generated one at a time

[84]. Top. Sequences of an E. coli colony growing on a microscope stage with expressed single Tsr-Venus proteins

shown in yellow. Bottom. Time traces of expressed Tsr-Venus molecules counted in real time. B. Single mRNA

molecules counted in live E. coli cells [4]. Left: Time traces of mRNA production counted in real time. Right:
Fluorescence image of E. coli cells expressing mRNA molecules tagged with a 96-ms2 looped bound by MS2-GFP

fusion proteins. Each green dot corresponds to one or a few mRNA molecules. (Figures reprinted with permission.)
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Figure 3.11. Imaging of lac repressor dynamics in live Escherichia coli cells [196]. A. E. coli cells before and

40 sec after addition of the inducer isopropyl-β-D-thiogalactopyranoside (IPTG). The disappearance of the bright

fluorescent spot in the cells corresponds to the dissociation of LacI repressor from DNA. B. Fraction of lac operators
that are LacI bound plotted as a function of time after induction by various concentrations of IPTG. C. E. coli cells
before and 1 min after dilution of IPTG from 100 to 2 μM and with the addition of 1 mM of the IPTG-binding

inhibitor orthonitrophenylfucoside (ONPF. D. Fraction of the operators that are LacI-bound as a function of time

after rapid dilution of IPTG from 100 to 2 nM. (Figures reprinted with permission.)

binding of transcription factors to their corresponding DNA sitesplays an important role in

regulating gene expression and has been subject to intensive genetic, biochemical, and bio-

physical studies, but the direct observation of the specific and nonspecific DNA binding of a

single transcription factor inside live E. coli cells has just become possible (Figure 3.11) [196].

Using a LacI-Venus fusion, Elf et al. [196] monitored the binding of a single lac repressor

LacI to its operator site lacO in response to the inducer isopropyl-β-D-thiogalactopyranoside

(IPTG) in live E. coli cells. In the absence of IPTG, the repressor bound tightly to lacO and

was detected as a diffraction-limited spot. When IPTG was added, the clear fluorescent spot

disappeared within seconds, indicating the quick dissociation of the repressor from the oper-

ator site. If IPTG was removed subsequently, the fluorescent spot reappeared within 1 min.

From this it was calculated that it takes one repressor molecule up to ∼360 sec to find a lacO
site inside the cell. During the 360 sec, the repressor spends 90% of its time to diffuse one-

dimensionally on nonspecific DNA for up to 5 ms before it hops to another DNA segment to

start a new round of searching again. This is the first quantitative demonstration of the search

of a transcription factor for its binding site in live cells. This would be impossible without the

ability to image single molecules inside live cells.

Similarly, the binding of Venus-tagged T7 RNA polymerase (RNAP) molecules on an

engineered T7 promoter was observed in live E. coli cells [116]. The T7 promoter is controlled

by the lac repressor and integrated on the E. coli chromosome. After addition of IPTG, multi-

ple T7 RNAP molecules were found to bind to the promoter region, indicating multiple active

transcription processes. This is exciting, in that it allows direct observation of the promoter
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state, which could possibly provide a mechanism for the transcription bursts observed previ-

ously [4,23].

3.8.3. Cell Signaling

Cellsrespond to environmental cues through vast signal transduction networks. Using

single-molecule techniques, it is possible to directly observe the signal flow in this process and

the dynamics of molecular interactions in real time. Sako et al. labeled the epidermal growth

factor (EGF) with Cy3 and found that Cy3-EGF binds to the receptor (EGFR) within a few

seconds after its addition into the culture medium [31]. Of interest, during this process, they

observed that the fluorescence intensity of one spot, corresponding to one bound Cy3-EGF

molecule, suddenly increased twofold, indicating the binding of another CY3-EGF molecule

(Figure 3.12). This suggests that the dimerization of EGFR, a prerequisite for the downstream

Ca2+ response, occurs at least before the binding of the second EGF molecule. In addition,

the binding of the second Cy3-EGF to an EGF-bound EGFR dimer in the presence of a

high concentration of unbound EGFR monomers (or dimers) indicates that the binding of

the first EGF may enhance the binding of the second EGF through a cooperative mechanism.

Figure 3.12. Imaging of the dimerization of epidermal growth factor (EGF)–EGF receptor complexes at the single-

molecule level [31]. A. In the upper panel, two spots (arrow and arrowhead) collided at time 0:40 sec and then moved

together. The fluorescence intensity increased after the collision. At 4:00 sec, the intensity of the spot decreased to

about half (arrow), probably because of photobleaching of one Cy3-EGF molecule. In the second panel, a fluores-

cence spot with the intensity of a single molecule was observed until 1:00 sec; the intensity of the spot increased

suddenly between 1:00 and 2:00 sec, then decreased between 4:00 and 5:00 sec. The scale bar represents 5 mm. B.
Time trace of the fluorescence intensity of the spot shown in the second panel of panel A. A two-step increase and

bleaching of the intensity can be seen. The time trace is noisy because of slow, lateral diffusive movement of the

spot. (Figures reprinted with permission.)
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Conformational fluctuations between the two monomers within one EGFR dimer were also

observed by labeling one monomer with Cy3 and the other with Cy5 and monitoring the

FRET signal between the pair.

Another study monitored the interaction of the small G protein Ras with its cofactor

GTP in live cells using single-molecule FRET (sm-FRET) [33]. In this work, Ras is expressed

as a fusion protein to YFP, and the dye-conjugated Bodipy-GTP is microinjected into the cell.

On stimulation by the addition of EGF, within 1 min, YFP-Ras molecules became stationary,

BodipyTR-GTP molecules appeared as a clear spot on the membrane at exactly the positions

of YFP-Ras molecules, and FRET between YFP and Bodipy was observed. However, the

BodipyTR dye is not photostable enough to allow the imaging of its turnover by Ras, which

would be interesting to correlate with the recruitment of downstream proteins in the signal

transduction pathway. This highlights the importance of developing new photostable dyes to

allow such applications.

In both studies, sm-FRET was used to observe the protein–protein or protein–ligand

interactions. Organic dyes were used as the FRET acceptor not only because the molecules

they labeled are small molecules, but also because their spectral properties are better suited

for sm-FRET in live cells than are those of available RFPs. This limits the use of sm-FRET

in bacterial cells because dye-labeled ligand or proteins cannot be introduced into cells by

microinjection. In addition, in eukaryotic cells some ligands or proteins of interest may be

hard to modify to incorporate the dye. There is no report of live-cell sm-FRET based on two

FPs, possibly due to the fact that current RFPs can also be directly excited around 488 nm,

the wavelength that excites the potential donor GFP. CFP and YFP have been proven to

be a good FRET pair at the ensemble level [79], but CFP is not detectable at the single-

molecule level due to the high autofluorescence background in that wavelength range [76].

Developing a bright far-red FP to pair with GFP or YFP will significantly enhance current

research capacity for probing protein–protein interactions in live cells at the single-molecule

level.

3.8.4. Protein Complex Composition

In addition to monitoring gene expression and molecular interactions, the multimeric

state and composition of a protein complex in live cells can be measured using single-

molecule imaging. Ulbrich and Isacoff reported a single-molecule assay to count the copy

numbers of subunits of proteins in live cell membranes by taking advantage of the discrete

steps of photobleaching of single molecules [200]. This method was used to determine the

numbers of subunits NR1 and NR3 in the glutamate-gated receptor N-methyl-D-aspartate

(NMDA) [211]. In another study, the copy numbers of seven kinetochore proteins tagged

with GFP in budding yeast were determined, not by discrete photobleaching, but by the inte-

grated fluorescence intensity normalized against the known single-GFP-molecule intensity

[212]. The limitation of these methods is that the copy numbers cannot exceed more than a

few molecules per spot because the higher the copy number, the more likely it is that two

molecules are photobleached at the same time and the greater is the error in using integrated

intensity to determine the total copy number of molecules due to the stochastic nature of

photobleaching.

Recent advances in single-molecule superresolution imaging have enabled the applica-

tion of these highly promising techniques in live cells [123,137,158,213]. These techniques

not only allow the quantification of the composition of a protein complex, but also provide

nanometer resolution of the spatial organization of the complex. Their potentials cannot be
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underestimated. Because they are discussed in detail in Chapter 10, they are not included here,

and readers are encouraged to see the related information and references there.

3.9. Outlook

Recent advances in single-molecule imaging techniques and FP development have

enabled the direct visualization of cellular processes and molecular interactions as they occur

in real time inside live cells. This opens a wide window for investigating many fundamen-

tal biological questions at a level that was inaccessible by population studies before. Yet this

field is still young. Development of better FPs and more powerful imaging techniques, such as

spectrally separable FP pairs for sm-FRET imaging in live cells, fast-maturing FPs for corre-

lating the expression of multiple genes, and multicolor superresolution imaging in live cells,

promises to bring in even more exciting discoveries. With the continuing efforts in pushing

current technical limits, in the near future it may no longer be a fantasy for a biologist to

directly visualize the dynamics of individual molecules in multiplex with high temporal and

spatial resolution in various live cells, tissues, and even animals, discovering unprecedented

molecular details at a systems level.
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Fluorescence Imaging
at Sub-Diffraction-Limit Resolution
with Stochastic Optical Reconstruction
Microscopy

Graham T. Dempsey,* Wenqin Wang,* and Xiaowei Zhuang

Abstract Fluorescence microscopy is an essential tool in biological research. One major

drawback of conventional light microscopy, however, is its relatively low resolution, which

is limited by the diffraction of light to several hundreds of nanometers. In recent years, a

number of fluorescence imaging techniques with sub-diffraction-limit resolution have been

developed, achieving a spatial resolution of tens of nanometers in both the lateral and axial

dimensions. This chapter focuses on one of these methods, stochastic optical reconstruction

microscopy (STORM), which utilizes photoswitchable flourescent probes to separate spa-

tially overlapping images of individual fluorophores in time and construct superresolution

images from the precise positions of these fluorophores determined from the single-molecule

images. Application of this technique has been extended to imaging fluorophores of differ-

ent colors simultaneously, in three dimensions, and in living cells. This chapter describes the

implementation of multicolor and three-dimensional STORM to imaging cellular structures.

It begins by discussing the choice of photoswitchable fluorescent probe and the scheme with

which to label a cellular target of interest. The instrumentation and methods for performing a

STORM experiment are then described, followed by an outline of the analysis routines used

for creating a STORM image. Applications of the technique along with general protocols and

troubleshooting are given at the conclusion of the chapter.
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4.1. Introduction

Optical microscopy has long been limited by diffraction to a spatial resolution of

approximately 200–300 nm in the lateral dimensions and 500–800 nm in the axial dimension.

This limit leaves many biological structures too small to be examined in detail, considering

that subcellular structures span a range of length scales from nanometers to microns. With the

recent advent of superresolution imaging techniques, however, the classical resolution limit of

far-field light microscopy has been surpassed, allowing biological processes to be probed with

unprecedented levels of detail [1–6]. One such technique relies on the use of single-molecule

imaging and photoswitchable fluorescent probes whose fluorescent state can be switched from

a dark to a bright state using color-specific activation [3–5]. This methodology was devel-

oped by three groups and has been referred to as stochastic optical reconstruction microscopy

(STORM), photoactivated localization microscopy (PALM), and fluorescence photoactiva-

tion localization microscopy (FPALM). Although all three terms describe the same imaging

method, in this chapter we use the term STORM for simplicity. We describe the methodol-

ogy of STORM and its application to both multicolor and three-dimensional (3D) cellular

imaging.

4.1.1. Basic Principle of STORM

The basic principle of STORM is shown in Figure 4.1A [3]. In a typical experiment,

a sample of interest, such as specific molecular structures in a cell, is densely labeled with

photoswitchable probes. Only a sparse subset of these molecules is activated at any time, such

that their images are nonoverlapping. The positions of these molecules are then determined by

fitting the image of each fluorophore (which corresponds to the point spread function [PSF] of

the microscope) to determine its centroid position. The localization precision is limited by the

number of photons collected before returning to the dark state, along with the pixel size and

the background fluorescence in the image [7–16]. This process is repeated, and each iteration

switches on and localizes the positions of a statistically different set of fluorophores until the

structure of interest is sufficiently sampled. The final STORM image is then constructed by

plotting the localizations obtained from all switching cycles.

4.1.2. Multicolor STORM

STORM can also be extended to image multiple types of fluorescent probes with

distinct colors simultaneously [17–19]. Multicolor STORM can be implemented by using

different colored photoswitchable dyes (e.g., cyanine dyes [17,20], caged fluorescein [Invit-

rogen], Q-rhodamine [Invitrogen], photochromic rhodamines [21,22]) and/or fluorescent pro-

teins (FPs) (e.g., PA-GFP [23], Dronpa [24], Kaede [25], mEosFP, d2EosFP [26], Dendra2

[27], PS-CFP2 [28], rsFastLime [29], KikGR [30]). These probes can be distinguished based

on the wavelength of light that they emit. Table 4.1 gives a summary of selected photoswitch-

able dyes and FPs. It is also possible to distinguish different photoswitchable probes by the

wavelength of light that activates these probes. In some cases, the activation and the emission

color scheme can be combined to obtain even more colors. As a specific example, we dis-

covered that red carbocyanine dyes, such as Cy5, Cy5.5, and Cy7 (from GE Healthcare),

reversibly switch between a fluorescent and a dark state [17]. These dyes, referred to as

reporters, can be switched to a dark state by excitation with a red laser. When paired with

another fluorophore, which we refer to as an activator (e.g., Alexa 405, Cy2, and Cy3), these
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Figure 4.1. The principles of stochastic optical reconstruction microscopy (STORM). A. A region of a cell in

which the structure of interest is represented as gray filaments that are labeled densely with photoswitchable probes

(not shown). The fluorophores are initially in or switched to a nonfluorescent state. In the next panel, an activation

pulse switches on a small subset of fluorophores (green stars) such that their images are resolvable from each other.

Fluorescence images from these molecules (red circles) are fit to determine the centroid position of each peak, shown

as a black cross. This process is repeated, and a new subset of molecules is switched on and localized. After multiple

iterations, a high-resolution map of the cellular structure is constructed by plotting the positions for all fluorophores

(red dots). The spatial resolution of the STORM image is not limited by diffraction, but by the accuracy of each

localization. B. The use of optical astigmatism introduced in the imaging pathway enables high-resolution imaging

of molecules in three dimensions. A cylindrical lens will cause elongation of the image in either the x or y direction,

depending on the emitter’s location above or below the imaging plane. Thus, z-position information can be encoded

within the shape of the image of each identified molecule. (Adapted from Huang et al. [31].) C. To determine the z
position for a given peak within a STORM image, a calibration curve is first determined that relates the widths of

the image in x and y as a function of z. The plot shows an example calibration, where each data point is an average

of several Alexa 647 molecules. The red curve shows the fit to the data, whose functional form is described in the

text. The x and y widths determined from fluorophores within a sample of interest are compared with this calibration

curve to determine the z positions of the fluorophores. (Adapted from Huang et al. [31].)

red cyanine dyes can be switched back to the fluorescence state by excitation with a light

source whose wavelength matches the activator absorption. Multicolor STORM images can

be obtained with identical reporters paired to different activators by distinguishing the acti-

vation light wavelength [17] or with different reporters paired to the same type of activator

by distinguishing emission wavelength. Combination of both approaches will allow an even

larger number of colors to be obtained in a single image.

4.1.3. 3D STORM

Extension of STORM to 3D imaging can be done using optical astigmatism or multifo-

cal plane imaging [31,32]. Figure 4.1B shows a schematic for implementing 3D STORM using

astigmatism imaging [31]. A cylindrical lens inserted into the imaging path creates different

focal planes for the x and y directions, causing x and y to defocus differently, depending on
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the molecule’s position relative to its focal plane [33,34]. The shape (ellipticity) of the defo-

cused spot carries depth information and is fit to an elliptical Gaussian function to extract

the z position, while the centroid of the defocused image provides the x-y position, as done

with two-dimensional STORM. This method attains a lateral resolution of 20–30 nm and an

axial resolution of 50–60 nm over a range of several hundred nanometers in z without scan-
ning the sample [31] or over a range of several microns in z when scanning the sample in

the axial direction [35]. Another approach to obtaining the z-dimension information utilizes

bi-focal-plane imaging [32]. By imaging a fluorophore simultaneously at two different focal

planes, the two images can be fit with an experimentally determined 3D PSF to measure its

3D position. This technique achieved a resolution ∼75 nm in z and also has a working range

of several hundred nanometers without scanning the sample, or several microns if scanning

the sample in z.

4.1.4. Applications

The use of photoswitchable probes for sub–diffraction limit imaging has been demon-

strated on a number of cellular targets. For example, the meshwork of microtubule filaments

[17,18], the cortical actin [4], adhesion complexes [19,36], clusters of membrane proteins on

the cell surface [37], and the 3D morphology of clathrin-coated pits [31] can now be probed

by fluorescence imaging with a resolution much better than that of conventional confocal

microscopy and approaching that of electron microscopy. In general, the technological devel-

opments achieved for this method of imaging have created an exciting new tool with the

potential for studying previously unseen cellular features and dynamics.

In this chapter we describe the implementation of multicolor and 3D STORM for imag-

ing cellular structures. First, the choice of fluorescent probe, such as photoswitchable organic

dyes and fluorescent proteins, is discussed, along with methods for specific labeling of cellu-

lar proteins. Next, the instrumentation is described, along with the procedure for performing

a STORM experiment. Data analysis routines are then explained for reconstructing a STORM

image. The chapter concludes with example applications and, finally, specific protocols.

4.2. Labeling Cellular Targets with Photoswitchable
Fluorescent Probes

A variety of photoswitchable fluorescent probes, summarized in Table 4.1, are avail-

able for use with STORM. In general, the choice of probe is specific to the desired applica-

tion. Proteins can be labeled with an assortment of small-molecule photoswitchable dyes. For

example, carbocyanine dyes such as Cy5, Cy5.5, Cy7 (GE-Healthcare), Alexa 647, and Alexa

680 (Invitrogen) or HiLyte 680 (Anaspec) can be easily conjugated to a protein target and will

undergo multiple cycles of photoswitching, either through specific reactivation or by sponta-

neous blinking. Caged dyes that undergo a single photoswitching event, such as fluorescein,

are also available from Invitrogen and can be used for STORM imaging. Additional dyes have

recently been specifically synthesized to create photoswitchable probes, such as photoswitch-

able rhodamine and 2,7-dichlorodihydrofluorescein (DCDHF) fluorogen [21,38]. In general,

however, any dye that can undergo photoswitching is acceptable. Several photophysical prop-

erties should be considered, depending on the specific application. These include, but are

not limited to, the brightness, the contrast ratio, and the number of switching cycles before

photobleaching. The brightness, namely the number of photons detected per switching cycle,
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directly correlates with the localization precision and ultimately the image resolution. The

contrast ratio is defined as the ratio of the fluorescence intensity in the activated state to that

in the dark state, or equivalently the fraction of time the fluorophore spends in the dark state

versus the fluorescent state in the absence of specific activation. This parameter has a signif-

icant effect on background fluorescence during the experiment and thus on the localization

precision and density. Finally, the number of switching cycles determines in general how long

a dynamic process can be followed, although in some special cases, dynamic imaging may

also be obtained from probes that can only be activated once.

Alternatively, photoactivatable fluorescent proteins (PA-FPs) may also be used [23–30].

While these probes are less bright compared to some of the photoswitchable dye molecules

and give lower localization precision, and thus potentially lower image resolution, the ability

to directly fuse fluorescent proteins to the target of interest provides a powerful means for

labeling proteins in cells [39]. Plasmid DNA encoding the PA-FPs can be obtained from sev-

eral vendors (e.g., Evrogen andMBL International) or requested from the research groups that

developed them. In choosing a PA-FP, a number of properties in addition to brightness, con-

trast ratio, and number of switching cycles should also be considered, including the absorp-

tion and emission spectra pre- and post-activation, the chromophore maturation time, and the

oligomeric state. See Table 4.1 for a list of selected PA-FPs and some of their properties.

4.2.1. Labeling Proteins with Photoswitchable Dyes

A number of different strategies for linking a dye to a protein target have been devel-

oped. Typically, commercial dyes can be attached by thiol- or amine-reactive chemistry either

directly to the protein of interest or to antibodies against that target. Immunofluorescence

imaging is one such example, in which the antibody is labeled with a photoswitchable dye

and the protein is subsequently stained with the antibody. A variety of primary and secondary

antibodies can be purchased from companies such as Abcam and Invitrogen, and many proto-

cols for immunostaining have been developed. As an example, amine-reactive, photoswitch-

able dyes can be conjugated to antibodies for use in immunofluorescence-based STORM (see

Protocol 1).

Alternatively, a number of small-molecule labeling strategies for direct coupling of dyes

to protein targets in cells with a genetic approach have recently been developed and may prove

advantageous for sub–diffraction limit imaging [40–43]. In one set of methods, a genetically

encoded peptide tag is attached to the N- or C-terminus of the protein of interest and serves as

a specific target for dye conjugation. The tag can then be site-specifically labeled in two ways.

One approach is to use a specific chemical group on the dye to bind with high affinity to the

tag. For example, a tetracysteine motif has been used to bind to the biarsenical dye FLASH or

ReASH for imaging proteins within living cells [44]. Alternatively, fluorescent probes con-

sisting of a nickel-ion–containing moiety and a chromophore have been used to specifically

chelate with an oligohistidine peptide for labeling proteins, also in live cells [45]. A second

strategy is to use the peptide sequence as a substrate for enzymatic attachment, such that a

fluorescent dye with a specific chemical group can be covalently conjugated to the tag [46–

50]. A number of different enzymes have been used for this purpose, including biotin ligase

[47], lipoic acid ligase [48], a transpeptidase such as sortase [49], and phosphopantetheinyl

transferases [50]. In general, there exists a large array of techniques for attaching STORM-

compatible dyes to a cellular target of interest. The approach of using specific peptide tags

labeled with small organic dyes combines the advantages of bright and small fluorescent
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labels with the high specificity of a genetic labeling strategy and may prove very useful for

achieving true molecular-scale image resolution.

4.2.2. Immunofluorescence Staining of Cells

Targeting fluorescently labeled antibodies to cellular proteins can be done by standard

immunofluorescence protocols. The temperature and fixatives used, along with their concen-

trations and fixation time durations, may affect the structure of the cellular target and the

efficacy of antigens binding to the antibodies. Readers are referred elsewhere [51–53] for a

detailed description of fixation chemistry. Fixation conditions can be optimized for specific

applications. Formaldehye and glutaraldehyde, either individually or in combination, are the

two most commonly used fixatives. Fixation reagents containing glutaraldehyde typically pre-

serve the cellular structure better, especially at the ultrastructure level, as previously shown

in electron microscopic imaging [54]. This is also found to be true for STORM imaging of

fixed cells (see Protocol 2). Before antibody staining, the fixed cells are permeabilized with

detergent, such as Triton X-100 or Tween-20, if intracellular proteins need to be labeled. For

indirect immunofluorescence labeling of intracellular proteins, permeabilized cells are first

incubated with primary antibodies followed by dye-labeled secondary antibodies against the

primaries. Alternatively, primary antibodies that are labeled with photoswitchable probes can

be used directly, omitting the secondary antibody-staining step.

4.2.3. Labeling Cellular Structures with Photoswitchable Proteins

PA-FPs can be genetically fused to the target protein of interest and introduced to the

cell with a variety of expression methods. Making fusion DNA usually involves the prepara-

tion of insert DNA by polymerase chain reaction (PCR) and/or restriction enzyme digestion

and ligation of the insert to a vector by the use of DNA ligase. For mammalian cell lines,

the fusion construct can be transiently transfected or stably expressed in the cell. Protocol

3 provides condensed guidelines for transiently transfecting cells. Molecular cloning books

and lab manuals, such as Molecular Cloning: A Laboratory Manual (Cold Spring Harbor

Laboratory Press), describe procedures for making fusion DNA and transfecting cells. For

expression of multiple generations of cells, stable incorporation of the fusion DNA to the

genome must be implemented. One approach is to include in the vector that encodes the

fusion protein another gene that provides the cell with a certain selection advantage, such as

resistance to antibiotics (e.g., neomycin). After transfection is performed, negative selection

pressure corresponding to the encoded drug resistance gene (e.g., G418, also called Geneticin)

is then applied to the cell culture. Viable cell colonies with an appropriate expression level

are then selected and cultured as stable cell lines. Besides transfection with antibiotic resis-

tance, retroviruses can also be used to introduce the gene of interest into the genome of the

cell for stable expression (see http://www.ncbi.nlm.nih.gov/books/bv.fcgi?rid=rv) [55,56].

Retrovirus systems (e.g., RetroMax System from Imgenex) provide higher incorporation effi-

ciency and hence a shorter timeline for selection than transfection. For nondividing cells,

lentiviral expression systems (e.g., ViraPower from Invitrogen) can be used to incorporate the

gene of interest [57]. Expressing genetically encoded fusion proteins may lead to disruption

of normal cellular localization and/or function. Thus, control experiments need to be done to

assess these effects, and different expression levels, promoters, and linkages between the FPs

and the target proteins may need to be tried to minimize the adverse effect of expression (or

overexpression) of FP-fused proteins.
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4.3. Instrumentation for Storm Imaging

STORM imaging can be performed using both epi- and total internal reflection fluo-

rescence (TIRF) microscopes. Depending on the sample, TIRF microscopy may offer a dis-

tinct advantage in reducing out-of-focus background fluorescence, thus enabling more precise

acquisition of single-molecule localizations. For imaging deeper into a sample, normal epi-

fluorescence or epifluorescence with a high oblique incident angle close to the critical angle

for total internal refection may be used. In this section we describe a typical STORM setup,

which is shown schematically in Figure 4.2A.

4.3.1. Excitation Pathway

Light Sources Used for Various Multicolor STORM Imaging Schemes

Illumination of a sample is typically done with laser light of various colors, with the

laser wavelength specific for the choice of fluorophore. One can select from a wide variety of

solid-state, diode, or gas lasers to optimally match the illumination wavelength to the absorp-

tion spectra of the fluorescent probe(s) in question. Table 4.1 gives information on the peak

absorption of a number of different photoswitchable probes. As an example, one can consider

imaging photoswitchable carbocyanine dyes, such as Cy5, Cy5.5, and Cy7, by absorption of a

red photon. Alexa 647, a structural analog to Cy5 with similar switching and spectral proper-

ties, can also be used. These fluorophores, which we call reporter dyes, can then be reactivated

specifically with a different-color light if a second dye, such as Cy3, is positioned in close

proximity [17]. We call this second dye an activator. Specific activation is accomplished by

first illuminating the Cy3–Cy5 pair with green laser light and then exciting fluorescence from

the Cy5 reporter with red light. A red laser source, such as a 657-nm diode-pumped solid-state

laser (e.g., RCL-200-656, CrystaLaser), a 633-nm HeNe laser (e.g., 25-LHP-928-249, Melles

Griot), or the 647-nm line from the Ar-Kr laser, can be used for excitation of the reporter

cyanine dyes. For reactivation by Cy3, a 532-nm diode-pumped solid-state laser (e.g., GCL-

200-L, CrystaLaser) or the 514568-nm line from the Ar-Kr laser can be used. Multiline lasers,

such as the Innova 70C Spectrum Ar-Kr laser from Coherent or the Stabilite 2018 Ar-Kr laser

from Spectra-Physics, provide many of the necessary laser lines needed for STORM imaging

[17]. The photoswitchable cyanine reporters Cy5, Cy5.5, and Cy7 can also be spontaneously

reactivated by the red imaging laser without pairing with the activator dye, albeit at a much

lower rate. It is thus also possible to perform STORM imaging with only the red laser source.

The imaging scheme described above would allow one to do multicolor STORM by dis-

tinguishing different reporter dyes by their emission color. Alternatively, a second approach

for multicolor STORM is to use spectrally dissimilar activator dyes paired with the same

reporter. Since the laser with a wavelength matching the activator’s absorption spectrum acti-

vates the dye pair with much higher efficiency (or rate) than those with nonmatching wave-

lengths, different probes can be identified by the color of light that activates them, [17]. For

example, Cy3, Cy2, and Alexa 405 (A405) can all be used to activate Cy5. In addition to

the aforementioned laser lines to activate the Cy3–Cy5 pair, one can use the 457-nm line of

an Ar ion laser (e.g., 35-LAL-030-208, Melles Griot) to activate the Cy2–Cy5 pair and a

405-nm diode laser (e.g., CUBE 405, Coherent) to activate the A405–Cy5 pair. Using this

approach, we have achieved three-color STORM imaging [17]. Three-color imaging has also

been demonstrated with spectrally distinct photochromic rhodamines. In this case, these dyes
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Figure 4.2. A stochastic optical reconstruction microscopy (STORM) setup with a focus lock system. A. The imag-

ing and activation lasers each pass through optical components used to shutter and control the output intensity

of each line before being combined via several dichroic mirrors. The combined beam passes first through a tele-

scope composed of an objective lens and an achromat lens and then through an iris at the conjugate plane of the

image plane. The beam then reflects off of two steering mirrors before being focused to the back focal place of the

objective through the backport of the microscope. These components are placed on a translation stage to switch

between total internal reflection fluorescence (TIRF) and epifluorescence. The laser reflects off of a dichroic mirror

and passes through the objective to the sample, which is mounted on a piezo stage. The reflected laser from the

coverglass–sample interface is directed to a quadrant photodiode (QPD) by a prism mirror for the focus lock system

(see panel B). Fluorescence emission passes through the dichroic mirror, emission filters, and a cylindrical lens if one

is performing three-dimensional STORM before being imaged onto the electron-multiplying charge-coupled device

(EM-CCD) camera. Abbreviations: 405 nm, 457 nm, 532 nm, 657 nm, respective laser wavelengths; λ/2, half-wave

plate; CL, cylindrical lens; DM, dichroic mirror; EF, emission filter; I, iris; L, lens; M, mirror; ND, neutral-density

filter; OL, objective lens; PBC, polarizing beamsplitter cube; PM, prism mirror; PS, piezo sample stage; S, shutter;

TS, translation stage. B. Schematic of the focus-lock working principle. An incident laser (shown in red) is reflected
at the coverglass–sample interface. This reflected light hits the QPD. When the coverglass drifts upward, the reflected

laser beam (orange) hits a different position on the QPD. The difference of signals between the left and right halves

of the QPD normalized by the total signal is a measure of the coverglass z-position information, which is fed to a

piezo controller. The piezo stage on which the coverglass and sample are mounted then moves to compensate for the

coverglass movement. Alternatively, a piezo-controlled objective positioner can also be used for the focus lock.
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can all be activated with a common ultraviolet light at 375 nm, and then the fluorescence can

be excited using 532-nm light. The dyes are then distinguished by their emission color [22].

Other schemes to achieve multicolor imaging using PA-FPs or a combination of a PA-

FP and a photoswitchable dye have also been demonstrated. For example, PA-FP rsFastLime

has been combined with Cy5 in two-color imaging. 488- and 633-nm lasers were used to

excite rsFastLime and Cy5, respectively [18]. Two different PA-FPs, Dronpa and EosFP, have

been used for two-color imaging as well [19]. In this case, a 405-nm laser (405-50C, Coher-

ent) was used to activate each of these PA-FPs. A 561-nm laser (GCL-150-561, CrystaLaser)

was used to excite the activated form of EosFP, and a 488-nm laser (Cyan Scientific Laser,

Spectra-Physics) was used to excite native-state EosFP and the activated form of Dronpa or

PS-CFP2. However, since the emission of EosFP before activation spectrally overlaps with the

emission of the postactivation state of Dronpa, two-color imaging was only obtained by imag-

ing EosFP and Dronpa in a sequential manner, that is, Dronpa was imaged after all EosFPs

were imaged and photobleached. This sequential imaging procedure is not compatible with

recording dynamic processes, which requires simultaneous or quasi-simultaneous imaging of

both probes at different time points. This deficiency is overcome by the recent development

of a Dronpa variant, bsDronpa, with a blue-shifted emission, which allows simultaneous two-

color imaging of Dronpa and bsDronpa according to their different emission wavelengths

[58]. Both forms of Dronpa are activated with 375-nm light (iPulse-375, Toptica Photonics),

and the fluorescence of the activated molecules is excited with the 476-nm line from an argon-

ion laser (Innova 70C, Coherent).

Power Control and Temporal Modulation of Excitation Light

For each laser source, fine control of the output power is essential. For example, in a

typical experiment with photoswitchable cyanine dyes, the red laser source is maintained at

∼0.5–2 kW/cm2 to ensure that most reporter dyes are switched off sufficiently quickly. The

activation lasers are initially set to a few W/cm2 such that an optimal subset of molecules is

switched on in a given field of view, and a high density of single molecules with nonover-

lapping images can be identified. During the course of data acquisition, the power of the

activation light sources may be increased to maintain a sufficient density of activated fluo-

rophores as more dye molecules are photobleached. For coarse control of the laser power, the

light initially passes through a neutral-density filter wheel with a number of different optical

density adjustments. Fine control can then be accomplished through the use of a half-wave

plate and a polarizing beamsplitter cube.

To temporally modulate the light source reaching the sample, mechanical shutters may

be used. Some STORM experiments require periodic activation, which is accomplished by

computer-controlled shuttering synchronized with the camera. Shutters are available from

Vincent Associates with a number of different aperture size and speed options, but are cur-

rently limited to millisecond switching speeds. Alternatively, an acousto-optical tunable filter

(AOTF) or acousto-optical modulator (AOM) may be used to control both the light intensity

and the shuttering at significantly faster speeds.

Excitation Light Path

Before illuminating the sample, the light sources are combined and directed to the

microscope. This can be accomplished by the use of dichroic mirrors that reflect one light
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source but allow the others to be transmitted. As seen in Figure 4.2A, each laser has a dichroic

mirror to reflect its wavelength and pass the longer (or shorter) wavelength light entering

through the opposing side. These mirrors are supplied by companies such as Chroma, Omega

Optical, and Semrock and can be custom made for various applications. Once combined, the

excitation beam needs to be expanded to evenly illuminate the field of view. This can be done

by passing the light through a commercial beam expander or a homemade telescope com-

posed of either two achromatic lenses or an objective and an achromat lens positioned in such

a way that the two lenses share a common focal plane. The magnification of the objective and

the focal length of the lenses are chosen depending on the degree of beam expansion required.

Once the beam is expanded, an iris diaphragm is placed at an imaging plane conjugate

to the sample plane for precise control of the illumination area. The beam is sent into the

microscope by two mirrors on adjustable mounts, allowing for control of the laser direction,

and then through a lens that focuses the light to the back focal plane of the objective. For

convenience of switching between epifluorescence and TIRF illumination, these three opti-

cal elements can be placed on a single-axis lateral translation stage so that the illumination

can be shifted off-axis toward the edge of the objective lens for TIRF illumination. Many

commercially available microscopes, such as the Olympus IX-71, Zeiss AxioObserver, and

Nikon Eclipse Ti inverted microscopes, can be used. The illumination beam is reflected off

of a dichroic mirror in the microscope filter cube turret, which directs light of all incoming

wavelengths to the objective and transmits fluorescence emission from the sample. For exam-

ple, a 650-nm long-pass dichroic mirror (650DRLP, Omega Optical) works well for reflect-

ing 405-, 457-, 532-, and 647-nm activation/excitation light sources typically used. Alter-

natively, a polychroic beamsplitter (z458/514/647rpc, custom made from Chroma, reflecting

488-, 532-, 633-, and 657-nm lasers efficiently and to some extent the 405-nm laser as well, or

400/535/635TBDR, Omega Optical, reflecting 405-, 488-, 532-, and 633-nm lasers, but not

the 657-nm laser) can be used. The excitation laser light reflected off of this dichroic mirror

then passes through an objective lens (e.g., 100x Olympus UPlanSApo oil immersion with a

numerical aperture of 1.4) and illuminates the sample.

4.3.2. Emission Pathway

Emission Filters

The fluorescence emission from the sample is collected by the same objective used for

excitation and is passed through the appropriate emission filters. A number of different band-

pass and long-pass emission filters can be used, depending on the fluorophore being imaged.

Most microscope systems offer an additional slot for a slider emission filter to be used. One

can use a 51007m (Chroma) and a 595-700DBEM filter (Omega Optical) for Cy3 and Cy5

simultaneous detection, or a HQ710/70m (Chroma) stacked with a HQ665LP (Chroma) for

more efficient detection of Cy5. For imaging Cy5, Cy5.5, and/or Cy7, a HQ710/80m bandpass

filter can be used (Chroma). For other probes, such as those mentioned in Table 4.1, emission

filters should be chosen according to excitation and emission spectra, the lasers involved, and

whether a combination of probes is being used.

3D Imaging

STORM in 3D can be implemented by determining both the lateral and axial positions

of the fluorophores simultaneously with high precision. This can be accomplished by using
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optical astigmatism, in which a cylindrical lens is inserted into the imaging path to create

two different focal planes for the x and y directions, resulting in an elliptical rather than a

circular image for individual molecules [31]. When the z position of a fluorophore changes,

the widths of its image in x and y change, and the ellipticity of the image can then be used

to identify its z position (see Figure 4.1B), whereas the centroid of the image can be used to

determine the x and y positions. Alternatively, 3D localization can be achieved by bi-focal-

plane imaging, in which the fluorescence emission is split with a 50:50 beamsplitter cube in

two paths, each with a slightly different path length, before being imaged onto nonoverlapping

areas of the camera. By imaging two different focal planes simultaneously, the positions of

the fluorophores can be determined in 3D by fitting their images in the two planes with a 3D

PSF [32].

In the following, we give a detailed description of 3D STORM using astigmatism imag-

ing. The fluorescence image is relayed through a pair of lenses with a weak cylindrical lens

(e.g., 1-m–focal length achromat) inserted in between. In general, the working range and thus

the sensitivity of determining the z position is dependent on the chosen focal length of the

cylindrical lens. Inserting the cylindrical lens in the light path between the relay lens pair

minimizes unwanted image distortion. The choice of the focal length of the cylindrical lens

depends on the focal lengths of the other lenses used in the imaging pathway. The principle is

to created a sizable ellipticity of the single-molecule images that is sensitive to the z position
of the molecule, but is not so large as to degrade the x and y localization precision. When

the fluorophore moves away from the focal plane, its image gets wider, and thus the intensity

per unit area gets dimmer, which limits the z working range without scanning to within sev-

eral hundred nanometers of the average focal plane. Scanning the focal plane in z, however,
can increase the imaging depth to at least several microns in aqueous samples. Additionally,

precise z-position determination needs correction of spherical aberrations if index mismatch

occurs between the sample and immersion fluid of the objective (see Section 4.5.2 for a dis-

cussion of spherical aberrations caused by refractive index mismatch).

Detection of Fluorescence Emission

Finally, the fluorescence emission is projected onto an electron-multiplying charge-

coupled device (EM-CCD) camera controlled by data acquisition software. EM-CCD cam-

eras can be purchased from Andor, Roper Scientific, and Hamamatsu and are ideal for

STORM imaging since electron multiplication enables greater sensitivity for single-molecule

fluorescence detection. CCD cameras come with different chip sizes and data transfer speeds,

and some are also back-illuminated, which provides higher quantum efficiency at a higher

cost. In general, the typical camera used for STORM experiments has a 512 × 512 pixel chip

and a pixel size of 16 μm, such as the Andor Ixon DV897DCS-BV, for which the full image

frame can be read out at a maximum speed of 30 Hz. Alternatively, the Andor Ixon 860 has

been used to achieve imaging speeds of ∼500 Hz, with a chip size of 128 × 128 pixels and a

pixel size of 24 μm. The desired field of view and data acquisition rates vary, depending on

the sample being imaged. To keep file sizes manageable, data may also be collected from only

a subregion of the CCD. For example, a 256 × 256 region of a 512 × 512 CCD may be used.

The optimal frame rate for STORM imaging depends on the rate at which the fluorophores

are switching on and off. Maximum signal-to-noise ratio is achieved when the exposure time

for a single frame is close to the average time that a fluorophore remains in the activated flu-

orescent state during a single switching event. The fluorophore’s switching kinetics is in turn
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governed by the illumination intensity and other factors. The magnification of the imaging

optics is also an important parameter for STORM imaging. If the magnification is too high or

too low, the accuracy of each localization is reduced [7]. In general, if the PSF of the micro-

scope is treated as a Gaussian spot with standard deviation σ, the optimal magnification sets

the sample area imaged by one pixel to be σ2.

4.3.3. Focus Lock for Axial Stability

During the course of data acquisition, the distance between the objective and the sample

may drift significantly, causing a shift in the image plane. For 2D STORM measurements,

the change of focus compromises the image sharpness and hence the precision of localizing

single molecules. Furthermore, it makes maintaining a specific image plane difficult. For 3D

STORM, the focal drift causes incorrect identification of the z position.
This problem is remedied by incorporating a real-time feedback system to stabilize the

focus (“focus lock”) (Figure 4.2B). To achieve this, one can take advantage of the reflection of

the imaging laser at the coverglass–sample (often biospecimen in aqueous medium) interface.

The reflected laser beam can be redirected by a mirror or a reflective prism onto a quadrant

photodiode (QPD), position-sensitive detector (PSD), or line CCD. For this system to work,

the incident angle of the excitation light needs to be relatively large to easily separate the

incident and reflected beams, as well as to achieve optimal sensitivity of the reflected beam

position. The QPD, PSD, or CCD reads the position of the beam, which is sensitive to the

distance between the objective and the coverglass. Taking a QPD as an example, the difference

signal from the left and right halves of the QPD can be normalized over the sum signal from

all quadrants to account for power fluctuations. Axial drift in the focus results in a change in

the normalized difference signal of the QPD. The position information is then fed to a z-axis
piezo stage that moves either the sample stage (e.g., Nano View-M, Mad City Labs) or the

objective (e.g., F-100, Mad City Labs) via custom software (e.g., Labview) to compensate for

the distance change. The z position of the focus is maintained within a ∼40-nm range, and

residual z drift can be corrected during data analysis, which is described in a later section.

For the aforementioned focus lock to work properly, it is important to maintain good pointing

stability of the laser beam. Some lasers may be insufficiently stable, causing false corrections

by the focus lock when the beam direction fluctuates. A solution is to couple the laser into an

optical fiber to reduce directional fluctuations.

When the incident angle of the excitation light is small, this method is no longer

effective, as explained earlier. Alternatively, an independent light source, preferably with an

infrared wavelength to avoid affecting fluorescence excitation, decoupled from the excitation

pathway can be used. Several microscope manufacturers (e.g., Olympus, Nikon, Zeiss) have

also made commercially available units for maintaining the focus position based on similar

principles. When considering purchasing a focus lock with the microscope, the correction

rate, step size, and residual drift should be considered. Lateral drift of the sample also occurs

during image acquisition, but can be corrected for as described in a later section.

4.4. Performing a Storm Experiment

In performing a STORM experiment, a number of steps must be taken to ensure

proper sample preparation and imaging conditions for the desired application. These steps are

described below. Depending on the cellular targets, photoswitchable probes must be linked to
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the protein of interest either through immunofluorescence or direct labeling. The appropriate

buffer conditions for optimal imaging must also be chosen depending on the fluorophore(s)

being used. If one is performing 3D STORM, a calibration curve of the z position must also

be taken. In all cases, a method of drift correction must be chosen, and depending on the

method of choice, fiducial markers may need to be introduced in the sample preparation step.

The sample is then imaged as described later.

4.4.1. Preparation of Cells

In the following, we use mammalian cell imaging as an example to describe the STORM

imaging procedures. Cells such as BS-C-1 or HeLa cells are typically plated at 50%–75%

confluency on glass coverslips or other chambered wells (e.g., from LabTek) that have a

standard #1.5 glass substrate attached. Once plated, cells can be either immunostained with

photoswitchable probe-labeled antibodies or transfected with the relevant photoswitchable

fusion proteins. Example protocols for labeling antibodies, immunostaining of cells with

antibodies, and transfecting with PA-FP fusion proteins are given in Protocols, 1, 2 and 3,

respectively.

For immuno-STORM imaging with photoswitchable antibodies, cells are fixed and then

stained for the relevant protein target (see Protocol 2 for example fixation and staining pro-

cedures). For direct immunofluorescence imaging, primary antibodies labeled with photo-

switchable dyes are used. For indirect immunofluorescence imaging, unlabeled primary anti-

bodies are first added, followed by secondary antibodies labeled with photoswitchable dyes.

Optionally, one can repeat fixation after staining to reduce antibody dissociation.

Prior to imaging, the appropriate imaging buffer must be added to the sample well,

depending on the photoswitchable probe being used. For fixed-cell imaging with photo-

switchable cyanine dyes, a buffered solution of pH 7–8 is made, typically with 50 mM Tris

and 10 mM NaCl. This buffer contains an oxygen-scavenging system, such as 0.5 mg/mL of

glucose oxidase and 40 μg/mL of catalase with 1%–10% glucose, to reduce the effects of

photobleaching. Furthermore, a primary thiol at a concentration of ∼100 mM or less, such

as β-mercaptoethanol (βME) or mercaptoethylamine, is included in the solution for photo-

switching of cyanine dyes to occur [17]. In general, the switching behavior is sensitive to the

pH of the solution, which should be roughly 7 or greater for efficient switching. When using

the glucose oxidase/catalase scavenging system, protons will be released in converting oxygen

and glucose into gluconic acid. Thus, over time, the pH will drop, which can adversely affect

switching behavior, requiring strong buffering conditions or the buffer to be exchanged. When

imaging a living cell, medium (phenol red–free Minimum Essential Medium) with an oxygen

scavenger system with reduced strength (∼0.5 mg/mL of glucose oxidase and 40 μg/mL of

catalase, 1% glucose) and lower βME concentration (∼10 mM) should be used to keep cells

viable [17]. For imaging PA-FPs in fixed or living cells, the thiol reagent is not required. Pho-

tobleaching of FPs, however, happens quickly, and the aforementioned oxygen scavenger sys-

tem may also be used to prolong imaging time, for example, in recording dynamic processes

over time.

4.4.2. Calibration of z Position for 3D Imaging

To determine the z position of single fluorophores from the x and y widths of their

images, a calibration curve must be measured first [31]. Calibration should be done before

each experiment since it may vary depending on the optical alignment. Our calibration
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method is to record the fluorescence from single molecules/particles within a single layer,

such as the coverglass surface, while scanning in the z direction with a piezo stage. Both

photoswitchable and nonswitchable dyes can be used for this purpose. Fluorescent beads or

quantum dots can also be used. In general, however, the size and emission wavelength of the

fluorescent object used for calibration should be matched to those used for STORM imaging.

For each z position, averaged ellipticity information from all molecules in the field of view,

namely the average x and y widths (wx,calib, wy,calib) of the images of individual fluorescent

molecules, are determined as described in the data analysis section. The obtained (wx,calib,

wy,calib) versus z curve constitutes the calibration curve (Figure 4.1C) for determining the z
position of the molecules in the actual sample from their fluorescent images.

4.4.3. Choosing a Method for Drift Correction

Due to temperature variations in the room or other mechanical instabilities of the optical

setup, the sample may drift relative to the objective. Although the focus lock reduces the

axial drift substantially, the residual axial and lateral drift still need to be corrected for in the

STORM image. One approach to correcting for the stage drift is to use fiducial markers, such

as fluorescence beads (e.g., 580/605-nm, 200-nm diameter microspheres, Molecular Probes),

to track the x, y, and z movement of the sample during image acquisition. Preferably, the

fluorescent emission from these markers should be identifiable within each activation frame.

Fiducial marker tracking is advantageous, in that it is independent of the cellular dynamics for

live-cell STORM imaging. One disadvantage, however, is that fiducial markers adsorbed on

the coverglass surface are useful only when one is imaging a thin sample of several hundred

nanometers, because the images of the markers will be severely defocused and difficult to

track with high precision when imaging thick samples significantly further away from the

coverglass. Fiducial markers imbedded in a thicker matrix could be used for imaging thicker

samples.

As an alternative approach, correlation between the STORM images during different

time periods can also be used for drift correction. For example, the raw movie data can be

divided into ten time windows, and the STORM image derived from the first window can be

cross-correlated with the STORM image derived from the second, third,. . ., and tenth win-

dows. The cross-correlation function of a given window with the first window is a function

of x, y, and z. The function is then fit to find the peak, which represents the spatial dis-

placement of the given time window relative to the first window, that can be used for drift

correction. Alternatively, with proper configuration, periodically recorded conventional fluo-

rescence images of the sample can also be used for this purpose. Use of STORM images for

computing the correlation can be limited by the number of localizations obtained during a

given time window. In contrast, the conventional fluorescence image correlation is indepen-

dent of the number of acquired localizations. As an example, when imaging using the Cy3–

Cy5 pair as the fluorescent probe, the conventional image obtained in the Cy3 channel can be

used for drift correction. In general, all reversible photoswitchable probes should allow drift

correction with conventional images. STORM image correlation is typically more effective

for z drift correction than tracing fiducial markers or correlating conventional fluorescence

images. The disadvantage of using image correlation between different time windows for

drift correction is that it does not apply to live samples in which the spatial distribution of

molecule changes with time.
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4.4.4. Imaging a Sample

For STORM imaging of cells that are expressing photoactivatable FPs or stained with

photoswitchable dye-labeled antibodies, the lasers and optics being used must be aligned

properly to center the illumination light onto the sample. Choice of laser and laser power

will vary depending on the probe(s) being imaged, as described earlier in the section Light

Sources Used for Various Multicolor STORM Imaging Schemes. The z-calibration data are

first acquired as described previously if one is imaging in 3D. The sample can then be

mounted on the microscope stage. Next, the focus is adjusted to the desired position. The

QPD is then repositioned such that the reflected laser is centered on the QPD, and the feed-

back loop for the focus lock is turned on in the data acquisition software.

Once the desired field of view is found, data can be taken with the proper laser sequence,

imaging speed, and camera gain setting for optimal acquisition, depending on the probes

being used. During the course of data acquisition, it may be desired to increase the activation

laser powers to maintain an optimal density of activated molecules. In addition, z-stacking
for thick-sample imaging can be accomplished by stepping the piezo stage to change the focal

plane. A more detailed procedure for performing a STORM imaging experiment is described

in Protocol 4.

4.5. Data Analysis

The data acquired in a STORM experiment typically consist of a stack of thousands

to tens of thousands of image frames acquired at a rate of 10–500 Hz, with each frame an

array of intensities from the CCD. The overall goal of the analysis routines is to find the

location of every fluorophore in each frame with the highest possible accuracy and then to

determine for each identified fluorophore the number of collected photons, its color identity,

and a number of other important parameters, such as the peak’s ellipticity. In a 2D STORM

experiment, the positions of all identified peaks are then plotted in a single plane. For 3D

STORM, the shape of each identified single molecule can be used to determine the axial

position, and thus a final rendered image gives the full x, y, and z coordinates of all peaks.

In both cases, a high-resolution map of the structure of interest is produced. The analysis

procedure for producing a final image can be accomplished in four steps, each of which is

explained below. The algorithms described later were written in either IDL or Visual C++

computing languages, which can be distributed to interested users upon request.

4.5.1. Peak Finding

For each frame of acquired data, images of individual single molecules must first be

identified above the background signal, the sources of which include cellular autofluores-

cence and CCD camera noise. The stack of image frames is first loaded into custom software

that enables one to look at each individual frame of the movie. To estimate the background

fluorescent counts of the data, a frame with few activated molecules is selected, and the

median of the pixel intensities within the frame is computed. The standard deviation (S.D.)

of this frame is also computed to identify the background noise level. For a given background,

a threshold value is set in terms of the number of S.D.’s above that background and can be

used to screen for molecules with a sufficient signal-to-noise ratio. For example, a pixel with

an intensity that is 3 S.D.’s above the background may be a candidate peak from a single

molecule with a sufficient signal-to-noise ratio. This threshold is first tested by the user for
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identifying individual peaks in a single frame and then adjusted and retested until the value

enables optimal peak selection before running automated peak finding on the entire data set.

During peak identification, each frame of the stack is spatially filtered to reject low-

frequency autofluorescence and high-frequency noise spikes associated with camera read

noise that may be incorrectly identified as peaks. To accomplish this, a normalized two-

dimensional Gaussian function with zero mean and standard deviation approximately equal

to the microscope PSF is convolved with each image in the stack [59]. By doing this, the

background signal is subtracted from the image and low-frequency signals are reduced in

amplitude. High-frequency noise can later be filtered based on the sharpness criterion to be

described. A pixel with a resulting intensity that is greater than or equal to the aforementioned

threshold is identified as a peak and selected for further analysis. Specifically, a region around

each local maximum whose size is defined by the PSF of the microscope is then fit to a 2D

Gaussian as described in the next section and used to compute the x and y center positions,

the sharpness, and the roundness of the peak. The sharpness parameter of a peak is computed

as (the peak intensity of the center pixel – the average intensity of the surrounding pixels)/the

height of the best-fitting Gaussian function. High-frequency noise spikes in the data that are

falsely selected as peaks can be filtered out since these spikes typically span a single pixel,

giving a sharpness parameter close to unity. The roundness of a peak is determined as the

difference of the peak widths in the x and y directions divided by the sum of the two peak

widths and can be used later to reject peaks that are distorted in the x or y direction, often an

indication of overlapping molecules in 2D STORM. In 3D STORM with astigmatism imag-

ing, this parameter will be used to determine the z positions of molecules because different z
positions give different ellipticity values of their images.

4.5.2. Localizing Molecules in x,y, and z by Fitting

Identified peaks are fit with an elliptical Gaussian function:

G(x,y) = h exp
(

−2
(x − x0)2

wx2
− 2

(y − y0)2

wy2

)
+ b

where h is the peak height, b is the background, (x0, y0) are the center coordinates, and

(wx, wy) are the widths of the image in the x and y directions, respectively [31]. The photons

can then be computed by taking the total number of counts collected in the peak, (πwxwyh)/2.
This value is converted to photoelectrons and then photons using the camera manufacturer’s

calibrated curve for the electron multiplication and analog-to-digital converter (ADC) gain

settings used during image acquisition. The z position of a molecule can be derived by search-

ing the z-calibration curve (i.e., widths wx,calib, wy,calib vs. z curve, Figure 4.1C) to find a best
match. A best match is defined as when the expression√(

w1/2
x − w1/2

x,calib

)2 +
(

w1/2
y − w1/2

y,calib

)2
is minimized. It is recommended that a maximum value of this expression be set to reject

irregular localizations, such as localizations derived from more than one molecule at a nearby

x and y position activated at the same time.

The analysis procedure for generating a z-calibration curve is as follows. As described

previously and in Protocol 4, a scanning movie is obtained by recording fluorescent

molecules/particles within a single layer while scanning in z. The software then identifies
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and fits the images of individual molecules/particles in each frame to determine their widths

while the z position of each frame is read out from the piezo stage. The averaged widths

from multiple molecules/particles then give a scatter plot of x and y widths versus z. The data
points are then fit to the empirical defocusing curve

wx,y(z) = w0

√
1 +

( z − c
d

)2 + A
( z − c

d

)3 + B
( z − c

d

)4
where w0 is the image width for a molecule at the focal plane, c is the offset of the x or y focal
plane from the average focal plane (the average focal plane being the z position where the

image is spherical and symmetric in both x and y directions, defined as z = 0), d is the focal

depth of the microscope, and A and B are coefficients of higher-order terms accounting for

the nonideality of the imaging optics (ideal defocusing curves would have A and B = 0). An

example of a calibration curve is shown in Figure 4.1C. We note that the fit of the z-calibration
data to a functional curve is not essential, but is convenient when searching for the z position
that best matches z position dependence determined by the experimentally measured wx and

wy values. The foregoing functional expression of the calibration curve is empirical, and

other expressions could also be used. The image gets wider (i.e., more defocused) when the

sample moves away from the focal planes, yielding lower localization accuracy [7]. For 3D

STORM, this sets a practical limit on the working range in z without scanning that depends

on the resolution desired [31] Larger imaging depth can be achieved by combining the above

approach with z-scanning [35].

An important factor to consider is the effect of spherical aberration, especially that

associated with imaging an aqueous sample with an oil immersion objective. A typical oil

immersion objective with high numerical aperture is designed to work ideally in the situation

where the refractive index (RI) of all materials between the focus and the objective lens

matches that of the immersion oil to avoid spherical aberrations [60]. For imaging samples

in an aqueous medium, such as cells adhered to coverglass and immersed in a buffer, index

mismatch occurs between the coverglass/immersion oil (RI = 1.515–1.518) and the imaging

buffer (e.g., RI = 1.35 for a 10% glucose solution). This index mismatch causes the apparent

z position of the molecule to shift away from the coverglass due to the bending of light rays

that occurs at the glass/buffer interface. This distortion in the z position can be corrected by a
linear rescaling when the molecule is close to the glass surface [31,60] [35]. For instance, for a

numerical aperture of 1.4, if the glass RI = 1.515 and imaging buffer RI = 1.35, the rescaling

factor is 1.39 or 0.72 (zmeasured = 1.39zactual, or zactual = 0.72zmeasured, where zmeasured is the

z position determined from the calibration curve and zactual is the actual z position of the

fluorophore). This rescaling works with high precision for molecules that are within several

hundred nanometers of the interface. As the imaging depth increases, spherical aberration

arises because the refracted light rays no longer converge perfectly, distorting the point spread

function and making it asymmetric in the axial direction. Additional measures need to be

taken to reduce and/or correct for the spherical aberration, such as using a water immersion

objective that index-matches with the aqueous buffer, using an imaging medium that index-

matches with the oil immersion objective, or accepting only the localizations below the focal

plane in the case of index mismatch, because the difference between zmeasured and zactual was
found to be much smaller for molecules below the focal plane than for those above [35].

Spherical aberration does not affect x, y localization as significantly.

For fixed-sample imaging, images from neighboring frames can be used in combination

to boost localization precision. Once all identified peaks have been fit and all relevant peak

parameters have been computed, the data are then organized to link peaks across frames. Due
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to the low activation density, a fluorescent spot that appears in the same pixel or in one of the

neighboring pixels in successive frames most likely arises from the same fluorophore. The

centroid positions of these peaks are connected as a “string” in which the initial frame in

which the peak is found is defined as the start of the string, and the last frame in which the

same peak appears is the end of the string. For a given string, the final rendered position can

be calculated as the average centroid position weighted by the number of photons collected in

each frame. This procedure typically improves the localization precision because more pho-

tons are used to determine the position of each fluorophore. The use of this string average for

live-cell imaging may be limited since the molecule may move a substantial amount between

frames.

4.5.3. Color Identification

Color identification of a photoswitchable fluorophore can be performed by distinguish-

ing the wavelength of the light used to activate its fluorescence or by the emission wavelength

of the fluorophore itself. In the first case, typically, a known repetitive sequence of alternat-

ing activation and imaging laser exposures is used where each frame can be identified by

the color of activation. Thus, a fluorophore that is found to be activated in an imaging frame

immediately following an activation pulse is assigned a color corresponding to the activation

laser color. Fluorophores that are spontaneously activated in other frames are identified as

nonspecific events because their activation color is not defined; these localizations may also

be used in some cases, especially in single-color imaging. In the second case, the color of

the fluorophore can be identified by the wavelength of its fluorescence emission. This can be

achieved by separating the emission into two paths with a dichroic mirror, imaging both paths

onto a camera, and determining the ratio of intensities in the two paths [22,61].

4.5.4. Drift Correction

Several drift correction methods, including the use of fiducial markers and image corre-

lations, can be used to correct for lateral and axial drift of the sample that occurs during imag-

ing. If fiducial markers are used, an average marker position versus time trace is generated

by identifying the peaks corresponding to these markers in each image frame. Typically, only

a few fiducial markers within a single field of view are used because the bright fluorescence

of the fiducial markers prevents STORM imaging in the region immediately surrounding the

marker. For tracking the lateral position of the markers, one can use fitting to find the x, y
centroid position and track it over the course of data acquisition. The average x, y position

trace of the markers as a function of time can then be used for drift correction. The z position
can also be tracked, for example, by determining the ellipticity of the image in astigmatism

imaging. Alternatively, one can use the localizations of the photoswitchable molecules for

drift correction. For this purpose, the data are divided into multiple time windows. A 2D

(x and y) and/or 1D (z) correlation function is calculated between the localizations in the first
time window and those in each of the subsequent windows, which provides a time series of

cross-correlation functions. For each time window, a peak position, (x, y) or z, of the correla-
tion function is found by fitting to a Gaussian, giving a time trace of the drift. The time trace

is then interpolated to all imaging frames assuming continuous drift, and the drift is then sub-

tracted from the localizations in each frame. For live-cell STORM imaging, only the method

of tracking fiducial markers is appropriate because the distribution of molecules changes over

time.
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4.5.5. Cross-Talk Subtraction

For multicolor imaging, one can optionally consider correcting the color cross-talk,

which can arise from false activation by the incorrect activation laser (e.g., 532-nm activation

of Cy2), false identification of the reporter dye (e.g., a Cy5 identified as a Cy5.5), or nonspe-

cific activation of the probes by the imaging laser. A cross-talk subtraction/correction pro-

cedure can be used to computationally correct false activations statistically. In the following,

we give a specific example for cross-talk subtraction in the case of using the Alexa 405–Cy5,

Cy2–Cy5, and Cy3–Cy5 pairs for three-color imaging. For example, the Cy3–Cy5 pair may

be falsely activated by 457- and 405-nm light. Thus, the cross-talk ratios for misidentifying

Cy3 as Cy2 or Alexa 405 will be the fraction of Cy3–Cy5 molecules that will switch on when

activated by 457- or 405-nm light, respectively, as compared to the fraction that will switch

on when activated by 532-nm light. These ratios can be determined for all different pairs and

have been reported previously [17]. For a given location within the STORM image the density

of localizations observed, D1, D2, and D3, for each of the three colors can be expressed as

⎛
⎝D1

D2

D3

⎞
⎠ =

⎛
⎝ 1 C2→1 C3→1

C1→2 1 C3→2

C1→3 C2→3 1

⎞
⎠

⎛
⎝d1

d2
d3

⎞
⎠

where Ci→j is the fraction of color i incorrectly identified as color j and d1, d2, and d3 are the
actual respective densities of the three different colored molecules. Knowing the cross-talk

ratios and the observed density of molecules from the image, we can compute the probability,

P, that a given localization in the image is falsely identified. For color i, the probability that a
given localization within the image is incorrectly identified can be written as

P = 1 − di

Di

In the cross-talk subtraction algorithm, P is computed for each localization, and it is stochas-

tically retained or removed according to this probability. This procedure of color-cross-talk

subtraction can be generally applied to other probes, provided that the cross-talk ratio can be

determined. Some degradation of resolution may occur due to cross-talk subtraction because

the local density of localizations Di and di are estimated in a finite-sized area.

4.5.6. Displaying the Image

To display a STORM image, the position of each of the previously identified localiza-

tions is plotted. Typically, the image can be rendered with each single molecule displayed as

a marker to identify its center of mass or as a normalized Gaussian whose width, σx,y, scales

with the localization accuracy. For example, one can use the theoretical localization accuracy

determined by the equation

σx,y =
(

s2 + a2/12
N

+ 8πs4b2

a2 N2

)1/2

where s is the standard deviation of the imaging setup PSF, a is the pixel size after magni-

fication of the microscope, b is the background noise level, and N is the number of photons

collected [7]. In general, these parameters should be determined for each microscope. This

Gaussian rendering scheme displays molecules in a way such that peaks with smaller σx,y
are rendered brighter and sharper than those with larger σx,y. In practice, the experimentally
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determined localization accuracy typically does not reach the theoretical value. Although the

theoretical localization accuracy is often used for image rendering to indicate which local-

izations should be considered with more weight, it should not be considered a quantitative

measure of the actual localization accuracy because it does not account for other factors that

reduce this accuracy, such as finite probe size, sample drift, and so on. For multicolor imag-

ing, localizations of different probes will be presented in different colors.

4.5.7. Additional Filtering of the Image

One can use the number of parameters obtained from the peak identification and fitting

to remove localizations that do not meet certain criteria that often indicate a high probability

of being an erroneous localization. Peaks that are misshapen or too elliptical can be filtered

by the roundness criterion described earlier. Localizations derived from fluorescent spots

containing a very small or large number of photons can also be removed. Peaks that are too

bright in the image may indicate multiple activated fluorophores in close proximity or other

fluorescent contaminants. Peaks that are too dim will give poor localization accuracy. The

final STORM image is a collection of all localizations in either 2D or 3D that satisfy the

foregoing criteria.

4.6. Example Applications

STORM has been used to demonstrate sub–diffraction-limit resolution in mammalian

cells in both two and three dimensions, as well as with multiple colors simultaneously. In the

following, we describe a few examples from our lab that have provided insight into some of

the new and unique information that can be obtained from a STORM image as compared to a

conventional fluorescence image.

One of the first model systems that we imaged with STORM is the microtubule net-

work in mammalian cells. For this purpose, BS-C-1 cells were fixed and immunostained with

photoswitchable probe–labeled antibodies against microtubules [17]. The staining protocol is

given in Protocol 2. The photoswitchable probe used was the Cy3–Alexa 647 pair, in which

Alexa 647 is a photoswitchable cyanine dye structurally analogous to Cy5, and Cy3 serves as

the activator. A conventional image of the microtubule network is shown in Figure 4.3A and

an expanded region in Figure 4.3C. In the diffraction-limited image it is not possible to com-

pletely disambiguate all of the microtubules within the region. A STORM image of the same

area (Figure 4.3B and D), however, shows significantly greater detail and makes identification

of each microtubule filament possible. We then extended this technique to image multiple dif-

ferent color probes simultaneously. For example, we performed immunofluorescence-based

STORM on both microtubules and clathrin-coated pits. Figure 4.4A shows a conventional

image of the microtubules in green and clathrin in red. The STORM image of the same region

(Figure 4.4B) and an expanded region (Figure 4.4C) shows unique information that cannot

be obtained from diffraction-limited light microscopy. As before, all individual microtubules

can now be identified. In addition, in regions of the conventional image where clathrin-coated

pits appear to be colocalized with microtubules, the STORM image reveals that many are in

fact not in direct contact. Furthermore, coated pits appear as diffraction-limited spots in the

conventional image with no discernible morphology. The STORM image, however, reveals

the spherical structure of the pits. To determine the intrinsic optical imaging resolution, we

identified nonspecifically bound antibodies, each appearing as a cluster of localizations.

The localization distribution was then fit to a Gaussian whose full-width at half-maximum
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Figure 4.3. Single-color stochastic optical reconstruction microscopy (STORM) imaging of microtubules. A, B.
Conventional and STORM images, respectively, of a region of a BS-C-1 cell. C, D. The corresponding images of the

region identified by the white box in panel A. (Adapted from Bates et al. [17].)

Clathrin-coated pits
Microtubules

A B C

200 nm

Figure 4.4. Multicolor stochastic optical reconstruction microscopy (STORM) imaging of microtubules and

clathrin-coated pits. A. A conventional two-color image of microtubules and clathrin-coated pits. B. A STORM

image of the same region in panel A shows significantly greater detail than what can be seen in the conventional

image. C. A closer look at the region identified by the white box in panel B. (Adapted from Bates et al. [17].)

(FWHM) of 25 nm represents the intrinsic optical resolution. The effective resolution also

depends on the label size and the label density. The sub-diffraction-limited lateral res-

olution provided by STORM imaging and its ability to use a diversity of different col-

ored photoswitchable probes can provide previously unseen details of protein interactions

within a cell.

We then applied 3D STORM to image the same cellular structures described [31].

Microtubules and clathrin-coated pits in BS-C-1 cells were immunostained with Cy3-Alexa

647–labeled antibodies indirectly with dye-labeled secondary antibodies or directly with
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dye-labeled primary antibodies, respectively. The conventional image of microtubules of

a BS-C-1 cell is shown in Figure 4.5A. The corresponding STORM image is shown in

Figure 4.5B and is color coded based on z position. Cross sections of a smaller region in

Figure 4.5B are shown in Figure 4.5C, illustrating the structure of five microtubules from

different vantage points. Clathrin-coated pit conventional and STORM images are shown

in Figure 4.6. Serial x-y and x-z cross sections (Figure 4.6F and G, respectively) clearly

show the hollow shape of the pit, which would be otherwise indiscernible with conventional

fluorescence microscopy. Besides the improved resolution, another unique advantage of 3D

STORM is that structures can be probed without scanning the excitation source. When com-

bined with z scanning, thicker samples can be imaged. We determined our optical resolution

to be 20–30 nm in the lateral directions and 50–60 nm in the axial direction. Beyond the

immunofluorescence STORM examples mentioned above, live-cell imaging has also been

demonstrated with photoswitchable FPs [36,37] and cyanine dyes (unpublished results). The

ability of STORM to determine ultrastructural features in cells at physiological conditions

with nanometer-scale resolution opens a new window for bioimaging, providing important

new insights into biological systems by unveiling previously unseen details of molecular

structures, cells, and tissues.

x - z

y - z

200 nm

5 μm5 μm

x - y CA B
0 300 nm–300

Figure 4.5. Three-dimensional (3D) stochastic optical reconstruction microscopy (STORM) imaging of micro-

tubules. A, B. Conventional and 3D STORM images, respectively, of immunofluorescence-stained microtubules of

a BS-C-1 cell. The position of each localization in the STORM image is color-coded based on its position in z.
C. The x–y, x–z, and y–z cross sections of the region highlighted in panel B. (Adapted from Huang et al. [31].)

4.7. Protocol 1

4.7.1. Labeling Antibodies or Other Proteins with Organic Dyes

This protocol describes the labeling and purification of primary or secondary antibodies

with photoswitchable organic dyes. Activator–reporter pairs are used here as examples, but

the protocol can also be used for labeling with other photoswitchable dyes or can be adapted

for labeling other proteins with amine-reactive dyes. For other labeling chemistries, refer to

the manufacturers’ protocols.
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Figure 4.6. 3D stochastic optical reconstruction microscopy (STORM) imaging of clathrin-coated pits. A, B.
Conventional and 2D STORM images, respectively, of directly immunostained clathrin-coated pits in a cell. C. A
50-nm-thick x–y cross section of the same area showing clathrin localized to the periphery of the pits. D. An enlarged
view of two adjacent pits in the STORM image, with all z localizations included. E. The 100-nm-thick x–y cross sec-
tion of the same two pits in panel D, showing the ringlike structure. F. The serial 50-nm-thick (in z), x–y cross

sections of a clathrin-coated pit. G. For the same pit, the serial x–z cross sections with a 50-nm thickness in y. H.
One of the x–y and x–z cross sections presented in 3D perspective to show the half-spherical cage structure of the

clathrin-coated pit. (Adapted from Huang et al. [31].)

Materials

Reagents

Amine-reactive dyes (Cy2, Cy3, Cy5, Cy5.5, Cy7, GE-Healthcare; Alexa 405, Alexa

647, Invitrogen)

Dimethyl sulfoxide (DMSO) <!>

Sodium bicarbonate (NaHCO3) 1 M stock solution

Phosphate-buffered saline (PBS)

Primary or secondary antibody

Equipment

Gel-filtration columns (Nap5 columns, GE-Healthcare)

Shaking platform

Ultraviolet/visible spectrophotometer
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Methods

1. Prepare the amine reactive dyes by resuspending 1 mg of dried dye in the manu-

facturer’s recommended solvent (e.g., DMSO for Cy5). Aliquot into 50 tubes and

vacuum dry for a final aliquot size of 0.02 mg. Store at –20◦C until use.

2. Dissolve one aliquot of the activator (e.g., Alexa 405, Cy2, or Cy3) and one of the

reporter dyes (e.g., Cy5, Cy5.5, Cy7, or Alexa 647) each in 10 μL of anhydrous

DMSO.

3. Prepare a single 50- to 60-μL labeling reaction containing ∼1.0 mg/mL of anti-

body, 100 mM NaHCO3, and different amounts of each of the two dye solutions,

depending on the level of labeling desired.

Ideally, one should aim for ∼0.4–0.8 reporter and ∼2–4 activators per antibody.
Therefore, start with a ∼3–5 times higher concentration of activator to reporter.

4. Agitate gently at room temperature for 30 min.

5. Remove the unreacted dyes by purification over a Nap5 gel-filtration column. First,

equilibrate the column with three volumes of PBS. Bring the labeling reaction mix-

ture up to 100 μL with PBS, load it onto the column, and elute with PBS.

6. Determine the antibody and dye concentrations using a spectrophotometer. Deter-

mine the absorption at 280 nm for the antibody and at the respective absorption

peaks for the dyes. Use the known extinction coefficients for the antibodies and dyes

to determine their concentrations. Be sure to correct for the dyes’ absorbance at

280 nm. The labeling ratio of each dye per antibody can then be determined (see

Troubleshooting).

Troubleshooting

Problem: The dye-per-antibody ratio is too low or too high.

Solution: When labeling an antibody with both a reporter and an activator dye, the appropri-

ate dye concentrations needed to achieve ideal labeling ratios must be determined empirically.

Once the dye-to-antibody ratios are measured, the labeling may need to be repeated with the

dye concentrations adjusted appropriately.

4.8. Protocol 2

4.8.1. Cell Fixation and Staining

This protocol explains the procedure for fixation of cells and for immunostaining with

switch-labeled antibodies.

Materials

Reagents

Cells to be fixed

Phosphate-buffered saline (PBS)

Fixation solution <!>

3% formaldehyde and 0.1% glutaraldehyde in PBS
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Sodium borohydride (NaBH4)

0.1% in PBS

Blocking buffer (BB) <!>

3% Bovine serum albumin (BSA) + 0.5% Triton X-100 in PBS

Primary antibody

Labeled secondary antibody

Washing buffer (WB) <!>

0.2% BSA + 0.1% Triton X-100 in PBS

Equipment

Eight-well glass-bottom chambers (LabTek)

Methods

1. Culture cells in eight-well glass-bottom chambers (LabTek II) to ∼50%–60% con-

fluency.

All volumes subsequently described are the volumes to be used PER WELL after
removing the previously added volume. Fixation and staining are to be done at
room temperature.

2. Wash the cells once with 500 μL of PBS.

3. Fix the cells using 200 μL of fixation solution for 10 min, followed by a reducing

step for 7 min with 200 μL of 0.1% NaBH4.

NaBH4 should be prepared right before use to avoid hydrolysis.
4. Wash three times with 200 μL of PBS.

5. Permeabilize the cells in 200 μL of BB for 15 min.

6. Add 150 μL of the primary antibody, diluted in BB, and incubate for 30 min at

room temperature.

The appropriate concentration used will depend on the specific cellular target and
antibody efficiency. For example, for imaging microtubules, use a 1:200 dilution of
0.5 mg/mL mouse anti–β-tubulin (ATN01, Cytoskeleton; or T4026, Sigma).

7. Wash three times with 200 μL of WB, with a 10-min incubation between washes.

8. Add 150 μL of the labeled secondary antibody diluted in BB, and incubate for

30 min at room temperature.

The appropriate concentration used will depend on the specific cellular target and
antibody efficiency.

9. Wash three times with 200 μL of WB, with a 10-min incubation between washes.

10. Optionally, at this point one can do a second fixation step by repeating steps 2–4,

omitting the reducing step.

11. Fixed and stained cells can then be stored in 200 μL of PBS prior to and following

imaging.
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4.9. Protocol 3

4.9.1. Transient Transfection of Cells for Expression of Fusion Constructs
of PA-FPs and Proteins of Interest

This is an abbreviated protocol describing the procedure for transfecting cells with

fusion protein plasmids for transient expression. Refer to detailed instructions by the man-

ufacturers (also see the previously cited Molecular Cloning: A Laboratory Manual).

Materials

Reagents

Cell medium (e.g., Eagle’s Minimum Essential Medium, ATCC 30-2003) with serum

Serum-free cell medium (e.g., Minimum Essential Medium, Gibco 51200)

Cells to be transfected

Plasmids containing the PA-FP fusion protein

Transfection reagent (e.g., FuGene, Roche Applied Sciences)

Equipment

Routine light microscope

Fluorescence microscope

Incubator

Petri dishes (e.g., 50-mm glass bottom, MatTek)

Methods

1. Culture cells in glass-bottomed petri dishes to ∼70% confluency.

Confluency can be easily checked on a routine binocular microscope.
2. Per petri dish, add 3–6 μL of transfection reagent into a total of 100 μL of serum-

free cell medium into a seperate tube.

Directly pipet transfection reagent into medium to avoid contact with plastics walls
of the tubes.

3. Add 1–2 μg of plasmid DNA to the diluted reagent from step 2. Mix and incubate

for 15 min at room temperature.

4. For each petri dish, change the cell medium to 2 mL of fresh serum-containing

medium before adding the reagent DNA complex to the cells.

5. Add the complex from step 3 dropwise onto the cells.

6. Depending on the transfection reagent being used, the cells may need to be rinsed

with fresh medium after adding the transfection complex. Follow manufacturers’

instructions.

7. Return the cells to the incubator with the appropriate preset conditions.

8. Check the expression level on a conventional fluorescence or STORM microscope

24 hr after transfection. If transfection efficiency or expression level is too low, return

the cells to the incubator for longer time before imaging. Observe whether there is

any morphological change using a fluorescence microscope, differential interference

contrast, or phase contrast.
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4.10. Protocol 4

4.10.1. Using STORM to Image a Sample

This protocol describes the procedure of a STORM experiment on cellular struc-

tures immunostained with photoswitchable dye–labeled antibodies or genetically tagged with

PA-FPs.

Materials

Reagents

Cell fixation and staining reagents (Protocol 2) <!>

Phosphate-buffered saline (PBS)

STORM imaging buffer

50 mM Tris, pH 7.5–8.5, 10 mM NaCl, 0.5 mg/mL of glucose oxidase (G2133,

Sigma-Aldrich), 40 μg/mL of catalase (106810, Roche Applied Science), 10%

(w/v) glucose, and 1% (v/v) β-mercaptoethanol (βME) <!>

Catalase and βME are added immediately before use.

3D calibration materials, for example, one of the following:

Proteins (such as antibodies, protein A, BSA, or streptavidin) labeled with switch-

able or nonswitchable dyes

Equipment

STORM microscope (see Instrumentation section), mainly composed of:

Optical table

EM-CCD camera (e.g., Ixon DV897DCS-BV, Andor)

Shutters (e.g., from Uniblitz) or AOTF/AOMs

Lasers <!>

Inverted microscope

Mirrors, lenses

Data acquisition software

Excitation filters for multiline lasers if needed

Emission filters

Cylindrical lens if imaging in 3D

z-axis piezo sample stage or objective positioner if imaging in 3D (e.g., Nano View-M

or F-100, Mad City Labs)

Focus lock system if needed

Optical fiber, if needed

Quadrant photodiode, position-sensitive detector, or line CCD

Mirror or reflective prism

Focus lock control software

Glass slide, coverslip for calibration slide

Analysis software



Sub–Diffraction-Limit Resolution 123

Methods

1. Allow the lasers to warm up and the EM-CCD camera to cool. The piezo sample

stage/objective positioner should be set to the middle of its working range (50 μm).

Align the excitation and detection light path and set the appropriate laser powers

(e.g., for Cy3–Alexa 647, a strong imaging 657-nm laser, e.g., 1 kW/cm2 for Alexa

647, and a weak 532-nm laser, e.g., 1 W/cm2, are appropriate).

The filters to be used will vary depending on the laser source and fluorophore(s).
See the Instrumentation section for details.

2. Insert the cylindrical lens into the detection path if imaging in 3D.

3. Take z-calibration data if planning to image in 3D:

3.1 Prepare a coverslip with proteins conjugated with cyanine dyes nonspecifically

bound on its surface.

Surface density should be such that the field is full of distinguishable fluorescent
molecules. Their images, however, should not overlap.

3.2 Adjust the incident angle of the illumination laser to above the critical angle

for total internal reflection (TIR). With the proper laser (e.g., 657-nm diode-

pumped solid-state laser for Alexa 647) and microscope configurations, record

the fluorescence of these molecules while scanning the piezo stage in z.

4. Change the sample buffer to the proper STORM imaging buffer as described in

the Preparation of Cells section. Mount the petri dish/coverslip on the microscope.

Adjust the focus and excitation incident angle.

Unless the labeled structures of interest are all on the surface of the coverglass, it is
advisable to shift the excitation beam away from the critical angle for TIR, slightly
toward epi-illumination. This increases the excitation depth to several microns and
still reduces fluorescence background from the sample [62].

5. If needed, align the focus lock system.

6. Record data using an illumination laser sequence depending on the probes being

used and with the imaging speed and camera gain set for optimal signal-to-noise

ratio.

The laser sequence used defines the order in which the sample is illuminated by the
various excitation and activation wavelengths. Computer-controlled laser shutters
are synchronized with the camera frames and are opened and closed according to the
predefined laser sequence. Cycles of short activation frames (typically 1 frame) are
followed by longer imaging/photobleaching frames (typically 5–10 frames). When
faster imaging speed is needed, increase the laser power and use fewer imaging
frames per cycle. When necessary, the activation laser power is adjusted gradu-
ally over time to compensate for photobleaching and maintain an optimal density of
activated fluorophores. An alternative imaging method is to expose the sample con-
tinuously to the imaging laser and simply record the spontaneous activation of the
fluorophores, avoiding the need for shuttering and activation pulses.

7. During the 3D imaging of a thick sample, z-scanning can be done by stepping the

piezo stage to bring the objective closer to the coverglass, hence imaging deeper into

the sample.

When stepping the piezo stage, make sure the focus lock feedback system is stopped.
Otherwise, the focus lock will attempt to return to the previous z position. The QPD
position may need to be readjusted if out of range. The step size is determined by the
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working range of 3D STORM, which depends on the objective and the cylindrical
lens used. The typical step size is 300–600 nm. The number of steps required to
complete a whole-cell image depends on the cell thickness. The image quality may
deteriorate when imaging a large distance away from the coverglass if the refractive
indices of the sample solution (e.g., 1.33 for water, 1.35 for 10% glucose solution)
and coverglass (1.515) are not matched.

Troubleshooting

Problem: The photoswitchable dye-pair labeled sample is no longer switching.

Solution: During the course of an experiment, the glucose oxidase/catalase scavenging sys-

tem will convert glucose to gluconic acid, lowering the pH of the solution. If the pH becomes

too low, the switching will be adversely affected. Thus, exchange fresh solution to the sample.

To maintain switching longer, use strong pH buffers, maximize the solution volume, and seal

the sample to reduce oxygen content.

Problem: Nonspecific activation is too high for single-molecule detection.

Solution: Large numbers of nonspecifically activated molecules may appear per frame if the

sample is too densely labeled. This results in overlapping molecules within a diffraction-

limited spot, making single molecules indistinguishable. To fix this, repeat the staining with

lower antibody concentrations, with a lower dye:antibody ratio, or lower photoswitchable pro-

tein expression level. In the case of cyanine dye imaging, using mercaptoethylamine instead

of βME also helps to reduce nonspecific activation.

Problem: The labeling density is too low for sufficient image reconstruction.

Solution: Try using different fixation conditions, different antibody concentrations, or differ-
ent antibodies until optimal labeling is achieved.

Problem: Significant background fluorescence is coming from the sample or coverglass

surface.

Solution: If there is significant cellular autofluorescence, check that the excitation is adjusted
to near-TIR or TIR configuration. Use proper emission filters to reduce the cell autofluores-

cence signal. If background is coming from the coverglass surface, it can be cleaned by son-

ication in 1 M KOH for 15 min, rinsed with milliQ water, followed by additional sonication

for 15 min and rinsing with milliQ water.
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5
Single-Molecule FRET: Methods
and Biological Applications

Ling Chin Hwang, Johannes Hohlbein, Seamus J. Holden,
and Achillefs N. Kapanidis

Abstract Since the first single-molecule fluorescence resonance energy transfer (FRET)

measurement in 1996, the technique has contributed substantially to our understanding of

biological molecules and processes by probing the structure and dynamics of nucleic acids,

protein molecules, and their complexes with other molecules. This review discusses basic

concepts and current developments in single-molecule FRET methodology, as well as exam-

ples of applications to systems such as nucleic acid machines and molecular motors.

5.1. Introduction

Probing molecular structure, dynamics, and interactions at the 1- to 10-nm scale is

central to our understanding of the molecules responsible for the myriad of fascinating pro-

cesses occurring each minute in living cells. The special interest in this length scale arises

from the simple fact that most of the proteins, nucleic acids, and lipids that form the struc-

tures, sensors, gates, and machines in the cell have nanometre-scale dimensions. For example,

double-stranded DNA has a diameter of 2 nm; haemoglobin has a diameter of ∼6 nm; and

the lipid bilayer of a cell membrane is ∼5 nm thick. Ever since it was realized that diffrac-

tion poses a fundamental limit in the direct visualisation of biomolecules using conventional

optical microscopy, researchers have recruited various ingenious ways to break the diffraction

barrier and access the all-important nanometre scale. A celebrated member in the category of

such methods is based on the phenomenon of fluorescence resonance energy transfer (FRET),

also known as Förster resonance energy transfer in honor of Theodor Förster, who in 1948

developed the main FRET theory. Since its first demonstration as a molecular ruler (Stryer

and Haugland 1967), FRET has been used extensively at the levels of both molecular ensem-

bles and single molecules and has been an instructive method in both in vitro and in vivo
settings. FRET is not only a tool for basic science studies, but also has sparked several impor-

tant applications. For example, clever designs in fluorophore combinations for FRET enabled

faster and cheaper sequencing of the human genome. In addition, several bioassays used in

the biotechnology industry are based on the concept of FRET. In this review, we provide a
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short introduction on FRET and discuss fundamentals of single-molecule FRET along with

selected applications on biological and bio-inspired systems. For further reading, readers are

also encouraged to consult other excellent reviews on ensemble FRET (Clegg 1992; Selvin

1995; Selvin 2000) and single-molecule FRET (Ha 2001; Ha 2004; Schuler and Eaton 2008;

Weiss 1999; Weiss 2000).

5.2. FRET Fundamentals and Ensemble FRET

FRET is a distance-dependent, non-radiative energy transfer process that occurs

between a fluorophore and a chromophore as a consequence of long-range dipole–dipole

coupling (Förster 1948); in most cases, the chromophore is also a fluorophore, and the probes

are introduced in a single biomolecule or a complex of biomolecules. After excitation of the

high-energy fluorophore (donor, D; Figure 5.1A,C) via an external light source, the energy

can be transferred to a low-energy fluorophore (acceptor, A) as long as two preconditions are

fulfilled: first, both fluorophores are in close proximity (<10 nm); and second, the emission

Figure 5.1. Principles of fluorescence resonance energy transfer (FRET). A. A light source directly excites the

donor dye molecule (green). As long as the acceptor dye (red) is in close proximity, the energy can be transferred

non-radiatively from the donor to the acceptor, resulting in increased emission intensity. B. If the distance between
the donor and the acceptor is increased, the fraction of transferred energy decreases, resulting in increased emission

intensity in the part of the spectrum corresponding to the donor emission wavelength. C. Simplified Jablonski dia-

gram showing the transition pathways occurring in the energy transfer process. After excitation of the donor dye into

its first excited singlet state, two processes can occur: the donor system can either relax to its ground state by emitting

a green photon with a rate constant kD, or the energy can be transferred to the acceptor molecule with a rate constant

of kT . In the latter case, the acceptor relaxes by emitting a red photon. Other electronic transitions, such as bleaching

and intersystem crossing, are neglected. D. The FRET efficiency strongly depends on the Förster radius R0 and is

plotted as a function of the donor-to-acceptor distance and R0.
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spectrum of the donor overlaps with the absorption spectrum of the acceptor. As a conse-

quence of energy transfer, the emission intensity of the donor decreases (“donor quenching”)

and the emission intensity of the acceptor increases (“acceptor sensitization”).

The FRET process is often represented by a simplified Jablonski diagram (named after

Polish physicist Aleksander Jabłoński) (Figure 5.1C), which is a free-energy state diagram

that illustrates the electronic states of the fluorophores and the transitions between them.

After excitation of the donor (S0,D → S1,D), the donor can relax to its ground state S0,D either

by emitting a photon or by losing energy as heat. In the presence of an acceptor in close prox-

imity, the donor can also transfer its energy non-radiatively to the first excited singlet state S1,A
of the acceptor. The FRET efficiency E between the two excited states S1,D → S1,A (Lakowicz

2006) is given by Eq. 5.1, where kD the fluorescence emission rate constant of the donor in

the absence of the acceptor and kT , the energy transfer rate constant. According to Förster, E

is inversely proportional to the sixth power of the distance R between the two fluorophores,

E = kT

kT + kD
= 1

1 + (R/R0)6
(5.1)

The Förster radius R0, which describes the donor-to-acceptor distance where the FRET effi-

ciency equals 50%, takes values between 2 and 7 nm (Selvin 2000) for common pairs of

fluorophores and can be calculated using

R6
0

= 9000( ln 10)�Dκ2

128π5Nn4

∫ ∞

0

fD (λ)εA (λ) λ4dλ (5.2)

where �D is the donor quantum yield in the absence of the acceptor, κ2 is the orientation

factor, N is Avogadro’s number, and n is the refractive index of the intervening solution. The

overlap integral of the donor emission spectrum and the acceptor absorption spectrum is cal-

culated as a function of the wavelength λ using εA (λ) as the molar extinction coefficient of

the acceptor and fD(s) as the normalized emission spectrum of the donor,
(∫

fD (λ)dλ = 1
)
.

The orientation factor κ2 describes the orientation of the emission dipole of the donor with

respect to the absorption dipole of the acceptor and is often a matter of debate (Dale et al.

1979; Haas et al. 1978; Wu and Brand 1992). The factor κ2 can take values between 0 (for

perpendicular dipoles) and 4 (for collinear dipoles). In the limiting case of unrestricted rota-

tional freedom of the dyes, averaging about all possible relative orientations yields κ2 = 2/3

(Dale et al. 1979). Rotational freedom can be assessed by measuring fluorescence anisotropy,

the change in polarisation between excitation and emission light. For polarised excitation,

anisotropy is defined as:

r = I⊥ − I‖
I⊥ + 2I‖

(5.3)

where I‖ is the emission intensity parallel to excitation, and I⊥ is the emission intensity per-

pendicular to excitation. For cases of low anisotropy, the rotational freedom is high and the

corresponding assumption of κ2 = 2/3 is likely to be valid. For the less common case of

high anisotropy, the rotational freedom of at least one fluorophore is likely to be restricted

and therefore the uncertainty on R0 and any associated distances will increase; the uncer-

tainty increases further if both fluorophores have restricted rotational freedom.

The FRET efficiency can be determined in many ways (Clegg 1992; Jares-Erijman and

Jovin 2003). Often, the FRET efficiency is measured using the decrease in the fluorescence
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emission intensity of the donor or the “FRET-sensitized” emission intensity of the accep-

tor. Moreover, the equation τ−1 = kD + kT = τ−1
D + kT , which relates the rate constants in

Eq. 5.1, to the fluorescence lifetime (τ is the donor fluorescence lifetime in the presence of the

acceptor, and τD is the donor fluorescence lifetime in the absence of the acceptor) provides

another means for determining the FRET efficiency according to

E = 1 − τ

τD
(5.4)

The 1/R6 dependence of the energy transfer on the donor-to-acceptor distance was experi-

mentally verified in classic experiments by Haugland and Stryer in 1967 in which oligomers of

poly-L-proline were used as spacers between the donor and the acceptor (Stryer and Haugland

1967); additional experiments using double-stranded DNA as a standard provided further val-

idation (Clegg et al. 1993). Such studies established FRET as a type of “spectroscopic ruler”,

in that its use offers the intriguing possibility of determining the distance between the flu-

orophores by measuring the FRET efficiency between fluorophores and calculating the dis-

tance R0 for the fluorophore pair used. During the last 30 years, FRET has become a widely

used method on the ensemble level, with many applications on biomolecular structure and

dynamics, especially with regards to proteins, nucleic acids, and protein–nucleic acid com-

plexes. FRET between different variants of the green-fluorescence protein (GFP) has also

been used extensively for testing for the presence of specific protein–protein interactions

in living cells (Lippincott-Schwartz et al. 2001; Miyawaki and Tsien 2000; Zimmer 2002).

Ensemble FRET has been extensively reviewed in many excellent reviews covering a broad

range of applications (Clegg 1992; Clegg 1995; Jares-Erijman and Jovin 2003; Selvin 1995;

Selvin 2000; Wu and Brand 1994). An extensive overview of different fluorophores for FRET

can also be found in Sapsford et al. 2006.

Ensemble FRET measurements can provide much insight into the molecular world of

biology. However, since ensemble methods report on the mean properties of populations

of billions of molecules (e.g., a 16-μL solution of 10 nM DNA contains 1 billion DNA

molecules), sample heterogeneity can skew the mean properties to a degree that compli-

cates or even thwarts the interpretation of experiments. This is especially true in cases of

large, unstable, or dynamic biomolecules such as protein–nucleic acid complexes or unfolded

proteins. For instance, an ensemble of proteins in solution is composed of proteins in either

their native state or a denatured state. In the latter case, the mean end-to-end distance of

the N-terminus and the C-terminus increases. If both ends are labeled with a donor and an

acceptor, respectively, it is clear that an ensemble FRETmeasurement will reveal only an aver-

aged FRET efficiency with limited access to the different subpopulations (Haas et al. 1975).

Ensemble methods are also limited by their inability to monitor stochastic (and, thus, unsyn-

chronizable) dynamic motions, especially under equilibrium conditions. Such motions pro-

duce “dynamic heterogeneity”, defined as the presence of molecular conformations in which

a single molecule or molecular complex dwells for a measurable time during the timescale of

observation.

5.3. Single-Molecule FRET Methods Based on Single-Laser Excitation

Some of the shortcomings of ensemble FRET were overcome by single-molecule

FRET, which is essentially the observation of FRET at the level of single molecules

(Figure 5.2). To achieve this high sensitivity, one needs to use dilute samples in which
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Figure 5.2. Instrumentation for single-molecule fluorescence resonance energy transfer (FRET). A, B. Simplified

confocal microscopy setup for FRET detection of single molecules diffusing in solution and a setup for total internal

reflection fluorescence (prism type) for imaging single molecules immobilised on a cover slide surface. Whereas in

the confocal mode the avalanche photodiodes (APDs) act as point detectors of a diffraction-limited spot in the solu-

tion, the charge-coupled device (CCD) images color-separated molecules directly. C. A typical time trace obtainable

for confocal detection in solution. If a molecule enters the focus with a donor and an acceptor attached to it, the

detectable intensity in the green and the red detection channels increases. D. Immobilized molecules on a surface. If

the molecule of interest is only labeled with a donor, no fluorescence will be visible in the red detection channel of

the CCD camera.

individual molecules can be resolved; a small excitation/detection volume to reduce the

contribution of the background; and bright and photostable fluorophores to achieve a high

signal-to-noise ratio. All these features were included in the first successful detection of

single-molecule FRET, reported in a pioneering paper by Ha et al. (1996). Near-field scanning

optical microscopy (NSOM; a form of scanning probe microscopy that employs evanescent

fields emerging from metal-coated fiber tips to probe fluorescence from immobilised single

molecules) (Betzig and Chichester 1993; Betzig and Trautman 1992) was used to create a tiny

excitation volume to resolve single-labeled DNA molecules dried on the surface of a micro-

scope coverslip. The FRET efficiency was measured between a single tetramethylrhodamine

fluorophore (TMR; acting as donor) and a single Texas red fluorophore (acting as an acceptor)

attached to either end of a short, double-stranded DNA (dsDNA) fragment. The fluorescence

was recorded either using two avalanche photodiodes (sensitive point detectors) dedicated to

the donor-emission and the acceptor-emission channels or by a charge-coupled device (CCD)
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Figure 5.3. Time evolution of emissions during the first single-molecule fluorescence resonance energy transfer

(FRET) observation. During the first minutes, the energy of the excited donor is transferred to the acceptor dye.

After bleaching of the acceptor (around 3 min of detection), the donor intensity increases because no energy can

be transferred to the acceptor. After 5 min the donor bleaches and the intensity is reduced to background levels

(due to autofluorescence from the near-field scanning optical microscope tip and possibly fluorescence from distant

molecules). See text for details. [Adapted from Ha et al. (1996). Copyright 1996 National Academy of Sciences.]

camera that recorded the emission spectra of individual molecules (Figure 5.3). The detec-

tion of single molecules was verified by single-bleaching steps of the fluorophores within

the recorded emission spectra. If single molecules are present, the changes in the emission

spectra are abrupt and represent either the “ON” or the “OFF” state of the donor and the

acceptor, respectively. If, for example, the acceptor is photobleached and thereby becomes

fluorescently inactive, the donor emission intensity increases and the acceptor emission van-

ishes. If the donor bleaches before the acceptor, both emission intensities decrease to the

background level. Both cases allow the calculation of FRET efficiencies by using the inte-

grated fluorescence intensities of the donor and acceptor. However, despite the superior reso-

lution of NSOM compared to wide-field confocal microscopy, the NSOM approach requires

sophisticated sample scanning and accurate positioning relative to the probed molecules to

ensure effective excitation by the evanescent field. Moreover, the metallic tip may influence

the emission properties of the fluorophores (Ambrose et al. 1994). Finally, such a method can

only probe the surface of biological samples (such as cell membranes).

During this first demonstration of single-molecule FRET (smFRET), and, in general,

in most single-excitation smFRET experiments (Figure 5.2A–C), one collects photons emit-

ted in the donor- and acceptor-emission channels upon donor excitation for a smFRET pair

under observation; we define these photon counts as f Dem
Dexc

and f Aem
Dexc

, where f Dem
Dex

is the photon

count for D-excitation-based D-emission and f Aem
Dex

is the photon count for D-excitation-based

A-emission. The extent of FRET can be evaluated using a convenient expression of FRET effi-

ciency, E∗ (which does not account for spectral cross-talk in the acceptor-emission channel):
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E∗ = f Aem
Dex

f Aem
Dex

+ γ f Dem
Dex

(5.5)

Here γ is a detection-correction factor that depends on the donor and acceptor quantum yields

and the detection efficiencies of the donor and acceptor emission channels; typically 0.5 <γ<

2. A simpler expression that can still observe relative FRET changes assumes γ= 1; in that

case, one recovers a proximity ratio, EPR:

EPR = f Aem
Dex

f Aem
Dex

+ f Dem
Dex

(5.6)

Where accurate FRET values are required (e.g., for evaluating donor–acceptor distances

within biomolecular complexes), it is necessary to measure cross-talk and detection-

correction factors (see Section 5.5.1).

In 1999, Ha et al. presented the first studies using a confocal microscope to observe

temporal fluctuations of FRET at single-molecule level as a result of protein conformational

changes. This study initiated a move from near-field to far-field excitation, which is the current

standard for smFRET. It also marked a transition from studies in air to studies in biological

buffers, which is necessary for relating smFRET results to the work from ensemble biochem-

ical and biophysical experiments. The conformational changes in this study were modulated

by ligand binding, which altered the rotational dynamics and the distances between the con-

jugated dyes (Ha et al. 1999b). A similar confocal microscope was also used to track confor-

mational changes of individual three-helix-junction RNA molecules and changes induced by

either RNA-binding proteins or Mg2+ (Ha et al. 1999c).

The use of confocal microscopy for single-molecule detection (Nie et al. 1994) with its

high signal-to-noise ratio paved the way for the detection of single-molecule FRET in solu-

tion (Deniz et al. 1999). A series of 40-bp-long dsDNA fragments was labeled with a donor

at the 5′ end and an acceptor at different positions along the DNA strand. For performing the

measurements, a final concentration of ∼30 pM was used. Based on the assumption of an

excitation/detection volume of a confocal microscope of <1 fL (approximated as a rotational

ellipsoid with a short axis of ∼400 nm and a long axis of ∼2 μm in diameter), the prob-

ability of single-molecule occupancy is ∼1%, and thereby (following Poissonian statistics)

it is several magnitudes larger than the probability of having >1 molecule at the same time

within the focus. The paper showed the successful separation of different species within one

sample due to the different FRET efficiencies of each species. Moreover, it showed changes

in the FRET histograms arise due to DNA cleavage by a DNA-restriction enzyme causing

the denaturation of DNA. Besides using intensity ratios for calculating FRET efficiencies,

more sophisticated methods of detection and analysis use an array of parameters obtainable

from fluorescence detection, such as fluorescence lifetimes and fluorescence anisotropies.

This method was developed by Rothwell et al. (2003) to reveal the heterogeneity of HIV-1

reverse transcriptase (see Section 5.7.2).

Using confocal microscopy for the detection of single-molecule FRET has the advan-

tage that the time range for studying dynamics is only limited by the time resolution of the

single-point detector (up to nanoseconds). Therefore, confocal microscopy is an attractive tool

for sorting molecules and monitoring biomolecular dynamics at the microsecond timescale.

However, as a point-detection method, confocal microscopy typically detects only a single

molecule at a given time. For parallel detection of multiple molecules, two-dimensional
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detectors (e.g., CCD cameras) are necessary, which require the use of wide-field excitation.

Two wide-field microscopy methods are commonly used: epifluorescence microscopy and

total internal reflection fluorescence (TIRF) microscopy (Moerner and Fromm 2003). In epi-

fluorescence microscopy, the laser excitation light is focused to the back- focal plane of the

microscope objective, resulting in an expanded illuminated area that is collinated (Funatsu

et al. 1995). In TIRF microscopy (Axelrod 2001), a collinated ray of light in a high–refractive

index medium (e.g., glass) hits the interface with a lower–refractive index medium (e.g.,

water) at an angle larger than the critical angle for total reflection generating an evanescent

wave in the second medium. The intensity distribution of the evanescent wave decays expo-

nentially within a few hundred nanometres. For single-molecule detection, two TIRF excita-

tion schemes can be used (Moerner and Fromm 2003). In the objective-type TIRF, the laser

light is focused into an extreme edge of the back focal plane of the microscope objective.

The prism-type TIRF uses an objective-independent excitation path and consists of a prism

optically coupled to a cover glass (Figure 5.2B). In contrast to the epifluorescence wide-field

illumination, TIRF excitation has the advantage of a reduced axial excitation volume, lead-

ing to lower background, but at the expense of limited time resolution as compared to point

detection. The time resolution of ultra-sensitive electron-multiplying CCD cameras is limited

to the CCD readout time, which is on the order of few milliseconds.

The first experimental realisation of TIRF-based single-molecule FRET examined the

catalysis and folding of individual Tetrahymena thermophila ribozyme molecules (Zhuang

et al. 2000) (see also Section 5.7.1). The ribozyme was labeled at both ends with a donor and

an acceptor, surface-immobilized, and studied using either confocal scanning microscopy

or TIRF microscopy. The fluctuations observed between two FRET states demonstrated the

folding and unfolding of the ribozyme tertiary structure. Dwell-time analysis of both states

produced equilibrium constants that were consistent with ensemble measurements (Zhuang

et al. 2000). The studies revealed a rarely populated docked state (with a “fast” folding rate

of 1 sec–1), which was not observed using ensemble methods; this rate was discovered on

top of the known longer rate of 0.016 sec−1 and a misfolded rate of 0.036 hr−1, suggest-

ing an additional folding pathway across a highly rugged energy landscape. Whereas the

fast docking kinetics was measured using scanning confocal microscopy, the TIRF detec-

tion scheme was used to study the cleavage and overall folding kinetics for several hundred

molecules simultaneously. Apart from its biological significance, this groundbreaking work

included several aspects that are now the hallmarks of a successful use of a single-molecule

technique to address a biological system and question. It was shown convincingly that the

attachment of a donor and an acceptor to the large ribozyme does not alter the reaction kinet-

ics of the ribozyme. Moreover, the surface immobilisation of the ribozyme did not affect the

single-molecule reaction kinetics when compared to an ensemble kinetic. Finally, the single-

molecule results showed directly the presence of distinct states and their dwell time; such

complex analysis would simply have been impossible with ensemble measurements.

5.4. Single-Molecule FRET Methods Based on Alternating
Laser Excitation

During the last few years, single-molecule FRET methods have been extended to allow

direct probing of the FRET acceptor alternating laser excitation (ALEX) (Kapanidis et al.

2004) directly reports on the presence and state of both donor and acceptor fluorophores,

by alternately exciting the sample at donor (D) and acceptor (A) excitation wavelengths.
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The donor excitation provides the standard smFRET information, but it is the direct exci-

tation of the acceptor that allows the relative fluorophore stoichiometry to be determined, vir-

tual molecular sorting. ALEX (Figure 5.4D–E) provides smFRET with an additional photon

count, for acceptor emission upon direct acceptor excitation the fluorescence stoichiometry

ratio S (Kapanidis et al. 2004; Lee et al. 2005).

S = fDex

fDex
+ fAex

(5.7)

The additional information is summarized in a two-dimensional histogram (Figure 5.4F).

Sorting can remove artifacts that complicate FRET (such as the presence of states with inac-

tive FRET donor or acceptor and the presence of complex fluorophore stoichiometries) while

introducing new observables, such as the observation of an acceptor-only population, which

is helpful for evaluating biomolecular interactions.

There are three complementary implementations of ALEX that among them cover a

vast range of probe timescales, extending from nanoseconds to hours. Experiments on systems

at chemical equilibrium (or systems undergoing kinetic changes occurring on the timescale of

a few minutes) can be carried out using solution-based measurements and laser modulation

at the microsecond timescale. This approach provides static snapshots of the FRET state of

molecules as they diffuse through a femtolitre-size focal volume. This is the most straight-

forward implementation of the ALEX technique, and it has found numerous applications for

measurements of the chemical kinetics of biomolecules (Kapanidis et al. 2005; Kapanidis

et al. 2006; Lee et al. 2007).

For nonequilibrium experiments and minute-scale simultaneous observation of dynam-

ics of multiple molecules, one can use the method of millisecond-ALEX (msALEX) (Margeat

et al. 2006), which combines TIRF microscopy with laser modulation at the millisecond

timescale. msALEX uses TIRF-illumination of surface-immobilised molecules combined

with an alternating-laser scheme to carry out subpopulation sorting on surface-immobilised

molecules, with the primary advantage over solution measurements of simultaneous obser-

vation of multiple smFRET molecules for extended periods of time (seconds to several min-

utes) (Margeat et al. 2006). One of the main advantages of msALEX over traditional surface

smFRET is that by monitoring changes in the stoichiometry parameter S for time traces, it

is possible to deconvolve fluctuations in FRET due to distance variations from fluctuations

in fluorophore photophysics (such as acceptor blinking) (Margeat et al. 2006; Sabanayagam

et al. 2004), a process that has been observed with many popular single-molecule fluorescence

probes such as Cy5, tetramethylrhodamine, and Alexa647; blinking significantly increases the

uncertainty on single-excitation smFRET measurements. Time traces of S can also report on

the kinetics of assembly/disassembly reactions.

To probe fast dynamics and recover fluorescence-lifetime-based observables, one

can use the method of nanosecond-ALEX or pulsed interleaved excitation (nsALEX/PIE)

(Laurence et al. 2005; Müller et al. 2005), which uses alternation of pulsed laser sources at

the nanosecond timescale. The time for a diffusing fluorophore to emit fluorescence after the

excitation pulse is recorded and used to carry out fluorescence lifetime analysis in addition

to ALEX-based analysis. This allows analysis of fast smFRET distance fluctuations, high-

time-resolution fluorescence correlation spectroscopy (FCS), and time-resolved polarisation

anisotropy measurements, which may be useful for increasing the accuracy of distance mea-

surements extracted from FRET data (Laurence et al. 2005).
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Figure 5.4. Concept of alternating-laser excitation (ALEX) and comparison with single-excitation, single-molecule

fluorescence resonance energy transfer (FRET).A–C. Single-molecule FRET using single-laser excitation; diffusing-

molecule example. A fluorescent molecule transverses a focused green-laser beam and emits photons at the

donor- and acceptor-emission wavelengths. The photon counts at these two wavelengths are used to generate one-

dimensional histograms of FRET efficiency, E. D–F. Single-molecule FRET using alternating-laser excitation. A

fluorescent molecule transverses an observation volume illuminated in an alternating fashion using focused green-

and red-laser beams. Using the photons emitted in the donor- and acceptor-emission wavelengths for each laser exci-

tation, one can generate a two-dimensional histograms of FRET efficiency E and relative fluorophore stoichiometry

S, enabling molecular sorting (see text for details).
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5.5. Quantitative Single-Molecule FRET

5.5.1. Measuring Accurate FRET

To obtain accurate FRET values rather than proximity ratios, one can measure the con-

tribution of excitation and emission cross-talk terms, the detection efficiency of each detection

channel, and the quantum yield of the donor and acceptor fluorophores. The accurate E value

is defined as

E = f FRET

γ f Dem
Dex

+ f FRET
(5.8)

where

f FRET = f Aem
Dex

− Lk − Dir (5.9)

The terms Lk (donor leakage in the acceptor-detection channel) and Dir (acceptor emission in

the acceptor-detection channel due to direct excitation by the donor-excitation laser) describe

cross-talk contributions in the f Aem
Dex

signal; such cross-talk terms need to be subtracted

from the f Aem
Dex

signal to recover the photon count associated only with FRET [Eq. (5.6)]. The

Y term is the detection – correction factor from Eq. (5.5).

For solution-based measurements, these terms are obtained using μsALEX. The factor

γ is directly related to the gradient on the E–S histogram of donor-acceptor labeled molecules

of varying E, and Lk and Dir are obtained from the donor-only and the acceptor-only subpop-

ulations, respectively. [for details see Lee et al. (2005)].

In the case of immobilised molecules, one follows the methodology of Ha et al. (1999a)

or Edel et al. (2007), extracting γ and other correction factors by direct measurement of

the change in emitted donor and acceptor intensity upon acceptor photobleaching, deter-

mined for individual molecules where the acceptor photobleaches before the donor. This

can then be applied for all molecules in the experiment, allowing accurate E values to be

obtained.

5.5.2. Obtaining Distances from Single-Molecule FRET Data

Once accurate FRET is obtained, Eq. (5.1) can be used to obtain interprobe distances.

The major uncertainty on conversion of E to distances comes from uncertainty in the rela-

tive orientation of the smFRET pair, described by the orientation factor κ2 (see Section 5.2).

If κ2 changes for a given sample (e.g., due to a change in rotational freedom of one of the

fluorophores), R0 will also change, and the distance value obtained will therefore be inaccu-

rate (Dale et al. 1979). This can be addressed by measuring the fluorescence anisotropy (see

Section 5.2), which provides a good estimate of the rotational freedom of the fluorophores.

Ensemble anisotropy measurements (see Section 5.2) measure the anisotropy averaged over

all subpopulations; for many applications, this will be an entirely sufficient check on the rota-

tional freedom. However, ensemble measurements do not entirely address the possibility that

rotational freedom is restricted for only some of the sample subpopulations, although in many

cases this will still result in a noticeably high ensemble value, which will indicate that rotation

is likely to be restricted to some extent. A very useful application of nsALEX/PIE is the abil-

ity to directly measure the rotational freedom of both fluorophores at a subpopulation level
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(Laurence et al. 2005), thereby better estimating κ2 and reducing the uncertainty on distance

measurements obtained with smFRET.

5.5.3. Triangulation Methods

A promising application of smFRET methods is the use of multiple surface-based

FRET measurements to accurately triangulate the position of part of a biomolecule in

three dimensions (Andrecka et al. 2008; Rasnik et al. 2004). Multiple FRET-based dis-

tance measurements are made between an element with a known crystal structure, such as

DNA helicase (Rasnik et al. 2004) or RNA polymerase (RNAP) (Andrecka et al. 2008),

and a single point of unknown structure or dynamics (DNA for DNA helicase, mRNA for

RNAP). The combination of multiple measurements allows the three-dimensional position

of the unknown element to be determined relative to the known structure by simple geom-

etry. In the case of DNA helicase, this provided important information on its DNA-binding

orientation; in the case of RNAP, this allowed tracking of the exiting mRNA during tran-

scription elongation. The use of more measurements than the minimum three required for

triangulation allows self-consistency checks to be carried out on the measurements, the uncer-

tainty on the measurements, particularly with respect to the orientation factor κ2 (Rasnik

et al. 2004).

5.6. Current Developments in Single-Molecule FRET

5.6.1. Multiple FRET Pair Methods

Single-molecule FRET typically consists of a single two-color donor–acceptor pair.

However, a single pair will report only a single distance at a time. To probe several dis-

tances simultaneously, adding a third fluorophore is equivalent to performing three two-color

experiments. This labeling scheme detects molecular interactions of up to three molecules

and adds a third dimension for measuring conformational changes and dynamics of complex

biomolecules.

The laboratory of Taekjip Ha was the first to extend three-color FRET to the single-

molecule level (Hohng et al. 2004); this was achieved on DNA four-way junctions (see

also Section 5.7.1) labeled with a donor (Cy3) and two acceptors (Cy5 and Cy5.5) on

three arms of the junction. Three-color smFRET measurements were performed on surface-

immobilised junctions using a single 532-nm laser for Cy3 excitation. Three avalanche photo-

diodes recorded the fluorescence intensities of single DNA molecule in a focused laser spot.

By observing correlated intensity changes among three fluorophores, the group was able to

probe the well-synchronized movements of two of the acceptor arms to and from the third

donor arm and to show that nonparallel conformers of the junctions are dominant. Three-

color FRET using a single excitation laser has also been applied to freely diffusing single

molecules to simultaneously monitor mixtures of triply labeled (Alexa488, TMR, and Cy5)

DNA duplex at multiple distances (Clamme and Deniz 2005).

Use of single-laser donor excitation can pose problems with distinguishing different

FRET pathways among the three fluorophores. Moreover, multicolor FRET involves the

selection of fluorophores with overlapping donor emission and acceptor excitation spectra,

depending on the interprobe distances probed and the R0 for the different FRET pairs. If
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there is large spectral overlap between the dye pairs (such as acceptors, Cy5 and Cy5.5),

careful selection or custom-made dichroic mirrors and filters are crucial for separating their

signal. Because there is significant cross-talk into the acceptor channels, control experiments

have to be conducted to determine their cross-talk and correct for them. To address such

challenges and monitor multiple accurate distances without previous information about the

molecular structure, Lee et al. (2007) introduced alternating-laser excitation with three-color

FRET (3c-ALEX) of diffusing molecules. Using alternating-laser excitation for each of the

fluorophores on a triply labeled DNA duplex (Alexa488, TMR, Alexa647), they were able

to sort molecules of a single sample measurement into three-dimensional stoichiometry and

FRET histograms (Figure 5.5). The stoichiometry histogram identifies the molecules accord-

ing to their fluorophore stoichiometry, that is, singly, doubly, or triply labeled molecules,

independent of FRET efficiency. The FRET histogram depends on the three intermolecular

distances of each dye pair, improving the resolution of conformational heterogeneity com-

pared to a one-dimensional FRET histogram. The authors applied 3c-ALEX to study the

translocation of Escherichia coli RNAP on DNA. They showed that with a single system

consisting of a singly labeled RNAP and a DNA doubly labeled at both ends surrounding

the start site, there is a concomitant change in the FRET efficiency of the fluorophore pairs

arising from the downstream translocation of RNAP on DNA. The method of 3c-ALEX was

also used recently to study the structure and folding of a triply labeled 8-17 deoxyribozyme

in solution (Lee et al. 2007); the group showed that the deoxyribozyme folds to form a pyra-

midal structure upon adding Mg2+ by monitoring three-color FRET changes with increasing

concentrations of Mg2+.

A major challenge for multicolor setups is to have a high signal-to-noise ratio in

all detection channels, and this has been limited by tri-band dichroic mirrors with lim-

ited transmission wavelengths and broad reflective regions. To improve the signal-to-

noise ratio of multicolor ALEX setups, Ross et al. (2007) used a programmable acousto-

optical beamsplitter with user-defined wavelengths to achieve the same detection effi-

ciency as single-color setups. Using DNA three-way junctions hybridized on surfaces, the

authors resolved seven subpopulations with different stoichiometry, quantified FRET effi-

ciencies in the presence of competing FRET pathways, and observed correlated molecular

dynamics.

5.6.2. Combinations of Single-Molecule FRET with Other Single-Molecule
Methods

Combining smFRET with methods allowing the manipulation of single molecules by

applying external forces opens a new field of exciting applications. A range of such appli-

cations was proposed in 1999 by Shimon Weiss in a visionary article (Weiss 1999); among

other combinations, methods that combine FRET with patch-clamp, atomic force microscopy

(AFM), and optical/magnetic tweezers were suggested. A number of recent reviews also dis-

cussed the prospects of combination methods and possible applications (Deniz et al. 2008;

Greenleaf et al. 2007; Walter et al. 2008).

The combination of FRET and electrical recording of single-ion channels was shown in

2003 by Borisenko et al. (2003 and Harms et al. (2003); both groups studied the heterodimer

formation from gramicidin monomers in a lipid bilayer. Whereas a FRET signal can give

information about the distance between differently labeled monomers, the electrical recording

allows validation of ion channel formation at the same time.
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Figure 5.5. Molecule sorting based on probe stoichiometry S. A. Three-dimensional S histograms for a 1:1:1 mix-

ture of B-only, G-only, and R-only. B. Three-dimensional S histograms for a 1:1:1 mixture of three doubly labeled

species (B-G, G-R, and B-R). C. Three-dimensional S histograms of triply labeled species (B-G-R). The cluster at

the center of the histogram (orange ovals) corresponds to B-G-R. Black ovals surround clusters corresponding to

the doubly labeled species. D, E. Measuring distances within triply labeled and doubly labeled species in the same

solution. The reported E∗ values represent the means of the fitted Gaussian distributions. Panel D shows the one-

dimensional E∗ histograms for B-G, G-R, and B-R species, selected from the black circles in panel C. Panel E shows

the three-dimensional E∗ histograms for the triply labeled species B-G-R, selected from the orange circles in panel

C, and the one-dimensional E∗ histograms obtained after collapsing the three-dimensional histogram on each of the

E∗ axes.

An instrument capable of combining FRET with optical trapping was suggested in 2003

by Lang et al. (2003) and was demonstrated experimentally in 2007 by two groups (Hohng

et al. 2007; Tarsa et al. 2007). Tarsa et al. (2007) described the use of optical traps mechan-

ically to unzip DNA hairpins by simultaneously monitoring the conformational states of the

DNA using FRET, whereas Hohng et al. (2007) extended the method by watching DNA four-

way junctions (see also Section 5.7.1), allowing the detection of nanometre-scale motion at

sub-pN forces.
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Whereas optical traps allow only the translational movement of a loaded bead, mag-

netic traps can be used to rotate the paramagnetic bead. In addition, using magnetic tweezers

prevents photophysical effects that can arise from optical traps. The combination of FRET

and magnetic tweezers (Shroff et al. 2005) used a single-stranded DNA oligomer to measure

the forces internal to a small DNA loop, showing the possibility of tuning the sensor’s force

response by using the distances between the dyes.

Single-Molecule FRET in Living Cells

Despite the potential of single-molecule FRET as a noninvasive technique for in vivo
studies, there have been few in vivo single-molecule FRET reports, mainly due to a series

of experimental challenges. First, the background autofluorescence from the cell interferes

with the detection of fluorescence emission from labeled biomolecules. Second, due to size

and labeling requirements, typical fluorophores used in living cells (organic fluorophores and

fluorescent proteins) are of moderate brightness and photostability, leading to low signal-

to-noise ratio and short photobleaching lifetimes, respectively. Premature bleaching of the

fluorophores may lead to misinterpretation of the molecular interactions and dynamics. Semi-

conductor quantum dots (Michalet et al. 2005)—novel probes displaying tunable emission

wavelengths, superior brightness, and longer photobleaching rates—may provide an alterna-

tive for in vivo labeling; however, quantum dot internalisation and specific targeting to sites

or proteins of interest is not trivial. Third, fluorophore labeling methods in living cells can be

rather complex and often not as specific (Kapanidis and Weiss 2002).

In vivo applications of smFRET have been limited to cell membrane proteins because

these proteins are accessible for fluorescent labeling and molecular interactions. Moreover,

fluorescent molecules on membranes can be visualised using TIRF microscopy (see Sec-

tion 5.2),which does not suffer as much as epifluorescence from out-of-focus background and

concomitant decrease in the signal-to-background ratio. Along these lines, one of the first

examples of single-molecule FRET examined epidermal growth factor receptor (EGFR) sig-

naling in living cells using objective-type TIRF microscopy equipped with dual-view optics

(Sako et al. 2000). The study tracked single molecules of Cy3-labeled epidermal growth factor

(EGF) in the plasmamembrane of A431 carcinoma cells and observed that EGFR dimers were

preformed before the binding of the second EGF molecule; this observation was confirmed by

adding a mixture of EGF–Cy3 and EGF–Cy5 and measuring their FRET signal as they colo-

calized on the membrane (Figure 5.6). The study also used a labeled monoclonal antibody

specific to the phosphorylated EGFR (Cy3–mAb74) and Cy3–Cy5 coincidence analysis to

show that EGFR becomes phosphorylated after dimerisation; this conclusion was reached by

observing the colocalization of Cy3–mAb74 with spots of Cy5–EGF with double the fluores-

cence intensity. Most recently, smFRET and ensemble FRET based on fluorescence lifetime

imaging (FLIM-FRET) were used to determine the three-dimensional architecture of high-

affinity and low-affinity EGFR–EGF complexes in cells (Webb et al. 2008). By measuring

the inter-EGF distances within discrete EGF pairs and the vertical distance from EGF to the

plasma membrane, structural and orientation differences in the high- and low-affinity EGFR

complexes have been revealed. These findings could explain how EGFR oligomers achieve

multiple levels of signaling in normal and diseased cells. smFRET has also been used to detect

the binding of BodipyTR-GTP to a G protein Ras-YFP in living cells (Murakoshi et al. 2004),

a demonstration that smFRET could be useful for studying the dynamics and activation of G

proteins in living cells.



144 Ling Chin Hwang et al.

Figure 5.6. Single-molecule fluorescence resonance energy transfer (FRET) between Cy3–epidermal growth factor

(EGF) and Cy5–EGF on the surface of living cells. A. Amixture of Cy3–EGF and Cy5–EGFwas added to A431 cells

and imaged with total internal reflection fluorescence microscopy and dual-view optics. Fluorescent spots shown in

the Cy5 channel appeared as a result of FRET from Cy3–EGF to Cy5–EGF (arrows), indicating interaction between
single molecules. B. Top: Fluorescence intensity over time of a single spot (arrow) was measured in both Cy3

and Cy5 channels. The diffusion of the spot was slow, probably because of slow Brownian motion of EGF receptor

(EGFR) bound to the cytoskeleton. Bottom: Anticorrelation between Cy3 and Cy5 fluorescence intensities indicated
FRET occurring due to the binding of Cy3– and Cy5– EGF on the same EGFR dimer. [Adapted from Sako et al.

2000. Copyright Nature Publishing Group.]

5.7. Applications of Single-Molecule FRET to Biomolecular Systems

Since the first single-molecule FRET experiment measured on doubly labeled DNA

molecules immobilized on a glass surface (Ha et al. 1996), smFRET has seen an escalation

in applications on biomolecular systems within the last decade. Based on the principle of act-

ing as a nanoscale ruler at 2–10 nm, it can map out molecular distances in three dimensions;

monitor conformational changes in real time, and catch molecular motors in action. In this

section, we discuss several biomolecular systems to which smFRET has been applied. Due

to space limitations, this survey cannot be comprehensive; we discuss mainly applications of

single-molecule FRET to the structure, dynamics, and mechanism of nucleic acids, protein–

nucleic acid complexes, and selected proteins (molecular motors and protein-folding model

proteins). We should mention, however, that smFRET has been used to make contributions to
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the understanding of many mechanisms and molecular devices, such as translation (Blanchard

et al. 2004a, b), DNA processing (Smiley et al. 2007), homologous recombination (Joo et al.

2006), transcription regulation (Morgan et al. 2005; Schluesche et al. 2007), nucleosome

dynamics (Koopmans et al. 2007), membrane fusion (Margittai et al. 2003), and energy trans-

fer in photonic wires (Heilemann et al. 2004).

5.7.1. Applications to Nucleic Acids

Holliday Junctions

One of the first systems extensively studied using single-molecule FRET is the Holliday

junction, a four-way DNA junction that constitutes a central intermediate of recombination

and DNA replication. The Holliday junction is initially formed after strand exchange between

two homologous sequences of two DNA strands; it subsequently undergoes branch migration,

a process in which the initial heteroduplex DNA is extended by movement of the junction

along DNA. Prior to 2003, it was known that in the absence of Mg2+, the Holliday junction

adopts an open structure in which the four helices point to the corners of a square. It was

also known that in the presence of Mg2+, the junction folds into a more compact stacked-X

structure, in which two neighbouring helices undergo coaxial stacking, leading to two possi-

ble stacked structures. However, only one of the stacked structures had been observed using

X-ray crystallography; moreover, there was no information about possible transitions between

the stacked conformers and no clear understanding of branch migration and its coupling to the

transitions between stacked and open conformations of the Holliday junction. A major obsta-

cle for such studies was the inability to synchronise such stochastic conformational changes;

single-molecule FRET offered an elegant and direct way to address this limitation and shed

light on the thermodynamics and kinetics of the process by observing dynamic transitions

between stacked conformers, as well as branch migration.

The first report on the dynamics of Holliday junctions used “immobile” Holliday junc-

tions (junctions with nonhomologous sequences that prevent branch migration) labeled at the

ends of two of the helices with a donor and acceptor. Use of confocal microscopy on individ-

ual surface-immobilised Holliday junctions led to direct observations of switching between

low- and high-FRET states that correspond to the stacked conformers. Analysis of the dwell

times at the two states provided the rate constants of the transitions, which were Mg2+ con-

centration dependent, as expected (Hohng et al. 2004; McKinney et al. 2003).

The initial studies on immobile junctions did not report on branch migration. Towards

such a goal, McKinney et al. (2005) designed DNA sequences that allow a single–base pair

step of branch migration; again, the labeling strategy led to distinct FRET efficiencies for the

two stacked conformers. It is intriguing that FRET time traces showed that the junction inter-

converted between FRET states at two distinct rates (fast and slow), with the rate dependent

on the sequence of the central part of the junction; the switch from one rate to the other was

interpreted as a branch migration step (since the step changes the central sequence context

and therefore the interconversion rate). As previously, the transition rate depended on Mg2+

concentration and on the G-C versus A-T content of the central sequence, with the latter hav-

ing fewer transitions between stacked conformers before branch migration. One surprising

finding was that different branch points had more than a 30-fold variation in their lifetimes,

which led to the proposal of a highly sequence-dependent energy landscape for spontaneous

branch migration. An independent smFRET study on mobile Holliday junctions also studied

real-time branch migration over a 5-bp homology region, establishing that branch migration



146 Ling Chin Hwang et al.

proceeds in a stepwise pattern and that each step could represent more than a single base pair,

with Mg2+ modulating the rate of branch migration (Karymov et al. 2005; Karymov et al.

2008a, b). This swift progress in the understanding of the mechanism of branch migration

will certainly be followed by extensive analysis of the effect of proteins that recognise and

process this important DNA intermediate.

RNA Folding

smFRET was also used extensively in studies of RNA folding. One form of single-

stranded RNA folds to form secondary structures with catalytic activity called ribozymes

or RNA enzymes. Ribozymes catalyze numerous cellular processes, such as translation

and RNA splicing, and are used in biotechnology as therapeutic agents and in functional

genomics. Their catalytic activity of performing site-specific cleavage and ligation reactions

depends on their folded structures and their interactions. Various biochemical and ensemble

techniques have discovered that ribozymes undergo multiple folding pathways and interme-

diate states to achieve the native structure. However, the characterization of many transient

intermediate states was not accessible by ensemble methods that probed only well-populated,

accumulative intermediate states. Furthermore, large multidomain ribozymes have complex

folding pathways and interactions that make the characterization of each pathway difficult

with ensemble methods. smFRET offers additional information that ensemble methods

lack by allowing the observation of structural dynamics of transient intermediate states and

subpopulations in a heterogeneous system. The first smFRET study on the dynamics of

RNA folding used a large multidomain ribozyme (Zhuang et al. 2000) and was discussed in

Section 5.3.

Fast conformational kinetics of a two-way junction hairpin ribozyme cleavage pathway

was also determined for the first time with smFRET (Zhuang et al. 2002). Based on the use

of labels at both ends of the helices, the FRET time traces revealed the folding and unfolding

transitions in real time, and their kinetics was determined to have one folding rate of 0.008

sec–1 and four other unfolding rates. In addition, the time traces showed a “memory effect”

by which similar dwell times were repeated in the folded state and rarely switched between

different folded states after unfolding, suggesting four different folded and unfolded states, in

which three of them were too few populated and too fast to be detected with ensemble meth-

ods. The four-way junction hairpin ribozyme was found instead to have a folding rate that was

three to four orders of magnitude faster, with both heterogeneous folding and unfolding kinet-

ics dependent on Mg2+ concentration (Tan et al. 2003). FRET time traces provide the history

of a given state and allowed the finding of a previously unknown intermediate with a proximal

conformation that was obligatory for the folding of the hairpin ribozyme. This intermediate

works by folding the loops in close proximity, increasing the probability of interaction and

hence speeding up the folding rate. smFRET has demonstrated the robustness of obtaining

highly heterogeneous structural and kinetic information of complex RNA folding pathways

and rugged energy landscapes, which had been largely an unexplored field.

DNA Nanomachines

DNA nanomachines are examples of DNA nanotechnology (Bath and Turberfield 2007;

Rothemund 2006; Seeman 2003; Seeman 2005), a branch of synthetic biology that uses

the unique properties of DNA (ease and programmability of DNA hybridization, rigid and
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well-understood structure at the 10- to 50-nm scale, facile synthesis and manipulation) to

assemble artificial molecular machines that can generate motion and accomplish a specific

task as a response to a specific signal. The nanometer measurement scale of FRET is partic-

ularly suitable to study the conformational changes of such machinery.

Recently, a novel DNA nanomachine has also been studied with smFRET using

microsecond ALEX (Section 5.4). Specifically, Goodman et al. used the specificity of DNA

hybridization to prepare self-assembling DNA tetrahedra (Goodman et al. 2004; Goodman

et al. 2005) that can reversibly change shape in response to specific signals (Goodman et al.

2008). In the reconfigurable design, one of the edges of the tetrahedron contains a hair-

pin loop. In the absence of “fuel” the loop remains closed, producing a 10-bp-long edge.

When the “fuel” (a single-stranded DNA strand complementary to the hairpin loop) is added,

it hybridises to both halves of the hairpin, producing a substantially extended edge (30-bp

long). This cycle is reversible, as shown using polyacrylamidegel electrophoresis (PAGE) and

ensemble-FRET measurements; the addition of an “antifuel” hairpin complementary to the

fuel strand binds and displaces the fuel from the tetrahedra and returns them to the closed

state. This cycle can be repeated several times. The FRET measurements were carried out by

labeling each end of the hairpin edges with donor and acceptor fluorophores so the closed

state would give high FRET and the open state would give low FRET. However, this did not

exclude the presence of either static heterogeneity, where the tetrahedra could occupy a range

of static partially open states; or dynamic heterogeneity, where the tetrahedra could undergo

transient opening. To address this issue, μsALEX was used to measure FRET for the initial

conversion to closed and then open tetrahedra. Each state showed a single homogeneous pop-

ulation at expected FRET values, showing that dynamic interconversion was not present on

any significant scale.

Müller et al. (2006) used nsALEX/PIE to characterise DNA tweezers (Section 5.4),

one of the first DNA machines (Yurke et al. 2000). The principle of DNA tweezers is as fol-

lows: Initially the tweezers are in the open, low-FRET state; upon addition of a closing stand

(“fuel”) that hybridises with the tweezers, the tweezers convert to the closed, high-FRET

state. The addition of fuel may produce several DNA nanostructures other than the desired

DNA tweezers; such nanostructures will have different FRET efficiencies and stoichiome-

tries difficult to study using ensemble methods because their FRET efficiencies are expected

to average out at the ensemble level. However, it was elegantly shown in a single diffusion-

based nsALEX/PIE measurement that whereas open tweezers exist in a single conformation,

the addition of fuel generated three conformations corresponding to various states of “closed”

tweezers. These closed states were tentatively assigned to some of the states seen in the FRET

histogram generated by nsALEX/PIE.

These experiments illustrate well how DNA nanotechnology and smFRET methods

are natural partners because both are essentially concerned with the properties of single

molecules, smFRET can be used to directly report on the structure and function of DNA

nanostructures, and this information can then be used to inform the development and design

of new nanostructures.

5.7.2. Applications to Nucleic Acid Machines

DNA and RNA Helicases

smFRET methods have proven to be a powerful tool for probing the structure and

mechanism of helicases in ways not possible with ensemble methods. Helicases are motor
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proteins that translocate and unwind double-stranded nucleic acids into their complemen-

tary single strands using energy derived from adenosine triphosphate (ATP) or nucleotide

hydrolysis. These enzymes are crucial for many cellular processes, such as DNA replica-

tion, transcription, repair, and recombination. Whereas the knowledge of helicase mechanis-

tic properties has generally been determined by pre–steady-state kinetic ensemble studies of

single turnovers, they only provide overall kinetic information of the unwinding and translo-

cation of DNA, two core mechanisms of the helicase. smFRET can provide high base pair

resolution (≤10 bp), resolving the problem of low helicase processivity in vitro, and can

probe detailed mechanistic processes not detectable by ensemble methods, such as pausing,

rewinding, and repetitive shuttling.

The earliest smFRET work on helicase was the investigation of unwinding of double-

stranded DNA by E. coli Rep helicase (Ha et al. 2002). Based on the use of a donor and

acceptor–labeled DNA duplex or biotinylated-Rep immobilized on a surface and imaged

using TIRF microscopy, FRET fluctuations showed the translocation of Rep monomer along

single-stranded DNA (ssDNA) using ATP hydrolysis, stopping at the junction of ssDNA

and dsDNA. At increasing Rep concentrations, DNA unwinding was initiated only with the

binding of additional Rep to form a functional oligomer, which was indicative of the rate-

limiting step. This result led to the explanation of limited unwinding processivity in vitro,
in which frequent stalling of the Rep helicase was observed from a partially dissociated

Rep oligomer. The stalled state could then proceed in two ways: rewinding of dsDNA upon

complete dissociation of Rep or reinitiation of unwinding upon formation of functional Rep

oligomer. This revealed new mechanistic information about helicase and raised the ques-

tions about the connection of the reactions to the structure or conformations at each reac-

tion state. Crystal structures of Rep helicase showed two different conformations, open and

closed, implying the structural flexibility of the helicase. The binding orientation of Rep to

DNA was determined, using smFRET, and from powerful triangulation methods of eight

different donor-labeling sites and an acceptor labeled at the ssDNA/dsDNA junction, the

Rep monomer was found mainly to be in the closed conformation when bound to the DNA

junction, a conformation representing an inactive state of the Rep helicase (Rasnik et al.

2004). Single-molecule FRET was also used to identify an unexpected translocation mode

for Rep helicase: its repetitive shuttling motion on DNA (Myong et al. 2005). The FRET

increased as a donor-labeled Rep at the 3′ end of ssDNA translocated towards the acceptor at

the 5′ end (Figure 5.7). As the Rep monomer stopped translocation when it encountered the

ssDNA/dsDNA junction, it snapped back to its initial position and repeated this shuttling, pro-

ducing a saw-toothed pattern in the FRET time trace. The functionality of the repetitive shut-

tling was proposed to keep the ssDNA clear of unwanted proteins such as toxic recombination

intermediates.

Helicases can be characterized by their step sizes upon translocation or unwinding of

DNA or RNA. Single-molecule FRET was used to study the RNA-unwinding mechanism by

nonstructural protein 3 (NS3; an essential helicase for replication of hepatitis C virus) and

showed that NS3 unwinds DNA (used instead of RNA due to ease of synthesis) at discrete

steps of 3 bp. In the dwell-time analysis of each FRET state, the unwinding proceeded in a

proposed spring-loaded mechanism where domains 1 and 2 of NS3 translocated three hidden

steps consisting of one ATP hydrolysis each while domain 3 remained fixed. This accumu-

lated tension on the NS3–DNA complex, which was released by unwinding abruptly in a 3-bp

step (Myong et al. 2007).
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Figure 5.7. Repetitive shuttling of Rep Helicase on single-stranded DNA (ssDNA). Rep helicase was donor-labeled

and applied to acceptor-labeled ss/double-stranded (ds) DNA molecules immobilized on a PEGylated surface. Flu-

orescence intensity time traces displayed anticorrelation between green and red intensity and the fluorescence reso-

nance energy transfer (FRET) trace, pointing to Rep translocation towards the acceptor (gradual increase in FRET),

followed by an unexpected snapback (sharp drop in FRET) as it hits a blockade at the junction of ss/dsDNA. B.
Mechanism of repetitive shuttling. An unlabeled Rep was added to DNA labeled at both ends. The FRET trace

showed regular spikes of high FRET, demonstrating the forming of a temporary ssDNA loop as Rep is simultane-

ously bound to the 3′ end and the ss/dsDNA junction. C. Conformation of Rep. Rep helicase was labeled with both

a donor and an acceptor. The FRET trace showed a gradual increase as Rep gradually adopts an open conformation

as it translocates towards the junction, then closes abruptly as it snaps back. PEG, poly(ethylene glycol). [Adapted

from Myong et al. 2005. Copyright 2005 Nature Publishing Group.]
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DNA Polymerase

Since the completion of the human genome sequence using the Sanger sequencing

method and the subsequent launch of many other genome projects, there has been a race

to develop faster, cheaper, and more sensitive sequencing methods. The specificity and

reproducibility of DNA polymerase (DNAP) enzyme can be exploited to image sequence

information on a DNA template during the synthesis of the complementary strand, as shown

by several recent examples (Guo et al. 2008; Harris et al. 2008). The first report that demon-

strated DNA sequencing by smFRET performed cyclic synthesis by DNAP using TIRF

microscopy (Braslavsky et al. 2003). The sequencing assay involved a surface-immobilised

DNA template with an annealed donor-labeled primer and the flowing of DNAP and labeled

nucleotide triphosphates while the DNA template positions monitored for FRET signal. The

reagent exchange for smFRET sequencing proceeded as follows: The position of the donor-

labeled DNA primer was recorded and the donor was bleached before the first round of

incorporation. This round consisted of donor-labeled nucleotides deoxyuridine triphosphate

(dUTP)–Cy3 or deoxycytidine triphosphate (dCTP)–Cy3 with DNAP, which was flowed in

and checked for donor signal. Unlabeled deoxyadenosine triphosphate (dATP), deoxyguano-

sine triphosphate (dGTP), and DNAP were then flowed in to extend the primer until the next

A or G. If there was no donor signal detected for the first incorporation, this process was

repeated. Otherwise, the second round of incorporation used acceptor-labeled nucleotides

dUTP–Cy5 and dCTPxCy5 and checked for FRET signal, followed by bleaching the acceptor

before flowing unlabeled dATP, dGTP, and RNAP. Green and red lasers were alternated to

excite the donor, check for FRET, and bleach the acceptor. This whole cycle was repeated

several times. This method of sequencing DNA allowed the determination of sequence fin-

gerprints up to 5 bp in length with 97% confidence level. However, this FRET assay was

limited by the dynamic range of FRET at 5 nm, thus restricting the read length equivalence to

∼15 bases. Instead, labeling DNAP with a donor and monitoring the FRET signal as it incor-

porates acceptor-labeled nucleotides may overcome this constraint. Nevertheless, Braslavsky

et al.’s pioneering work on using DNAP and FRET between labeled nucleotides has been

instrumental for the development of subsequent generations for DNA sequencing.

RNA Polymerase

RNAP is the multifunctional machine at the heart of transcription, one of the most

important biological processes in gene expression and regulation. RNAP works by recogniz-

ing specific sites on the DNA, unwinding the DNA helix around the start site, and transcribing

the DNA by synthesizing a complementary RNA strand. There have been numerous stud-

ies on the structure and function of RNAP and the mechanism of transcription at initiation,

elongation, and termination. Recent papers have reviewed extensively the studies of RNAP

transcription with single-molecule methods (Bai et al. 2006; Herbert et al. 2008).

One of the first questions addressed using single-molecule FRET involved the fate of

the bacterial transcription initiation protein σ70. Early observations of σ70 absence in RNAP–

DNA elongation complexes led to proposals that σ70 release is required for the transition

from transcription initiation to elongation and that the molecular machinery in transcription

is essentially different between initiation and elongation. Kapanidis et al. (2005) used single-

molecule FRET combined with ALEX to measure the extent of σ70 retention at various points

along elongation. The ALEX-based σ70 release assay was based on observations of changes
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in intermolecular distances and binding stoichiometries upon escape to elongation. The assay

uses analytical sorting to distinguish between σ70 retention and σ70 release in elongation: For

a leading-edge FRET assay (which uses a donor introduced at the leading edge of RNAP

and an acceptor at the downstream end of DNA), forward translocation and formation of a

σ70-containing elongation complex converts a donor–acceptor species with low FRET to a

donor–acceptor species with high FRET; on the other hand, formation of σ70-free elongation

complex with release of σ70 converts a donor–acceptor species with low FRET to donor-

only and acceptor-only species, which can be identified using the stoichiometry dimension of

ALEX histograms. The results show clearly that σ70 release is not obligatory but stochastic,

with 70%–90% of early elongation complexes and 50%–60% of mature elongation complexes

retaining σ70. The long half-life of σ70 in mature elongation complexes suggested that some

complexes might retain σ70 throughout elongation, allowing multiple additional levels of gene

regulation with σ70.

The mechanism of initial transcription in which RNAP translocates relative to DNA had

also been controversial. Based on ensemble biochemical results, there were three proposed

models that attempted to describe the physical mechanism of the process: first, the model

of transient excursions, which invoked transient cycles of forward/reverse translocation of

RNAP; second, the model of RNAP inchworming, which invoked a flexible element in RNAP

that translocates downstream during abortive RNA synthesis and retracts upon release of the

abortive RNA; and third, the model of DNA scrunching, which invoked a flexible element

in DNA that was pulled in by a fixed RNAP during translocation and extruded upon release

of the abortive RNA (Figure 5.8A). The three models were tested by monitoring the open

complex and initial transcribing complexes labeled at different positions on RNAP and on

promoter DNA (Kapanidis et al. 2006). Based on the changes in FRET efficiencies, it was

shown that the only distances changing during abortive transcription were distances between

DNA downstream of the transcription bubble and the RNAP leading edge, as well as between

Figure 5.8. Initial transcription involves DNA scrunching. A. Experiment documenting the contraction of DNA

between positions –15 (Cy3b) and +15 (Alexa647). Subpanels show E∗ histograms of open complex (RPo) and initial

transcribing complexes with up to 7-nt RNA (RPitc,≤7). The histograms comprise free DNA (lower-E∗ species) and

the RNA polymerase (RNAP)–DNA complexes (higher-E∗ species attributable to RNAP-induced DNA bending).

Free DNA is present in all experiments. The increase in the fluorescence resonance energy transfer (FRET) efficiency

in RPitc,≤7 (compared to RPo) point to DNA compaction during abortive initiation, consistent with the predictions

of the DNA-scrunching model (see text for details). B. Structural model of RPo showing all donor–acceptor distances

monitored. Thin blue lines represent distances that remain unchanged on transition from RPo to RPitc,≤7. Thick blue

lines represent distances that decrease on transition from RPo to RPitc,≤7. Red and pink arrows show the proposed

positions at which scrunched template (–9 to –10) and nontemplate strand DNA (–5 to −6), respectively, emerge

from RNAP.
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DNA downstream of the transcription bubble and DNA upstream of the transcription bubble

(Figure 5.8B). This validated the scrunching mechanism and supported a model in which the

stress accumulated from the DNA unwinding and compaction drives the breaking of bonds

between RNAP and DNA into promoter escape and elongation. Conformational heterogeneity

of RNAP during elongation (Coban et al. 2006) and the scrunching and rotation of T7 RNAP

during initiation has also been observed with smFRET (Sharma et al. 2008).

Reverse Transcriptase

Reverse transcriptase (RT), in particular the human immunodeficiency virus type 1

(HIV-1) RT, is a nucleic acid polymerase that uses RNA as a template to synthesize double-

stranded DNA for integration into the host genome. RT is a heterodimer consisting of a p51

and p66 subunit, with the latter containing RNA- and DNA-dependent DNA polymerase

activities and an RNase H domain. Crystallographic studies of the RT–nucleic acid com-

plexes showed a single primer/template binding mode, but recent ensemble kinetic studies

suggested a heterogeneous mixture of several binding modes. To determine the existence of

several species and obtain functional and structural information of each, the group of Claus

Seidel developed a multiparameter fluorescence detection technique (MFD) that measures

FRET based on the reduction of donor lifetimes (Rothwell et al. 2003). The group investigated

donor-labeled RT at the p66 domain and acceptor-labeled primer to reveal three distinct states

of RT–nucleic acid complexes. One of the states, not seen before by X-ray crystallography, did

not incorporate nucleotides and was structurally different from the other two. The other two

states were similar to the crystal structure but differed only by 5Å in the nucleic acid position

from each other. The two states undergo conformational changes upon binding a nucleotide,

allowing the researchers to assign the structures as productive stages in DNA polymerization.

The mechanism of RT that coordinates the DNA polymerase and RNase H activities is

unknown. Although RNase H cleavage analysis has shown different interaction modes with

substrates, crystal structures have only shown one enzyme-binding orientation. To address

this question and study RT binding conformations, an smFRET assay with msALEX was

used (Abbondanzieri et al. 2008). Surface-immobilised DNA or RNA substrate was acceptor-

labeled at the 5′ or 3′ end and immersed in a solution containing free RT molecules, donor-

labeled either at the RNase H domain or at the fingers subdomain (at the DNA polymerase

domain) on the p66 subunit. The distinct FRET efficiencies showed that RT binds DNA and

RNA primers in opposite directions, hence defining its enzymatic activity. For the binding of

RT to duplexes containing polypurine RNA primers for plus-strand DNA synthesis, RT was

found to dynamically switch between binding orientations. Cognate nucleotides and nonnu-

cleoside RT inhibitors, a class of anti-HIV drugs, were found to have opposing effects on

switching rates. The dynamic conformational changes of RT binding to substrates allowed

the enzyme to explore multiple binding orientations, thereby regulating enzymatic kinetics

and replication efficacy. This provided new insights into the dynamic structure and function

of RT that had not been shown before with ensemble methods or crystal structures and could

help in the development of pharmacological agents.

5.7.3. Applications to Molecular Motors

Molecular motors are proteins that use the energy from nucleotide hydrolysis to trans-

port cargoes in cells and exert mechanical tension. Motor proteins have been extensively stud-

ied by single-molecule methods (especially optical traps and single-molecule fluorescence)
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that revealed the stepping characteristics of each motor, the energy requirements, the deter-

minants, and conformational changes occurring during each stepping cycle. Single-molecule

FRET has also contributed to the improved understanding of two of these motor proteins:

linear motor kinesin and rotary machine F0F1-ATP synthase. In both cases, FRET pairs were

incorporated in the molecular motor, either in different subunits or within a single subunit,

and conformational changes were observed during the motor’s function.

ATP Synthase

F0F1-ATP synthase is a multi-subunit molecular machine that uses the proton-motive

force (a transmembrane gradient of proton concentration) to generate ATP from adenosine

diphosphate (ADP) and phosphate in the membranes of mitochondria, chloroplasts, and bac-

teria. The machine can also work in reverse, consuming ATP molecules to translocate protons

across membranes, and it consists of two coupled components: a membrane-bound hydropho-

bic part (F0) responsible for proton translocation and a hydrophilic part (F1) responsible for

ATP hydrolysis and synthesis (Figure 5.9A). A salient feature of the motor is the presence

of a multisubunit rotor (subunit composition of γεc10-12) that rotates 120
◦ per step (with one

step corresponding to the synthesis or consumption of a single ATP) with regards to a stator

assembly (subunit composition of α3β3δab2) and the rest of the protein, with each β subunit

containing an ATP-binding site. Extensive biochemical, structural, and single-molecule stud-

ies have made this rotary motor one of the best-studied proteins in bioscience (Abrahams

et al. 1994; Boyer et al. 2000) and inspired some of the most elegant and ground-breaking

single-molecule experiments (Noji et al. 1997). Despite this impressive body of work, a full

understanding of the mechanism of coupling of the two main functions of the protein is first

beginning to emerge.

The first single-molecule FRET on the motor (Borsch et al. 2002) examined the intact

F0F1 proteins reconstituted in liposomes, a system more complex that the F1 part used for

initial single-molecule fluorescence studies (Noji et al. 1997). Single-molecule FRET is well

suited for studying the rotary motion because it is stochastic and cyclic and, as such, it cannot

be synchronised and dissected at the ensemble level. The rotation of the γ subunit versus the

rest of the protein was observed by placing a donor on the b subunit of F0F1 and an acceptor

on the γ subunit (Figure 5.9A). Upon rotation of the γ subunit, a stepwise change in FRET

states was expected due to the stepwise changes among the three different donor–acceptor

distances corresponding to the three main conformations of the γ subunit against the rest

of the protein (similar to the conformations in Figure 5.9B). The first experiments used a

confocal setup with ∼1-ms temporal resolution to observe diffusing liposomes with single

F0F1 molecules. Analysis of fluorescence intensity and FRET time traces led to observation

of the predicted switching among three FRET states during the diffusion of one membrane-

bound F0F1 molecule through an expanded confocal volume (Figure 5.9C). Of importance,

the rate of FRET transitions due to presumed rotation matched the rate of ∼30 sec−1 obtained

from enzymatic assays performed for this protein preparation. In further studies of F0F1 using

a revised labeling scheme (Diez et al. 2004), an improved temporal resolution, and additional

FRET information (arising from donor-lifetime analysis), it was shown that the γ subunit

rotates in a stepwise fashion (as opposed to continuously) during ATP synthesis and in a

direction opposite to the rotation observed during ATP hydrolysis (Figure 5.9D, E). Similar

results were obtained when a fluorophore was introduced in the ε subunit, which also forms

part of the rotor assembly (Zimmermann et al. 2006).
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Figure 5.9. Single-molecule fluorescence resonance energy transfer (FRET) studies of adenosine triphosphate

(ATP) hydrolysis and synthesis by ATP synthase. A. Side view of a model of bacterial F1F0-ATP synthase inte-

grated in a lipid bilayer along with FRET probes. The rotor assembly is in blue, and the stator assembly is in orange.

The donor (green circle) is attached to the γ subunit, and the acceptor (red circle) is attached to the b2 subunit. B. Top
view of a cross section of the model shown in panel A. Rotation of the stator generates three distinct FRET states in

a cyclic fashion. ATP hydrolysis causes counterclockwise rotation, whereas ATP synthesis leads to clockwise rota-

tion. C. Experimental format. Diffusing labeled ATP-synthase molecules in liposomes cross a confocal volume and

generate long fluorescence bursts (see panels D and E). D. Photon bursts from ATP-synthase molecules during ATP

hydrolysis show cycling among three FRET states (represented by three levels of the ratio FD/FA, which depends on
FRET efficiency). E. Photon bursts from ATP-synthase molecules during ATP synthesis show cycling along three

FRET states in a direction opposite to the one for ATP hydrolysis. [Adapted from Diez et al. (2004). Copyright 2004

Nature Publishing Group]

Kinesin

Kinesin, one of the smallest molecular motors in cells, is a dimeric protein that uses

the energy of ATP to move cargoes towards the plus end of microtubules (Vale 2003).

Kinesin has been the focus of extensive biochemical, structural, and biophysical studies,

which have showed that kinesin moves in 8-nm steps by a hand-over-hand processive motion

(Yildiz et al. 2004). The group of Ron Vale was the first to use FRET methods to look at

conformational changes while kinesin reconfigures itself during its mechanochemical cycle,

either using static measurements (e.g., Rice et al. 1999) or by probing kinesins in action on

microtubules.
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The first application of smFRET to the study of kinesin (Tomishige et al. 2006) exam-

ined conformations of the neck-linker region of kinesin, a 12–amino acid region crucial for

the coordination of biochemical activities and conformational changes within each kinesin

step (Figure 5.10A). From prior work, it was known that the neck region adopts a “docked”

(forward-extending) state in the presence of ATP and an undocked state (backward-extending)

in the presence of ADP or in the nucleotide-free state (Figure 5.10B). These observations led

to a model in which ATP conversion to ADP in the leading head of the kinesin leads to

docking of the neck-linker region and to a ∼16-nm movement of the trailing head towards

the direction of motion. Previous attempts to test this model were complicated by ensemble

averaging of conformations (e.g., both linkers were labeled in a kinesin homodimer) and by

operating at high ATP concentrations, where transitions between linker conformers are too

fast to be resolved directly. To identify the different conformations of the neck linker and to

see dynamic changes in neck-linker conformations as kinesins move on axonemes, the group

prepared kinesins in which only a single neck linker was labeled with a FRET pair. To achieve

this challenging task, the group used a tour-de-force of site-directed mutagenesis, label-

ing, and functional assays to identify six labeling positions with kinesin that did not affect

function.

Using a TIRF microscope and alternating-laser excitation, it was possible to identify

kinesins with a donor and an acceptor and generate FRET histograms for several interprobe

positions and nucleotide states. This experiment was a static one, providing equilibrium dis-

tributions of FRET efficiencies; the FRET analysis confirmed the expected docked confor-

mation for the ATP-bound state (using a nonhydrolyzable analog of ATP) and the undocked

conformation for the nucleotide-free state. The group went on to study transitions between

conformations in real time by tracking doubly labeled kinesins as they moved on microtubules

(Figure 5.10C); this impressive experiment combined tracking of a large-scale, “global” prob-

ing of the unidirectional movement of kinesin along with “local” probing of the intrasub-

unit conformational changes occurring during each step. Indeed, at low ATP concentrations

(∼1 μM), the group succeeded in observing transitions between dwells in high- and low-

FRET states that represent docked and undocked states, respectively, for the FRET pair used

(Figure 5.10D).

This first application of smFRET to kinesin dynamics was followed by a study that

addressed the question of the prevailing conformation of kinesin while it waits for the sec-

ond ATP molecule to bind between steps (Mori et al. 2007). The group this time used two

FRET pairs that examined intersubunit distances within kinesin heterodimers. An initial cali-

bration using static distributions of kinesins showed that in the presence of an ATP analog, a

two-head-bound state predominates, whereas in the presence of low ADP, states in which the

heads come closer to each other (before dissociation) are populated; these states were inter-

preted as one-head-bound states, which was confirmed using a heterodimeric kinesin able to

bind only through a single head.

The most interesting conclusions of this work came from studies on FRET-labeled

kinesin molecules moving on microtubules. At saturating ATP conditions, kinesins occupy

FRET states consistent with a two-head-bound state, pointing to the fact that the time spent

in the one-head-bound state is very small. In contrast, at limiting ATP concentrations, the

predominant FRET state is consistent with an one-head-bound state interdispersed with tran-

sitions to lower- and higher-FRET states, which are interpreted as transient two-head-bound

states (mostly towards a forward direction). This detailed experimental treatment of such a

complex system allowed formulation of an updated model for kinesin translocation at differ-

ent levels of ATP and explained some inconsistencies existing in the field.
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Figure 5.10. Single-molecule fluorescence resonance energy transfer (smFRET) measurements of kinesin dynam-

ics. A. Model of kinesin showing labeling sites (red spheres) used in Tomishige et al. (2006). The neck linker

(green) is in the docked conformation; adenosine diphosphate (ADP) is shown as a cyan space-fill. B. Intrapro-
tein distances between labeling sites for the adenosine triphosphate (ATP)–bound, docked state of kinesin and for

the nucleotide-free, undocked state of kinesin. C. Experimental format. Sequential excitation by 514- and 632-nm

light and wide-field imaging identifies singly- and doubly- labeled kinesins on surface-immobilised microtubules.

D. FRET fluctuations due to conformational changes in the neck linker during the motion of kinesins along micro-

tubules at low ATP concentration. The donor and intensity time traces (top) are used to calculate FRET efficiencies

(middle) during the motion of doubly labeled kinesins; kinesin motion is tracked by localising the fluorophores

(bottom). Abrupt and large changes in FRET are due to conformational changes in the neck linker. E. Negative
control (heterodimeric kinesin 342-342) shows no significant conformational changes under conditions identical to

ones used in panel D. [Adapted from Tomishige et al. 2006. Copyright 2006 Nature Publishing Group.]
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5.7.4. Applications to Protein Folding and Dynamics

The multistep nature of protein folding and dynamics means that bulk measurements

can only provide ensemble-averaged information on the process, whereas theory and simu-

lations consider folding on the single-molecule or subpopulation level. By contrast, single-

molecule methods allow direct observation of individual proteins under various experimental

conditions for extended periods. As a result, smFRET has found numerous applications to

the study of protein folding and dynamics smFRET approaches have been discussed in recent

excellent reviews (Michalet et al. 2006; Schuler and Eaton 2008; Zhuang and Rief 2003). The

general approach used for investigations of folding with smFRET has been to study labeled

proteins in varying concentrations of denaturant, using the ability of smFRET to monitor

individual molecular subpopulations to resolve the folded and unfolded states and thus obtain

novel information on folding mechanisms and pathways.

The first smFRET study of protein folding by Deniz et al. (2000), used diffusion meth-

ods to directly confirm a two-state model of folding for the chymotrypsin inhibitor and extract

free energy landscapes for the protein under varying concentrations of denaturant. This work

was extended by a similar study (Schuler et al. 2002) on a doubly-labeled cold-shock protein

(Csp). After careful comparison with a series of rigid standards, Schuler et al. recovered a

limit in the reconfiguration time for the polypeptide chain in the unfolded state, an impor-

tant parameter not available from ensemble measurements. The studies on Csp were further

extended by measurements of the kinetics of folding in a microfabricated laminar-flowmixing

device (Lipman et al. 2003).

Parallel studies have applied surface immobilisation approaches with great success,

observing folding kinetics for extended periods of time. After early observations of protein

folding on silanized surfaces that may have influenced the folding landscape to a certain

degree (Talaga et al. 2000), Rhoades et al. (2003) used the interesting method of encapsula-

tion of labeled proteins in surface-tethered 100-nm lipid vesicles to avoid any surface inter-

actions and found evidence for multiple folding pathways for the folding of adenylate kinase.

Kuzmenkina et al. (2005) used surface immobilisation to investigate the dynamics of ribonu-

clease HI under varying concentrations of denaturant, successfully obtaining a partial free

energy landscape for the protein and providing strong evidence that the protein retains signif-

icant residual nonrandom structure even in the unfolded state. Recent work has also studied

the mechanisms of chaperonin-mediated protein folding (Sharma et al. 2008) and provided

strong evidence for the proposal that protein confinement by GroEL/GroES stretches apart

strongly hydrophobic regions of a polypeptide and thus opens up folding pathways inaccessi-

ble to spontaneous hydrophobic collapse.

smFRET has also been used to study the fundamental mechanisms of enzymatic

catalysis. Henzler-Wildman et al. (et al. 2007) studied the enzymatic reaction trajectory

of adenylate kinase (Adk) using a number of methods, including smFRET both in solu-

tion and on the surface. Adk was fluorescently labeled and monitored in the ligand-

bound and ligand-free states (Figure 5.11A). Solution smFRET measurements showed that

a state similar to the closed state was significantly populated even in the absence of ligand

(Figure 5.11A). Surface-immobilised measurements (Figure 5.11B–D) supported this find-

ing and, by analysing the intensity correlation function (Figure 5.11G), provided estimated

interconversion rates between the ligand free open and closed states that agreed well with

nuclear magnetic resonance (NMR) data, which had indicated the presence of interconvert-

ing states but was unable to determine the amplitude of any dynamics. By combining NMR,

molecular dynamics, and smFRET measurements, this research provided strong evidence that
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Figure 5.11. Using single-molecule fluorescence resonance energy transfer (smFRET) to study the enzymatic reac-

tion trajectory of adenylate kinase (Adk). A. Adk was fluorescently labeled and monitored in the ligand-free and

ligand-bound state. B. Histograms of FRET efficiencies of ligand-free (left) and ligand-bound Adk (right) measured

from single-molecule diffusion experiments. The dashed lines represent Gaussian fits of the corresponding distance

histograms back-transformed into FRET efficiency Et, and the solid line is the sum of those distributions. The ligand-

free state shows a state similar to the closed state, significantly populated even in the absence of ligand. C. Section of
a single-molecule fluorescence time trace of ligand-free Adk tethered on a glass surface. Donor (green) and acceptor
(red) intensities are shown together with the corresponding Et (blue), including the Et histogram over 25 time traces

(red, right). Lifetimes of the open and closed state (black lines) were determined using a transition zone for Et values
where the Gaussian distributions of the open and closed states overlap (grey). D. Resulting lifetimes of 25 time traces

were averaged, fitted exponentially, and corrected for missed events and triplet-state dynamics to yield kopen = 6,500

± 500 sec−1 (left) and kclosed = 2,000 ± 200 sec−1 (right), respectively. E. The intensity correlation function G(t)
for autocorrelation (AC) and cross-correlation (CC) analysis for six immobilized ligand-free Adk molecules was cal-

culated to obtain the overall opening/closing rate. Anticorrelation of the CC function is observed in the 10−4−10−3

sec timescale with a fitted overall opening/closing rate of 7,000 ± 2,000 sec−1. [Adapted from Henzler-Wildman

(2007). Copyright 2007 Nature Publishing Group.]

adenylate kinase samples states resembling the catalytically active closed conformation even

in the absence of ligand binding, with implications for the theory of dynamics of enzymatic

catalysis.

5.8. Conclusion and Future Prospects

The applications discussed show clearly that single-molecule FRET has affected sev-

eral fields in basic and applied biosciences. However, there is also room for improvement

that will help the implementation and interpretation of smFRET measurements. Moreover,

as the research community becomes more familiar with the method, more challenging appli-

cations are being considered, raising the bar for single-molecule FRET. Some of the active
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areas under development were outlined in Section 5.6. Moreover, advances in site-specific

labeling technologies (Deniz et al. 2008; Kapanidis et al. 2001) will expand the number of

FRET pairs and overcome distance constraints that can be incorporated into proteins to study

protein structure, protein dynamics, and conformational changes. New buffer components that

delay photobleaching (e.g., Vogelsang et al. 2008) and control fluorophore photophysics (e.g.,

Rasnik et al. 2006), as well as the development of reliable quantum-dot biolabels (Bruchez

et al. 1998; Michalet et al. 2005) will lead to extended and uninterrupted recordings in a vari-

ety of in vitro experiments. Ways to achieve this in living cells will enable exciting smFRET

experiments in a natural context. Finally, the appeal of the method for observing molecular

interactions will increase if the working concentration can be extended to study fluorescent

species in concentrations greater than nanomolar range. This may be achieved by combining

smFRET with methods that confine the laser excitation volume (Foquet et al. 2004; Levene

et al. 2003; Vogelsang et al. 2007) or by using nonfluorescent analytes. Advances in all these

aspects, along with improvements in detector technologies and FRET data-analysis algo-

rithms (McKinney et al. 2006), will keep single-molecule FRET in the limelight for years

to come.
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6
Single-Molecule Enzymology

Joseph J. Loparo and Antoine van Oijen

Abstract Understanding how enzymes function requires a thorough characterization of

enzymatic dynamics. Traditional enzymatic assays average over an ensemble of molecules,

making it difficult to detect reaction intermediates and conformational fluctuations of the

enzyme. These problems can be overcome by observing enzymes functioning in real time

on the single-molecule level. This chapter describes recent research efforts to measure single-

molecule enzyme kinetics and observe the structural dynamics of enzymes and discusses new

approaches to study multiprotein complexes on the single-molecule level.

6.1. Introduction

The high rates and specificities by which enzymes transform their substrates and the

diversity of reactions they catalyze make enzymology a fascinating area of biochemical

research. Chemists’ efforts to develop commensurate man-made catalysts require a thorough

understanding of how nature has optimized its own. Hypotheses proposed to explain enzyme

catalysis have generally relied on structural complementarity between the enzyme and the

reactants, intermediates, and products (Benkovic and Hammes-Schiffer, 2003; Garcia-Viloca

et al., 2004). Early “lock-and-key” models proposed that the enzyme’s structure was uniquely

suited to position the substrate in a reactive conformation. Motivated by transition-state the-

ory, later theories have generally built on the “lock-and-key” hypothesis by suggesting that

an enzyme preferentially binds the transition state and therefore destabilizes the reactant or

ground state. Providing a molecular explanation of enzyme catalysis remains an active and

challenging area of research due to the high degree of structural complexity and large num-

ber of degrees of freedom present in proteins (Hammes-Schiffer and Benkovic, 2006). A true

molecular understanding of enzyme catalysis requires knowledge of not only the structural

conformations of the enzyme, but also of how these states affect catalytic function and how

the intrinsic fluctuations of the enzyme lead to the interconversion between these states.

Traditionally, enzymology has combined biochemical methods, such as mutagenesis,

with structural and kinetic studies to build up a mechanistic picture of enzyme function
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(Fersht, 1999). Structural studies have generally relied on obtaining “static” pictures of the

enzyme either free or bound to a substrate analog through the use of crystallography or

nuclear magnetic resonance spectroscopy. Although these studies are able to provide struc-

tural detail at the level of single atoms, they only do so for states that are stable and long-lived

enough to allow structural characterization. On the other hand, kinetic studies are able to pro-

vide rates of conversion between species but do not provide access to high-resolution struc-

tural information. Ideally, one would be able to combine these two experimental strategies to

simultaneously follow enzyme structure and catalytic activity, effectively obtaining a “molec-

ular movie” of an enzyme transforming its substrate. As described elsewhere in this volume,

imaging and mechanical manipulation techniques of individual molecules are beginning to

provide such insights into a number of biological processes. In this chapter we describe how

these single-molecule methods can be applied to answer long-standing questions regarding

the dynamics of enzymes.

6.2. Enzyme Kinetics

Bulk-phase enzyme kinetic studies are generally performed by monitoring the loss of

reactants or generation of products through the measurement of spectroscopic observables.

Enzyme activity in such an ensemble-averaging approach is well described by the Michaelis-

Menten (MM) mechanism (Fersht, 1999):

E + S
k1←−−→

k−1

ES
k2−→ E∗ + P (6.1)

In this scheme, a substrate S binds to an enzyme E with a bimolecular rate constant k1 to form
the enzyme substrate complex ES. This complex can either dissociate to yield the starting

species, or the catalytic activity of the enzyme transforms ES to the reaction product P and

enzyme product E∗. These two processes are unimolecular, depending on only the ES con-

centration, and are described by the first-order rate constants k–1 and k2, respectively. In most

cases it is assumed that E∗ is equivalent to E or that the reaction E∗ → E is fast. To obtain a

practical expression for enzyme velocity dP/dt from the MM scheme, one must consider the

following rate equations:

d[E]
dt

= −k1[E][S] + k−1[ES] (6.2)

d[ES]
dt

= k1[E][S] − k−1[ES] − k2[ES] (6.3)

d[P]
dt

= k2[ES] (6.4)

By noting that the total enzyme concentration is equal to [ET ] = [E] + [ES] and applying the
steady-state approximation for ES,

d[ES]
dt

= k1[E][S] − k−1[ES] − k2[ES] = 0 (6.5)
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one obtains the equation for the enzyme velocity:

V = [ET ][S]kcat

KM + [S]
(6.6)

where kcat is the rate constant describing the conversion of [ES] to [P] and is equivalent to k2
in the MM scheme. KM is the Michaelis constant and is given by

KM = k2 + k−1

k1
(6.7)

In the limit when k−1 >> k2 the Michaelis constant reduces to the binding constant of the

enzyme–substrate complex:

KM ≈ k−1

k1
= [E][S]

[ES]
(6.8)

The MM mechanism predicts a hyperbolic dependence of V on [S]. At low [S], V increases

linearly with [S]. This linearity breaks down at high [S], with S effectively saturating the

available substrate binding sites and thus limiting V by kcat and [E].
With only two parameters, Km and kcat, theMM scheme accurately describes the steady-

state activities of countless enzymes. It would be naïve, however, to think that these two

parameters are able to fully describe the complexity of enzyme dynamics. For instance, kcat
is an average measure of the catalytic rate describing the behavior of a large ensemble of

enzymes. Extracting the distribution of rates from an ensemble experiment is difficult if not

impossible. This distribution is important, given the many conformational states occupied by

a population of enzymes at room temperature. Similarly, the existence of additional enzyme–

substrate intermediates beyond ES will cause steady-state measurements of kcat to yield a rate

constant that is a combination of the various rate constants.

By their very nature, steady-state experiments are unable to detect short-lived inter-

mediates. As a result, experimentalists often turn to pre–steady-state kinetics in an effort to

measure the individual rate constants of these intermediate states. Pre–steady-state experi-

ments are more difficult because they require the synchronization of the enzyme–substrate

population. In other words, there needs to be a well-defined time zero indicating the start of

the experiment. At this point, the entire population of enzymes and substrates needs to be

present in the same starting state. Furthermore, a time resolution is needed that exceeds the

turnover time of the enzyme. This requires rapid initiation methods, such as rapid mixing of

the enzyme and substrate, or relaxation methods, such as a temperature jump, that “instanta-

neously” shift the chemical equilibrium.

Even successful measurements of pre–steady-state kinetics can leave ambiguity. Often,

a multiexponential population decay of a given reaction intermediate is observed. This phe-

nomenon might be due to a static distribution of enzymatic states with different rate constants

or caused by states that are interconverting on the timescale of the experiment (Xie, 2002).

Even a single-exponential population decay does not necessarily yield an accurate estimate of

the microscopic rate constant but could be due to fast (relative to the experimental time reso-

lution) interconversion of different conformational states with different rate constants. Single-

molecule measurements of enzymes are able to resolve these issues by following individual

trajectories of an enzyme over many cycles. Analysis of these trajectories quantifies both the

distribution of catalytic rates and the dynamic fluctuations in rates of a given enzyme.
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Most single-molecule studies have examined enzyme kinetics by measuring the

turnover time, τ , the time for a single enzyme to complete one entire reaction cycle. One

can connect τ with ensemble experiments by noting that the average turnover time, 〈τ 〉, can
be related to the ensemble enzyme velocity through 1/〈τ 〉 = V/[ET ] (English et al., 2006).

Most experimental observations of the catalytic turnover of single enzymes have been per-

formed using fluorescence-based assays. These experiments have measured τ by relying on

enzymes containing intrinsically fluorescent cofactors (Lu et al., 1998) or through the use

of fluorogenic substrates (Edman et al., 1999). Standard fluorescence microscopy methods,

such as confocal or total internal reflection fluorescence (TIRF), can spatially resolve a sparse

density of surface-immobilized enzymes and record their repetitive catalytic activities.

The enzyme cholesterol oxidase is an example of the use of a fluorescent cofactor as

an experimental probe (Lu et al., 1998). Cholesterol oxidase utilizes flavin adenine dinu-

cleotide (FAD), which is intrinsically fluorescent, in its active site. The reduction of FAD by

cholesterol yields the nonfluorescent FADH2. Subsequent oxidization of FADH2 by molecu-

lar oxygen resets the enzyme for another catalytic cycle. From a photochemical perspective,

the enzymatic cycle can be viewed in terms of two reactions: a “switching off” and a “switch-

ing back on” of the fluorescence. Using fluorescent cofactors that are stably incorporated into

the enzyme ultimately limits the observation time due to photobleaching of the cofactor. Flu-

orogenic substrates use an enzyme to convert a nonfluorescent substrate into a fluorescent

product. By using fluorogenic substrates the waiting times between events of product genera-

tion can be measured indefinitely, with the observation window limited only by dissociation

of the enzyme from the surface or its degradation.

On their own, individual measurements of τ are not particularly useful. Because every

chemical reaction is stochastic in nature, individual measurements of transition times will be

seemingly random. Many instances taken together, however, yield distributions of turnover

times, f(τ ), that can be used to determine rate constants, detect reaction intermediates, and

provide distributions of kinetic parameters. To understand how this information is extracted

from f(τ ), one must return to the MM formulation but now from a single-molecule perspec-

tive. Given that the experimental observations are made on the single-enzyme level, enzyme

concentration is now a meaningless quantity. This prompted Xie and coworkers to reformulate

the MM approach from the perspective of the probabilities of finding an individual enzyme in

a specific state (Xie, 2001). Returning to Eq. (6.1) describing the MM scheme, and following

the derivation of Xie and coworkers, we can write the following differential equations:

dPE(t)
dt

= −ko
1PE(t) + k−1PES(t) (6.9)

dPES(t)
dt

= ko
1PE(t) − (k−1 + k2)PES(t) (6.10)

dPEo (t)
dt

= k2PES(t) (6.11)

where ko
1 = k1[S] and P(t) is the probability of finding the enzyme in the specified state.

The differential equations can be solved by noting that the sum of the probabilities must

equal 1, PE(t) + PES(t) + PEo (t) = 1, and that initially (i.e., at t = 0) the enzyme is in state

E, PE(0) = 1. A f(τ ) distribution that corresponds to the time to complete the MM cycle is

given by
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f (τ ) = dPEo (t)
dt

∣∣∣∣
t=τ

= k2PES(τ ) (6.12)

Solving for f(τ ) yields

f (τ ) = ko
1k2
2a

{exp [(a + b)τ ] − exp [(b − a)τ ]} (6.13)

where

a =
√
1

4
(ko

1 + k−1 + k2)2 − ko
1k2 and b = −1

2
(ko

1 + k−1 + k2).

The behavior of f(τ ) is sensitive to the kinetic parameters within the MM scheme. An exami-

nation of the behavior of f(τ ) as a function of the number of rate-limiting steps present within

the kinetic scheme reveals how mechanistic insight can be obtained from these distributions.

In the limit in which there is only a single rate-limiting step, be it association of enzyme and

substrate (i.e., k1 >> k2) or the conversion of ES to product (i.e., k2 >> k1), f(τ ) reduces to
a single-exponential decay, as one expects for a stochastic process. In the limit of two rate-

limiting steps, for example, if ES is particularly stable (k–1 = 0), one needs to determine the

sequential probability density of two stochastic processes. This is equivalent to the convolu-

tion of two exponentials, which yields

f (τ ) = ko
1k2

k2 − ko
1

{exp [− ko
1τ ] − exp [− k2τ ]} (6.14)

Therefore, in the presence of two rate-limiting steps, f(τ ) exhibits an exponential rise and

decay, indicating the presence of an enzyme–substrate intermediate. A number of N rate-

limiting steps results in the convolution of N exponentials. Assuming the rates (k) for each
intermediate step are equal, then f(τ ) becomes equal to the gamma distribution:

f (τ ) = kNτN−1 exp [− kτ ]
(N − 1)! (6.15)

As N increases, the width of f(τ ) decreases relative to the mean, and the shape approaches a

Gaussian, a result of the Central Limit Theorem (see Figure 6.1).

Proper determination of f(τ ) requires not only a large number of events, but also a

dynamic range covering both short and long turnover times. Depending on the experimen-

tal conditions, this may be difficult or impossible to achieve; for example, photobleaching

may limit the observation window. To circumvent this problem, Schnitzer and Block (1995)

suggested the following randomness parameter, r, to characterize f(τ ):

r =
〈
τ 2

〉 − 〈τ 〉2
〈τ 〉2 (6.16)

If f(τ ) is exponential, then r = 1, indicating that the spread in τ is large relative to the mean

of τ. The value of r decreases with an increase in N due to the decreasing width of f(τ ).
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Figure 6.1. A convolution of N exponentials with rate constant k results in a turnover distribution that is described by
the gamma distribution. As N increases (N = 2 [blue], N = 4 [green], and N = 8 [red]), the width of the distribution
decreases relative to the mean, a result that is captured in the randomness parameter, r, shown in the inset.

Effectively, an enzyme with multiple intermediates is more “regular” in its generation of

product than one with only a few.

So far, we have assumed that the kinetics of individual enzymes can be well described

by a single set of rate constants. A number of single-molecule studies have concluded that

single enzymes have different catalytic rates that can differ by an order of magnitude (Edman

et al., 1999; English et al., 2006; Flomenbom et al., 2005; Lu et al., 1998; Rissin et al., 2008;

van Oijen et al., 2003). To illustrate the strength of single-molecule experiments to reveal the

heterogeneities within a population of enzymes, it is worth looking at a recent example from

the literature. Xie and coworkers examined the kinetics of β-galactosidase using the fluoro-

genic substrate resorufin–β-D-galactopyranoside (RGP) (English et al., 2006). RGP releases

fluorescent resorufin on hydrolysis by β-galactosidase, resulting in a fluorescent burst. Single

enzymes were imaged confocally, and τ was defined as the time between fluorescent bursts.

An intensity trajectory of a single β-galactosidase is shown in Figure 6.2A. The form of f(τ )
was found to be dependent on substrate concentration as shown in Figure 6.2B. At low [S],
f(τ ) is a single-exponential decay because of the slow and rate-limiting nature of enzyme–

substrate association. As substrate concentration was increased, the catalytic step k2 became

rate limiting. However, a multiexponential behavior of f(τ ) was observed even at saturating

substrate concentrations. Such multiexponential behavior is not anticipated with only a single

rate-limiting step. The researchers attributed this behavior to a distribution of ES conform-

ers whose interconversion is slower than the timescale of an enzymatic turnover. Even on

the single-molecule level, fast interconversion of conformers, as compared to the turnover

time, averages the measured catalytic rate across the population of enzyme conformations.

The expression for f(τ ) may be modified to capture relatively long-lived heterogeneity by

integrating over the distribution of k2, w(k2):

f (τ ) =
∞∫
0

dk2w(k2)
ko
1k2
2a

{exp [(a + b)τ ] − exp [(b − a)τ ]} (6.17)

Through global fitting of the f(τ ) data, Xie and coworkers were able to extract w(k2).
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Figure 6.2. A. Turnover trajectory for a single β-galactosidase enzyme at a substrate concentration of 100 μM

resorufin–β-D-galactopyranoside (RGP). Turnover times correspond to the time between intensity spikes that sur-

pass the intensity threshold (dotted line). B. The turnover distribution is dependent on the substrate concentration.

Concentrations of RGP are 10 μM (open circles), 20 μM (filled circles), 50 μM (open squares), and 100 μM

(filled squares). Red lines correspond to single-exponential fits and show that f(τ ) becomes multiexponential with

increasing substrate concentration. Blue lines correspond to global fits with a model that includes a distribution of

enzymes with different catalytic rates (shown in the inset). C. Two-dimensional difference turnover histogram show-

ing that subsequent turnovers are generally correlated. D. The loss of correlation between turnovers is quantified in

the turnover correlation function, Cτ (t). [Adapted from English et al. (2006).]

What are the timescales for the interconversion of these different conformers? Through

analysis of individual enzymes one is able to observe how τ changes with time. If distinct con-

formers have different catalytic rates, one would anticipate that subsequent τ ’s of the same

enzyme should be correlated. In other words, a relatively fast turnover time should be followed

by another fast turnover. As one looks beyond a few turnovers, this correlation should begin to

disappear as the conformers begin to interconvert. To look for correlations, Xie and coworkers

plotted two-dimensional (2D) joint histograms of τ ’s as a function of the time between them.

Correlation appears as an elongation of the 2D histogram along the diagonal axis, τ1 = τ2.

In the limit of no correlation (i.e., at large separation times between the turnovers) the his-

togram is simply the product of the two turnover distributions, h (τ1,τ2) = f (τ1) f (τ2). Clear

broadening along the diagonal was observed for difference 2D histograms of β-galactosidase

with short and long separations between turnovers (Figure 6.2C). Quantifying the loss of cor-

relation as a function of time is difficult using 2D joint τ histograms, so Xie and coworkers

turned to calculating turnover correlation functions:

Cτ (m) = 〈�τ (0)�τ (m)〉〈
�τ 2

〉 (6.18)
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where �τ (m) = τ (m) − 〈τ 〉, with m as the index of turnovers. Converting from m to time was

accomplished by noting that t = m 〈τ 〉. Cτ (m) quantifies the loss of “enzymatic memory” due

to the interconversion of conformers and is shown in Figure 6.2D. For β-galactosidase, Cτ (m)

was found to decay over multiple timescales from milliseconds to seconds, indicating that the

structural fluctuations of the enzyme occur over multiple decades in time.

6.3. Conformational Fluctuations and Dynamics

In the previous section we described how single-molecule measurements are able to

reveal distributions of catalytic activity. This heterogeneity in kcat (also referred to as k2 in

the previous section) is due to a distribution of conformers that interconvert on a timescale

slower than the time of a single enzymatic turnover. Although measurements of individual

turnover events are able to show the existence of different conformers, they are unable to

provide any direct structural information. In this section we describe single-molecule efforts

aimed at understanding the interconversion of enzyme conformers and how these states affect

catalytic function.

Protein structure and dynamics are so complicated due to the large number of degrees

of freedom. In the context of protein folding, this leads to the well-known Levinthal paradox

(Dill et al., 2008). How can a protein find its native state in a reasonable amount of time if

it has to randomly search through the myriad other conformations? Modern answers to this

question have generally focused on conformational searching through an energy landscape in

which proteins are funneled from nonnative conformations into the global energy minimum

in which the native fold resides (Frauenfelder et al., 1991). Such a framework minimizes the

importance of specific folding pathways but instead emphasizes the heterogeneous nature of

the folding process. Single-molecule techniques are particularly powerful, given their ability

to quantify such distributions.

Roughness in the energy landscape leads to local minima corresponding to relatively

stable conformers. The interconversion time of these conformers is directly related to the

free energy barrier height between them, a scenario that is illustrated schematically in

Figure 6.3. From the Arrhenius equation, the rate of interconversion of two conformers is

given by k = Ae−Ea/RT , where A is the prefactor and Ea is the activation energy. The prefac-

tor A can be understood as the rate of the chemical process in the absence of an energy barrier,

with its value depending on the nature of the reaction. Isolated chemical reactions (i.e., gas-

phase reactions) generally have A–1 in the femtosecond range. Proteins are slower due to the

numerous noncovalent interactions they are capable of forming within the polypeptide chain

and with the surrounding solvent. Some studies have suggested “speed limits” for the forma-

tion of secondary structure on the order of A−1 = 1 μs (Kubelka et al., 2004). These estimates

are largely based on polymer theory and can be understood as the time for a random coil to

collapse on itself. The fluctuations that drive the interconversion of enzyme conformers can

be estimated to be somewhere between these two limits. Given the timescales of memory

loss in single-molecule enzyme turnover distributions and assuming a value for A−1 of 10−12

sec, Xie (2002) estimated that the barrier heights for the interconversion of enzyme con-

formers ranged between 0.5 kcal/mol (∼1 kBT), corresponding to picosecond fluctuations, to
16 kcal/mol (∼30 kBT) for dynamics on the second timescale.

Single-molecule experiments have generally measured structural fluctuations in pro-

teins by measuring a distance between two residues. We will describe two common methods

for determining distance: electron transfer (ET) (Lu and Xie, 1997; Neuweiler et al., 2003;
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Figure 6.3. Enzyme dynamics occurs on a corrugated free energy landscape. Distinct enzyme conformations

(A, B, C,. . .) interconvert through motion along the conformational coordinate, r. The timescale of this intercon-

version depends on the free energy barrier height, which can vary by orders of magnitude.

Yang et al., 2003) and fluorescence resonance energy transfer (FRET) (Roy et al., 2008).

Electron transfer is observed as a decrease in the fluorescence lifetime. This reduction in life-

time occurs because ET provides another quenching pathway for the relaxation of the excited

electronic state of the chromophore. Therefore, the measured fluorescence lifetime is equal to

γ −1(t) = [γo + kET (t)]−1, where γo is the fluorescence lifetime in the absence of quenching

and kET (t) is the fluctuating ET rate. The rate of ET is described by the Marcus equation, the

details of which are not important for our discussion (Stubbe et al., 2003). In the context of

measuring conformational fluctuations, the distance dependence between the electron donor

and acceptor of the ET rate constant, kET , is critical. ET is exponentially dependent on the

distance kET (t) = koe−β(r(t)), where β is ∼1.4 for proteins (Gray and Winkler, 1996). Exper-

iments have generally used a naturally present amino acid such as tyrosine to be the electron

acceptor. Back transfer from the donor to acceptor occurs on the order of a few nanoseconds.

Fluctuations in the fluorescence lifetime can be attributed to changes in kET and therefore

fluctuations in r(t).
Yang et al. used single-molecule ET as a probe to measure the conformational fluctu-

ations of Fre, a flavin reductase from Escherichia coli (Yang et al., 2003). Fre contains the

fluorescent cofactor FAD, which can transfer an electron to a neighboring tyrosine residue.

Fluorescence lifetimes were measured using a pulsed laser to excite FAD and single-photon

counting methods to detect emitted fluorescence (see Figure 6.4A). In such an approach, the

photon delay time, τ p, is merely the time between the excitation pulse and the emitted photon

(Figure 6.4B). Plotting a histogram of τ p yields a single-molecule fluorescent decay similar

to ensemble measurements of fluorescent lifetime.

A particular strength of this single-molecule approach is the ability to look at fluctua-

tions in τ p as a function of time. A “running” average fluorescence lifetime as a function of

time can be calculated by binning the τ p trajectory over 100 photons as is shown in Figure

6.4C. Given the photon counting rate in the Fre study, this bin size corresponded to 200 ms.

Lifetimes for FAD in the Fre system were found to vary from 30 ps to ∼3 ns. Given the

relationship between the electron donor and acceptor distance r and fluorescence lifetime γ ,
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Figure 6.4. A. Diagram of excitation pulses and detected fluorescence photons. B. Plot of τp as a function of the

photon arrival time. C. Fluctuations in the fluorescence lifetime for a single Fre/flavin adenine dinucleotide (FAD)

complex. D. Fluctuations in the fluorescence lifetime are captured by the correlation function, Cγ (t). [Adapted from
Yang et al. (2003).]
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one can build a probability distribution P(r) for the distance from the lifetime histogram. The

potential of mean force describing the dynamics of the FAD–Tyr pair can be obtained from

P(r) by using

V(r) = −kBT ln [P(r)] (6.19)

The dynamics of V(r) is captured by the lifetime correlation function, shown in Figure 6.4D:

Cγ (t) = 〈
δγ −1(t)δγ −1(0)

〉
, where δγ −1(t) = γ −1(t) − 〈

γ −1
〉
. The loss of correlation occurs

over multiple decades in time, from hundreds of microseconds to tens of seconds, strongly

supporting previous hypotheses that memory effects in enzyme turnover trajectories were due

to conformational fluctuations.

Some caution is required in interpreting V(r), in that it is a projection of the multidi-

mensional free energy landscape onto only one coordinate, r. For the Fre system, V(r) was
found to be smoothly varying and nearly harmonic. Simulations of Brownian diffusion on

this potential are unable to reproduce Cγ (t); instead, anomalous diffusion was necessary to

explain the data. This indicates that the “actual” potential is much more rugged than V(r),
which is time averaged over the time window necessary to sufficiently average τ p. The study

of Yang et al. demonstrates the ability of single-molecule ET to probe equilibrium fluctuations

of an enzyme.

FRET experiments, described in greater detail in a separate chapter in this volume,

monitor the nonradiative energy transfer between a donor and an acceptor dye. Much like ET,

FRET serves as a competing pathway for the relaxation of the electronic excited state. The

rate of energy transfer from the donor to acceptor is dependent on the distance and orientation

of the dyes, as well as on the spectral overlap and quantum yield of the donor. For dyes that

are freely rotating it is often the case that the orientational factor averages out to the value for

isotropic rotation (Lackowicz, 1999). The FRET efficiency, E, is given by

E =
[
1 +

(
R
Ro

)6
]−1

(6.20)

where Ro is the Förster radius, the distance of 50% FRET efficiency, and R is the distance

between the donor and acceptor dyes. Typical values of Ro are on the order of a few nanome-

ters, which correspond to and describe roughly the range of distances over which FRET is

most effective.

Experimental measures of E are performed ratiometrically by exciting the donor dye

and subsequently monitoring the fluorescence (F) from both the donor and the acceptor:

E = FA

FA + χFD
(6.21)

where χ = ηAφA
ηDφD

corrects for the detection efficiencies (η) and quantum yields (φ) of the

acceptor and donor. Given that the fluorescence intensities of donor and acceptor should be

anticorrelated, measuring both signals helps to discern real changes in E from noise. Practi-

cally, donor and acceptor dyes are generally covalently coupled to the protein. Attaching dyes

to specific residues of the protein and doing so in a manner that does not impair catalytic

activity is one of the major challenges of a typical single-molecule FRET experiment.

FRET experiments have probed a number of systems, investigating phenomena such

as protein folding and the equilibrium conformational fluctuations of proteins; a number of
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Figure 6.5. A. The structure of the hairpin ribozyme. The orange strand refers to the substrate, and the orange

arrow indicates the cleavage site. B. Fluorescence resonance energy transfer (FRET) time trace of a single ribozyme

undergoing a catalytic cycle. C. The dwell-time distribution in the docked state is complex, suggesting four distinct

docked states. [Adapted from Zhuang et al. (2002).]
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reviews have recently been published (Joo et al., 2008; Michalet et al., 2006; Toprak and

Selvin, 2007). A demonstration of the utility of single-molecule FRET for probing the inter-

play of structural dynamics and function is provided by Zhuang et al. (2002), who studied a

hairpin ribozyme. The ribozyme is the minimal active form derived from the autocatalytic

negative strand of the tobacco ringspot virus satellite RNA, which cleaves RNA into 32P

and 52P products. Approximately 50 nucleotides in length, the ribozyme is comprised of a

two helix-loop-helix domains A and B. Previous biochemical studies showed that the hairpin

ribozyme could form an extended “undocked” conformation with the two domains coaxi-

ally stacked or a bent “docked” conformation with tertiary contacts between loops A and B

(Walter et al., 1998, 1999).

Single-molecule measurements were performed on the ribozyme by tethering the 52

end of domain B to the surface and attaching the Cy3 donor dye to the 32 end of B and Cy5 to

the 52 end of domain A (see Figure 6.5A). Histograms of E were comprised of three clear dis-

tributions: the undocked low-FRET state, the docked high-FRET state, and an intermediate-

FRET state that results when the substrate is not bound to the ribozyme. Trajectories of single

ribozymes clearly showed the transition between these states with cleavage of the substrate

only occurring from the docked state. A single ribozyme trajectory is shown in Figure 6.5B.

Surprisingly, analysis of the dwell times in the docked state, shown in Figure 6.5C, revealed

multiexponential behavior, indicating the presence of four distinct docked states. Previous

ensemble experiments were unable to resolve these states due to their relatively short life-

time, which results in little accumulation of these species. In addition, individual ribozymes

seemed to repeat similar dwell times in the docked state as if they “remembered” the struc-

tural features of the docked state in which they had previously resided. Mutation experiments

suggested that these distinct docked states were the result of disruption in interloop hydrogen

bonds, while the long memory time indicates that the interconversion of these states is slow.

6.4. Enzymology of Multiprotein Complexes

Up to this point our discussion has focused on observing the dynamics of single

enzymes as they chemically transform their substrates. However, most biochemical pathways

involve the concerted activity of multiple proteins working together. The requirement for

sufficiently high protein concentrations to facilitate protein–protein interaction is seemingly

incompatible with single-molecule experiments that traditionally have relied on reducing pro-

tein concentration to such a sparse level that individual fluorescent proteins can be resolved

by optical means. Standard fluorescence microscopes operating at visible wavelengths can

achieve a minimal, diffraction-limited spot size of ∼300 nm, which corresponds to an excita-

tion volume of ∼0.1 femtoliter (fL) (femto = 10−15). To have on average only one molecule

in this volume, the concentration of fluorescent molecules must be on the order of ∼1 nM.

Protein–protein affinity is quantified by the equilibrium dissociation constant Kd, which can

be ∼1 μM or higher.

There are multiple ways to address this disparity in concentrations. Depending on the

experiment, it is possible to fluorescently label only a fraction of a given protein popula-

tion. Yang and Musser (2006) used this approach to examine the concentration dependence

of transport across the nuclear pore complex. A component of the import complex, NLS-

2xGFP(4C), was fluorescently labeled and mixed with unlabeled cargo. Rates of transport

of the fluorescent cargo were found to be dependent on the total concentration of cargo.
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However, this approach will only work in situations in which one only needs to visualize one

of the protein components.

As a more generally applicable approach, one can attempt to reduce the optical exci-

tation volume, effectively moving beyond the diffraction limit and thus reducing the number

of fluorescent molecules observed. Both TIRF and confocal microscopy, which are well-

established modalities in single-molecule imaging, rely on this approach to reduce back-

ground fluorescence and improve signal-to-noise ratios. Recent studies have demonstrated

significant reductions of the excitation volume by using subwavelength nanostructures known

as zero-mode waveguides (Moran-Mirabel and Craighead, 2008; Stark et al., 2007). Zero-

mode waveguides consist of a sub–100 nm metal film, such as aluminum, deposited onto a

glass substrate. Arrays of apertures anywhere from 30 to 80 nm in diameter can be patterned

using electron-beam or ion-beam lithography techniques. Due to the aperture’s subwavelength

size, visible light does not propagate beyond the aperture, but instead an evanescent field is

generated at the aperture entrance. Therefore, the excitation volume is determined by the

aperture size and the length scale of the evanescent decay, amounting to volumes as small as

attoliters (aL) (10−18) to zeptoliters (zL) (10−21). Webb and coworkers have demonstrated the

power of this approach by using zero-mode waveguides in combination with fluorescence cor-

relation spectroscopy to observe the incorporation of fluorescent nucleotides at micromolar

concentrations by the T7 DNA polymerase (Levene et al., 2003).

Instead of confining the excitation light, one can confine the molecules of interest into

a small volume and thus increase the local concentration. A number of recent studies have

demonstrated the encapsulation of proteins within small lipid vesicles with a diameter on

the order of 50–200 nm, resulting in a typical volume of ∼1 aL (Boukobza et al., 2001;

Okumus et al., 2004; Rhoades et al., 2003). One molecule in this volume would correspond

to a concentration of ∼1 μM. Although they are somewhat larger in diameter (∼700 nm), one

can also encapsulate proteins within water drops in an oil emulsion (Tang et al., 2008). Lipid

vesicles can be surface-tethered and functionalized to include pores to allow for the diffusion

of small molecules into the vesicle interior (Cisse et al., 2007). In addition, emulsified single

aqueous nanodroplets have been optically trapped (Tang et al., 2008). Chen and coworkers

demonstrated the utility of lipid encapsulation by characterizing the weak protein–protein

interactions of two copper transport proteins (Benitez et al., 2008).

In a fourth approach, proteins can be maintained at high concentration and their sub-

strates can be made sparse. This strategy has been used in mechanical assays that allow for the

stretching of individual DNA molecules and the accurate measurement of their length or the

position of proteins bound to the DNA. In these experiments, the DNA is kept at low concen-

trations, and the untagged and invisible proteins are introduced at concentrations sufficiently

high to form multiprotein complexes on the DNA.

A recent example from van Oijen and coworkers is the single-molecule observation of

the activity of the multienzyme machinery, known as the replisome, responsible for replicat-

ing DNA (Hamdan et al., 2007; Lee, 2006; Tanner et al., 2008). Mediating DNA replication

in a highly synchronized manner, the replisome consists of a DNA helicase that unwinds the

double-stranded DNA; DNA polymerases that synthesize DNA on each of the two template

strands; a DNA primase that synthesizes RNA primers to initiate lagging-strand synthesis;

and single-stranded DNA binding protein [for a review of prokaryotic DNA replication see

Benkovic et al. (2001)]. Because the leading- and lagging-strand polymerases both synthe-

size DNA in a 52 to 32 direction, they are moving in opposite directions on two antiparallel

DNA strands, making it difficult to coordinate the synthesis of both DNA strands during

replication. Alberts et al. (1983) proposed a “trombone model” in which a replication loop
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Figure 6.6. A. Cartoon of the T7 replisome, illustrating the formation of a replication loop on the lagging strand.

B. Experimental scheme for watching replication loop dynamics. Imaging of the bead results in a real-time measure

of DNA length. C. Trajectory of DNA length as a function of time. Loop growth and lag phases between looping

events are denoted by the cyan and orange boxes, respectively. Phase I (blue arrow) refers to loop growth, and phase
II (red arrow) indicates loop release. O.F., Okazaki fragment. [Adapted from Hamdan et al. (2008).]

(Figure 6.6A) formed on the lagging strand of the replication fork reorients the lagging-

strand DNA polymerase so that it advances in parallel with the leading-strand polymerase.

The replication loop grows and shrinks (like the slide of a trombone) during each cycle of

DNA synthesis, producing short fragments of DNA called Okazaki fragments. Half of the
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replication loop is the double-stranded product of DNA polymerase, and the other half is the

single-template for the next Okazaki fragment, which is extruded by the helicase and coated

with single-stranded DNA–binding protein. Decades of biochemical, genetic, and structural

studies have elucidated the main components and activities of the replisome, but there is

no clear understanding of the dynamics of replication loop formation and its coordination

with the various enzymatic activities at the fork. Hamdan et al. (2008) used single-molecule

techniques to visualize the real-time formation and release of replication loops by individual

replisomes of bacteriophage T7. One end of a 48.5 kb-long duplex λ-phage DNA molecule is

attached to the bottom surface of a glass flow cell and the other end to a bead. A constant lam-

inar flow is applied above the surface such that the resultant drag on the beads stretches the

DNA molecules with a well-defined force in the low-pN range. Changes in the lengths of the

individual DNA molecules are measure by imaging the beads and tracking their positions.

On introducing the four proteins that form the T7 replisome (the helicase-primase protein,

the polymerase with processivity factor, and single-stranded DNA–binding protein) the DNA

length changes, indicating replication. The gradual shortening of the DNA length corresponds

to the formation of a replication loop (Figure 6.6B), followed by the sudden release of the loop

and the “snapping back” of the DNA length to the original value. The discontinuous synthesis

of Okazaki fragments on the lagging strand was observed as a repeated expansion and release

of the replication loop (Figure 6.6C). Analyses of the distributions of loop sizes and lag times

between loops reveal that initiation of primer synthesis and the completion of an Okazaki

fragment each serves as a trigger for loop release. The presence of two triggers may represent

a fail-safe mechanism ensuring the timely reset of the replisome after the synthesis of every

Okazaki fragment.

In summary, single-molecule techniques have enabled new insights into the complex-

ities of enzyme dynamics. Characterization of enzyme turnover kinetics has revealed that

enzyme populations are surprisingly heterogeneous, displaying a distribution of catalytic

rates. Studies of enzyme conformational fluctuations have indicated that structural dynam-

ics occur over multiple decades in time, a finding consistent with the hypothesis that the

distribution of catalytic rates is a result of interconverting conformers of varying catalytic

activity. Future directions in single-molecule enzymology require new experiments that cor-

relate enzyme structure with activity and that are capable of probing multiprotein complexes.
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7
Single-Molecule Studies of Rotary
Molecular Motors

Teuta Pilizota, Yoshiyuki Sowa, and Richard M. Berry

Abstract Rotary molecular motors are protein complexes that transform chemical or elec-

trochemical energy into mechanical work. There are five known rotary molecular motors in

nature; the bacterial flagellar motor, and two motors in each of ATP-synthase and V-ATPase.

Rotation of the flagellar motor drives a helical propeller that powers bacterial swimming. The

function of the other rotary motors is to couple electrochemical ion gradients to synthesis or

hydrolysis of ATP, and rotation is a detail of the coupling mechanism rather than the ultimate

purpose of the motors. Much has been learned about the mechanism of the F1 part of ATP-

synthase and the flagellar motor by measuring the rotation of single motors with a variety of

techniques under a wide range of conditions. This chapter will review the structures of ATP-

synthase and the flagellar motor, and what has been learned about their mechanisms using

single molecule techniques.

7.1. Introduction

Rotarymolecular motors are protein complexes that transform chemical or

electrochemical energy into mechanical work. The work done is defined as the product of

torque (force times the perpendicular distance to the axis of rotation) and the relative angle

of rotation between a fixed part designated the stator and a moving part designated the

rotor. There are five known rotary molecular motors in nature (we will not consider here

DNA-processing motors with a rotary component to their motion). The bacterial flagellar

motor (BFM), the Fo part of ATP-synthase, and the Vo part of ion-pumping V-ATPases

are driven by electrochemical gradients (ion-motive forces [IMFs]) of H+ ions (protonmo-

tive force [PMF]) or Na+ ions (sodium-motive force [SMF]) across energized membranes.

The F1 and V1 parts of ATP-synthase and V-ATPases are driven by ATP hydrolysis. In the

BFM, the stator is a ring of independent torque-generating units anchored to the cell wall,

and the rotor is a set of rings ∼45 nm in diameter that spans the bacterial envelope. In ATP-

synthase and V-ATPases, the stators of the F/Vo and F/V1 parts are connected together by

a peripheral stalk, and the rotors are connected together by a central stalk. The dimensions

T. Pillizota, Y. Sowa, and R. M. Berry • Department of Physics, Clarendon Lab, University of Oxford, Oxford

OX1 3PU, UK

183P. Hinterdorfer, A. van Oijen (eds.), Handbook of Single-Molecule Biophysics,
DOI 10.1007/978-0-387-76497-9_7, © Springer Science+Business Media, LLC 2009



184 Teuta Pilizota et al.

of both enzymes are roughly 10 nm in diameter by 20 nm long. Whereas rotation of the

BFM drives a helical propeller that powers bacterial swimming, the function of the other

rotary motors is to couple the IMF to synthesis or hydrolysis of adenosine triphosphate

(ATP), and rotation is a detail of the coupling mechanism rather than the ultimate purpose

of the motors. Much has been learned about the mechanism of F1 and the BFM by measur-

ing the rotation of single motors with a variety of techniques under a wide range of con-

ditions. Similar experiments on Fo, V1, and Vo may provide further insights in the near

future. This chapter will review the structures of F1, Fo, and the BFM and what has been

learned about their mechanisms using single-molecule techniques. Little will be said about

V-ATPase, which is very similar to ATP-synthase and almost certainly shares the same rotary

mechanisms.

ATP-synthase, also known as F1Fo-ATPase, is a ubiquitous enzyme located in mito-

chondria and chloroplasts of eukaryotic cells and in the cytoplasmic membranes of bacteria.

It synthesizes ATP from adenosine diphosphate (ADP) and inorganic phosphate (Pi), using

the IMF as the source of free energy. ATP is the “energy currency” of living organisms.

Its hydrolysis to ADP + Pi releases the energy needed for many cellular processes, and it is

present in relatively large amounts inside cells; ATP-synthase synthesizes roughly 2 million

kg of ATP in the 75-year lifespan of a typical 70-kg human (Yoshida et al. 2001). Despite the

fact that different organisms generate IMFs by many different respiratory or photosynthetic

mechanisms, ATP-synthase is one of the most evolutionarily conserved enzymes (Kanazawa

et al. 1981, Walker et al. 1985, Hudson et al. 1987). Under normal conditions Fo generates

more torque than F1, and thus F1 is driven backwards to synthesize rather than hydrolyze

ATP. This relationship is reversed in V-ATPase, in which rotation of V1 drives Vo back-

wards to pump ions against the IMF. V-ATPase is located in many intracellular compartments

(endosomes, lysosomes, secretory vesicles) and has also been identified in the plasma mem-

brane of certain cells (Nishi and Forgac 2002, Beyenbach and Wieczorek 2006). Given that it

regulates pH, a carefully controlled parameter affecting many cellular processes, V-ATPase

has an important role in, for example, receptor-mediated endocytosis, protein processing and

degradation, acid secretion, and bone degradation (Nishi and Forgac 2002, Beyenbach and

Wieczorek 2006).

At ∼50 nm in diameter and with a molecular mass of ∼11 MD, the BFM is one of

the largest molecular machines in bacteria. It consists of about 13 different component pro-

teins, and a further approximately 25 proteins are required for its expression and assembly,

with a total of 40–50 genes involved in expression, assembly, and control (Macnab 2003).

It is a rotary machine embedded in the cell envelope and connected to an extracellular heli-

cal filament. As with Fo and Vo, the motor is powered by the flow of ions down an elec-

trochemical gradient across the cytoplasmic membrane into the cell. The rotating filament

enables the cell to swim away from unfavourable and towards favourable external condi-

tions. Bacteria achieve active control of their motion by regulating motor rotation, the final

stage of processes such as chemotaxis, phototaxis, magnetotaxis, and thermotaxis by which

many species of bacteria sense and navigate their environment (Blair 1995, Falke et al. 1997,

Wadhams and Armitage 2004, Baker et al. 2006, Paster and Ryu 2008). The best-studied

flagellar motors are those of peritrichiously flagellated (several flagella at random locations

around the cell) enteric bacteria Escherichia coli and Salmonella enterica Sv typhimurium,

and results described in this review refer to one or other of these motors unless stated

otherwise.
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7.2. Structure

7.2.1. ATP-Synthase

ATP-synthase has a very similar overall structure whatever the source—prokaryotes,

chloroplasts, or mitochondria. The overall structure of F1Fo-ATPase has been obtained from

low-resolution cryo–electron microscopy (cryo-EM) studies of yeast mitochondrial F1Fo
(Stock et al. 1999) and E. coli F1Fo (Wilkens et al. 2000). Numerous atomic structures of

the cytoplasmic F1 part from various species have been obtained by X-ray crystallography, as

well as a small number of structures of the membrane-bound rotor of Fo and of various other

components of the enzyme. These atomic structures have been docked into a low-resolution

structure of bovine heart mitochondrial ATP-synthase (Rubinstein et al. 2003), and in com-

bination with a range of biochemical studies (e.g., Schwem and Fillingame 2006) have led

to the model shown in Figure 7.1, where the main figure shows the nomenclature of the bac-

terial enzyme and the inset shows the equivalent mitochondrial subunits. Unless otherwise

stated, we use the bacterial nomenclature in this chapter. Synthesis and hydrolysis of ATP

occur in F1, in which the minimal rotary motor consists of the stator α3β3 and the rotor γ.

Figure 7.1. Schematic showing the structure and subunit nomenclature of Escherichia coli and mitochondrial (inset)
F1Fo-ATPase. The ε- and δ-subunits in the mitochondrial enzyme are equivalent to the ε-subunit of the E. coli
enzyme. Rotor subunits are shown in shades of blue, stator subunits in shades of red. One α– and one β-subunit are

removed in the inset to show the γ-subunit more clearly. Ion flux across the membrane in Fo drives rotation of the

common rotor (blue arrow), which in turn drives synthesis of adenosine triphosphate (ATP) in F1. ADP, adenosine

diphosphate; OSCP, oligomycin-sensitivity conferring protein; Pi, inorganic phosphate
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The rotor of Fo is a ring of 10–15 c-subunits, depending on the species (Figure 7.2), and the

stator is composed of the a- and b-subunits. The peripheral stalk containing δ- and b-subunits

connects the two stators, and ε helps to link the two rotors together.

F1

Whereas the majority of single-molecule experiments on F1 have used prokaryotic F1,

in particular from the thermophilic Bacillus PS3 (TF1), most atomic structures are of the

enzyme from bovine heart mitochondria. The first of these was obtained in 1994 by Walker,

Leslie, and coworkers with a resolution of 2.8 Å and a crystal grown in the presence of 250

μM adenyl-5-yl imidodiphosphate (AMP-PNP; an analog of ATP), 250 μM ADP, and azide

(protein data bank [PDB] code 1BMF) (Abrahams et al. 1994). The structure consists of three

α-subunits, three β-subunits, and a γ-subunit. Nucleotide-binding sites were identified at the

interfaces between α- and β-subunits. The three noncatalytic sites, formed mainly by the α-
subunits, have AMP-PNP and Mg2+ bound. Of the three catalytic sites, formed mainly by

β-subunits, one has ADP and Mg2+ bound (referred to as βDP), one AMP-PNP and Mg2+

(βTP), and one subunit is empty (βE). The 1994 structure most likely represents the Mg-ADP

inhibited form, that is, the state immediately after ATP binds the βTP site, stalled by the failure

of Mg-ADP release from the βDP site (Hirono-Hara et al. 2001, Yasuda et al. 2003).

Several additional crystal structures were obtained subsequently, of which only a few

differ significantly from the 1994 structure in terms of γ-subunit orientation or the number and

location of nucleotides. One of them, bovine mitochondrial F1 inhibited by dicyclohexylcar-

bodiimide (DCCD), obtained in 2000 (PDB code 1E79), has mitochondrial ε- and δ-subunits

as well as the γ-subunit, forming a foot that interacts with Fo (Gibbons et al. 2000). In another

bovine F1 structure, obtained in 2001, the γ-subunit orientation is shifted by 15◦ compared to

the 1994 structure (PDB code 1H8E) (Menz et al. 2001). This crystal was formed from alu-

minum fluoride–inhibited F1 and has ADP, Mg2+, and glycerol bound to all α-subunits; ADP,
Mg, and SO4

2– to the βE-subunit; ADP,Mg2+, and AlF4
− to βDP; and ADP,Mg2+, AlF4

−, and
glycerol to the βTP-subunit. It is speculated that the structure represents the post-hydrolysis,

pre-product-release step, in that the βE-subunit now binds ADP and sulfate (mimicking Pi)

and adopts a “half-closed” conformation. Recently a crystal structure of bovine mitochondrial

F1 was obtained in conditions identical to those in the 1994 structure but in the absence of

azide (PDB code 2CK3) (Bowler et al. 2007). The two structures differ only in the βDP site.

Whereas in the 1994 structure this site is occupied by ADP and azide, the 2007 structure has

AMP-PNP bound. The authors take this as further evidence that the 1994 structure represents

the Mg-ADP inhibited form and that the 2007 structure represents the most accurate available

intermediate state in the catalytic cycle of hydrolysing F1. In 1997, the nucleotide-free struc-

ture of the α3β3 hexamer of TF1 was obtained with a resolution of 3.20 Å, showing that the

α- and β-subunits are essentially the same as in the bovine crystals (Shirakihara et al. 1997).

Fo

There are no high-resolution structures of the Fo stator a-subunit. An early X-ray

structure of yeast mitochondrial ATP-synthase including F1 and the Fo rotor showed a ten-

fold C-ring attached to the base of F1 (Figure 7.2, top) (Stock et al. 1999), but without

atomic resolution. In 2005 a high-resolution crystal structure of the Fo rotor, the C-ring from

Na+-ATPase from Ilyobacter tartaricus, was determined (Figure 7.2, bottom; PDB code
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Figure 7.2. Fo rotors from various species. Top: Stereo views (left) from an electron density map of the yeast F1c10
complex, and the location of the F1 subunits in relation to the c-subunits (right). The membrane-spanning α-helices

of the c-subunit are shown as blue circles. Middle: Atomic force microscope images of rotors from chloroplasts of

different species, showing 11- and 15-fold symmetries. Bottom: X-ray crystal structure of the rotor from I. tartaricus
showing 11 c-subunits. Blue spheres represent the bound Na+ ions; detergent molecules inside the ring are shown in

red and gray. [From Stock et al. (1999). top; Seelert et al. (2000), middle left; Pogoryelov et al. (2005), middle right;

Meier et al. (2005), bottom; with permission.]
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1YCE) (Meier et al. 2005). Each of the 11 symmetrical c-subunits showed a cylindrical,

hourglass shape and had a Na+ ion bound in the middle at a position predicted to be near

the middle of the hydrophobic core of the membrane. A similar structure has been obtained

for the rotor of a Na+-driven V-ATPase (Murata et al. 2005), showing a tenfold symmetry,

in contrast to earlier assumptions of a sixfold Vo rotor (the assumption was based on differ-

ent experimental evidence—for example, chemical analysis and electron microscopy studies

at lower resolution (Powell et al. 2000, Holzenburg et al. 1993, Arai et al. 1988)). The Na+-

binding sites in these structures both include a single acidic residue that could bind H+ in a

PMF-driven enzyme, indicating that H+ rotor structures may be very similar to those of the

Na+ rotors.

One of the more interesting features of the Fo rotor is the variability of its symme-

try among different species. The C-rings from yeast mitochondria, Ilyobacter tartaricus,
Propionigenium modestum, Synechocystis, cyanobacterium, Spirulina platensis, and spinach

chloroplasts reconstituted into two-dimensional crystals and observed with atomic force

microscopy (AFM) or, in the case of P. modestum, observed with cryo–transmission electron

microscopy (cryo-TEM), have symmetries of 10, 11, 11, 13, 14, and 15, respectively (Stock

et al. 1999, Stahlberg et al. 2001, Meier et al. 2003, Pogoryelov et al. 2007, Seelert et al. 2000,

Pogoryelov et al. 2005) (Figure 7.2, middle). It was suggested that the variable number of c-
subunits within a certain species could be a regulatory mechanism (Schemidt et al. 1998), but

experimental data for spinach chloroplast and Acetobacterium woodii ATP synthase show that

the stoichiometry seems to be fixed for a given species (Fritz et al. 2008, Meyer Zu Tittingdorf

et al. 2004). Given that a 360◦ rotation of the F1 γ-subunit generates three ATP molecules

and presumably requires each c-subunit to translocate one ion, it follows that the number of

ions required to make one ATP molecule is not necessarily an integer. Symmetry mismatch

may also be necessary for an elastic power transmission between F1 and Fo as suggested by

some (Junge et al. 2001), and it is a feature observed in the BFM as well (Thomas et al. 2006).

7.2.2. Bacterial Flagellar Motor

The bacterial flagellum spans the cell envelope, extending into the cytoplasm and

the cell exterior. It consists of a hook and a flagellar filament, peptidoglycan P- and outer-

membrane L-ring, rod, MS-ring, C-ring, stator units, and an export apparatus (Berg 2003,

Macnab 2003). Atomic structures are available for the filament and hook, as well as for iso-

lated protein fragments from the rotor. The overall arrangement of the motor has been derived

from cryo-EM reconstructions and biochemical data and is shown in Figure 7.3. Whole rings

have proved too large for X-ray crystallography. A recent report of crystallization of the

membrane-spanning Mot B protein offers the hope of revealing the atomic structures of parts

of the stator in the near future (O’Neill and Roujeinikova 2008).

The periplasmic P-ring and outer lipopolysaccharide membrane L-ring are composed

of FlgI and FlgH proteins and transmit rotation from the motor through the cell envelope. It

is not known whether they form part of the rotor or are fixed to the cell wall. The MS-ring

is the first part of the motor to assemble and can be thought of as the platform on which the

rest of the motor is built (Aizawa 1996, Macnab 2003). The name comes from the original

idea that the ring is composed of two rings (membrane and supramembranous), but in 1992

it was shown and later confirmed that the ring consists of a single protein, FliF (Ueno et al.

1992, 1994, Suzuki et al. 2004). FliG, FliM, and FliN comprise the C-ring, which is thought

to be the site of torque generation. These three proteins are often referred to as the “switch

complex” because mutations lead to defects in switching (Yamaguchi et al. 1986a,b). The
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Figure 7.3. Left: Schematic side view of H+-driven flagellar motor, with the proposed location and copy number

of proteins involved in torque generation. MotA and MotB are thought to form stator complexes with stoichiometry

A4B2, and FliN, a tetramer that has 1:1 stoichiometry with FliM. The motor spans the three layers of the of cell

envelope: outer membrane (OM), peptidoglycan cell wall (PG), and cytoplasmic membrane (CM). Right: Detail of
proposed location and orientation of rotor proteins. X-ray crystal structures of truncated rotor proteins, FliG (cyan;
Protein Data Base [PDB] code 1LKV), FliM (magenta; PDB code 2HP7), and FliN (Blue; PDB code 1YAB), are

shown docked into the rotor structure. The N- and C-termini and missing amino acids are indicated. a.a., amino

acids. [Molecular graphics generated using PyMol (http://www.pymol.org).]

switch complex also serves as the housing for the export apparatus of the bacterial flagella.

In 1999 a partial structure of Thermotoga maritima FliG was obtained (PDB code 1QC7)

corresponding to the C-terminal domain of the protein, which functions specifically in torque

generation (Lloyd et al. 1999, 1996, Irikura et al. 1993). This domain contains a set of charged

residues that are essential for motor rotation and interaction with the stator (Lloyd and Blair

1997, Zhou et al. 1998a), and the structure showed these residues clustered along a ridge

that is proposed to contact the stator and to change orientation to allow the motor to switch

direction. The N-terminal and middle domains of FliG appear to be important for flagel-

lar assembly and switching. In 2002 the atomic structure of a larger fragment of FliG from

T. maritima was obtained containing the C-terminal and middle domains and an α-helix with

an extended segment linking them together (Figure 7.3; PDB code 1LKV) (Brown et al. 2002).

Mutational analysis from the same report indicated that FliM binds to both of these domains.

An X-ray crystal structure of the middle part of T. maritima FliM, the protein that binds the

switch-inducing signal protein CheY, was obtained in 2006 (PDB code 2HP7) (Park et al.

2006). Cross-linking studies based on this structure showed that FliM self-associates in a

side-to-side arrangement, which would allow cooperative transitions during a motor switch

(Park et al. 2006). Crystal structures of a fragment of FliN from T. maritima lacking 50

amino acids at the N-terminus were reported in 2003 (PDB code 1O6A) and 2005 (PDB code
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1YAB) (Brown et al. 2005). FliN forms saddle-shaped dimers in both structures, and associa-

tion studies from the same reports predict FliN tetramers and stable FliN4–FliM1 complexes.

In the latter structure, pairs of dimers form a doughnut-shaped tetramer that has been fitted

to the cryo-EM reconstruction of the bottom of the C-ring (Thomas et al. 2006). The FliG,

FliM, and FliN structures from T. maritima provide a good model for the same proteins in

E. coli motor due to high sequence homology overall and in particular in the segments most

important for function.

Axially resolved cryo-EM of the rotor has revealed two different symmetries in the MS-

and C-rings. The MS-ring and the inner part of the C-ring have 23- to 26-fold symmetry,

whereas the bottom and outer parts of the C-ring are 32- to 36-fold (Thomas et al. 2006).

The copy numbers of FliM and FliN have been estimated as 34± 6 and 111± 13, respectively

(Thomas et al. 1999, Zhao et al. 1996), consistent with a ∼34 copies of an M1N4 unit. FliF–

FliG fusion proteins produce functional motors (Kihara et al. 2000), suggesting that FliG

shares the symmetry of the MS- rather than that of the C-ring. In one model, FliG is restricted

to the inner part of the C-ring, with∼26-fold symmetry (Thomas et al. 2006). In an alternative

model (Brown et al. 2007), FliG spans the inner and outer parts of the C-ring, and the outer

part has n defects, where n is the difference between the two symmetries and each defect is

a missing FliG. A similar symmetry mismatch was proposed earlier in a model in which n
was identified with eight stator units and each unit generated torque by propagating the defect

along the ring (Thomas et al. 1999). The model predicts that the MS- and C-rings rotate at

different speeds, an outlandish proposal that might be testable in future using fluorescent-

labelled rotor proteins.

MotA andMotB are membrane proteins that form the stator of the H+-driven motor, and

PomA and PomB are the Na+-driven equivalents, with additional proteins MotX and MotY

required in wild-type Na+ motors. Mot (or Pom) proteins can be inserted into the assembled

structure by inducing the mot genes. Based on Na+-driven–motor studies, PomA and PomB

proteins form a complex of four PomA and two PomB (the same is likely for MotA and

MotB) proteins (Sato and Homma 2000, Yorimitsu et al. 2004). Two thirds of MotA is in the

cytoplasm (Blair and Berg 1991, Zhou et al. 1995), and MotB has one membrane-spanning

α-helix and the rest of the molecule is in the periplasm (Chun and Parkinson 1988). MotB has

a peptidoglycan-binding domain near the C-terminus, which anchors the stator unit to the cell

wall (de Mot and Vanderleyden 1994). Mutational studies identified Asp32 in MotB (of E.
coli) as an essential proton-accepting residue that is presumed to form part of the conduction

pathway in the motor (Zhou et al. 1998b).

A recent complete EM structure in situ of the flagellar motor of the spirochete Tre-
ponema primitia at 7-nm resolution (Murphy et al. 2006) shows a motor of different shape

and size from that previously reported in S. typhimurium (Thomas et al. 2006). Sixteen stator

units are visible, each connected to the P-collar, and in three places to the rotor. Only one

of these latter connections corresponds to the part of the C-ring where FliG is thought to be

located in the rotor of S. typhimurium (Thomas et al. 2006).

7.3. Single-Molecule Methods for Measuring Rotation

The earliest measurement of the motion of a single molecular motor was the tethered

bacterial cell experiment of Silverman and Simon (1974), in which a single BFMwas tethered

to a microscope coverslip by the filament and the whole cell was used as a visible marker of

rotation. Since then, a range of markers has been used to measure rotation of the BFM, F1,
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and F1Fo: polystyrene beads, fluorescent actin filaments, magnetic beads, gold nanoparticles,

and single fluorescent molecules. In single-molecule experiments on rotary motors, motor

torque M is balanced by viscous drag on the marker, M = fω, where f is the frictional drag
coefficient of the marker and ω is its angular velocity (the Reynolds number for a spinning

motor is much less than 1, and therefore inertial effects can be neglected). External torque has

also been applied to tethered cells using electrorotation, to magnetic beads using magnetic

fields, and to polystyrene beads and tethered cells using optical tweezers. These methods and

their applications will be briefly summarized here.

7.3.1. ATP-Synthase

Although indirect evidence of rotation in F1 had been obtained before (Rao and Senior

1987, Boyer 1993, Duncan et al. 1995, Sabbert et al. 1996, Abrahams et al. 1994), direct

observation of rotation came in 1997 (Noji et al. 1997). A genetically engineered TF1 with

His tags on β-subunits and a Cys mutation on the γ-subunit was attached to a coverslip sur-

face via nickel nitrilotriacetic acid (NTA), and a fluorescently labelled actin filament was

attached to the γ-subunit through a biotin-streptavidin link (Figure 7.4A). Direct rotation was
observed under an epifluorescence microscope. The same method was used for the observa-

tion of three ATP-dependent steps in motor rotation at low ATP concentration [ATP] (Yasuda

et al. 1998). Greater temporal resolution was achieved with a much smaller marker of rota-

tion, a 40- to 300-nm gold bead or bead pair attached to TF1 (Figure 7.4B) observed with

a high-speed video camera at 8,000 frames per second and laser dark-field (DF) microscopy

(Yasuda et al. 2001). From these experiments it became clear that with an ∼100-nm gold bead

pair or smaller the motor rotation is no longer impeded by the load and reaches a maximum

speed in saturating [ATP] at room temperature of ∼130 Hz. By comparison, the motor speed

with actin filaments attached varied from ∼0.1 to 7 Hz. The gold bead experiment allowed

observation of ∼2-ms substeps that are [ATP] independent and therefore could not easily be

slowed down by using low [ATP]. In a later experiment the angular resolution was increased

by using 200-nm bead pairs instead of single beads (Shimabukuro et al. 2003). Various

single-molecule fluorescence methods have also been used for low-resolution studies of TF1
rotation—for example, polarized fluorescence microscopy of single fluorophores attached to

the γ-subunit (Figure 7.4C) (Adachi et al. 2000) and fluorescence resonance energy transfer

(FRET) between a donor attached to one of the β-subunits and an acceptor on a γ-subunit

(Figure 7.4D) (Yasuda et al. 2003). Binding of a fluorescent ATP analog to F1 has also been

observed simultaneously with rotation of a bead pair attached to the γ-subunit (Nishizaka

et al. 2004).

Rotation of F1 from E. coli (EF1) has been observed using fluorescent actin filaments

(Omote et al. 1999, Iko et al. 2001), gold beads (Nakanishi-Matsui et al. 2006, 2007), and

back-focal-plane interferometry of polystyrene bead pairs (Pilizota et al. 2007). The maximum

observed speed of EF1 with 60- and 40-nm gold beads attached to the γ-subunit is 400–

500 Hz (Nakanishi-Matsui et al. 2006). The relatively low speed of TF1 at room temperature

reflects the high temperature of its native conditions and makes resolution of the details of

stepping rotation considerably easier than in EF1. EF1 rotation has also been observed in laser

DF microscopy via intensity changes in polarized light scattering by gold nanorods (Spetzler

et al. 2006, York et al. 2007).

Synthesis of ATP by externally rotated F1 was demonstrated in 2004 (Itoh et al. 2004)

and again with improved resolution in 2005 (Rondelez et al. 2005). F1 was attached to the

coverslip surface by engineered His tags on β-subunits as before, and the γ-subunit was



192 Teuta Pilizota et al.

Figure 7.4. Single-molecule assays for rotary motors. The F1 rotation has been measured by attaching α- or

β-subunits to the surface via His-tags and attaching to the γ-subunit, via biotin-avidin, (A) fluorescent actin fila-

ments, (B) beads, (C) single fluorophores, or (E) magnetic beads. Fluorescence resonance energy transfer (FRET)

has also been used to determine the relative positions of γ- and β-subunits during rotation (D). F1Fo rotation driven

by energized Fo in phospholipid vesicles has been observed via single fluorophores (F), FRET (G), and actin fila-

ments (H). Rotation of the BFM has been measured using (I) swimming cells, (J) tethered cells, (K) polystyrene
beads attached to flagella, and (L) gold beads attached to hooks. External torque has been applied to F1 using mag-

netic fields (E) and to the bacterial flagellar motor (BFM) using tethered cells and either electrorotation (M) or

optical tweezers. More details of these methods can be found in the text.

labelled with a superparamagnetic bead attached via a biotin-streptavidin link (Figure 7.4E).

The magnetic bead was rotated using magnetic tweezers, resulting in production of ATP. Typ-

ical resolutions reported using magnetic beads are several seconds and 5◦ (Hirono-Hara et al.
2005). Pairs of polystyrene beads each 500 nm in diameter have also been used as handles to

apply external torque to F1 with an optical trap in an “angle clamp” feedback mode (Pilizota

et al. 2007) with a bandwidth up to 1.6 kHz and angular precision of 2◦. The drawback of the
method is the considerable variation in the trap stiffness with angle and bead pair. Whereas in

principle optical tweezers are easier to calibrate due to the good reproducibility of polystyrene

beads compared to magnetic beads, the method in fact gave no great improvement in calibra-

tion of absolute torque compared to magnetic tweezers.

The rotation of isolated Fo has not been measured directly. There are several reports of

F1Fo rotation measured in a similar manner to the TF1 and EF1 experiments (Sambongi et al.

1999, Nishio et al. 2002). Although Fo was present in these experiments, it was not energized,

making them effectively F1 rotation measurements, confirming the co-rotation of F1 and
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Fo rotors. Low-resolution measurements of F1Fo rotation driven by Fo have been reported.

The first observation of F1Fo rotation during ATP synthesis or hydrolysis came in 2002

(Kaim et al. 2002). Na+-translocating ATP-synthase of P. modestum specially labelled with

a single fluorophore on one c-subunit was used. The enzyme was immobilized via His tags

on β-subunits and reconstituted into proteoliposomes (Figure 7.5F). Rotation was observed

with polarization-resolved confocal microscopy during synthesis. In a later experiment F1Fo
from E. coli was engineered for FRET, with a donor on the γ- or ε-subunit and an acceptor

on the b-subunit, and incorporated into liposomes (Figure 7.5G). This allowed the detec-

tion of rotation during both synthesis and hydrolysis (Borsch et al. 2002, Diez et al. 2004,

Zimmermann et al. 2005). A variant of the F1 actin experiment has also been reported in

which TF1 was reconstituted with bacteriorhodopsin and E. coli F1Fo in phospholipid vesi-

cles. TF1 was locked using azide and freed from the Fo stator by removal of the δ-subunit and

labelled with an actin filament on the β-subunit (Figure 7.4H) (Zhang et al. 2005). When the

vesicles were illuminated, the actin filaments rotated, indicating rotation of Fo driven by the

PMF generated by proton pumping in bacteriorhodopsin.

7.3.2. Bacterial Flagellar Motor

True rotation of bacterial flagella, as opposed to propagation of helical waves, was

demonstrated in the 1970s (Berg and Anderson 1973, Silverman and Simon 1974). Cells were

tethered to a microscope coverslip by filaments (Figure 7.4 J), and rotation of the cell body

was observed in a light microscope (Silverman and Simon 1974). A nonswimming strain with

straight filaments was used to exclude the possibility that cells were swimming about an inert

point of attachment rather than by a rotating motor. To observe the faster rotation of the motor

(tethered cells rotate at up to 20 Hz) when driving smaller loads, several techniques have been

used.

The rotating filaments of stuck or swimming cells (Figure 7.4I) have been visualized

with conventional DF, laser DF, differential interference contrast (DIC), and fluorescence

microscopy. Conventional DF and DIC studies have been limited to video rates (Block et al.

1991, Hotani 1976, Macnab 1976). Laser DF has achieved higher time resolution by recording

the oscillating light intensity passing through a slit perpendicular to the image of a single

filament, which appears as a series of bright spots in this method—one spot for each turn of

the filament helix (Kudo et al. 1990, Muramoto et al. 1995). The maximum recorded speed of

any molecular motor, 1,700 Hz in the Na+-driven motor in Vibrio alginolyticus at 37ºC, was
measured using this technique (Magariyama et al. 1994). Fluorescent labelling of flagellar

filaments combined with stroboscopic laser illumination and high-speed video microscopy

has revealed polymorphic transitions of filaments (Turner et al. 2000) both in swimming cells

(Darnton et al. 2007) and in response to external forces applied with optical tweezers (Darnton

and Berg 2007).

The preferred method of measuring fast rotation since 2000 has been to attach

polystyrene beads, 200 nm to 2 μm in diameter, to truncated flagellar filaments of immo-

bilized cells. Beads have most commonly been tracked by back-focal-plane interferometry

(Figure 7.4 K) (Ryu et al. 2000, Chen and Berg 2000a, b, Sowa et al. 2003, 2005, Reid et al.

2006, Lo et al. 2006, 2007, Inoue et al. 2008). In addition, 200-nm fluorescent beads have been

tracked by fluorescence microscopy, and bead tracking has allowed resolution of 26 steps per

revolution in very slow flagellar rotation (Sowa et al. 2005). The angular resolution of bead or

tethered assays is estimated to be better than 1◦, but time resolution is limited to milliseconds

or worse by the relaxation time of the flexible hook (Block et al. 1989, Sowa et al. 2005). In
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Figure 7.5. A. Average speeds of different rotating markers attached to F1 at saturating concentration of adenosine

triphosphate [ATP] (2 mM; red) and low [ATP] (2 μM; blue) versus rotational frictional drag coefficient. Lines show
the expected speeds for a motor producing a constant torque of 40 pN nm rad–1. B. Average speeds of 40-nm gold

beads (red) and actin filaments (blue) attached to F1 versus [ATP]. ATP hydrolysis rates by free F1, divided by 3 for

comparison with rotation rates assuming three ATP molecules hydrolysed per revolution, are shown in green with

and without LDAO that prevents occupation of the ADP-inhibited state. Curves show fits with Michaelis-Menten

kinetics. C. ATP synthesis by single F1 molecules enclosed in microchambers and driven to rotate by magnetic

beads. ATP synthesis was detected as an increase in rotation speed when the magnetic field was removed, due to the

increase in [ATP] within the chamber. [Panels A and C from Yasuda et al. (2001), with permission.]
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2008, higher time resolution was achieved by using 60-nm gold beads attached to the flagellar

motor via the hook in a bacterial strain lacking filaments (Figure 7.4L). Rotation of the bead

was observed with laser DF in a manner similar to the F1 experiments (Yuan and Berg 2008).

The viscous drag coefficient of the gold bead is at least two orders of magnitude smaller than

any previously measured, making it essentially indistinguishable from zero load. Although

the relaxation time of the hook with a 60-nm gold bead attached is estimated to be less than 6

μs, the angular resolution in these experiments was too low to reveal details of rotation within

a single revolution.

Early attempts to use magnetic particles to apply external torque to tethered cells were

abandoned because they were unable to apply sufficiently large torque (Berg HC, personal

communication). Instead, a technique called electrorotation has been used (Washizu et al.

1993, Berg and Turner 1993). Microelectrodes arranged in a cross with a gap of ∼70 μm gen-

erate a rotating electric field that polarizes a cell located in the gap (Figure 7.4 M). The polar-

ization of the cell falls behind the rotating field, and a torque is generated as the dipole tries to

line up with the field. Using substantial voltages, it was possible to spin the cell body in both

directions at speeds up to ∼1 kHz. Early electrorotation experiments indicated a ratchet-like

mechanism in which considerably more torque is needed to force the motor backwards than to

stop it rotating forwards (Berg and Turner 1993), but later work showed this to be an artefact

of the method (Berry and Berg 1996, 1999, 1997, Berry et al. 1995). Optical tweezers have

also been used to exert external torque on the motor with a tethered cell body or beads (Berry

and Berg 1997, Pilizota et al. 2007). The motor torque of tethered cells was similar when they

were rotated very slowly in either direction by optical tweezers, confirming the electrorotation

results (Berry and Berg 1997). The BFM has also been controlled with optical tweezers and

pairs of 0.5-μm beads, as described for F1 in the previous section (Pilizota et al. 2007).

7.4. Energy Transduction

7.4.1. ATP-Synthase

ATP-synthase uses IMF as its free energy input and produces ATP from ADP + Pi as

its output. However, single-molecule studies on the whole coupled enzyme are very few, and

we will therefore consider the motors F1 and Fo separately in this section. Considering each

as a rotary motor, the inputs are IMF for Fo and ATP hydrolysis for F1, and the output in

both cases is torque. In ATP-synthase it is predicted that the torque generated by Fo should

be higher than that generated by F1, so that F1 is driven in reverse and ATP is synthesized.

In addition, the difference in torques should be small, so that most of the work done by Fo
is used to synthesize ATP rather than being wasted as heat. This appears to be true across a

range of species, in which the C-ring symmetry and thus the number of ions coupled to each

ATP molecule vary proportionally with the ratio of free energies of ATP hydrolysis and ion

transit (D. Muller, personal communication). A compliant elastic coupling between F1 and Fo
is believed to be necessary to smooth over the different step sizes of the two motors (see later

discussion), transiently storing the energy output of three to five ions passing through Fo for

each ATP synthesized.

Fo

Fo uses IMF as the source of free energy needed to drive the rotation of its rotor parts

(Mitchell 1961, 1966, Jagendorf and Uribe 1966). The free energy available when an ion such
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as H+ or Na+ crosses an energized membrane is defined as the product of the IMF and the

ionic charge. IMF includes electrical and chemical potentials and is defined as follows:

IMF = �ψ +
kBT

q
ln

(
Ci

Co

)
(7.1)

where �ψ is the difference in electrical potential between the inside and outside of the cell

(i.e., the membrane potential), kB is Boltzmann’s constant, T is the absolute temperature, kBT
is the thermal energy, q is the charge of the ion, and Ci and Co are the respective activities of

the ions inside and outside the cell.

Early estimates of the proton conductance of Fo varied over four orders of magnitude

due to difficulties in estimating the number of active molecules (Negrin et al. 1980, Friedl and

Schairer 1981, Schneider and Altendorf 1982, Sone et al. 1981, Lill et al. 1986, Althoff et al.

1989, Wagner et al. 1989). The difficulty was resolved by preparing small chromatophore

vesicles from the photosynthetic bacterium Rhodobacter capsulatus, which would on average
contain less then one copy of Fo (Feniouk et al. 2001, 2002, 2004). Thus, it was determined

that maximum conductance of Fo is 10 fS (at pH 8), equivalent to translocating 6,500 protons

sec–1 at 100 mV (Feniouk et al. 2004). In the bacterial cytoplasmic membrane�ψ is typically

in the range 120–150 mV (Nicholls and Ferguson 2002, Lo et al. 2007, Berg 2003, Felle et al.

1980, Kashket et al. 1980, Shioi et al. 1980), corresponding to (4–6)kBT per ion, and the total

IMF is typically in the range 150–200 mV. For different systems, for example, mitochondria,

IMF varies within the same range (Nicholls and Ferguson 2002). Given these values, an

upper limit for the torque produced by Fo can be estimated as M = (Nq·IMF)/2π , where N ≈
10 is the number of ions coupled to one revolution, assumed to be the same as the Fo rotor

symmetry. Thus we estimate that Fo can generate up to ∼50 pN nm rad−1 of torque. The

only reported measurement of Fo rotation, using an actin filament and reconstituted F1Fo in

anchored phospholipid vesicles (Zhang et al. 2005) (Figure 7.4H), estimated a torque of ∼28

pN nm rad−1. However the PMF in this experiment was not known, and it is also possible

that the speed of the actin filament, from which the torque was estimated, is slower than the

speed of Fo rotation due to rotation of Fo in the membrane or shearing rotational flow within

the vesicle.

F1

The first direct proof of rotation in F1 coupled to ATP hydrolysis came in 1997, with

the rotating actin filament experiment described in Section 7.3.1. Similar results were sub-

sequently obtained using an actin filament to label the ε-subunit of TF1 (Kato-Yamada et al.

1998), the γ-subunit of EF1 (Iko et al. 2001), the c-, α-, and β-subunits of EF1Fo (Sambongi

et al. 1999, Tanabe et al. 2001), and the β- or a-subunit of EF1Fo in a nonenergized mem-

brane fragment (Nishio et al. 2002). These experiments all confirm the rotational mechanism

illustrated in Figure 7.1.

The free energy available from the hydrolysis of one ATP molecule is given by

�G=�G0 + kBTln
(

[ATP]

[ADP] · [Pi]
)

(7.2)

whereΔG0 is the standard free energy and [X] represents the molar concentration of chemical

species X. The energy released by one ATP molecule is ΔG = 57 kJ/mol ≈ 95 pN nm (Berg
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et al. 2002), setting the upper limit to the torque generated by F1 as Mmax = (3·�G)/2π ≈ 45

pN nm rad−1. As expected, this is a little lower than the predicted maximum torque of Fo. The

1997 experiment (Noji et al. 1997) found that actin filaments a few microns long attached to

the γ-subunit of TF1 rotated at approximately up to ∼4 Hz in saturating [ATP]. The average

torque generated by each filament was estimated by multiplying this speed by the rotational

drag coefficient of the filament, ζ , estimated as (Yasuda et al. 1998)

ς = (4π/3)ηL3

ln(L/2r) − 0.447

where η is the viscosity of the medium, r is the radius, and L is the length of the filament.

Torques up to ∼40 pN nm rad−1 were estimated, consistent with the predictions based on

the energetics of ATP hydrolysis and IMF. In 2001 the torque of the motor was calculated

from the actin filament curvature, based on the finding that the major resistance of the actin

filament to the rotation of the motor comes from viscous and other interactions with the

surface. The value obtained was ∼50 pN nm rad−1 (Pänke et al. 2001, Cherepanov and Junge

2001).

These results are therefore consistent with the hypothesis that one ATP is hydrolysed

per 120◦ revolution and the motor operates near∼100% efficiency at low speeds when driving

a large viscous load with nanomolar to millimolar [ATP] (Sakaki et al. 2005). In 2001 a much

improved F1 rotation experiment using gold beads instead of actin filaments (Yasuda et al.

2001) mapped the dependence of rotation rate upon viscous load and [ATP] (Figure 7.5A,

B). In saturating [ATP] with gold beads 100 nm or less in diameter, speed was independent

of both bead size and [ATP], indicating a rate-limiting chemical step linked to ATP hydroly-

sis. With larger viscous loads speeds were reduced, indicating rate-limiting mechanical rota-

tion of the γ -subunit and attached load under these conditions. For the smallest loads, the

speed versus [ATP] relationship followed Michaelis-Menten kinetics with similar Vmax and

Km as measured for ATP hydrolysis in bulk by unlabelled F1, demonstrating that the attached

gold particle did not affect the kinetics of ATP hydrolysis. Compared to rotation rates, the

bulk hydrolysis rate is ∼40% too low, presumably due to an inactive fraction in the bulk

assay.

Direct evidence of mechanically driven ATP synthesis, with F1 rotation driven exter-

nally by a magnetic bead rather than by Fo, came in 2004 (Itoh et al. 2004) and 2005

(Rondelez et al. 2005). Detecting the small quantities of ATP synthesized proved to be the

most difficult part of these experiments due to contaminating ATP in buffers nominally con-

taining only ADP. The key was to confine the experiment to a small volume so that the small

number of ATP molecules synthesized constituted a measurable increase in ATP concentra-

tion. In 2004, ATP was detected by the luciferase–luciferin reaction in droplets 3 μm high

by 30 μm in diameter. The 2005 experiment used a silicone device presenting a large array

of cavities 1.5 μm high by 1.1 μm in diameter, and ATP was detected via the concentration-

dependent increase in speed of the very same F1 molecule that was used to synthesize it,

after the external magnetic field was switched off (Figure 7.5c). Tight coupling between ATP

synthesis and rotation in this experiment was dependent upon the ε-subunit: magnetic beads

attached to α3β3γε synthesized an average of 2.3 ± 1.6 ATP molecules per rotation, a cou-

pling efficiency of ∼77%, whereas with α3β3γ the coupling efficiency fell to 17%. The torque

required to synthesize ATP was not measured.
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7.4.2. Bacterial Flagellar Motor

Input

The BFM, like Fo, is powered by the IMF across the bacterial cytoplasmic membrane.

The first direct evidence for this was the observation of flagellar rotation in starved Strepto-
coccus or Bacillus subtilis cells provided with an artificial membrane potential or pH gra-

dient and no ATP (Manson et al. 1977, Matsuura et al. 1977), confirming earlier indications

that the motor was ion driven (Larsen et al. 1974). The existence of Na+-driven motors in

alkalophilic Bacillus and in Vibrio species was demonstrated shortly after. Flagellar motil-

ity of these species was sensitive to Na+ concentration changes and not sensitive to proton

ionophores that collapse the PMF (Chernyak et al. 1983, Hirota and Imae 1983, Hirota et al.

1981). Numerous functional chimeric motors that mix components from motors with different

driving ions support the conclusion that the mechanisms of Na+- and H+-driven motors are

very similar (Asai et al. 2003, Yorimitsu et al. 2003). The pattern of ion selectivity of func-

tional chimeric motors shows that no single component of the motor uniquely determines ion

selectivity (Sowa and Berry 2008).

Single-molecule experiments in the BFM are made easier than in Fo by the very same

factors that make them harder than in F1. Live bacteria present a motor that is assembled

in an energized membrane, anchored to the cell wall, and relatively easy to label via the

hook or filament that extends from the cell. Thus, in contrast to Fo, ion-driven rotation in

the BFM can be observed simply by sticking live cells to a surface and measuring the rota-

tion of a marker attached to hook or filament. However, unlike with F1, where ATP, ADP

and Pi can be added at whatever concentrations are desired, the energy input to the BFM

is linked to the metabolic state of the cell and therefore relatively difficult to measure and

control. There have been two approaches to this problem: Externally impose an IMF using

voltage clamping, diffusion potentials, and specified concentration gradients in combination

with ionophores; or disrupt the natural energization of the cell and attempt to measure the

resulting IMF.

The most definitive experiment to impose an IMF on the flagellar motor was performed

by Fung and Berg (1995). Filamentous cells were drawn halfway into micropipettes, the cyto-

plasmic membrane of the part inside the pipette was made permeable by exposure to a pro-

ton ionophore, and the external part of the membrane was energised by voltage clamping

the pipette. Dead cells were used to mark motors in the external part, imposing a high vis-

cous load equivalent to a tethered cell, and speed was found to be proportional to �ψ up to

–150 mV (Figure 7.6A). This result confirmed earlier measurements of the speed of the teth-

ered gram-positive bacteria Streptococcus and Bacillus energized by a K+ diffusion potential

(Figure 7.6B) (Khan et al. 1985, Manson et al. 1980, Meister and Berg 1987). The independent

effects of each term in the IMF, Eq. (7.1), were investigated in tethered Streptococcus cells in
1980 using ionophores and uncouplers (Manson et al. 1980). Both �ψ and pH gradient were

found to be equivalent in driving the motor (Manson et al. 1977, 1980); the speed depended

only on the size of the PMF, not how it was composed. The dependence of motor speed on

PMF at low load has been measured only by disrupting natural energization. Gabel and Berg

(2003) attached polystyrene beads 0.4 μm in diameter to the free rotating filament of tethered

cells and gradually collapsed the PMF by adding low concentrations of the proton ionophore

carbonyl cyanide m-chlorophenylhydrazone (CCCP) (Figure 7.6C). In each cell the speed of

the motor rotating the bead (low load) was found to be proportional to that of the tethered

motor (high load). Tethered cell speed is proportional to PMF, and thus it was concluded that
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Figure 7.6. Torque versus ion-motive force in the BFM. A. Left: Schematic of a voltage clamp method using

filamentous Escherichia coli cells held in custom-made micropipettes. The part of the membrane inside the pipette

(dashed line) is made permeable using the ionophore gramicidin S. Motor speed was monitored by videomicroscopy

of a dead cell attached to the motor. Right: Motor speed is proportional to membrane voltage (= protonmotive force

[PMF]) between 0 and –150 mV. B. Left: Membrane voltages in Streptococcus can be controlled by a K+ diffusion

potential in the presence of valinomycin. Right: The speed of tethered Streptococcus cells is proportional to the

PMF, and membrane voltage is equivalent to the pH gradient under these conditions. C. Left: The PMF can be varied

slowly from –150 mV down to zero by adding small concentrations of carbonyl cyanide m-chlorophenylhydrazone

(CCCP) or sodium azide. Right: Based on the result of panel A, the speed of a tethered E. coli motor (lower axis)
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motor speed at low load is also proportional to PMF, although the relative contributions of

�ψ and pH gradient were not known.

In 2006 and 2007, the effects of both components of SMF on motors were measured at

high (1-μm beads) and low (0.36-μm beads) load (Lo et al. 2006, 2007) in chimeric sodium-

driven flagellar motors in E. coli (Asai et al. 2003, Sowa et al. 2005, Lo et al. 2006). The

�ψ was varied by changing external pH and the [Na+] gradient (�pNa) by changing exter-

nal [Na+]. The �ψ and intracellular [Na+] were measured in single cells using two different

fluorescent dyes (Lo et al. 2006, 2007). At high load, motor speed was proportional to SMF,

with equivalent contributions from �pNa and �ψ as for PMF in previous work. The linear

dependence of speed and IMF in the high-load regime, where load rather than electrochemi-

cal processes such as the arrival of ions is rate limiting, is consistent with high efficiency and

tight coupling. At low load, however, the components of SMF were not equivalent (Lo et al.

2007). At a given external [Na+], speed was proportional to SMF, but the proportionality

constant changes depending on the sodium concentration. Higher [Na+], corresponding to

a larger relative �pNa contribution to the SMF, gave a larger constant of proportionality

(Figure 7.6D). This result is consistent with an earlier experiment on the sodium-driven

V. alginolyticus motor (Sowa et al. 2003) and indicates that in the low-load regime ion binding

is the rate-limiting step.

The only measurement of the ion flux through the flagellar motor was based on shifts

in the rate of pH change of a weakly buffered dense suspension of swimming Streptococcus
cells when motors were stopped by cross-linking their filaments with antifilament antibody

(Meister and Berg 1987). The estimated flux was on average 1,240 ± 240 protons per revolu-

tion per motor over a speed range of ∼20–60 Hz (Meister and Berg 1987).

Output

Torque and rotation are the output of the BFM. The recent detection of steps in motor

rotation (see section Interactions between Rotor and Stator) promises to offer deep insight into

the motor’s mechanochemical cycle in the near future. However, at the time of writing, the

best way of understanding the motor has been by investigating its torque–speed relationship.

Torque measurements have been made at a range of speeds, using several different techniques.

The results are summarized in Figure 7.7. Measurements on tethered Streptococcus cells gave
a linear torque–speed relationship (Manson et al. 1980, Lowe et al. 1987). However, later

experiments using polystyrene beads attached to truncated filaments achieved higher tem-

poral resolution with a broader range of applicable loads. Load on the motor was changed

by varying the size of the bead and using unlabelled filaments for the lowest load point, or

more reliably by using a small bead and varying the viscosity of the medium (Ryu et al. 2000,

Chen and Berg 2000a, Sowa et al. 2003, Inoue et al. 2008). The motor torque is approximately

�

Figure 7.6. (continued) was used as a proxy for PMF (upper axis, absolute value shown). The speed of a second

motor on the same cell, attached to a submicron bead, was found to be proportional to PMF. D. Left: Both com-

ponents of the sodium-motive force (SMF) in E. coli can be varied using external pH and Na+ concentration and

quantified using fluorescence methods. Right: The speed of single-stator chimeric motors driving small loads is

proportional to the SMF at a given external Na+ concentration, but motors spin faster in high Na+ even at the same

SMF. [Data adapted from (A) Fung and Berg (1995), (B) Manson et al. (1980), (C) Gabel and Berg (2003), and (D)

Lo et al. (2007).]
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Figure 7.7. Torque–speed relationships for flagellar motors of various species with wild-type numbers of stator

units. Upright triangles and dashed lines are data for the Na+ motor of Vibrio alginolyticus at three different external
Na+ concentrations; inverted triangles and solid line are data for the Na+-driven chimera in Escherichia coli at high
sodium-motive force. The data for the H+ motor of E. coli are all in agreement, except for the grey open circle at

zero speed, which is probably too high due to systematic errors in the calibration of the optical trap. The low-speed

data point for Streptococcus (filled diamond) may also be too high due to a systematic error. Except where indicated,

all measurements were made at room temperature. For more details see references indicated in the legend. The

E. coli experiments using electrorotation (grey filled circles) and beads (black filled circles) did not report absolute

torques—these curves have been scaled to a stall torque of 1,260 pN nm (Reid et al. 2006). C. crescentus, Caulobacter
crescentus.

constant (slowly declining) up to several 100 Hz. At higher speeds the motor torque declines

more steeply and approximately linearly. The transition between these two limits has been

called the “knee” and is temperature dependent. Torque–speed curves obtained by electro-

rotation are in agreement with those found by other methods and extend the measurements

backwards to ∼100 Hz and forwards beyond the zero-load speed of the motor. The torque

generated at high load is independent of temperature (Berg and Turner 1993, Chen and Berg

2000a), hydrogen isotope (Chen and Berg 2000b), and the composition of the IMF (Manson

et al. 1980), consistent with tight coupling, constant efficiency, and mechanical rate limitation.

By contrast, the torque at low load depends on all three factors (Chen and Berg 2000a, b),

indicating rate-limiting kinetic steps such as ion binding and transit through the motor or

conformational changes.
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The most reliable estimate of the absolute magnitude of torque generated by the E. coli
motor, 1,260 ± 190 pN nm rad−1, comes from the measurements with polystyrene beads of

diameter 1 μm (for which the uncertainty introduced by unknown filament lengths is negli-

gible) (Reid et al. 2006). The torque in the chimeric motor is a little higher. As in Fo, con-

servation of energy sets a lower limit to the number of ions that must flow in the motor per

revolution, Nmin = (2πM)/(q·IMF). For a single-stator chimeric motor at high SMF driving a

1-μm bead, Nmin = 36 ± 6 (Lo et al. 2007).

7.5. Mechanism

7.5.1. ATP-Synthase

F1Fo

A substantial effort from several laboratories around the world has gone into investigat-

ing rotation powered by Fo on a single-molecule level. Because Fo is membrane bound and

requires an energized membrane to work, these experiments are difficult, progress is slow, and

experimental data are noisy. All attempts have used F1Fo reconstituted into phospholipid vesi-

cles. Coupled rotation of F1Fo has been demonstrated using both polarization microscopy of

single fluorophores (Figure 7.4F) and single-pair FRET (Figure 7.4G). The polarization exper-

iment showed rotation of the enzyme during synthesis upon applying a diffusion potential but

not with a Na+ concentration gradient alone, and during hydrolysis but only in the presence of

Na+ (Kaim et al. 2002). Rotation was sensitive to N,N′- dicyclohexylcarbodiimide (DCCD),

a known Fo rotation inhibitor, further confirming that Fo was indeed rotating. The frequency

of observed oscillations in the polarization signal, corresponding to rotation, was consistent

with expected rates for a given [ATP] based on previously observed F1 rotation. The first

FRET experiment (Figure 7.4G) showed three distinct FRET levels between fluorophores on

the γ- and b-subunits that were consistent with 120◦ rotations of γ, and cycling between these

levels during ATP hydrolysis (Borsch et al. 2002). Later work by the same group using similar

methods showed cycling among the same three FRET levels but in opposite directions during

hydrolysis and synthesis (Diez et al. 2004, Zimmermann et al. 2005) (Figure 7.8). The PMF

for synthesis consisted of a K+ diffusion potential plus a pH gradient; FRET was between an

acceptor on the b-subunit and a donor on either the γ- or the ε-subunit. The later experiments

also showed a breaking of the threefold symmetry of F1, presumably due to interactions with

the second stalk (b-subunits) and/or the fluorophores.
Stepping in F1Fo is complicated by the different rotational symmetries of the two com-

ponent motors. Whereas isolated Fo would be expected to take about ten steps per revolution,

one per subunit of the C-ring, coupling of the C-ring to the F1 rotor in F1Fo is expected to

introduce threefold symmetry to the rotation. Thus the number of steps observed is expected

to vary from about ten if relative rotation of c- and a-subunits is measured to three if relative

rotation of the rotor and stator of F1 is measured. One possible explanation of the threefold

stepping observed in the FRET experiments is that an elastic compliance between the F1 and

Fo rotors, or between the b- and a-subunits in Fo, filters out the Fo steps. Alternatively, even

a perfect Fo FRET-label pair would be expected to show three steps at low time resolution

if step times in Fo are not equally distributed but instead controlled by interaction with F1.

Thus the experiment would resolve only the dwell before a critical rate-limiting step in which

ATP in synthesized, with all other Fo steps happening too fast to resolve. Single-pair FRET
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Figure 7.8. Detection of stepping rotation in F1Fo using fluorescence resonance energy transfer (FRET) between

fluorophores attached to the ε- and b-subunits. A. FRET-labelled F1Fo is reconstituted into vesicles, which give

bursts of photons each time they diffuse freely through a confocal laser excitation spot. The distance between fluo-

rophores, and thus the FRET efficiency (EFRET), cycles through three values, indicating 120
◦ steps. The direction of

cycling is opposite during adenosine triphosphate hydrolysis (B) and synthesis (C). The lower plots in panels B and C

show donor (green) and acceptor (red) fluorescence intensities. [From Zimmermann et al. (2005), with permission.]
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is an ideal technique for probing this question because fluorophore pairs can in principle be

engineered to monitor relative motions of different parts of the enzyme.

F1

Compared to Fo and F1Fo, single-molecule experiments on F1 have been numerous and

the data quality exceptionally high, allowing a detailed picture of the mechanism of F1 to be

built. The majority of the work has used TF1, which has the advantages that it is probably

more robust to denaturation and other mechanical damage and furthermore that at room tem-

perature it is operating far below its normal temperature, resulting in slow kinetics that are

an aid to direct detection with single-molecule methods. Unless otherwise stated, this sec-

tion refers to TF1. In 1998 the actin filament rotation assay revealed discrete 120◦ steps in F1
rotation (Yasuda et al. 1998) in nanomolar [ATP]. The “transient” torque in discrete stepping

traces was defined as M = (2π /3)ζ /τ step, where τ step, the time required to complete a step,

was estimated by aligning many steps and averaging. The transient torque thus obtained was

∼40 pN nm rad−1, similar to the average torque generated by F1 driving a large viscous load.

In 2000, stepping rotation was confirmed using angle-resolved single-fluorophore imaging,

ruling out the possibility that interactions between the actin filament and F1, rather than the

mechanism of F1, were responsible for the steps (Adachi et al. 2000).

Since 2001, polystyrene and gold nanoparticles with diameters ranging from 40 to

300 nm have been the label of choice for measuring F1 rotation because their high light-

scattering cross section and small size combine to give the best possible combination of

time and angular resolution. The first experiment to use gold labels (Yasuda et al. 2001)

allowed a detailed analysis of stepping rotation that gave a great insight into the mecha-

nism of ATP hydrolysis by F1. At high [ATP] only 120◦ steps were seen, whereas at low

[ATP] substeps of 80◦ and 40◦ could be distinguished (Figure 7.9A). The initial report actu-

ally estimated 90◦ and 30◦ substeps. A later experiment using bead pairs rather than single

beads to improve angular resolution gave improved estimates of 80◦ and 40◦ (Shimabukuro

et al. 2003). To avoid confusion, we will use the later, improved estimates of 80◦ and 40◦
throughout this section. The duration of the 120◦ step at saturating [ATP] was roughly equal

to that of the 40◦ substeps at low concentrations, indicating that the 80◦ substep becomes fast

at high [ATP], but that the 40◦ substep is ATP independent. Because the 80◦ substep gets

longer as [ATP] decreases, it is natural to assume that it corresponds to a step in which the

ATP molecule binds to F1. An analysis of the distribution of times taken to rotate 120◦ con-

firmed this. At low [ATP], ATP binding is rate limiting, and the 80◦ substep takes far longer

than the 40◦ substep. Under these conditions the distributions were well fitted by a single

exponential with a rate directly proportional to [ATP], giving a second-order rate constant

kon = (3.0 ± 0.1) × 107 M−1 sec−1 for ATP binding. At saturating [ATP] the 40◦ sub-

step dominates, and distributions fitted a double-exponential with rates k1 = (1.64 ± 0.06)

msec−1 and k2 = (0.71± 0.02) msec−1, indicating that two sequential processes with approx-

imately millisecond rates are required before a 40◦ substep. These results were consistent

with the average rotation speeds and bulk ATP hydrolysis rates described in the subsection

on F1 in Section 7.4.1 and outlined the essential features of the catalytic cycle illustrated in

Figure 7.9B.

In 2003, one of the two reactions in the 40◦ substep was identified as ATP cleav-

age, using a mutant that slowly hydrolyses ATP and a slowly hydrolysable substrate ATPγS

(Shimabukuro et al. 2003). Further correspondence between chemical reactions and rotational
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Figure 7.9. A. Angle versus time traces for single 40-nm gold beads attached to the γ-subunit of immobilized F1,

with three different adenosine triphosphate concentrations [ATP]. The larger substep is not resolved at the highest

[ATP] ( panel). The insets show the traces of the bead positions from which angles were calculated. B. A schematic

of the mechanochemical cycle of F1. The inorganic phosphate (Pi) release from the most recently hydrolysed ATP

molecule is shown as the trigger of the smaller substep, although it is also possible that each Pi is retained for a

further 120◦. ADP, adenosine diphosphate. [Panel A, from Yasuda et al. (2001), with permission. Panel C, adapted

from Adachi et al. (2007).]
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steps was investigated in 2004 by simultaneous observation of the binding of fluorescently

labelled ATP and the rotation of bead pairs (Nishizaka et al. 2004). It was found that (1) ATP

(or ADP) stays bound to the F1 during two 120◦ steps, (2) the 80◦ substep happens imme-

diately after the fluorescently labelled ATP binds to the motor, and (3) the bead angle and

polarization of the fluorescent dye molecule were correlated, implying that the orientation of

the γ-subunit dictates which β-subunit will bind the next ATP. In 2007 further observation of
fluorescently labelled ATP with a total internal reflection fluorescence microscope (TIRFM)

revealed that ADP is released during the 80◦ substep after it has been bound for two 120◦
steps, not, for example, during the last 40◦ substep of the two 120◦ steps during which it stays
bound (Adachi et al. 2007). These results were also taken as an indication that the affinity of

ADP decreases with rotation and that the ADP release contributes in energy to the 80◦ rota-

tion induced by the ATP binding (Adachi et al. 2007). In addition, by adding 200–500 mM

[Pi] to the TF1 rotation observation chamber, the experiments of 2007 observed an increased

in dwell time after the 80◦ substep and thus identifying the second of the two ∼1-ms reactions

in the 40◦ substep with Pi release (Adachi et al. 2007). In terms of site occupancy, two of the

three catalytic sites were occupied at high [ATP], whereas at lower [ATP] a variety of irreg-

ular behaviours was observed, most likely representing nonmajor reaction pathways (Adachi

et al. 2007). The current best estimate of the mechanochemical coupling scheme in which

all three of the β-subunits participate in one 120◦ step (Ariga et al. 2007) is given in Figure

7.9C (Adachi et al. 2007). One open question is whether Pi is released immediately after ATP

hydrolysis, as illustrated in Figure 7.9C, or stays bound for an extra 120◦ step (Adachi et al.

2007).

The following conclusions were drawn from measurements of average and transient

torque: (1) The so-called “DELSEED” region, a conserved acidic region on the β-subunit in

contact with the γ-subunit, does not have a direct role (Hara et al. 2000). (2) Torque generated

by mutants with one, two, or three altered catalytic sites that bind ATP slowly is unchanged,

despite the fact that the binding affinity (kon rate) is reduced (Ariga et al. 2002). The torque

generated by the wild-type F1 when using other nucleotide triphosphates whose kon rate is

lower than that of ATP was also unchanged (Noji et al. 2001). This can be explained with the

“binding zipper” model proposed by Oster and Wang (2000), which divides the ATP-binding

process into docking of ATP (described by kon) and the torque generation as a result of the

zipping of hydrogen bounds between the Pi moiety of ATP and residues of the catalytic site.

(3) The rotor tip inside the α3β3 hexamer of TF1 is not strictly necessary for torque generation

(Hossain et al. 2006, Iwamoto et al. 1990, Sokolov et al. 1999, Müller et al. 2002). Recently

the role of the rotor shaft in the generation of torque was investigated further (Furuike et al.

2008). In 2008 the rotor tip placed inside of the stator hexamer was truncated up to the point

where what remained of the γ-subunit was almost all outside the stator cavity. All of the

mutants rotated in the right direction, with lower speeds and increasingly irregular motion

observed as the γ-subunit was shortened (Furuike et al. 2008). It seems that the top surface

of the α3β3 hexamer provides the interactions with γ required to produce torque, and the

fixed pivot and rigid axle are not needed but stabilize the torque generation, making if more

effective. However, the speed of rotation in the truncated mutants was the same as would

be predicted from the ATP hydrolysis rate of F1 lacking the γ-subunit, indicating that care

should be taken in interpreting these results. Perhaps the truncated γ-subunit merely reports

the intrinsic residual activity of the α3β3 hexamer rather than retaining any of its natural

coordinating function.
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7.5.2. Bacterial Flagellar Motor

Independent Torque-Generating Units

Proton flux in the bacterial flagellar motor passes through torque-generating stator

units, probably consisting of four MotB and two MotA proteins (Sato and Homma 2000,

Yorimitsu et al. 2004). Early studies showed that mot mutants of E. coli do not rotate

(Armstrong and Adler 1969) but can be “resurrected” through protein synthesis by lambda-

transducing phages (Silverman et al. 1976). This resurrection has also been studied on the

level of single motors. Cells of a motB strain carrying plasmids with wild-type motB genes

controlled by the lac promoter, as well as cells with motA and motB point and deletion

mutations carrying plasmids with wild-type motA and motB genes, were tethered to the

surface and resurrected. Stepwise increments in motor speed rotation were observed after

addition of the inducer, showing that bacterial flagellar motors contain several independent

torque-generating units (Block and Berg 1984, Blair and Berg 1988). The maximum num-

ber of speed increments observed in these early experiments was 8 (Blair and Berg 1988).

More recently, using polystyrene beads attached to the sheared filaments of E. coli wild-
type and Na+-driven chimeric motors, the number of discrete steps observed has increased

to at least 11 (Reid et al. 2006). Stepwise decreases in motor rotation speed upon activation

of an irreversible Na+-channel inhibitor were observed in Na+-driven alkalophilic Bacillus
as well, indicating that this species has up to 9 independent stator units (Muramoto et al.

1994). Transient speed changes observed in wild-type motor rotation suggested the possi-

bility that the units are not fixed but in a process of constant turnover (Reid et al. 2006).

This was confirmed in 2006 by observing green-fluorescent protein (GFP)–labelled MotB

in live cells, using TIRFM (Leake et al. 2006). Motors were seen as bright spots, which

were estimated by quantitative photobleaching to contain an average of ∼22 GFP molecules,

consistent with the previous estimate of at least 11 units each containing two copies of

MotB. A freely diffusing pool of ∼200 GFP-MotB molecules was observed in the cell mem-

brane, and the exchange between the pool and stator units within the motor on a timescale

of minutes was demonstrated using fluorescence recovery after photobleaching (Leake

et al. 2006).

Motor speed is proportional to the number of units in the high-load regime. A slight

reduction in the speed per unit at higher number was seen for H+- but not for Na+-driven

motors (Reid et al. 2006). This is attributed either to steric hindrance once a large number

of units is present or possibly to local depletion of H+ ions. Torque–speed curves for fully

energized H+ motors containing small numbers of units have been obtained using polystyrene

beads 0.3–1.0 μm in diameter attached to flagellar stubs (Ryu et al. 2000) and 60-nm gold

beads attached to hooks (Yuan and Berg 2008). The experiments with polystyrene beads

showed that the torque generated at a given speed by a motor with N units is simply N times

the torque generated by a single unit at that speed. This means that one unit rotates the motor

as fast as many as the load tends to zero, a prediction that was confirmed by the gold bead

experiment: Under experimental conditions that gave stepwise resurrection with larger loads,

gold beads showed only sudden jumps from 0 Hz to the zero-load speed of ∼300 Hz. These

results can be reproduced by a model in which the duty ratio of each unit is high—that is,

it seldom if ever detaches from the rotor—and in which the rate-limiting step at low load is

insensitive to the torque exerted upon one unit by the action of other units upon the rotor (Ryu

et al. 2000).
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Interactions between Rotor and Stator

By combining atomic structures of fragments of the rotor proteins FliG, FliM, and FliN

with cross-linking and mutational studies, the following picture of rotor–stator interactions

involved in torque generation has emerged. Stator proteins form ion channels, with a single

Figure 7.10. Steps in slow flagellar rotation. A. Reducing sodium-motive force (SMF) and motor speed of a chimeric

Na+-driven flagellar motor in Escherichia coli (upper) by lowering the external Na+ concentration (from 5 mM to

0.1 mM and back; black arrows) and (lower) by photodamage. The speed doublings marked by red arrows indicate

a probable change from one to two stators. B. Stepping rotation of flagellar motors with a range of average speeds

depending on different SMF. Insets show the positions of beads attached to flagellar filaments; scales are in nanome-

tres. Horizontal and radial lines indicate 1/26 revolution. C. Step-size distribution (black) with multiple Gaussian fit

(red). The peak of forwards steps is 13.7◦, indicating 26 steps per revolution. An example of steps identified by a

step-finding algorithm is shown in the inset. D. Plot of angle against time during three revolutions, a histogram of

dwell angles for the same revolutions, and the power spectrum of that histogram. The peak at 26 per revolution cor-

responds to a step size of 13.8◦ and shows that the motor stops at the same angles on successive revolutions. Speeds

shown in black were measured using optical interferometry, those in blue using high-speed fluorescence microscopy

(insets in panel A). [Adapted from Sowa et al. (2005).]
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essential conserved acidic residue in MotB (Asp32 in E. coli) identified as the key ion-binding
site (Sharp et al. 1995a, b). Five charged residues in the C-terminal domain of FliG interact

with two charged residues in the cytoplasmic domain of MotA (Lloyd and Blair 1997, Zhou

and Blair 1997, Zhou et al. 1998a) to generate torque. FliG and PomA in the Na+-driven motor

of V. alginolyticus interact via different charged residues but in a similar pattern (Yakushi

et al. 2006, Yorimitsu et al. 2002, 2003). Single mutations of any of these residues reduce

but do not abolish rotation, and charge-reversing second mutations can reverse the effect of

single mutations. Therefore FliG–MotA interaction during torque generation is probably an

electrostatic interaction between extended parts of the two proteins. The interaction is thought

to be driven by Asp32 of MotB accepting an ion and inducing conformational changes in

MotA (Braun et al. 1999, Kojima and Blair 2001).

Stepping Rotation

Unlike F1 and several other ATP-driven motors discussed in this book, direct observa-

tion of steps corresponding to single mechanochemical cycles of the BFM has been limited

by the high speed and small step size of the motor. Analysis of speed fluctuations of motors

with different numbers of torque-generating units, combined with electrorotation and mea-

surements with broken motors, demonstrated that the BFM is a stepping motor rather than a

“fluid drive” (Samuel and Berg 1995, 1996). Assuming Poisson statistics for steps led to an

estimate of ∼50 steps per unit per revolution. The proportionality between step number and

unit number is consistent with a high duty ratio. It should be noted, however, that the “steps”

here need not correspond to actual physical movements of the rotor; rather they are strictly

defined as “independent sequential stochastic events.” Just as the passage of several ions in

Fo might be stored up to produce a single observable 120◦ step in F1Fo, so might the events

identified by the fluctuation analysis be linked only indirectly to observable steps.

Such steps were first observed in 2005 in a Na+-driven chimeric flagellar motor in

E. coli (Sowa et al. 2005). At low sodium motive force and with controlled expression of

a small number of torque-generating units, 26 steps per revolution were seen (Figure 7.10).

This identifies the inner lobe of the C-ring as the site of stepping and thus presumably of

torque generation. However, many questions remain unanswered. It has proved difficult to

reconcile 26 steps per revolution with the estimate of 36± 6 ions per stator per revolution

estimated from the energetics of flagellar rotation in the chimeric motor and the assumption

that each step should correspond to an integer number of ions crossing the membrane. Future

investigations of stepping under well-controlled conditions of known SMF and number of

stator units will be necessary to reveal the details of the mechanism of the BFM in the way

that measurements of steps and substeps have done for F1.
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8
Fluorescence Correlation Spectroscopy
in Living Cells

Thomas Weidemann and Petra Schwille

Abstract In fluorescence correlation spectroscopy (FCS), information about molecular

dynamics is extracted by recording the fluctuating signal of a pico- to micromolar concen-

tration of fluorescent molecules in solution. As primary parameters, FCS provides time con-

stants of the fluorescence emission, as well as numbers and dwell times of the observed

particles diffusing through the open volume. A biochemical reaction or macromolecular

rearrangement causing changes in these parameters, when linked to fluorescence readout,

can be quantified by FCS. Since the measurements are now routinely performed in a laser-

illuminated confocal spot, making measurements in living cells is straightforward. Differ-

ent cellular compartments, such as the nucleus, the cytoplasm, or the plasma membrane,

can be easily distinguished and addressed. In addition to biochemical reactions, the local

environment of macromolecules, for example, ion concentrations, pH, or viscosity, can be

probed. Thus, FCS is a versatile and attractive technique for researchers striving for a quan-

titative understanding of interactions and dynamics of biological and in particular cellular

systems.

8.1. Introduction

During the last 15 years, fluorescence correlation spectroscopy (FCS) has matured from

a concept to a fully commercially developed technique [1–3]. There is a growing commu-

nity of researchers in the life sciences with access to FCS as part of extended microscopy

approaches. This chapter is meant to serve as an introduction for those who are considering

using FCS as a method for addressing the physicochemical properties of biological systems.

In the next two sections we provide a general introduction to the method and develop key

aspects of the theory. In Section 8.4 we discuss some instrumental details. Finally, in Section

8.5, we review some biologically motivated studies that may guide the interested reader to

particular applications.
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8.2. Measurement Principle

As in time-resolved fluorescence spectroscopy, in FCS one records the fluorescence

signal over time, although from a very small microscopic volume in solution (Figure 8.1).

For example, measuring a 100 nM solution of dye in a macroscopic cuvette (125 mm3) with

a conventional fluorospectrometer integrates the fluorescence emitted by approximately 1013

molecules. In FCS, the fluorescent particles are excited in a diffraction-limited laser spot

(focus). A confocal pinhole is used to further reduce the detection volume. Typical dimensions

are 0.4μm perpendicular and 1.6μm parallel to the optical axis, thus shaping a sub-femtoliter

(fL) ellipsoid. A volume of 0.3 fL placed in a 100 nM solution of dye will be occupied by,

on average, 20–30 particles. Due to their Brownian motion, the particles will randomly enter

and exit the observation volume. Neglecting time-dependent instabilities in emission, these

diffusive movements will still lead to signal fluctuations, which, in contrast to noise, are

correlated. The kinds of information contained in these so-called number fluctuations are

their average deviation from the mean, the amplitude, and their frequencies. The amplitude

reflects linearly a reciprocal concentration, while the time domain contains information about

the diffusion behaviors and thus the size and shape of the fluorescent particles in conjunction

A

B

Figure 8.1. Measurement principle of fluorescence correlation spectroscopy (FCS). Downscaling of the observation

volume Vobs from milliliters (cuvette-based) (upper) to femtoliters (FCS) (lower). The fluorescence signal fluctu-
ations in conventional bulk measurements indicate the noise of the system (detectors, stray light, etc.). In FCS, the

transient residence of individual molecules gives rise to additional fluctuations. Individual peaks reflecting individual

molecular dwellings become visually apparent at very low concentrations (red arrows).
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with the viscosity of the solution. Slow particles give rise to slower signal fluctuations and

conversely.

A mathematical way of extracting these parameters is to perform an autocorrelation

analysis (Figure 8.2). The signal is usually measured in photon counting mode with submi-

crosecond resolution, that is, binned in channels along the intensity trace (also called the

“run”). For autocorrelation, the product of two signal channels separated by a certain lag-

time is averaged over the whole trace, normalized by the square of the mean and plotted

for increasing lag-times on a logarithmic scale [see Eq. (8.1)]. The resulting autocorrelation

function (ACF)1 is a sigmoidal decay with characteristic correlation times and an intercept

larger than 1. This can be understood qualitatively by considering a very diluted solution. In

such a case, individual peaks of the measured intensity trace correspond to the transits of

individual particles. If the lag-time is much smaller than a typical dwell time, there will be

many pairs of values that belong to the same molecular transit, and those products add up

when averaged over the whole trace (see Figure 8.1B) to something larger than the square

of the mean. However, with increasing lag-times the typical peak width will be exceeded,

rendering the signal channels statistically independent, and thus their product will approach

asymptotically the square of the mean. It is quite common to subtract the asymptotic offset

1 from the curves. Using this approach to presenting a display, one finds that the intercept

directly equals the inverse occupation number for the given observation volume, while the

decay approaches 0 for longer lag-times (Figure 8.2).

Autocorrelation curves, the “FCS raw data,” are usually generated in real time by a

hardware-based correlator board during data acquisition. The user has to evaluate the mea-

sured ACF with appropriate model functions. For example, fitting a model for translational

diffusion returns up to three characteristic diffusion times and their relative contributions to

the amplitude. Because the number of particles, as well as the diffusion times, depend crit-

ically on the shape and the size of the observation volume, the values have to be compared

to an otherwise characterized standard. This subsequently transforms diffusion times into

1 The acronym ACF can denote both the measured autocorrelated data and the model function that is used for fitting.

We try to specify these according to the context.
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diffusion coefficients and particle numbers into concentrations. It is important to stress that

FCS in this respect is a comparative technique relying on proper calibration of the optical

system.2

FCS is a “single-molecule” technique because it works at low concentrations and can

resolve conventionally invisible molecular dynamics in the time range of microseconds to

seconds. The average number of observed molecules ranges from less than one to several

hundred, which is, compared to fractions of moles, a small number. However, FCS does not

monitor processes at “individual” molecules as in single-molecule detection (SMD). The

main difference between SMD and FCS is that in SMD the molecules under study are mostly

immobilized (attached to a support) or slowly moving. Because an individual fluorophore can

emit around 106 photons before it is irreversibly bleached, SMD of immobilized fluorophores

is limited to observation times of less than 1 sec, and many events have to be compiled either

in parallel or repeatedly. FCS usually works in solution, in which only a small fraction of

fluorophores is excited. This fraction is in constant dynamic exchange with a large nonillumi-

nated reservoir. FCS data are based on averaging hundreds to thousands of particle transits

of the same kind. Although the constant renewal of the observed “individuals” prolongs the

measurement time, this sets (quasi-) equilibrium conditions as an important prerequisite for

FCS.

8.3. Theoretical Framework

Many excellent reviews have been published about FCS theory [1,2,4–8]. Here we com-

pile some of the essential results to help the biochemically motivated reader to understand the

underlying approach and to facilitate orientation among the different applications.

8.3.1. Diffusion

As stated in the previous subsection, during the measurement the normalized second-

order autocorrelation function (ACF), G(τ), is generated from the fluorescence signal F(t) by
computing3

G (τ ) = 〈F(t) · F(t + τ )〉
〈F〉2 − 1 = 〈δF(t) · δF(t + τ )〉

〈F〉2
∗(8.1)

The second equation can be verified by expressing the signal as temporal deviations from the

mean F (t) = 〈F(t)〉 + δF and using the fact that 〈〈F〉 δF (t)〉 = 0. Angular brackets indicate

time averaging of the respective observable O over all channels with binning times ti,

〈O (t)〉 = 1∑
ti

N∑
i=0

O (ti) (8.2)

G(τ) is an empirically measured, dimensionless function that contains no information about

the underlying physical nature of the signal fluctuations. Therefore, we need an analytical

expression for G(τ) in which the expected parameters are modeled and implemented. For the

FCS user it is important to appreciate that any process leading to signal fluctuations will show

2 The issue of calibrating diffusion times has been recently overcome by scanning FCS (S-FCS).
3 Relations that are important for the application-oriented user are indicated by an asterisk.
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up in the autocorrelated curve with its characteristic correlation times. Accordingly, FCS has

been used to monitor sample flow, active transport, chemical reactions, and, of course, photo-

physical processes such as triplet blinking or reversible quenching of the chromophore due to

environmental conditions (e.g., protonation). Although some of these processes are touched

on later in the text, we first derive an expression for diffusion-driven number fluctuations

because they are most widely studied in biochemistry and cell biology.

The fluorescence signal at the detector is composed of instrumental features and molec-

ular properties of the fluorophore,

F (t) =
∫

W(r)qc(r)dV (8.3)

where W(r) = S(r)I(r)/I0 describes the effective shape of the combined spatial sensitivity

S(r) and dimensionless excitation intensity profile I(r)/I0 with the maximum intensity I0 at

the center.4 Here c(r) is the concentration and q the molecular brightness of the fluorophores.

The brightness q ∝ I0σexcφ depends linearly on the peak intensity I0, the absorption cross

section of the molecules σ exc, and their quantum yield φ.

Let us consider a single fluorophore at position r1 traveling to some other position r2
during a lag-time τ. The conditional probability for the molecule to be found in an arbitrary

volume element d3r2 can be calculated with the so-called diffusion propagator PD (r2 |r1,τ ),

a solution to Fick’s diffusion equation

∂c(r,t)
∂t

= Dt∇2c(r,t) (8.4)

with the boundary conditions c(r1,0) = δ(r1):

PD (r2 |r1,τ ) = 1

(4πDtτ)1/2
exp

[
−

∣∣r1 − r2|2
4Dtτ

]
(8.5)

Here, Dt is the translational diffusion coefficient and δ(r1) denotes the Dirac delta func-

tion. The probability of finding the fluorophore in volume element d3r2 is then given by

PD (r2 |r1,τ ) d3r2, whereas the probability of finding it initially in d3r1 is simply d3r1/V,
with V the total sample volume. The average signal collected from a single fluorophore is

proportional to the integral of the molecular detection efficiency

〈f (t)〉 ∝ 1

V

∫
W(r)dV (8.6)

and the average product of two signals separated by a discrete diffusion step within the lag-

time τ is

〈f (t) f (t + τ)〉 ∝ 1

V

∫∫
W(r1)PD(r2|r1,τ )W(r2)dVdV ′ (8.7)

4 Vectors are written in boldface type.
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The overall fluorescence signal is the sum of the total number N of particles at their various

positions:

F (t) =
∑N

n=1
f (rn (t)) (8.8)

Substituting Eq. (8.8) into the first part of Eq. (8.1) and evaluating the sums shows that the

ACF can be ascribed to the autocorrelation functions of single individual molecules, g(τ):

G (τ ) = 〈F(t) · F(t + τ )〉
〈F〉2 − 1

= N 〈f (t) f (t + τ)〉 + (
N2 − N

) 〈f 〉2
N2 〈f 〉2 − 1

= 〈f (t) f (t + τ)〉
N 〈f 〉2 + 1 + 1

N︸︷︷︸
≈0

−1

= 1

N
g (τ )

(8.9)

The fact that the ACF is a sum from individual molecular contributions is the basis for the

linear concentration dependence, as well as for analyzing the measured ACF with linear com-

binations of different models, for example, subspecies with different diffusion times [see

Eq. (8.22)]. Introducing Eqs. (8.6) and (8.7) into Eq. (8.9) relates the measured ACF of a

single type (q constant for all particles) of N fluorophores in a sample volume V to actual

experimental conditions:

G (τ ) = V
N

∫∫
W(r1)PD(r2|r1,τ )W(r2)dVdV ′(∫

W (r2) dV
)2 (8.10)

Because dual-color applications are of utmost importance for bioapplications, we extend the

formalism to cover the use of a second detection channel. This is simply done by discrim-

inating the two correlated signals Fi(t) and Fj(t+τ), as well as the corresponding detection

functions Wi(r1) and Wj(r2), with an index for the simultaneous treatment of autocorrelation

(i = j ↔ k) and cross-correlation (i �= j ↔ x).

For conventional confocal microscopes with overfilled back apertures of the objective,

a three-dimensional (3D) Gaussian distribution of light intensity is considered to be a suffi-

ciently accurate approximation [9,10]:

Wi (r) = exp

[
−2

(x − pxi)
2 + (

y − pyi
)2

ω2
0i

]
exp

[
−2

(z − pzi)
2

z20i

]
(8.11)

with the vector p pointing from an arbitrary origin to the center of the detection volume

of each channel (Figure 8.3). The exponentials in Eq. (8.11) can be factorized and sorted

according to x, y, and z, reducing the problem to one dimension:

G(x)
ij (τ ) = 1√

4πDtτ

∫∫
exp

[
−2

(x1 − pxi)
2

ω2
0i

−2

(
x2 − pxj

)2
ω2
0j

(x1 − x2)2

4Dtτ

]
dx1dx2

∫
exp

[
−2

(x − pxi)
2

ω2
0i

]
dx

∫
exp

[
−2

(
x − pxj

)2
ω2
0j

]
dx

(8.12)
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Figure 8.3. Modeling the detection volume [7]. A. Approximation by three-dimensional Gaussian intensity distri-

butions with 1/e2-radius w0 transverse and z0 parallel to the optical axis z. The foci of a two-color setup centered at

positions p1 for the green and p2 for the red excitation wavelengths differ in size and can show chromatic displace-

ment d. B. Cross-correlation functions in a two-color setup. A typical correlation curve (faint) corresponding to a

∼10 nM solution of two-colored standard was computed for w0 = 220 nm and z0 = 660 nm. Chromatic displacement

of dyx = 100 nm, dz = 330 nm leads to a time-dependent correction factor (broken line). The amplitude of the biased

cross-correlation function (bold line) appears reduced (vertical arrows), and the function is also shown normalized

(dotted line) to visualize an increase of an apparent correlation time (horizontal arrow).

Exploiting the infinite limit of the Gauss integral

∫ +∞

−∞
exp

[
−a2x2

]
=

√
π

a
(8.13)

allows us to reduce the denominator and to extract a constant factor

G(x)
ij (τ ) = 1√

4πDtτ

2

πω0iω0j

∫∫
exp

[
−2

(x1 − pxi)
2

ω2
0i

−2

(
x2 − pxj

)2
ω2
0j

(x1 − x2)2

4Dtτ

]
dx1dx2

(8.14)

Equation (8.14) is a crest-shaped surface integral over the two independent variables x1
and x2, which can be solved analytically by (1) translation of the peak at (pxi, pxj) to the point
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of origin, followed (2) by rescaling and (3) rotation of the axes by π/4 with the following

substitutions:⎧⎨
⎩

u1 = x1 − pxi

u2 = x2 − pxj

dx = pxi − pxj

⎫⎬
⎭ ,

⎧⎪⎨
⎪⎩

v1 = u1
ω0i

v2 = u2
ω0j

⎫⎪⎬
⎪⎭ , and

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

β = 1√
2πx0eff

(
x0iv1 − x0jv2

)
α = 1√

2πx0eff

(
x0jv1 − x0iv2

)
α2 + β2 = v21 + v22

⎫⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎭

(8.15)

with x0eff = (x0i + x0j)/2 the 1/e2 radius of the Gaussian profile in x. Equation (8.14) then

transforms into

G(x)
ij (τ ) = 1√

4πDtτ

2

π

∫∫
exp

⎡
⎢⎣−2(α2 + β2) −

(√
2x0,eff β + dx

)2
4Dtτ

⎤
⎥⎦dαdβ (8.16)

and with use of Eq. (8.13) further into

G(x)
ij (τ ) = 1√

4πDtτ

2

π

√
π

2

∫
exp

⎡
⎢⎣−2β2 −

(√
2x0,eff β + dx

)2
4Dtτ

⎤
⎥⎦dβ (8.17)

Recourse to a quadratic extension

∫ +∞

−∞
exp

[
−2

x2

a2
− 2

(x − x0)2

b2

]
dx = exp

[
−2

x20
a2 + b2

√
π

2

ab√
a2 + b2

]
(8.18)

finally returns an explicit solution for Eq. (8.12):

G(x)
ij (τ ) = 1√

πx0,eff

(
1 + 4Dtτ

x20,eff

)− 1
2

exp

[
−2

d2x
4Dtτ + x20,eff

]
(8.19)

where d = pi – pj is the displacement vector connecting the two centers of the foci of the

two detection volumes. Analogous treatment of the axes y and z allows us to write the com-

plete solution for an analytical ACF assuming diffusion-driven fluctuations through a three-

dimensional Gaussian detection volume in two different detection channels (i, j):

G(D)
ij (τ ) = 1

cVeff

(
1 + 4Dtτ

ω2
0,eff

)−1

︸ ︷︷ ︸
2D

(
1 + 4Dtτ

z20,eff

)− 1
2

︸ ︷︷ ︸
3D

exp

[
− d2x + d2y
4Dtτ + ω2

0,eff
− d2z

4Dtτ + z20,eff

]
︸ ︷︷ ︸

overlap

(8.20)

In the last step, Veff = π3/2ω0iω0j
√z0iz0j combines all of the constant prefactors. Because the

number fluctuations obey Poissonian statistics, it follows that the intercept of the ACF is the

inverse average occupation number in the detection volume, G (0) = 1/ 〈Nob〉; consequently,
Veff is regarded as the effective detection volume. Apart from a factor, this is the volume

of a 3D ellipsoid, Vellipsoid = 4/3πω2
0z0, with half-axes ω0 and z0, as usually sketched in
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illustrations (Figure 8.3). The multiplied terms in Eq. (8.20) describe different aspects of the

geometry. The “2D” (two-dimensional) factor accounts for diffusion across the finite borders

in y-x, and the “3D” factor accounts for the confined focus along the optical axis in z. Measur-

ing fluorescent particles trapped in horizontal 2D systems, like membranes, will not give rise

to fluctuations along z. In those cases only, the 2D factor is used for fitting (infinite z0 sets the
3D factor to 1). The exponential factor in Eq. (8.20) accounts for the imperfect overlap of the

two detection volumes, which vanishes for autocorrelation, where d = 0. Recently, two-foci
setups were intentionally used to intrinsically calibrate measured diffusion times [11]. Imper-

fect overlap is a significant issue when combining two different laser sources into one objec-

tive, as for dual-color fluorescence cross-correlation (FCCS) (Figure 8.3B). It is interesting

to note that cross-correlation between two displaced detection volumes is formally equivalent

to autocorrelation in solutions with directed flow. In the latter context, the exponential factor

was already presented in the classic papers of Magde, Elson, and Webb [12–14].

Introducing the parameters “diffusion time” τD = ω2
0

/
4D and the “axis ratio” κ =

z0
/
ω0, which for well-aligned conventional confocal setups is a number between 3 and 6,

we obtain the widely used ACF formula for one diffusion species in one channel:

G(D)
k (τ ) = 1

cVeff

(
1 + τ

τD

)−1 (
1 + κ2 τ

τD

)− 1
2 ∗(8.21)

Equation (8.21) shows that the axis ratio is returned by the fit, although usually with a weak

significance. Moreover, the diffusion time and the axis ratio are tightly coupled. The common

procedure is therefore to determine the axis ratio with a standard—for example, an organic

dye—and to keep it constant during the fitting routines. Up to three different diffusion species

can be reliably discriminated [15] by fitting

G(D)
k (τ ) =

∑
s

G(D,s)
k (τ ) = 1

cVeff

3∑
s=1

ρs

(
1 + τ

τD,s

)−1 (
1 + κ2 τ

τD,s

)− 1
2 ∗(8.22)

and ρs = cs
/∑

s cs denotes their relative contributions to the amplitude G(0).

8.3.2. Chromophore Dynamics

Fluorescence emission is governed by dynamic processes at the molecular level that

contribute to correlation curves [3]. Organic dyes in the first excited state are prone to inter-

system crossing from the singlet into the triplet system of quantum states (energy levels occu-

pied by two electrons with parallel spins). The lifetime of the triplet state is in the lower

microsecond range, and it depopulates in solution in almost a radiationless way. The effect of

the triplet on the shape of the ACF was reported by Widengren et al. [16]:

Gk (τ ) = GT
k (τ ) GD

k (τ ) =
(
1 + T

(1 − T)
exp

[
− τ

τT

])
GD

k (τ ) ∗(8.23)

with the triplet fraction T = 1 − GD
k (0)

/
Gk (0) and a correlation time for triplet blinking

τT. The more fluorophores are trapped in the triplet state, the greater is the increase of the

amplitude compared to pure number fluctuations. Because the triplet is populated from the

first excited state, it depends critically on the excitation power. Inappropriate photon statistics
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in the lower-microsecond regime, combined with a trailing tail of detector afterpulsing, can

add uncertainty in fitting the triplet amplitude and may affect concentration measurements.

Another important blinking phenomenon occurs in fluorescent proteins. Fluorescent

proteins have had an enormous effect in cell biology and also play a crucial role in intra-

cellular FCS applications. The photophysics of green-fluorescent protein (GFP) mutants was

found to be surprisingly complex in ways that can be both helpful and problematic in bio-

logical applications. A number of detailed FCS studies were reported for GFP mutants from

Aequorea victoria, as well as for red-fluorescent proteins (RFPs) from other organisms and

demonstrate impressively the analytic power of this method [17–23]. The blinking behavior

is mainly linked to pH dependence of the fluorescence quantum yield. The crystal structure

of GFP is shown in Figure 8.4. The polypeptide forms a β-sheet barrel that mantles a covalent

mesomeric π-electron system [24]. The chromophore of wild-type (wt) GFP is formed auto-

catalytically in the center of the protein by the side chains of Ser65, Tyr66, and Gly67 [25].

The substitutions F64L and S65T turn wtGFP into enhanced GFP (eGFP), by far most the

widely used and spectrally superior variant [26]. For eGFP it was shown that Tyr66 acts as a

weak acid (pKa = 5.8) [18]. Low pH and subsequent protonation of Tyr66 mostly abolishes
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Figure 8.4. Green-fluorescent protein (GFP). A. Crystal structure of wild-type GFP (Protein Data Base code 1ema

[24]) displayed in ribbon style. Atoms and bonds forming the chromophore are shown in red; the N- and C-termini

are highlighted. B. Excitation and emission spectra of enhanced cyan-, green-, and yellow-fluorescent proteins (eCFP,

eGFP, and eYFP, respectively) measured in lysed HEK293 cells diluted in phosphate-buffered saline (measured on a

Spex Fluorolog). The common argon laser excitation line 488 nm is indicated by an arrow.
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fluorescence emission. Processes on two different time scales were differentiated: dynamic

exchange of protons with the surrounding solution, and proton rearrangements within the

bonding network of the protein core. The latter was found to be excitation driven, especially

in red-shifted variants like enhanced yellow-fluorescent proteins (YFPs) [23]. While the con-

tribution of external protonation for eGFP can make up a significant fraction of the amplitude

(e.g., ∼80% at pH 5), internal protonation is constant at about 13%. The correlation time

for external protonation is not coupled to diffusion and is quite stable with respect to excita-

tion power and ionic strength. Besides their pH dependence, however, the correlation times

(50–400 μs) decrease with increasing molarity of the phosphate buffers, suggesting that

subtle conformational changes modulate the accessibility of the chromophore [17,18,27]. In

analogy to the case for the triplet, Eq. (8.22) is frequently used to evaluate intracellular cor-

relation curves of GFP constructs, thus averaging out the protonation dynamics with a single

dark state. However, for biochemical in-solution studies, it may be necessary to include addi-

tional correlation times [23] by fitting with

Gk (τ ) =
(
1 + F1

1 − F1
exp

[
− τ

τ1

])(
1 + F2

1 − F2
exp

[
− τ

τ2

])
GD

k (τ ) (8.24)

Here F1, τ1 and F2, τ2 denote the correlation times and fractions of particles in the two

respective dark states. Because GFP flickering due on external protonation is independent of

the instrumental conditions and the size of the GFP construct, it was suggested to use it as a

readout to calibrate pH and temperatures from cells to microfabricated systems [18,28].

8.3.3. Concentrations

FCS was quite often promoted for its potential for determining concentrations in the

pico- to micromolar concentration range via Eq. (8.23) for τ = 0:

c = 1

(1 − T)

1

GD
k (0) Veff

∗(8.25)

However, this ability seems to have been less enthusiastically followed up in practice. Three

reasons may account for this: First, the open detection volume is weakly defined. Second,

it is not always feasible to perform reliable dilution rows from stock solutions down to the

nanomolar range. Dyes and labeled proteins tend to stick away, and even small losses at vial

surfaces and pipette tips can result in large errors. Thus, the amplitude is hard to calibrate

experimentally by a traditionally calibrated standard. The third and most severe limitation is

that the linear reciprocal concentration dependency is only valid if the fluorescent particles

are homogeneously fluorescent. Random multiple labeling of macromolecules, bimolecular

associations with quenching effects, trace amounts of aggregates, or nonconjugated dye may

lead to mixtures of particles having differences in their molecular brightness q. Such mixtures

of different species s lead to an increased fluctuation amplitude G(0) compared to the same

particle concentration of a homogeneously fluorescent ensemble. This can be quantitatively

expressed from

G(D)
k (τ ) = 1

cVeff

∑
s csq2s G(D,s)

k(∑
s csqs

)2 (8.26)
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by summing up the weighted contributions of the individual subensembles [29]. Note that the

total number of diffusing complexes in the detection volume

〈Nob〉 = cVeff = Veff
∑

s
cs = 1

G(D)
k (0)

(∑
s csqs

)2∑
s csqs

(8.27)

may significantly deviate from 1/G(D)
k (0). Moreover, the amplitude fractions ρs as derived

by fitting Eq. (8.22) will be biased in favor of the brighter particles and do not reflect the true

molar fractions

ρcor
s = cs∑

s cs
= ρs

/
q2s∑

s ρs
/

q2s
∗(8.28)

Nevertheless, concentration measurements still have buried potential for FCS in single cells,

where it can provide valuable information about the concentration range and distribution

of expressed GFP-tagged proteins. The beta-can of fluorescent proteins provides effective

chemical shielding of the chromophore, which might make it possible to study oligomer-

ization via the molecular brightness q. In addition, the chaperone machinery inside the cell

keeps the constructs in their native state, thereby preventing unspecific aggregations. Fur-

thermore, interactions with compartment boundaries like membranes are highly regulated or

minimized. On the other hand, cells can contain high concentrations of weakly fluorescent

metabolic intermediates such as, for example, the flavin derivatives. These compounds build

up a background of uncorrelated signal, which affects the linear reciprocal relationship. Con-

sidering the total signal Ftot to be composed of correlated fluctuations F and uncorrelated

background B, we can rewrite Eq. (8.1) as

G (τ )=〈δ (F(t) + B(t)) δ (F(t + τ ) + B(t + τ ))〉
〈F + B〉2

=〈δF(t)δF(t + τ )〉 +
=0︷ ︸︸ ︷

〈δF(t)δB(t + τ )〉 + 〈δB(t)δF(t + τ )〉 + 〈δB(t)δB(t + τ )〉

〈F〉2
(
1 + 2

〈B〉
〈F〉 + 〈B〉2

〈F〉2
)

=〈δF(t)δF(t + τ )〉
〈F〉2

(
1 + 〈B〉

〈F〉
)−2

= GD
k (τ )

(
1 + 〈B〉

〈F〉
)−2

= GD
k (τ )

( 〈F〉
〈F〉 + 〈B〉

)2

∗(8.29)
which is the ACF for number fluctuations multiplied by a correction factor. The background

issue was discussed in an early FCS paper by Koppel [30]. Note that in contrast to the previ-

ous situation, F = Ftot − B now denotes the background-corrected intensity leading to num-

ber fluctuations. Evaluating the correction factor reveals that uncorrelated background at the

detector with F/B > 10 reduces the amplitude, and hence increases the concentration values,

less than 10%.

8.3.4. Interactions

The discovery and characterization of interactions are of major interest in cell biol-

ogy, biochemistry, and biophysics. With FCS both the amplitude and the diffusion times
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can be used to detect binding events of fluorescently labeled biomolecules. For example,

binding of a small fluorescent ligand to a large nonfluorescent receptor may be detected by its

larger diffusion time. Evaluating the molar fractions of bound and free ligand from Eq. (8.22)

with a two-component model and plotting the fractions against varying receptor concentra-

tions yields a binding isotherm, which can be analyzed with regard to affinity, cooperativity,

and stoichiometry. Assuming the ligand and the complex to be globular shaped spheres, the

increase in diffusion time can be estimated using the Stokes–Einstein relation

Dt = kT
6πηR

(8.30)

where k is the Boltzmann constant, T the absolute temperature, η the viscosity, and R
the hydrodynamic radius of the particles. With homogeneous mass distribution within the

spheres, MW ∝ 3
√

R, this implies a weak dependence between diffusion time and the size of

the particles. Thus, a simple one-to-one binding reaction can hardly be resolved. In contrast,

the amplitude is doubled on saturated one-to-one binding, and therefore there is a more sensi-

tive readout. However, a large error due to scattering triplet amplitudes causes some difficulty

in analyzing binding with autocorrelation amplitudes. An elegant version for the detection

of interactions is dual-color fluorescence cross-correlation analysis,) in which the signal of

one channel (e.g., i → g, green) is correlated with the signal of second, spectrally well-

separated color channel (e.g., j → r, red) [31,32]. Here, the triplet dynamics, uncorrelated

between different dyes, disappears and the amplitude builds up from the number fluctuations

of particles simultaneously detected in both color channels. A convenient way of calibrat-

ing cross-correlation amplitudes is to divide them with the corresponding autocorrelation

amplitude:

G× (0)

Gi (0)
= Veff ,i

Veff ,×
c(g)

0

c(r)
0

∑
s c(s)n(s)

g n(s)
r∑

s c(s)n(s)2
g

(8.31)

with ng and nr counting the number of green and red fluorophores, respectively, coupled to

the diffusing complex of a certain species s. For a simple one-to-one binding (ng and nr = 1)

the ratio of amplitudes is directly proportional to the fraction of bound ligands:

G× (0)

Gi (0)
= Veff ,i

Veff ,×
c(gr)

c(r)
0

(8.32)

Note that calibration with the green channel delivers the fraction of complexes with respect

to the total concentration of red fluorophores and vice versa. The ratio is further biased by the

color-specific detection volumes Veff,k and the effective volume for cross-correlation, Veff,×,
which is very sensitive to the chromatic shift [see Eq. (8.20)]. In a first approximation, the

volumes of the two color channels scale with the cubic ratio of the excitation wavelength,

Veff ,j = (λex,j
/
λex,i)

3Veff ,i; however, the effective cross-correlation detection volume requires

experimental controls. For quantitative FCCS, it is advisable to determine both the upper

and lower limits with well-defined standards, such as a mixture of noninteracting reactants

for minimum and double-labeled particles for a maximum value, and to fit the binding data

progressively in between. Various cases of different binding modes and stoichiometries can

be found in the literature [7,33].
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Figure 8.5. Typical setup of a confocal laser scanning microscope upgraded by a fluorescence correlation spec-

troscopy (FCS) module. Laser light of different color is supplied by a beam combiner (BMC) and reflected by a

dichroic mirror (DM1) onto the back aperture of the objective. The fluorescence light is collected by the same optics,

passes DM1 and the pinhole (PH), and is separated by DM2 into two different color channels terminated by band-

pass filters (BP) and fibre-coupled avalanche photon-counting detectors (APDs). The hardware correlator card (not

shown) is usually part of the computer. Note that in this configuration a scanning mirror allows both confocal imaging

and FCS using the same optical path.

The application range for binding studies is defined by the accessible concentration

range in FCS. Especially for FCCS the range is limited because both of the binding partners

are labeled. Assuming that titrations should span at least one order of magnitude in concen-

tration values centered on the dissociation constant Kd, one can derive convenient affinities

between 1 and 100 nM [34]. With one-color applications affinities up to 10μMcan be reliably

determined.5

8.4. Instrumentation

FCS developed its full potential through the use of (fiber-coupled) avalanche photodi-

odes (APDs) as single-photon counting detectors in combination with high–numerical aper-

ture objectives in a confocal setup. The main features are sketched in Figure 8.5. Laser light

is reflected by a dichroic mirror (DM1) onto the back aperture of the objective and focused

in solution. Usually water immersion objectives are used. The red-shifted fluorescence is col-

lected by the same optics, passes the first dichroic mirror, and is fed by a second dichroic

5 M. Hintersteiner personal communication.
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mirror (DM2) into two subsequent color channels. Between DM2 and the detectors, pro-

jecting lenses direct the beam through confocally positioned pinholes. Thus, the pinholes

do not compress the illuminated volume but reject out-of-focus fluorescence along the opti-

cal axis z, which is crucial to reaching single-molecule sensitivity. APDs have a photon

detection efficiency of ∼50% for green light (500–600 nm) and are usually more sensitive

at longer wavelengths. The time resolution of APDs is limited compared to that of photo-

multipliers, although resolution down to 50 ps is now available (e.g., the MPD series from

PicoQuant, Berlin, Germany). The stream of photon counts is usually binned with 200-ns time

intervals and correlated in real time6 by a multiple-tau correlator card (e.g., ALV, Langen,

Germany). A number of commercial FCS setups are on the market integrated into state-

of-the-art confocal microscope systems. These include the Confocor 2 and 3 (Zeiss, Jena,

Germany), FCS 2 (Leica Microsystems, Wetzlar, Germany), Micro Time 200 (PicoQuant),

and Alba FCS (ISS, Urbana-Champaign, Illinois). With Clarina II, Evotec Technologies inte-

grated the FCS+ system into a fully automated liquid handling system for homogeneous high-

throughput assays for drug discovery (Perkin Elmer, Hamburg, Germany).

8.4.1. Position-Sensitive Single-Point FCS

Because a confocal spot is about 103–104 times smaller than a eukaryotic cellular vol-

ume, the idea of performing FCS with subcellular resolution was straightforward (Figure 8.6)

[35,36]. An important technical detail was to combine confocal imaging and FCS in the same

optical path, thus providing a user-friendly platform for park-and-probe operation [37,38].

Combining spectroscopy and imaging in one beam line (Figure 8.5) not only increased the

positioning accuracy in a complicated cellular environment, it also opened up the conve-

nient possibility of transforming intensities from confocal cross sections into absolute particle

numbers [37,39,40]. The latter procedure requires two steps: first, to determine the molecu-

lar brightness of the fluorescent tag inside the cell, for example, freely diffusing eGFP, and,

second, to image the spatial distribution of the tagged protein with the APDs under the same

instrumental conditions. Scanned images containing the true photon counts for a certain res-

idence time of the laser (pixel time [PT]) can then easily be calibrated into a concentration

map via

cs(x,y) = 1

Veff

counts(x,y)
qsPT

(8.33)

where x, y are the pixel coordinates in the cross section and qs is the molecular brightness of

a fluorescent species s.

8.4.2. Scanning FCS

In cells, the molecules of interest often bind to membranes and other large-scale cel-

lular structures that reduce their mobility. Large macromolecules such as DNA or molecular

assemblies such as membrane vesicles may diffuse very slowly in free solution. Because time

averaging in Eq. (8.1) has to be performed over a sufficient number of independent “fluc-

tuation events,” long measurement times are needed for the ACF to build up. However, in

6 This avoids accumulation of large amounts of data and allows on-line inspection of the measured curves. However,

with the constant advances in computer performance, software-based correlators also have come into use.
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Figure 8.6. Examples for autocorrelation in living HEK 293T cells. (A) Confocal image of cells transiently express-

ing eGFP (239 amino acids) from the vector pEGFP-N1 (Clontech). Dark areas represent higher fluorescence inten-

sities. The grey scale was chosen non-linear to illustrate sub-cellular structures. (B) Example ACF as measured in A

at indicated cytoplasmic position CP. (C) Cells transiently expressing Janus kinase 3 (JAK3) fused to eGFP (1373

amino acids). (D) Corresponding correlation curves measured in C at indicated positions p1–p5. Note the reciprocal

dependence between fluorescence intensity in the image and the amplitude of the ACF. The given diffusion times

were averaged over p1–p5.

most of these cases, photobleaching of the fluorophores imposes tight limits for extending

the measurement times. If diffusion is too slow or concentrations are too high, complemen-

tary techniques such as fluorescence recovery after photobleaching (FRAP) [41,42], continu-

ous photobleaching (CP) [38,40], single-particle tracking (SPT) [43,44], or image correlation

spectroscopy (ICS) [45,46] might be valuable alternatives to FCS.

An interesting hybrid approach for measuring slow fluctuations is scanning FCS, a fam-

ily of techniques in which the laser focus is moved relative to the sample [43]. Although

S-FCS correlates the signal from a moving detection volume, the high temporal resolu-

tion is preserved, and the technique could be classified between purely stationary tempo-

ral (FCS) and spatial image correlation (ICS). The motivations of S-FCS were to improve

statistical accuracy, study binding to immobile samples, avoid photobleaching, and perform
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measurements at many locations quasi-simultaneously. The method was invented [47] soon

after FCS and later pioneered by Petersen et al. to study ligand-induced aggregation of recep-

tors on the cell surface [48,49]. Subsequent studies employed linear [50–53], circular [54–58],

or even random trajectories [59] of the laser focus and explored the application range for deter-

mining concentrations, aggregation states, and diffusion behavior of fluorescent particles in

various systems.

A major drawback of S-FCS is that the scanned region should be homogeneous on

a large scale. Although this is easily achieved in solution, measurements in membranes are

prone to instabilities. In membranes the fluorescence originates from a thin, 5-nm layer placed

in a micron-scale detection volume. The membrane, although a large object, has inherently

slow thermal motions. Thus, repositioning of the membrane within different areas of the

detection volume during data acquisition can lead to slow signal fluctuations, which domi-

nate the measured ACF. A number of advanced concepts for membrane measurements have

been recently described [60]. For example, linear perpendicular line scanning through the

equatorial plane of giant lamellar vesicles was corrected for membrane undulations postmea-

surement. The method requires saving the spatiotemporal photon stream and realigning the

membrane-originating signal in time according to the maximum intensity of each line. The

aligned intensity trace can then be correlated [61].

8.4.3. Alternative Excitation Modes

All of the aforementioned applications can be implemented with conventional continu-

ous wave (CW) laser equipment providing a fewmilliwatts of power. In general, any excitation

scheme for fluorescence that can be confined to a microscopic volume can be used to resolve

number fluctuations and thus is suited to combining high-resolution imaging with FCS. Here

we briefly introduce two of these, two-photon (TP) excitation and total internal reflection

(TIR), which are widely applied for the fluorescence microscopy of cells.

TP excitation of fluorescent molecules occurs by simultaneous absorption of two pho-

tons of half the energy required for a transition to the excited state. Consequently, the wave-

length used for illumination is much larger, about twice as large as the respective absorption

maximum for conventional excitation. Simultaneous (∼10–15 sec) absorption within the cross

section of the dye molecule (∼10−16 cm2) requires high instantaneous photon-flux densities

on the order of 1031 photons/(cm2 sec), which are usually obtained from mode-locked lasers

providing short, preferably ∼100-fs pulses with a high repetition rate of 40–80 MHz. The

joint excitation probability of two photons per process is proportional to the mean square of

the intensity and results in inherent depth discrimination: Only the immediate vicinity of the

objective’s focal spot receives sufficient intensity for absorption. In contrast to conventional

CW excitation, where excitation still occurs all along the double cone–shaped profile of a

focused laser beam (Figure 8.1B), in TP-FCS, photodestruction is confined to a smaller vol-

ume. The intrinsic compression of the illumination volume along the optical axis, as well as

the higher penetration depth of infrared light in cells or tissues, has made two-photon laser

scanning microscopy an attractive alternative to confocal imaging techniques [62]. Another

potential advantage comes from the different photophysics underlying the excitation pro-

cess. Two-photon excitation spectra of common fluorophores differ considerably from their

one-photon counterparts without any change in emission, which opens up the possibility of

accomplishing simultaneous excitation of spectrally distinct dyes [63]. This feature was suc-

cessfully applied in a dual-color cross-correlation scheme, where a minimal spectral overlap

in their emission properties is required [64]. It can be seen that the optical alignment for
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TP-FCS is simplified compared to that sketched in Figure 8.5: Only one excitation line is

needed, and, due to intrinsic volume discrimination, no pinholes are necessary. However, the

achievable molecular brightness and hence the photon statistics are somewhat reduced when

compared to CW applications.

Whereas all of the aforementioned model functions can be also used to evaluated TP-

FCS data, different excitation geometries as in TIR microscopy require new expressions for

the ACF. Although combination of TIR fluorescence microscopy and FCS was introduced

some time ago [65], it has just recently been presented to a wider audience for its potential

in studying surface-associated processes [66]. In TIR-FCS, light propagates parallel to a pla-

nar solid/liquid interface, that is, between a medium with higher refractive index n2 (e.g.,

glass coverslip) and one with lower refractive index n1 (e.g., a solution containing fluores-

cent molecules). If the incidence angle is larger than a critical value θcrit = arcsin(n1/n2), all
of the light is reflected; however, a so-called evanescent wave penetrates the interface and

leads to excitation of only a very thin layer (∼100 nm) in solution. The intensity decay length

perpendicular to the interface d = λ
/
4π

(
n22 sin

2 θ − n21
)−1/2depends on the vacuum wave-

length λ, the refractive indices, and the angle of incidence θ . The lateral extension of the

TIR-excitation profile is, at several microns, rather large, while only a small area is observed.

As in CW excitation, out-off-focus fluorescence is rejected by a pinhole. Although this may

cause some bleaching problems for very long measurements, the photon-flux densities are

much lower than in conventional confocal microscopy. It can be quite complicated to derive

analytical functions for fitting and to judge different application scenarios [67,68]. Neverthe-

less, TIR-FCS may become a promising method for investigating membrane-related events

on solid supports such as lipid bilayers or even basal membrane areas where cells contact

their substrate. TIR-FCS has been successfully used to study lateral translational diffusion of

labeled immunoglobulin G (IgG) in planar model membranes [69,70], as well as the kinetics

of IgG binding and dissociation to membrane-bound Fc receptors [71].

In general, alternative excitation schemes provide different focal geometries and length

scales that are applicable to different topologies of the sample. Recently FCS was employed

in combination with stimulated emission depletion (STED) microscopy, a new method that

seems to have a huge potential for resolving dynamics and concentrations in hitherto inacces-

sible biological systems [72].

8.5. Biological Implications

Figure 8.7A illustrates the remarkable growth of FCS-related literature starting from

the mid 1990s, when most of the components for FCS instrumentation, such as APDs and

hardware correlators, became commercially available. The application of FCS at the single-

cell level was somewhat delayed but has shown a dynamic development. By 2005, the annual

number of publications on single-cell FCS measurements increased to more than 50. From

this point of view, it is clear that a comprehensive discussion is beyond the scope of the

chapter. We found 337 stringent hits for “FCS in living cells” with several keywords associ-

ated with different fields of cell biology. The results are summarized in Figure 8.7B. A clear

preference is evident when looking at the top candidates: “membrane,” “receptors,” and “sig-

naling”; these terms appear each in about 40% of the abstracts. Therefore, in the following,

we put particular emphasis on the analysis of signaling by FCS.

A canonical signaling event is composed of a coordinated sequence of molecular

rearrangements. This may include (1) binding of the ligand to corresponding cell surface
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The subset of publications addressing living cells is shown in red (n = 337). B. The relative frequency of keywords

for different cellular compartments, classes of biomolecules, and basic biological processes mentioned within this
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receptors, (2) ligand-induced conformational changes, (3) recruitment of the co-receptors,

(4) transient binding of cytoplasmic proteins, and (5) activation and translocation of a freely

diffusing signal transducers to their site of action. The initial step of receptor binding at the

cell membrane leads to a dramatic reduction in mobility of the ligand and has been qualita-

tively probed by stationary FCS at the top of the plasma membrane. This includes labeled

compounds [73,74] and labeled protein ligands [75]. Although conformational changes (step

2) are inaccessible for FCS, the oligomerization of receptors at the cell surface (step 3) was

addressed by a number of studies. Baird and co-workers determined the mobility state of a

fluorescently labeled IgE bound to FcεRI at the surface of mast cells [76,77]. The process is of

major clinical importance because IgE-mediated clustering of FcεRI induces degranulation

of the cells by which allergic mediators like histamines are released. A one-color autocorrela-

tion analysis [77] corroborated FRAP data, and Larson et al. showed, by FCCS, the interaction

between cross-linked IgE receptors and the downstream kinase Lyn, an inner leaflet–anchored

signaling factor that is believed to partition into IgE-FcεRI forming membrane microdomains.

IgE is the natural ligand for FcεRI; however, antibodies can be used to label other classes of

cell surface receptors in different colors. Using FCCS with Alexa488- and Cy5-labeled anti-

bodies specific for extracellular epitopes of interleukin receptor 2α (IL2Rα) and ILR15α, it

was shown that the these receptor chains diffuse jointly in the surface membrane of lympho-

cytes together with members of the major histocompatibility complex (MHC) class I [78].

IL2Rα and ILR15α signal via the JAK/STAT pathway. STATs are signal transducers repre-

senting step 5, since they bind transiently to the activated receptors, become phosphorylated,

dimerize, and translocate into the nucleus to modulate STAT-responsive genes. It was shown

that the STAT-GFP constructs are functional [79], and the intracellular mobility of STAT3

was investigated by FCS [80]. Although the ligand-induced changes in particle numbers con-

firm a translocation process into the nucleus, the reported diffusion times of STAT3-GFP are

difficult to interpret in terms of molecular mass.
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As often for intracellular FCS, the ACF decays more slowly and with more than one cor-

relation time as expected from pure diffusion (see, e.g., Figure 8.6). This phenomenon was

attributed to hindered, so-called anomalous diffusion, that is, diffusion behavior in which

the mean square displacement of the molecules increases more slowly and nonlinearly as

compared to normal 3D Brownian motion. Anomalous diffusion has been observed in basi-

cally every cellular compartment [39,81–83]. The underlying reasons range from topological

constraints due to endogenous membranes or macromolecular barriers such as chromatin to

transient unspecific interactions. Unfortunately, FCS is poorly suited to discriminate between

different molecular mechanisms. Recently, it was proposed to probe anomalous diffusion in

membranes by plotting the correlation times for varying detection volumes [84]. Extrapolat-

ing the linear dependency of τd versus Veff for the limit Veff = 0 crosses the origin in the case

of free diffusion but leads to a constant offset in the case of confinements. Using this method,

it was shown for the death receptor Fas (CD95) that a palmitoylation site—a cysteine close

to the membrane—is responsible for recruiting Fas into signaling relevant lipid rafts [85],

whereas a mutant lacking this cysteine shows no offset for Veff = 0. In a similar way it was

shown that the Fas ligand (CD95 ligand) and the raft marker GM1 diffuse in confined way,

whereas a fluorescent phosphatidyl choline does not [86].

Clustering and activation of the Fas receptor by the Fas ligand represent one pathway

leading to apoptosis [87]. A key step of apoptosis is the activation of caspases, a family of

proteases that linger in the cytoplasm as inactive proenzymes. The precise mechanism for

activating these enzymes is not known. The decision of the cells to live or die is of utmost

importance in cell biology and believed to depend critically on subtle changes in concen-

tration ratios of pro- and antiapoptotic factors [88]. An interesting single-molecule assay

for monitoring protease activity makes use of enzyme-specific peptidic cleavage substrates

flanked at both ends with orthogonal colored fluorescent proteins [89]. Two such examples

were reported for caspase-3 [89 90] and used to screen the effect of low–molecular weight

inhibitors [90].

Divalent calcium ions function as ubiquitous intracellular mediators in almost every

signaling pathway. One of the most abundant Ca2+-binding proteins is calmodulin (CaM),

which can make up about 1% of the total protein mass of a eukaryotic cell. On binding of

four Ca2+ ions, CaM undergoes a switch-like conformational change, which in turn enables

the recognition of CaM-dependent factors such as CaM kinases. The interaction between

Alexa633-labeled CaM and a CaM kinase II-eGFP was investigated by TP-FCCS [33,91].

The latter study is of particular interest because it is one of the rare examples in which

FCCS amplitudes were quantitatively evaluated to derive the stoichiometry of the complex

(CaM:CaM kinase II = 12:1).

The largest family of receptors transmitting signals from the external environment into

the cell are G protein–coupled receptors. The seven-pass transmembrane receptors act in a

ligand-induced way as a guanosine triphosphate (GTP)–exchanging factor for the trimeric G

protein (Gαβγ). G proteins are anchored via two alkyl chains (Gα, Gγ) to the inner leaflet.

The question of whether the trimeric G protein is recruited on stimulation or associated with

the receptor in the quiescent state is under debate. Equally interesting is the integrity of the

trimeric G protein after GTP binding. Although it was anticipated for a long time that the

activated GTP-binding α-subunit always dissociates from Gβγ, it was reported, at least in

some cases, that activation is merely a result of exposing hitherto buried binding sites of the

intact trimeric complex. Both topics were recently addressed by FCS in culture cells [92,93],

as well as in Dictyostelium discoideum [94]. It was found that the diffusion coefficient of

the Gβγ was significantly increased on stimulation and, of interest, that this induced mobility
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change depended critically on the presence of caveolin-1, the main component of certain

membrane domains termed caveolae [95].

Although G protein–coupled receptor (GPCR) activation and phosphorylation cascades

at the surface membrane are often rather short termed, the signaling pathways governing cell

cycle control must convert the response into a long-lasting change. A prominent family of

kinases responsible for this task is made up of the mitogen-activated (MAP) protein kinases.

MAP kinases activate each other in successive order (MAPK → MAPKK → MAPKKK).

Two groups independently investigated GFP- and mCherry-fused MAP kinases in living yeast

cells [96,97]. The studies demonstrated the huge advantage of combining genetic manipula-

tion with high-sensitivity detection. Combinations of protein–protein interaction were assayed

at physiological concentrations in yeast strains. In yeast, the fluorescent constructs were intro-

duced by means of homologous recombination and thus were expressed under the control of

natural promoters. Maeder et al. [96] used three fluorescent protein domains in a row to

improve the molecular brightness. Both studies quantified dissociation constants for pairwise

interactions, albeit with discrepancies spanning two orders of magnitude. Recently, cell cycle

control was monitored by quantifying concentrations and diffusion of the cyclin-dependent

protein factor Cdc20 fused to eCFP [98].
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9
Precise Measurements of Diffusion in
Solution by Fluorescence Correlations
Spectroscopy

Jörg Enderlein

Abstract The chapter presents a general introduction to the method of fluorescence correla-

tion spectroscopy (FCS) and its recently developed modification, dual-focus FCS. It explains

the general optical setup of an FCS system, data acquisition, and data analysis. It discusses

numerous potential optical and photophysical artifacts of FCS measurements and explains

how these problems are circumvented by dual-focus FCS.

9.1. Introduction

Fluorescence correlation spectroscopy (FCS) is the general name for a set of spectro-

scopic methods that are based on the measurement and correlation analysis of fluorescence

intensity fluctuations originating from a small number of fluorescing molecules, usually con-

tained within a sufficiently small detection region. Any process that influences the fluores-

cence intensity of these molecules (such as changes of their position within the measure-

ment system, their photophysics, chemical reactions, conformational changes, etc.) will lead

to a temporally changing fluorescence signal, most often in a stochastic way. For example,

molecules that are free to diffuse in an out of the detection region will generate a stochastically

changing fluorescence intensity signal. Similarly, molecules that, besides cycling through the

first excited singlet and ground states, can switch from time to time into a nonfluorescent

triplet state will generate a fluctuating fluorescence intensity signal. The important point is

that the character of these fluorescence signal fluctuations is connected with the underlying

physical processes and their parameters (such as the diffusion coefficient or photophysical

rate constants). The core idea of FCS is to evaluate the observed intensity fluctuation in such

a way that one can determine these parameters. The standard approach is to perform a second-

order correlation analysis on the measured fluorescence intensity signal by calculating

g(τ ) = 〈I(t)I(t + τ )〉 , (9.1)

J. Enderlein • Drittes Physikalisches Institut, Georg-August-Universität Göttingen, Göttingen, Germany

243P. Hinterdorfer, A. van Oijen (eds.), Handbook of Single-Molecule Biophysics,
DOI 10.1007/978-0-387-76497-9_9, © Springer Science+Business Media, LLC 2009



244 Jörg Enderlein

where I(t) is the fluorescence intensity at time t, and the angular brackets denote averaging

over all time values t. The physical meaning of the autocorrelation is that it is directly propor-

tional to the probability of detecting a photon at time τ if there was a photon detection event

at time zero. This probability is composed of two basically different terms. First, the two pho-

tons detected at time zero and at time τ can originate from uncorrelated background or from

different fluorescing molecules and therefore do not have any physical correlation (provided

there is no interaction of the different fluorescing molecules). These events will contribute to

a constant offset of g(τ) that is completely independent of τ (the joint probability to detect two

physically uncorrelated photons is completely independent of the time between their detec-

tion). Second, the two photons can originate from the same molecule and are then physically

correlated.

Let us start with some very simple qualitative considerations concerning the lag-time

dependence of g(τ). Suppose a molecule is close to the center of the detection volume. Then

there will be a high probability of detecting a large number of consecutive fluorescence pho-

tons from this molecule, that is, the fluorescence signal will be highly correlated in time.

When the molecule, due to diffusion, starts to exit the detection volume, this correlation

will continually decrease, that is, the probability of seeing further fluorescence photons

will decrease in time until the molecule has completely diffused away and the correlation

is completely lost. Of course, the temporal decay of the correlation, that is, the tempo-

ral decay of g(τ) with increasing lag-time τ, will be proportional to the diffusion speed of

the molecule: the larger the diffusion coefficient, the faster are the fluorescence correlation

decays.

A second important property of the autocorrelation function (ACF) is its dependence on

the concentration of fluorescing molecules. It is rather obvious that the fluorescence intensity

fluctuations will be larger for lower molecule concentrations. Indeed, if one has, on average,

only a signal molecule within the detection volume, than the diffusion of this molecule out

of this volume or the diffusion of another molecule into this volume will cause a big change

in measured fluorescence intensity. On the contrary, if the average number of fluorescing

molecules within the detection volume is rather large (e.g., several hundreds), then the leaving

or entering of a molecule causes only small signal variations. Intuitively, one may expect

a direct connection between the average number of molecules within the detection volume

(i.e., concentration) and the amplitude of the fluorescence intensity fluctuations. Indeed, there

is a direct connection between the inverse concentration of fluorescing molecules and the

amplitude of the ACF.

Thus, FCS measurements can provide information about the diffusion and concentra-

tion of fluorescing molecules. Any process that alters one (or both) of these quantities can

also be measured by FCS. For example, consider the binding of two proteins in solution:

By labelling one of the binding partners with a fluorescence label and monitoring with FCS

the changing value of the diffusion coefficient of the labelled molecules on binding of their

binding partner, one can directly measure binding affinities and kinetics.

On different time scales, the temporal behaviour of the autocorrelation function is deter-

mined by different properties of the fluorescing molecules: On a nanosecond time scale,

photon antibunching can be observed, reflecting the fact that directly after the emission

of a photon the molecule needs to get reexcited to be able to emit the next photon, lead-

ing to a steep decrease of g(τ) towards short times. On a microsecond time scale, g(τ)
is dominated by triplet-state dynamics. If excitation and/or detection is performed with

polarization filters, the autocorrelation will also show contributions from rotational dif-

fusion dynamics of the molecules. On a millisecond-to-second level, the autocorrelation
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function shows a typical decay due to the lateral diffusion of the molecules out of the detec-

tion region. The diffusion coefficient is also the parameter most frequently addressed by

FCS measurements.

FCS was originally introduced by Elson, Magde, and Webb in the early 1970s [1–3].

In its original form it was invented for measuring diffusion, concentration, and chemical or

biochemical interactions or reactions of fluorescent or fluorescently labelled molecules at

nanomolar concentrations in solution. It took nearly two decades until the technique saw a

renaissance with the development of new lasers with high beam quality and temporal stabil-

ity, low-noise, single-photon detectors, and high-quality microscope objectives with nearly

perfect imaging quality at high numerical aperture. Achieving values of the detection volume

within the range of a few cubic micrometers made the technique applicable for samples at

reasonably high concentrations and short measurement times.

The advantage of FCS is its relative simplicity. Its drawback is that it works only within

a very limited concentration range: If the concentration of fluorescing molecules becomes

too large (typically >>10−8 M), then the contribution from correlated photons from individ-

ual molecules, scaling with the number N of molecules within the detection volume, becomes

very small compared with the contribution by uncorrelated photons from different molecules,

scaling with N2. If the concentration is too low (typically <10−13 M), then the probability of

finding a molecule within the detection region becomes extremely low. In both cases, the mea-

surement time for obtaining a high-quality autocorrelation function gets prohibitively large,

although a remedy for that problem is to rapidly scan the laser focus through the solution

[4,5].

There are numerous excellent reviews and overviews of FCS [6–8], as well as a com-

plete book devoted to it [9]. This chapter gives a very general introduction to the philosophy

of FCS and attempts to be self-contained, developing the fundamental principles of FCS and

also describing recent methodological advances that are not well covered by previous reviews.

In what follows, the focus will be mainly on the application of FCS to precisely measure diffu-

sion coefficients. This also allows a thorough discussion of the experimental setup, potential

optical problems, and the data evaluation.

9.2. Optical Setup

A typical FCS measurement setup is shown in Figure 9.1 [10]. Fluorescent molecules

are dissolved in an aqueous solution that is placed on top of a chambered cover-slide. A col-

limated laser beam with perfect Gaussian TEM00 mode [11] is coupled via a dichroic mirror

into an objective with high numerical aperture (NA) that focuses the laser into a diffraction-

limited spot in the sample. The dichroic mirror is reflective at the laser’s wavelength and

transmissive at the wavelengths of the fluorescence emission. The use of a Gaussian TEM00

mode assures diffraction-limited focusing of light, thus achieving minimum focus diameter

in the sample. Fluorescence light generated in the sample is collected by the same objective

(so-called epifluorescence setup), transmitted through the dichroic mirror, and focused onto

a circular confocal aperture. Behind the aperture, the fluorescence light is refocused onto

two sensitive light detectors, usually single-photon avalanche diodes (SPADs). The confo-

cal aperture effectively rejects fluorescence light that is generated outside the focal plane.

In combination, fluorescence generation (by diffraction-limited focusing of excitation light)

and fluorescence detection (by confocal detection) generate an effective detection volume
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Figure 9.1. Principal scheme of a confocal epifluorescence microscope as used in fluorescence correlation spec-

troscopy . Shown is a setup with a linearly polarized excitation laser. Detection is done within two detection channels

after splitting the light with a polarizing beam splitter. The detectors are usually single-photon avalanche diodes or

photomultiplier tubes. The vertical position of the objective can be accurately adjusted using a piezo actuator (not

shown).

of about 0.5 μm in diameter in the focal plane and a few micrometers along the optical

axis.

Use of two detectors is important for efficient elimination of the effects of SPAD dead

time and afterpulsing on an ACF. Usually, detector dead times are in the range of several tens

to hundreds of nanoseconds. They cause the measured ACF to drop towards zero at lag times

that are comparable with the detector’s dead time. Detector afterpulsing is the effect that a

genuine photon detection pulse is followed by a so-called afterpulse with a delay between

microseconds to seconds. The origin of afterpulsing in SPADs is as follows: A primary pho-

toelectron initiates an avalanche of ionizations that causes a breakdown pulse at the detector

output. Some of the generated charge carriers may become temporarily trapped and after-

wards released by thermal excitation, so that new charge carriers are created that lead to

afterpulses that are correlated with the initial event. The probability of afterpulsing depends

on many different parameters, such as material defects, temperature, and operating conditions

of the detector. Afterpulsing becomes typically visible as a fast decay of the ACF at microsec-

ond lag times. By using two detectors and correlating only photons from different detectors,

the effects of both dead time and afterpulsing are successfully eliminated when calculating

an ACF.
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The exact shape and size of that detection volume determine the shape and temporal

decay of the autocorrelation function. For example, the smaller the detection volume, the

faster will molecules diffuse out of it and the faster will the ACF decays, and vice versa. The

actual quantity that defines the autocorrelation function is the so-called molecule detection

function (MDF). The MDF describes the chance of seeing a fluorescence photon from a

molecule at a given position r in the sample. Thus, the MDF, which we will denote by U(r),
is a function of position r and rapidly falls off to zero if one moves away from the optical

axis and/or the focal plane. As we will see, knowing the exact shape of the MDF allows one

to calculate exactly the shape of the ACF, which can then be used to fit experimental data for

obtaining, for example, diffusion and/or concentration values of the fluorescent molecules.

However, this is also the principal problem of FCS: A precise quantitative evaluation of an

ACF critically depends on the exact knowledge of the MDF. This is discussed in detail in

Section 9.4.

9.3. Data Acquisition and Evaluation

Conventional FCS setups used to employ hardware autocorrelators that calculated the

ACF onboard on the basis of the signal from the photodetectors. Recently, most setups have

been using fast photon counting electronics for asynchronously recording and storing the

arrival times of the detected photons, and subsequently use software algorithms for calcu-

lating the ACF from the recorded photon data. This permits much more flexibility in data

handling and evaluation, as will be seen, for example, in the case of fluorescence lifetime

correlation spectroscopy, and we will describe this approach here in more detail.

Asynchronously measured single-photon counting data consist of a linear file of detec-

tion times {t1, t2,. . ., tN} of the detected photons, where N is the total number of detected

photons during a given measurement. A special feature of these detection times is that they

are integer multiples of some minimal time δt, determined by the temporal resolution of the

detection electronics. Without restriction of generality, it can be assumed that all times are

measured in units of δt, so that all the numbers tj take integer values. The value g(τ) of the
autocorrelation function for a given lag time τ is defined in Eq. (9.1). For a photon detection

measurement with temporal resolution δt, the intensity values I(t) within consecutive time

intervals can only take the value 1/δt or 0, depending on whether there was a photon detection
event during a time interval of width δt or not. The average in Eq. (9.1) is then calculated as

the sum over all consecutive time intervals of width δt, divided by the total number of summed

intervals. In practice, one does not compute the autocorrelation function for all possible val-

ues of lag time τ, but at increasingly spaced lag-time values. If the temporal resolution of the

photon detection is, say, 100 ns, and one desires to follow correlation processes up to 1 min,

possible values of lag time τ are any value between 100 ns and 60 sec in intervals of 100 ns,

resulting in 6 × 108 possible lag-time values. Calculation of g(τ) for all of these values would
be an enormously time-consuming numerical effort. Instead, the autocorrelation is calculated

for only few, approximately logarithmically spaced values of τ.

A straightforward way of calculating the autocorrelation function is to divide the total

measurement time, tN – t1, into intervals of unit length δt and to sort the detected photons

into these intervals corresponding to their arrival times tj. The result is a synchronous photon
detection intensity file Ij with j running from 1 through tN – t1, where the Ij can only adopt the

value 1 or 0. The fluorescence autocorrelation can then be calculated as given by Eq. (9.1).

In practice, such an approach is prohibitively demanding of memory and computationally



248 Jörg Enderlein

expensive. An alternative, and much more efficient, FCS algorithm works directly on the

arrival times {t1, t2,. . ., tN}, without converting them into time-binned data. For a given lag

time τ, the algorithm searches for all photon pairs in the data stream that are a temporal

distance τ apart from each other. The number of photon pairs with a distance τ is directly

proportional to the autocorrelation value at lag time τ. The technical details of the algorithm

are given Ref. 12.

9.4. Measuring Diffusion and Concentration

Thermally induced translational diffusion is one of the fundamental properties exhib-

ited by molecules within a solution. Via the Stokes–Einstein relation it is directly coupled

with the hydrodynamic radius of the molecules [13]. Any change in that radius will change the

associated diffusion coefficient of the molecules. Such changes occur to most biomolecules—

in particular proteins, RNA, and DNA—when interacting with their environment (e.g., bind-

ing of ions or other biomolecules), performing biologically important functions (such as

enzymatic catalysis), or reacting to changes in environmental parameters such as pH, tem-

perature, or chemical composition (like protein unfolding). Therefore, the ability to precisely

measure diffusion coefficients has a large range of potential applications, such as monitoring

conformational changes in proteins on ion binding or unfolding. However, many biologically

relevant conformational changes are connected with rather small changes in hydrodynamic

radius on the order of 0.1 nm (see, e.g., Ref. 14). To monitor these small changes, it is neces-

sary to measure the diffusion coefficient with an accuracy of better than a few percent. Stan-

dard methods for diffusion coefficient measurements achieving this accuracy are dynamic

light scattering (DLS) [15], pulsed-field-gradient nuclear magnetic resonance (NMR) [16],

size exclusion electrophoresis [17], and analytical ultracentrifugation [18]. However, all of

these methods operate at rather high sample concentrations, far away from the limit of infi-

nite dilution. To obtain the correct infinite-dilution limit and thus a correct estimate of the

hydrodynamic radius, one has often to measure at different concentrations and to extrapolate

the concentration/diffusion coefficient curve towards zero concentration (see, e.g., Ref. 19).

Another problem is that proteins are often prone to aggregation [20] at the concentrations

needed for obtaining sufficient data quality. Thus, FCS is a relatively simple and attractive

alternative for measuring diffusion coefficients, and the next sections will explain in detail

how this is done.

9.4.1. One-Focus FCS

Following Eq. (9.1), the ACF is the correlation of the fluorescence intensity with a time-

shifted replica of itself, calculated for all possible lag times τ. The measured signal I(t) stems

from the fluorescence of all the molecules within the sample plus uncorrelated background

Ibg (light scattering, electronic noise, etc.):

I(t) = Ibg +
∑

j

Ij(t) (9.2)
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where the index j refers to the jth molecule, and the summation runs over all molecules in the

sample. Thus, the ACF g(τ) is given by

g(τ ) =
〈(

Ibg(t) + ∑
j

Ij(t)

)(
Ibg(t + τ ) + ∑

k
Ik(t + τ )

)〉

=
∑

j

〈
Ij(t)Ij(t + τ )

〉 + ∑
j �=k

ĪjĪk + +∑
j

ĪjĪbg + Ī2bg

(9.3)

where the angular brackets and bars denote averaging over all possible time values t. In the

last line it was taken into account that fluorescence photons coming from different molecules

are completely uncorrelated (no intermolecular interaction provided). Because all molecules

in solution are indistinguishable, the last equation can be simplified further to

g(τ ) = N 〈i(t)i(t + τ )〉 + N(N − 1) 〈i(t)〉2 (9.4)

where i is the measured fluorescence intensity of any molecule, and N is the total number

of molecules present in the sample. Thus, the task of calculating the function g(t) reduces
to calculating 〈i(t)i(t + τ)〉, the correlation of the fluorescence signal from one and the same

molecule, and 〈i(t)〉, the average detected fluorescence intensity of one molecule.

The correlation 〈i(t)i(t + τ)〉 of the fluorescence signal from a given molecule can be

easily derived when remembering its physical meaning: It is proportional to the chance of

seeing, from the same molecule, a photon at time t + τ if there was a photon detected at

time t. The probability of finding a molecule within an infinitely small volume dV anywhere

in the sample is equal to dV/V, where V is the total sample volume. Next, the probability

of detecting a photon from a molecule at a given position r0 is directly proportional to the

value of the MDF at this position, that is, to U(r0). Furthermore, the chance that the molecule

diffuses from position r0 to position r1 within time τ is given by the solution of the diffusion

equation

∂G
∂τ

= D�G (9.5)

where � is the three-dimensional Laplace operator in coordinate r1, D is the diffusion coef-

ficient of the molecule, and G approaches a three-dimensional Dirac function for τ → 0,

G (r1,r0,τ = 0) = δ (r1 − r0), that is, the molecule is exactly at position r0 at time zero. For

a sample with far-removed boundaries, this solution is explicitly given by

G(r1,r0,τ ) ≡ G(r1 − r0,τ ) = 1

(4πDτ )3/2
exp

(
−|r1 − r0|2

4Dτ

)
(9.6)

Finally, the chance of detecting a photon from the molecule at the new position r1 is again

proportional to the value of the MDF at this position, that is, to U(r1). Thus, the autocorre-
lation 〈i(t)i(t + τ)〉 is calculated as the product of all of these individual contributions and

averaging over all possible initial and final positions of the molecule, that is, integrating over

r0 and r1:

〈i (t) i (t + τ)〉 = 1

V

∫
V

dr1
∫
V

dr0U (r1) G (r1,r0,t) U (r0) (9.7)
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Similarly, the average fluorescence intensity from a single molecule in the sample is given by

〈i (t)〉 = 1

V

∫
V

drU (r) (9.8)

so that the full ACF, in its most general form, reads

g (τ ) = c
∫
V

dr1
∫
V

dr0U (r1) G (r1,r0,t) U (r0) +
⎡
⎣c

∫
V

drU (r)

⎤
⎦2

(9.9)

where c denotes the concentration of fluorescent molecules (numbers per volume) and one

has used the fact that in the limit of large sample volume, N/V → c and N(N − 1)/V2 → c2

Equations (9.7) and (9.8) are of general validity, but before being able to apply them to

the evaluation of real FCS experiments, one has to specify the MDF U(r). The majority of

publications on FCS adopt a very simple approximation of the MDF, assuming that it is well

described by a three-dimensional Gaussian distribution, that is,

U(r) = κ exp

[
− 2

a2
(x2 + y2) − 2

b2
z2

]
(9.10)

where κ is some overall constant, (x, y, z) are Cartesian coordinates centered at the intersection
of focal plane and optical axis, with x = y = 0 being the optical axis, and a and b are the

characteristic half-axes of the cylindrically symmetric, Gaussian-shaped detection volume.

This corresponds to the lowest-order polynomial expansion of ln U(r) (due to axial and mirror

symmetry, terms linear in x, y, z are absent). The characteristic parameters a and b are not

known a priori and are usually determined by reference measurements on a sample with

known diffusion coefficient. Using Eq. (9.10), we can now be explicitly calculate the single-

molecule autocorrelation 〈i(t)i(t + τ )〉 as

〈i(t)i(t + τ )〉 = cε2

(4πDt)3/2
∫
V

dr
∫
V

dñ U(r + ñ) exp

(
−

∣∣ñ∣∣2
4Dt

)
U(r)

=π3/2

8

cε2a2b

(1 + 4DT/a2)
√
1 + 4DT/b2

(9.11)

where ε is a constant factor taking into account overall detection efficiency of the measure-

ment system, the absolute fluorescence brightness of the molecules (defined by absorption

cross section and fluorescence quantum yield), and so on. In a similar way, the average fluo-

rescence signal coming from one molecule is given by

〈i(t)〉 = cε
∫
V

dr U(r) =
(

π3

8

)1/2
cεa2b (9.12)

Thus, the final result for the total autocorrelation reads

g (τ ) =
(

π3/2

8

)
cε2a2b(

1 + 4Dt
/

a2
)√

1 + 4Dt
/

b2
+

[
Ibg +

(
π3

8

)1/2
cεa2b

]2

(9.13)
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where an additional background intensity Ibg has been included. An important property of the

ACF is that the concentration of the fluorescent species can be derived from Eq. (9.13) via

g(∞)

g(0) − g(∞)
= c

[∫
drU(r) + Ibg

]2∫
drU2(r)

(9.14)

where we have taken into account that G(ρ,τ ) in Eq. (9.6) approaches a Dirac function for

τ → 0. Using Eq. (9.14), one can define the effective detection volume Veff as

Veff =
[∫

drU(r)
]2∫

drU2(r)
(9.15)

so that, for negligible background, the left-hand side of Eq. (9.14) equals cVeff, that is, the

mean particle number within Veff. Thus, the ACF is often used for estimating concentrations

of fluorescing molecules.

Although Eq. (9.13) is remarkably successful in fitting measured autocorrelation curves,

the physical meaning of the parameters a and b is rather obscure because the actual MDF is

usually much more complicated than that given by Eq. (9.10). The real shape of the MDF is

only poorly described as a three-dimensional Gaussian (see Figure 9.2).

A more serious problem is that the exact form of the MDF is extremely sensitive to

several optical and photophysical artifacts and can easily change from one measurement to

another [21]. The most severe will be discussed here. The first common problem is that state-

of-the-art water immersion objectives used in FCS setups are designed to image through a

cover slide of a specific thickness. In this sense, the cover slide acts as the last optical element

of an objective, and the optical quality of imaging (and laser focusing) critically depends on

the exact matching between the cover slide thickness to which the objective is adjusted and

its actual thickness. What happens when the cover slide thickness deviates from its design

value by only a few micrometers is shown in Figure 9.3, where one can see the severe opti-

cal aberrations introduced by cover-slide-thickness mismatch and the resulting deformation

of an ACF and the shift of its decay towards longer lag times. The enlargement of the MDF

results in increased diffusion times, that is, apparently lower diffusion coefficients, and in an

apparently increased concentration (there are more molecules present in the detection volume

because the latter has become larger). In general, any aberration results in an increased detec-

tion volume and thus leads to the same trend of an apparently lower diffusion coefficient and

higher concentration with increasing aberration. The effect on the apparent concentration is

much stronger than on the apparent diffusion, resulting, for a cover-slide-thickness deviation

of 10 μm, in an error of greater than 100% for the first and of roughly 30% for the second.

It should be noted that the errors shown do not change significantly when changing the focus

position in the solution.

This is in stark contrast to the effect of refractive index mismatch, which is consid-

ered next. An optical microscope using a water immersion objective is optimally corrected

for imaging in water. However, in many biophysical applications, one has to work in buffer

solutions with slightly different refractive indices. In addition, when measuring in cells or

tissues, one faces similarly slight refractive index variations. Typical values of interest are

between 1.333 and 1.360. Figure 9.4 shows the effect of refractive index mismatch on the

MDF and ACF and subsequently on the apparent diffusion coefficient and concentration. The

effect of even a slight refractive index mismatch is much more dramatic than that of cover
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Figure 9.2. Shape of the molecule detection function (MDF) for three different detection and correlation schemes,

visualized by displaying the isosurfaces where the MDF has fallen to 1/e2 (∼ 13%) of its maximum value in the

center. Left. The MDF of the autocorrelation of the detector signal monitoring fluorescence polarization parallel to

the incident laser beam. Right. That of the detector signal monitoring fluorescence polarization perpendicular to the

incident laser beam. Middle. The MDF for the cross-correlation between both detectors. The extreme case of com-

pletely anisotropic molecules was studied (where the maximum impact of polarization effects on the autocorrelation

function [ACF] is expected). The vertical axis (z) is the optical axis; all units are given in micrometers; z = 0 is at the

surface of the cover slide. Shown is also the polarization of the incident laser beam (E0). Shading of the isosurfaces

indicates distance from the optical axis. The differences among the three parts of the figure are subtle, resulting in

nearly identical ACF curves. Thus, in practice, one can safely neglect the effects of polarized detection when one is

concerned with the diffusional part of an ACF [21].

slide thickness. This is mostly due to the large assumed distance of the focus position from

the cover slide surface (200 μm, the default value of commercial instruments such as the

Zeiss Confocor). In contrast to cover slide thickness, the aberrations introduced by refractive

index mismatch accumulate with increasing distance of the focus from the cover slide sur-

face because an increasingly thicker layer of solution with mismatched refractive index lies

between the optics and the detection volume. The effect of refractive index mismatch can be

much reduced by positioning the detection volume closer to the surface.

Another purely optical effect is laser beam astigmatism, that is, different focus positions

within different axial planes of the laser beam. Astigmatism is easily introduced by slight

curvatures of reflective elements in the optical setup (such as the dichroic mirror) or by slight

axial asymmetry of the optical fiber that is often used for guiding the excitation light towards

the objective.

The effect of astigmatism on the shape of the MDF and ACF, as well as on the apparent

diffusion coefficient and chemical concentration, is shown in Figure 9.5. As can be seen, the

effect of astigmatism on measured diffusion and concentration is of similar magnitude to that

of cover-slide-thickness deviation. As for cover slide thickness, the effect of astigmatism is

rather independent of focus position in the sample.

A particularly intriguing effect in FCS measurements is the dependence of the ACF on

excitation intensity due to optical saturation. Optical saturation occurs when the excitation
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Figure 9.3. Left to right. The molecule detection function (MDF) and autocorrelation function (ACF) for three

increasing values of cover-slide-thickness deviation, δ = 0, δ = 5 μm, and δ = 10 μm, respectively. The box size of

the MDF displays is 1 × 1 × 2 μm3; the number next to the box gives the center position along the optical axis in

micrometers. Note the shift of the center of the MDF along the optical axis for increasing values of δ. The inset shows

the dependence of the apparent diffusion coefficient and the chemical concentration on the thickness deviation value.

These values would be obtained when performing a comparative fluorescence correlation spectroscopy measurement

using an ideal ACF (δ = 0) as reference (same for the following figures).

intensity becomes so large that a molecule spends more and more time in a nonexcitable

state, so that increasing the excitation intensity does not lead to a proportional increase in

emitted fluorescence intensity [22]. The most common sources of optical saturation are (1)

excited-state saturation, that is, the molecule is still in the excited state when the next photon

arrives; (2) triplet-state saturation, that is, the molecule undergoes intersystem crossing from

the excited to the triplet state so that it can no longer become excited until it returns back to

the ground state; and (3) other photo-induced transitions into a nonfluorescing state, such as

the photo-induced cis–trans isomerization in cyanine dyes or the optically induced dark states

in quantum dots. The exact relation between fluorescence emission intensity and excitation

intensity can be very complex [22] and even dependent on the excitation mode (pulsed or

continuous wave), but a sufficiently good approximation of the dependence of fluorescence

intensity on excitation intensity is given by the simple relation

Ifluo ∝ Iexc

1 + Iexc/Isat
(9.16)

where Ifluo and Iexc are the fluorescence and excitation intensity, respectively, and Isat is a

parameter called the saturation intensity, which describes the saturation behaviour of a given

dye. Figure 9.6 shows how optical saturation changes the shape of the MDF and ACF and the

apparent diffusion coefficient and concentration. An important feature is the behaviour of the

curves of apparent diffusion and concentration in the limit of vanishing excitation intensity:
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Figure 9.4. Left to right. The molecule detection function (MDF) and autocorrelation function (ACF) for three

increasing values of refractive index of the sample solution, nm = 1.333, nm = 1.346, and nm = 1.360, respectively.

The box size of the MDF displays is 1 × 1 × 5 μm3. Note again the shift of the center of the MDF along the

optical axis for increasing values of nm. The inset shows the dependence of the apparent diffusion coefficient and

the concentration on refractive index.

Whereas for all optical effects studied previously the slope of these curves tended to zero for

vanishing aberration (or astigmatism), its absolute value now is largest at zero intensity.

To better understand the reason for that behaviour, consider an ideal Gaussian excitation

profile I0 exp(–x2/2σ2) with mean square deviation of 1. Figure 9.7 shows the widening of

such a profile when transformed by a saturation to I0 exp(−x2/2σ2)/[1 + I0 exp(−x2/2σ2)]. As
can be seen, relative change in profile width is fastest in the limit of zero intensity I0 → 0,

explaining why one sees most of the changes in FCS at low saturation levels.

All of these effects make a quantitative evaluation of standard FCSmeasurements quan-

titatively unreliable. As pointed out before, the core problem is the absence of an extrinsic

and fixed length scale in the experiment. Even referential measurements, that is, using a dye

with known diffusion coefficient for determining the parameters a and b and then using them

to measure the diffusion of a sample, can be problematic due to the strong dependence of an

FCS result on optical saturation, which is itself determined, in a complex manner, by the pho-

tophysics of a particular dye. Even worse, the photophysical parameters of the same dye can

change on binding it to a protein or other target molecule. The next section describes a recent

modification of the standard FCS measurement that seems to solve this long-standing prob-

lem and that allows for reproducible, quantitative, and absolute measurements of diffusion

coefficients.

9.4.2. Dual-Focus FCS

Recently, a new and straightforward modification of FCS was developed [23], namely

dual-focus FCS (2fFCS), that fulfils two requirements: (1) it introduces an external ruler
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Figure 9.5. Left to right. The molecule detection function (MDF) and autocorrelation function (ACF) for three

increasing values of laser beam astigmatism (for definition of astigmatism see Ref. 21). The box size of the MDF-

displays is 1 × 1 × 2 μm3. There is no shift of the center of the MDF along the optical axis for increasing values

of astigmatism. The inset shows the dependence of the apparent diffusion coefficient and the concentration on beam

astigmatism.

Figure 9.6. Left to right. The molecule detection function (MDF) and autocorrelation function (ACF) for three

increasing values of optical saturation, ζ = 0, ζ = 1, and ζ = 2, respectively. The box size of the MDF displays

is 1 × 1 × 2 μm3. The inset shows the dependence of apparent diffusion coefficient and concentration on optical

saturation, that is, excitation intensity.
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Figure 9.7. Change of the mean square deviation of the distribution exp(–x2/2)/[1 + ζ exp(–x2/2)] with increasing

value of ζ.

into the measurement by generating two overlapping laser foci of precisely known and fixed

distance, and (2) it generates the two foci and corresponding detection regions in such a way

that the correspondingMDFs are sufficiently well described by a simple two-parameter model

yielding accurate diffusion coefficients when applied to 2fFCS data analysis. Both of these

properties allow for measuring absolute values of the diffusion coefficient with an accuracy

of a few percent. Moreover, the new technique is robust against refractive index mismatch and

optical saturation effects, which are troubling to standard FCS measurements.

The 2fFCS setup, as shown in Figure 9.8, is based on a standard confocal epifluo-

rescence microscope as was shown in Figure 9.1. However, instead of using a single exci-

tation laser, the light of two identical, linearly polarized pulsed diode lasers is combined

by a polarizing beam splitter. Both lasers are pulsed alternately with a high repetition rate

(ca. 40–80 MHz), an excitation scheme called pulsed interleaved excitation (PIE) [24]. Both

beams are then coupled into a polarization-maintaining single-mode fiber. At the output, the

light is again collimated. Thus, the combined light consists of a train of laser pulses with

alternating orthogonal polarization. The beam is then reflected by a dichroic mirror towards

the microscope’s water-immersion objective, but before entering the objective, the light beam

is passed through a Nomarski prism that is normally exploited for differential interference

contrast (DIC) microscopy. The Nomarski prism is an optical element that deflects the laser

pulses into two different directions according to their corresponding polarization, as shown

in Figure 9.9. Thus, after focusing the light through the objective, two overlapping excitation

foci are generated, with a small lateral shift between them. The distance between the beams is

uniquely defined by the chosen Nomarski prism and is independent of the sample’s refractive

index, cover slide thickness, and laser beam astigmatism because all of these properties may

introduce severe aberrations, although they will not change the main distance between the

axes of propagation of both focused laser beams.

As in one-focus FCS, the generated fluorescence is collected by the same objective,

passed through the Nomarski prism and the dichroic mirror, and focused onto a single circular
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Figure 9.8. Schematic of the dual-focus fluorescence correlation spectroscopy (2fFCS) setup. Excitation is done by

two interleaved pulsed lasers of the same wavelength. The polarization of each laser is linear, but they are orthogonal

to each other. Light is then combined by a polarizing beam splitter and coupled into a polarization-maintaining

optical single-mode fiber. After exiting the fiber, the laser light is collimated by an appropriate lens and reflected by

a dichroic beam splitter through a differential interference contrast (DIC) prism. The DIC prism separates the laser

light into two beams according to the polarization of the incoming laser pulses. The microscope objective focuses

the two beams into two laterally shifted foci. Fluorescence is collected by the same objective. The tube lens focuses

the detected fluorescence from both excitation foci on a single pinhole. Subsequently, the fluorescence light is split

by a 50/50 beam splitter and detected by two single-photon avalanche diodes.

aperture (diameter 200 μm), which is positioned symmetrically with respect to both focus

positions and chosen to be large enough to easily pass the light from both foci. After the

pinhole, the light is collimated, split by a nonpolarizing beam splitter cube, and focused onto

two SPADs. A single-photon counting electronics unit is used to record the detected photons

from both SPADs with picosecond temporal resolution. The picosecond temporal resolution

is used to decide which laser has excited which fluorescence photon, that is, within which laser

focus/detection volume the light was generated. This is done by correlating the detection time

of each photon with time of the last preceding laser pulse. In the data evaluation, all photons

that fall into the first time window are associated with the first laser, and all photons that fall

into the second time window are associated with the second laser. For a successful working of

that method it is, of course, necessary that the time between laser pulses be significantly larger

than the fluorescence lifetime of the fluorescent molecules. By knowing which photon was

generated in which detection volume, one can calculate the ACFs for each detection volume,

as well as the cross-correlation function (CCF) between the two detection volumes. The CCF
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Figure 9.9. Working principle of a Nomarski prism: The prism consists of two optically birefringent crystal wedges

cemented together. The bottom wedge is modified by cutting the crystal in such a manner that the optical axis is

oriented obliquely with respect to the flat surface, whereas the top wedge has the optical axis oriented parallel to the

surface of the prism (light blue double arrows within the prism body). When a light beam with mixed polarization

enters the prism from the bottom, it is split into two orthogonal polarizations, which are deflected into two different

directions. Focusing the two deflected beams with the microscope’s objective results in two laterally shifted but

overlapping foci within the sample.

is calculated in a similar way as the ACF but correlating photons only from different detection

volumes. The CCF at lag time τ is thus proportional to the chance of seeing a photon from

the second detection volume at any time t + τ if there was a detection event from the first

detection volume at time t and vice versa.

A crucial point for a successful 2fFCS data analysis is to have a sufficiently appropriate

model function for the MDF. It was found [23] that a suitable expression is given by

U(r) = κ(z)
w2(z)

exp

[
−2

x2 + y2

w2(z)

]
(9.17)

where κ(z) and w(z) are functions of the axial coordinate z (optical axis) defined by

w(z) = w0

⎡
⎣1 +

(
λexz

πw2
0n

)2
⎤
⎦1/2

(9.18)

and

κ(z) = 2

a∫
0

dρρ

R2(z)
exp

[
− 2ρ2

R2(z)

]
= 1 − exp

[
− 2a2

R2(z)

]
(9.19)
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where R(z) is defined by an expression similar to Eq. (9.18):

R(z) = R0

⎡
⎣1 +

(
λemz

πR2
0n

)2
⎤
⎦1/2

(9.20)

In these equations, λex is the excitation wavelength and λem the center emission wavelength, n
is the refractive index of the immersion medium (water), a is the radius of the confocal aper-

ture divided by magnification, and w0 and R0 are two (generally unknown) model parameters.

Equation (9.18) is nothing else than the scalar approximation for the radius of a diverging laser

beam with beam waist radius w0. Equation (9.17) is a modification of the three-dimensional

Gaussian we have already met when discussing one-focus FCS and says that in each plane

perpendicular to the optical axis, the MDF is approximated by a Gaussian distribution having

width w(z) and amplitude κ(z)/w2(z).
It remains to calculate the auto- and cross-correlation curves of the two-focus setup.

One derives these expressions following a similar philosophy of calculating the photon detec-

tion and diffusion probabilities as in the previous section. For example, the cross-correlation

function between the fluorescence signal coming from the two different detection volumes is

given by a similar integral as that in Eq. (9.13)

g(τ ,δ) = cε1ε2
(4πDt)3/2

∫
V

dr1
∫
V

dr0U(r1) exp
(

−|r1 − r0 + δx̂|2
4Dt

)
U(r0)

+ ε1ε2

⎡
⎣c

∫
V

drU(r)

⎤
⎦2 (9.21)

Here, we have taken into account that the MDFs of both detection volumes are identical

but shifted by a distance δ along the x axis (along unit vector x̂) and having potentially two

different overall detection efficiencies ε1 and ε2. Inserting Eqs. (9.17)–(9.20) into Eq. (9.21)

yields </YI�>

g(t,δ) = g∞(δ) + ε1ε2c
4

√
π

Dt

∞∫
−∞

dz1
∞∫

−∞
dz2

κ(z1)κ(z2)
8Dt + w2(z1) + w2(z2)

exp

[
− (z2 − z1)2

4Dt
− 2δ2

8Dt + w2(z1) + w2(z2)

] (9.22)

which is certainly more complicated than the simple expression of the second line in

Eq. (9.13) but not much harder to handle numerically in the age of powerful personal com-

puters. For numerical purposes, it is useful to slightly modify this result by changing the

variables to

ξ = z2 − z1
2
√

Dt
and η = z2 + z1

2
(9.23)

leading to the expression
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g(t,δ) = g∞(δ) + 2ε1ε2c
√

π
∞∫
0

dξ
∞∫
0

dη
κ(η − √

Dtξ )κ(η + √
Dtξ )

8Dt + w2(η − √
Dtξ ) + w2(η + √

Dtξ )

× exp

[
−ξ2 − 2δ2

8Dt + w2(η − √
Dtξ ) + w2(η + √

Dtξ )

] (9.24)

Because w and κ are rapidly decaying functions for large argument, the infinite integrations

over η and ζ can be approximated by numerically evaluating the integrals within a finite two-

dimensional strip defined by |η ± (Dt)1/2ζ| < M, where M is a truncation value chosen in

such a way that the numerical integration result does not change when increasing M further.

Numerical integration can be done by a simple finite-element scheme, and convergence is

checked by testing whether the numerical result remains the same on refining the finite ele-

ment size and when increasing the threshold value M.

Data fitting is usually performed with least-squares fitting of the model curve,

Eq. (9.24), against the measured ACF (δ = 0, with ε1ε2 replaced by either ε1
2 or ε2

2) and

cross-correlation (CCF) simultaneously in a global fit. As fit parameters one has ε1c1/2, ε2c1/2,
D, w0, and R0, as well as three offset values g∞. The distance δ between the detection regions

is determined by the properties of the Nomarski prism and has to be exactly known a pri-
ori, thus introducing an external length scale into data evaluation. An elegant and effective

way of determining this distance is to perform a comparative measurement of the diffusion

of fluorescently labelled beads with dynamic light scattering and with 2fFCS [25]. Because

both methods yield the same value of the diffusion coefficient, one can use the comparison

to retrieve the correct interfocal distance. However, to avoid the introduction of systematic

errors due to the finite size of the beads, one should make sure that bead size is less than

∼100 nm in diameter [26].

A typical measurement result or 2fFCS experiment together with the fitted curves using

Eq. (9.24) is shown in Figure 9.10. It is important to notice that a crucial criterion of fit quality

is not only simultaneously to reproduce the temporal shape of both ACFs and the cross-

correlation function, but also to reproduce their three amplitudes gt→0 − g∞ using only the

two parameters ε1c1/2 and ε2c1/2. The relation between the amplitudes of the CCF and the

amplitudes of the ACFs is determined by the overlap between the two MDFs, and thus by the

shape parameters w0 and R0. Thus, achieving a good fit quality for the relative amplitudes of

the ACFs and the CCF strongly helps to find the correct values of these parameters.

Due to the presence of an external length scale determined by the distance δ between the

detection volumes and a reasonably accurate model of the MDF, 2fFCS is indeed a method

of superior accuracy and stability for measuring diffusion. An optimal distance between foci

is equal to their radius in the focal plane, giving a sufficiently large overlap between detection

volumes that the amplitude of the cross-correlation function between both detection volumes

is roughly one half of the amplitude of each autocorrelation function. Larger distances will

lead to significantly longer measurement times for accumulating a sufficiently good cross-

correlation and smaller distances will lead to a cross-correlation function too similar to the

autocorrelation functions, so that data fitting becomes unreliable.

As was shown in Ref. 21, the achievable accuracy of 2fFCS is better than 5% in absolute

value for diffusion measurements. The method has been used to measure and remeasure the

diffusion of several dyes in water throughout the visible spectrum [27,28]. The values are

reported in Table 9.1. Remarkably, it has been found that the value of the diffusion coefficient

of rhodamine 6G, which has served for many years as the “gold standard” for calibrating

conventional FCS measurements, is larger by 37% than reported in the literature. However,
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Figure 9.10. Typical result of a dual-focus fluorescence correlation spectroscopy (2fFCS) measurement for a

nanomolar concentration of the dye Alexa633 in water. Shown are the two autocorrelation functions (ACFs) for

each focus (red/yellow, cyan/blue), as well as the cross-correlation function (CCF) (green/magenta). The slightly

different values of the ACF amplitudes are due to slightly different excitation intensities of the two lasers. However,

the shape of both ACFs is identical. One clearly sees also the fast exponential decays (τ = 3, 3, and 4 μs, respec-

tively) of both ACFs and the CCF on the microsecond time scale due to the triplet-state dynamics of the dye. The fit

returns, besides an absolute value of the diffusion coefficient D, also values for the beam waist parameter w0 and the

confocal pinhole parameter a0 [R0 in Eq. (9.20)], which can the be used to estimate the detection volume and thus

the concentration c of the dye.

Table 9.1. Reference diffusion coefficients of various dyes in aqueous solution

Dye λ abs (nm) λ abs (nm) D25◦C (cm2/sec)

Cy5 650 670 (3.7 ± 0.15) × 10−6

Atto655-COOH 665 690 (4.26 ± 0.08) × 10−6

Atto655-maleimide 665 690 (4.07 ± 0.1) × 10−6

Rhodamine 6G 530 560 (4.14 ± 0.05) × 10−6

Oregon green 488 540 (4.11 ± 0.06) × 10−6

it should be noted that recently several groups have found similarly large values by using

alternative measurement techniques [29,30].

9.5. Conclusion and Outlook

This chapter has mainly considered the application of FCS to diffusion and con-

centration measurements, which are the most difficult applications in terms of accuracy,

reproducibility, and robustness. After discussing the most relevant optical and photophysical
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artifacts that are problems for standard one-focus FCS, the chapter described the generalized

method of 2fFCS, which, for the first time since the invention of FCS, yields accurate and

precise results for diffusion coefficients in absolute terms at the infinite-dilution limit. How-

ever, it should be noted that even that method, using the improved representation of the MDF

as given by Eq. (9.17), yields an estimation of the detection volume (and thus concentration)

that still can be inaccurate by more than 100% in absolute terms. Thus, we still lack a simple

and efficient correlation-based method for precise absolute concentration measurements in

solutions at the pico- to nanomolar concentration level.

However, for absolute measurements of diffusion coefficients, 2fFCS is certainly much

superior and more accurate than conventional FCS, whereas the technical cost of modifying

an existing FCS into a 2fFCS system is rather moderate. The achievable accuracy of 2fFCS

in determining a diffusion coefficient is better than 4% in absolute numbers. The first com-

mercial version of a 2fFCS system is already available.

This chapter has completely omitted the application of FCS and related techniques to

measure intramolecular dynamics, intermolecular interactions, stoichiometry, or rotational

diffusion, a thorough discussion of which is beyond its scope. Moreover, in all of these

other applications, the optical problems and artifacts discussed here are not of great concern

because the time scale of, for example, intramolecular conformations or rotational diffusion

is much faster than the time scale of the diffusive motion within the detection volume, so that

the size and shape of the detection volume usually have no any influence on the correlation

curve at these short times. The reader interested in these other applications of FCS is referred

to the excellent reviews and books cited in the introduction.
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10
Single-Molecule Studies of Nucleic Acid
Interactions Using Nanopores

Meni Wanunu, Gautam V. Soni, and Amit Meller

Abstract This chapter presents biophysical studies of single biopolymers using nanopores.

Starting from the fundamental process of voltage-driven biopolymer translocation, the under-

standing of which is a prerequisite for virtually all nanopore applications, the chapter

describes recent experiments that resolve nucleic acid structure and its interaction with

enzymes, such as exonucleases and polymerases. It then outlines progress made with solid-

state nanopores fabricated in ultrathin membranes and discusses experiments describing

biopolymer dynamics in synthetic pores. The chapter concludes with a discussion on some of

the main challenges facing nanopore technology, as well as on some of the future prospects

associated with nanopore-based tools.

10.1. Introduction

Nanopores are an emerging class of single-molecule (SM) sensors optimized for prob-

ing the structure of biopolymers and are undoubtedly among the most attractive tools in the

SM field. The principle behind the technique is simple and is primarily based on monitor-

ing ion current flowing through the nanopore during entry and exit of analyte molecules.

When the nanopore diameter is similar to the biopolymer cross section and the nanopore

thickness is much smaller than the biopolymer length, nanopores can be used to probe fine

structural properties of extremely long biopolymers. This technique offers a unique com-

bination of high-throughput detection, no requirement for analyte labeling/immobilization,

and nondestructive detection (in most cases). A look at recent nanopore literature reveals a

broad range of current and prospective nanopore studies, including molecular identification,

DNA genotyping, DNA sequencing, nanopore force spectroscopy, protein characterization,

and the probing of DNA–protein interactions. Moreover, recent breakthroughs with synthetic

nanopores have catalyzed efforts for commercial realization of some of these applications, as

well as a much broader scope of applications, due to the size, physical robustness, and surface

tunability of synthetic materials.
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The process of biopolymer transport through small pores is not uncommon in biology.

Numerous natural processes involve biopolymer transport across large channels embedded in

the plasma or nuclear membranes (Schatz and Dobberstein, 1996). Examples include gene

transfer by transduction (Driselkelmann, 1994; Kokjohn, 1989), gene swapping through bac-

terial pili (Ippen-Ihler, 1989; Miller, 1998), RNA and transcription factor transport through

nuclear pore complexes (Bustamante et al., 1995; Kasamatsu and Nakanishi, 1998; Salman

et al., 2001; Whittaker and Helenius, 1998), the uptake of oligonucleotides by some mem-

brane proteins (Hanss et al., 1998), and ejection of viral DNA (Grayson et al., 2007). These

biological processes have inspired in vitro nanopore experiments using voltage-driven trans-

port of biomolecules, as discussed in this review. From an experimental standpoint, the anal-

ysis of fast-moving biopolymers presents a major challenge with nanopores, as addressed by

several groups. The voltage-driven dynamics of nucleic acids through nanopores has been

a subject of numerous experimental and theoretical studies and has been the focus of some

reviews (Meller, 2003). Nanopores has also been extensively used as biochemical sensors

(Bayley and Cremer, 2001). This chapter focuses on one specific area in this field, namely

the applicability of nanopores for biophysical studies, beginning with a brief historical per-

spective, then a discussion of some key experimental works, and concluding with some of the

main current challenges and future prospects.

10.2. Nanopore Basics

Resistive sensing is based on particle counting and sizing in a conducting fluid, a

method invented by Coulter in the early 1950s (Coulter, 1953) and later refined by DeBlois

and Bean (1970). In the Coulter counter, small particles are pressured through a micron-scale

aperture made in an insulating wall (e.g., glass). A voltage is applied across the aperture to

generate ionic current in the electrolyte. As particles pass through the aperture, they tem-

porarily displace electrolyte in the aperture volume, causing transient blockades in the ionic

current. Since the magnitude of these current blockades is roughly proportional to the volume

of each particle, particles (e.g., living cells) can be nondestructively counted and sized using

this method.

Nanopores are single-molecule Coulter counters, consisting of a several-nanometer

aperture through an insulating membrane. Application of voltage across the membrane results

in an electrochemical gradient that drives ions through the nanopore (Figure 10.1A), giving

rise to a measurable, steady current. Entry of molecules into the nanopore results in fluctua-

tions in the ion current, which correlate with molecular properties (e.g., size and charge) and

reflects its dynamics as it translocates from the cis side to the trans side of the membrane

(Figure 10.1B). While detection of small molecules (e.g., trinitrotoluene) (Guan et al., 2005)

and polymers (such as polyethylene glycol [PEG]) (Bezrukov et al., 1994) has been demon-

strated, this review focuses on the detection of charged biopolymers, such as nucleic acids

and proteins, which are actively driven by the applied voltage. The far-reaching impact of

nanopores was stimulated in the 1990s by the realization that serial passage of a sequence-

encoded biopolymer (e.g., DNA) through nanopores can be decoded by analyzing its charac-

teristic current signal (Deamer and Branton, 2002). Indeed, sequential reading of a biopoly-

mer as it translocates through nanopores is a highly attractive and novel concept that, to a

first approximation, mimics natural biological machinery. This goal is quite ambitious, and

the attractive potential of fast DNA (and for that matter protein) sequencing using nanopores
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Figure 10.1. Schematic description of the nanopore method. A. Application of voltage across an insulating mem-

brane in which a single nanopore is punctured results in a steady ion current measured by a sensitive electrometer.

B. Charged biopolymers are threaded through the nanopore from cis (“–” pole in this example) to trans (“+” pole),
giving rise to a blocked current level, as shown on the left. The duration of the blocked level and its average level are

indicated.

has invited many further nanopore studies aimed at manipulating and probing biopolymer

properties.

The most important advantage of nanopore sensing over other single-molecule tech-

niques is that molecules can be detected without labeling or surface immobilization. Cova-

lently labeling molecules with probes (e.g., fluorescent molecules, nanoparticles, quantum

dots) or with surface-anchoring groups (e.g., biotin, His-tag, amines, thiols, etc.) is often

used to detect and localize single biomolecules. However, labeling methods suffer from ana-

lytical and practical drawbacks, in that the function of labeled molecules may be altered

during the labeling/immobilization process, the cost of labeling/purification can be high, and

the throughput of studying immobilized molecules is usually low. With the use of nanopores,

only minutes are required to nondestructively analyze thousands of single molecules, making

this technique a unique high-throughput method.

Ion current detection in nanopores relies on a fairly high concentration of ions in solu-

tion, and typical salt concentrations in most of the early nanopore experiments (typically

1 M) were higher than physiological ionic strengths. However, recent studies demonstrated

the ability to use physiological ionic strength, as discussed in Section 10.3. The relative

nanopore/analyte dimensions also affect the contrast of the measurement. For example, purine

and pyrimidine polynucleotides threaded through a lipid-embedded α-hemolysin (α-HL)

channel produce different levels of blocked ion currents owing to differences in the size of

the bases (Akeson et al., 1999; Meller et al., 2000). Other membrane channels are known to

have appropriate dimensions for sensing single biopolymers, although channel stability and

self-gating may prevent their widespread use. Single 2-nm alamethicin channels have been

used for investigating the partitioning of PEG in and out of the channel (Bezrukov et al.,
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1994). Translocation of double-stranded DNA (dsDNA) through the reconstituted Bacillus
subtilis ion channel (Szabò et al., 1997) was subsequently demonstrated. The fragility of the

lipid bilayer, coupled to inflexibility in fine tuning protein channel dimensions to accommo-

date larger biopolymers (proteins, dsDNA), has spurred a challenging yet fruitful exploration

into synthetic nanopore fabrication. Synthetic nanopores of molecular dimensions are at the

forefront of materials science, and recent developments have allowed superb control over

nanopore dimensions and properties, rendering them promising tools for future nanopore

devices.

When an individual biopolymer enters a nanopore it occludes a fraction of the ion cur-

rent, resulting in an abrupt drop in the current to a level defined as ib (Figure 10.1B). The

fractional current is defined as IB = ib
/

io, where io is the unperturbed (“open”) pore current.
The fractional current facilitates a comparison between experiments using different molecules

having different cross sections, as well as between different nanopore of slightly different io
values, since to a first approximation, it depends only on geometrical parameters of the sys-

tem, and not on environmental parameters such as salt concentration, voltage, or temperature.

Specifically, IB scales with the geometric ratio ∼1 − (
a
/

d
)2
, where a represents the aver-

age hydrodynamic cross section of the biopolymer and d is the nanopore diameter. This is

a powerful relationship because in principle it allows one to estimate the absolute hydrody-

namic cross section of biomolecules when d is known. To achieve accurate estimation of the

molecule’s size, the nanopore diameter should ideally be only slightly larger than the molec-

ular cross section, yielding high-contrast signals (i.e., small IB values). The “dwell time” (tD)
is defined as the time during which the ion current remains below a threshold level, reflecting

the residence time of a molecule in the nanopore. It is important to note here that for events

involving fast transients, proper selection of the measurement bandwidth is critical to avoid

bias in tD statistics.

10.3. Biophysical Studies Using Protein Pores

10.3.1. α-Hemolysin

α-Hemolysin is a 232.4-kDa transmembrane channel (Gouax et al., 1994) secreted

by Staphylococcus aureus. Exposure to α-HL is known to induce apoptosis (cell death) in

different cell types, including rabbit erythrocytes, human erythrocytes, monocytes, and lym-

phocytes (Bhakdi and Tranum-Jensen, 1991; Jonas et al., 1994), via two separate mecha-

nisms: (a) K+ efflux and Na+ influx through the plasma membrane, and (b) cytochrome

c release from the outer mitochondrial membrane, triggered by α-HL insertion (Bantel

et al., 2001). The crystal structure of the α-HL, solved in 1996 by Song and coworkers

(Song et al., 1996), reveals a mushroom-shaped heptamer containing a water-filled channel

10 nm in length and 1.4–1.8 nm wide in the stem region. The cross-sectional view of the

pore complex reveals two parts: A ∼10-nm-wide extramembranal cap and a transmembrane

β-barrel stem (Figure 10.2). The internal cavity of the α-HL cap (the “vestibule”) upholds

a 2.6-nm entrance and has a maximum diameter of ∼3.6 nm. The β-barrel stem interior

is believed to be hydrophilic, with a 1.5-nm limiting aperture at its entrance. The internal

volume of the channel is ∼18 nm3, and, on average, roughly 600 water molecules can be

accommodated in the stem. In 1 M KCl solution, ∼11 K+ and ∼11 Cl– molecules occupy the

channel (Aksimentiev and Schulten, 2005).
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Figure 10.2. A molecular model of lipid-embedded α-hemolysin shown in cross section, based on the protein

coordinates of the crystal structure determined by Song et al. (1996). A single-stranded DNA (ssDNA) molecule

drawn through the pore is also shown. The stem of the complex spans the lipid bilayer, and the cap part resides on

the cis side. The inner dimensions of the stem part are∼1.4–1.8 nm, allowing single-stranded but not double-stranded

DNA to enter. [Modified from Deamer and Akeson (2000) with permission.]

α-HL can be expressed in E. coli and purified by standard sodium dodecyl sulfate–

polyacrylamide gel electrophoresis (SDS-PAGE) methods and is commercially available. It

spontaneously self-assembles in vitro into lipid bilayers, forming a highly stable nongat-

ing channel at a pH range 7–9. The formed channel has a highly reproducible structure, as

indicated by <2% pore-to-pore variation in the open-pore conductance (under temperature-

stabilized conditions). The current–voltage curve of a single α-HL pore is slightly asymmet-

ric, exhibiting a larger conductance when the stem part is positively biased (Figure 10.3A).

These observations are explained by taking into account the asymmetrical inner surface

charge distribution of the α-HL stem, resulting in differential rates of K+ entry for oppo-

site bias values (Aksimentiev and Schulten, 2005; Noskov et al., 2004). The temperature

dependence on the open pore current of the channel can be explained by viscosity effects on

the bulk ion mobility (Figure 10.3B). The observed robustness with temperature suggests a

structural stability, ruling out the possibility of multiple large-scale channel conformations,

although high-frequency fluctuations are not excluded. The narrowest portion of the α-HL

channel (∼1.4–1.8 nm) is ideal for translocation studies of single-stranded nucleic acids and

short polypeptides.
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Figure 10.3. Current versus voltage (1 M KCl, 25◦C) (A) and current versus temperature (1 M KCl, 120 mV) (B)
curves measured for a single α-hemolysin pore embedded in lipid bilayer. The green line represents the bulk ion

mobility of 1 M KCl as a function of temperature.

10.3.2. DNA Translocation Dynamics: The Role of Biopolymer–Pore
Interactions and DNA Structure inside a Nanometer Confinement

The voltage-driven transport of nucleic acids and proteins through nanopores, in partic-

ular through α-HL, has constituted the basis for numerous biophysical studies in the last few

years. We begin this section by reviewing some of the most important discoveries and features

of DNA dynamics in nanopores. These studies have led to the development of nanopore force

spectroscopy applied for DNA unzipping studies and for various DNA–enzyme interaction

studies involving exonucleases and, more recently, polymerases.

Polynucleotide Translocation Dynamics

In 1996, Kasianowicz and coworkers showed that single-stranded RNA and DNA

molecules can be driven through a single α-HL pore embedded in a phospholipid bilayer

membrane (Kasianowicz et al., 1996). They found that the dwell-time distribution of poly(U)

molecules with mean length of 210 nucleotides (nt) displays three apparent timescales (∼90,

290, and 1288 μs). Experiments with different poly(U) lengths showed that the second

and third timescales grew linearly with polymer length, whereas the shortest timescale was

length independent. The blockade events corresponding to the first timescale were therefore

attributed to molecules colliding with and failing to traverse the pore, given that such colli-

sions are expected to yield extremely fast, bandwidth-limited blockades. On the other hand,

blockade events contained in the second and third timescales were attributed to molecules

that traverse the pore (entering with either their 3′ or 5′ end to the pore), as confirmed by

quantitative polymerase chain reaction (PCR) analysis of the molecules in the trans chamber

after a fixed number of translocation events.

Akeson and coworkers studied the translocation properties of RNA and DNA

homopolymers (Akeson et al., 1999). Remarkably, polycytidylic acid (single-stranded [ss]

RNA) and polydeoxycytidylic acid (ssDNA) of comparable lengths were readily distinguished

by three independent parameters: (1) The mean dwell time tD of poly(dC) was found to be

much shorter than that of poly(C) [0.9 μs/base for poly(dC) as compared to 5.8 μs/base for

poly(C)]; (2) the blocked current level of poly(C) was found to be lower than that of poly(dC)

(∼7 vs. ∼14 pA, respectively, measured at room temperature [RT] and 120 mV); and (3) the
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blockade events of the poly(dC) polymers yield a single, tight cluster of events on the events

diagram (blocked current level vs. dwell time), whereas poly(C) events are organized in two

clusters spread over a large range of tD (roughly 4–12 μs/base). These remarkable differences

were rationalized by the idea that secondary structure existing in poly(C) molecules and not

in poly(dC) might be responsible for the different behavior: poly(C) molecules have strong

tendency to form single-stranded helices ∼1.3 nm in diameter (Arnott et al., 1976) with nar-

row enough structure to transverse the pore, causing larger blockades than the less structured

poly(dC). It was also found that the unstructured polyuridylic acid translates at rates similar

to poly(dC), at roughly 1.4 μs/base.

Meller and coworkers investigated the translocation dynamics of a variety of ssDNA

molecules at different temperatures (Meller et al., 2000). One of the striking results in

this study was the large difference between characteristic translocation times of purines

and pyrimidines [especially poly(dA) vs. poly(dC) or poly(dT)]. Figure 10.4 displays event

diagrams of poly(dC)100 (blue) and poly(dA)100 (red) ssDNA and a mixed poly(dCdA)50
molecule (green). Qualitatively, it can be seen that the dwell times for poly(dA) are signif-

icantly longer than for poly(dC) and that the blocked current for poly(dA) is lower. These

features are shown in the two insets, where the dwell-time and blocked current distributions

are displayed. The figure reveals a threefold ratio between the most probable translocation

times tP for poly(dC) and poly(dA), permitting a real-time identification of single homopoly-

mers in a binary mixture of dA’s and dC’s. A temperature dependence study also showed that

the threefold ratio persists even at high temperatures (∼40◦C), where self-stacking interac-

tions in poly(dA) are known to be unstable (Saenger, 1988). This discovery revealed that base

Figure 10.4. Event diagram measured for poly(dA)100, poly(dC)100, and poly(dAdC)50 single-stranded DNA (red,
blue, and green, respectively) measured using a single α-hemolysin nanopore at 120 mV and room temperature. Each

dot represents a single translocation event with dwell time tD and fractional blocked current IB. The dwell-time and

current distributions of the poly(dA) and poly(dC) are shown in the insets using the same color scheme. Adenines

display much longer translocation times and smaller blocking currents than the cytosine homopolymer. The mixed

poly(dAdC)50 falls in between. [Modified from Meller et al. (2000).]
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stacking (or secondary structure) alone could not account for the large difference in tP val-

ues for purines versus pyrimidines, suggesting that DNA–pore interactions constitute a major

barrier for polynucleotide translocation.

A later study confirmed this assertion by comparing alternating sequence polymers,

poly(dAdC)n, with “diblock” biopolymers, poly(dC)n-poly(dA)n with the exact same length

(Meller and Branton, 2002). Because purine-based stacking interactions are completely dis-

rupted in the purine–pyrimidine alternating sequence, it was expected that the alternating

sequence would translocate roughly twice as fast as the diblock biopolymer. However, roughly

equal translocation times were found, indicating that base stacking (alone) is not the predom-

inant factor determining the translocation dynamics of DNA polynucleotides.

Temperature dependence studies of polynucleotide translocation revealed a much

stronger slowing down with decreasing temperature than that expected by viscous drag (e.g.,

a factor of ten in going from RT to 0◦C) (Meller et al., 2001). These experiments again under-

lined the role of DNA–pore interactions, furthermore permitting the detection of extremely

short polynucleotide, down to dinucleotides of deoxyadenines. It was found that molecules

shorter than the α-HL channel (∼5 nm or 12 nt) translocate, on average, faster than longer

polynucleotides (in terms of time per base). Similar to the linear length dependence of

poly(U), it was found that tP increases linearly with the number of bases N when N > 12

(Meller et al., 2001). The nearly threefold ratio between poly(dA) and poly(dC) was main-

tained for all DNA lengths greater than 12-mers. It indicates stronger interactions of the

purine bases with α-HL as compared with pyrimidines (Meller et al., 2000). The strength

of these interactions (characterized by tp) grows roughly linearly with the number of purine

bases embedded in a pyrimidine-rich DNA, saturating when the purine-to-pyrimidine ratio

approaches ∼50% (Meller and Branton, 2002). To summarize, in the case of RNA homopoly-

mers, the translocation dynamics through the α-HL pore is greatly affected by local structure

of the polynucleotides (Akeson et al., 1999). For DNA, the dynamics is mostly dominated by

base-specific nucleotide–pore interactions, in particular for poly(dC) and poly(dA).

Orientation Dependence of Polynucleotide Entry and Dynamics

While it was hypothesized that the existence of two “translocation” peaks in the dwell-

time histogram is attributable to molecules entering with either their 3′ or their 5′ end to

the channel, the physical basis for such a difference remained unknown (Kasianowicz et al.,

1996). Nearly 9 years passed before this assertion was unambiguously proven and the two

timescales were identified with the two respective polynucleotide ends. By plotting IB his-

tograms of thousands of translocation events, Mathé and coworkers observed that the ssDNA

polynucleotides produced two overlapping current peaks (Figure 10.5A), but only one peak

was observed when one of the polymers ends was blocked with a stable hairpin, which pre-

vented one side from entering the pore (Mathé et al., 2005). Strikingly, the levels of the single

peaks obtained when one of the polynucleotide ends was blocked matched perfectly the lev-

els of the two peaks obtained with the unblocked polynucleotides, allowing assignment of the

lower blocking peak with DNA molecules entering with their 3′ end and the higher, blocked

level with molecules entering with their 5′ end (Figure 10.5b).

Furthermore, it was found that homopolymer dynamics in the pore is also orientation

dependent. Specifically, those polynucleotides that were threaded with their 3′ end to the pore
required a much longer time to escape from the pore than those with the 5′-threaded ssDNA.

To decouple the effect of the voltage bias, Mathé and coworkers used dynamic voltage control
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Figure 10.5. A. The fractional blocked current distribution of poly(dA) displays two peaks (centered at 0.09 and

0.12), each of which can be well fitted by a Gaussian function. B. Using single-stranded DNA molecules capped

with stable DNA hairpins, the DNA is forced to enter the α-hemolysin pore with either its 3′ end (red) or the 5′ end
(green), yielding two distinct single-peak distributions at the 0.09 and 0.12, respectively. [Modified from Mathé et al.

(2005).]

to measure the force-free diffusion of 3′- and 5′-threaded poly(dA) molecules (with blocking

terminal hairpins). They found a twofold increase in the escape dynamics of the 3′-threaded
poly(dA) compared with the same-length, 5′-threaded poly(dA). Molecular dynamics sim-

ulations of the K+ and Cl– ions flowing through an α-HL pore in the presence of either

orientation of ssDNA have independently reproduced these results and suggested a mecha-

nism for this asymmetry: When the ssDNA is confined in the nanopore, the bases develop a

uniform tilt toward their 5′ end. This tilt, in addition to the asymmetric nanopore structure,

functions as a series of rectifying valves by hindering the flow of ions (mainly K+ ions) when

the nucleotides are oriented in one direction versus the other (Figure 10.6). A simple model

that involves one-dimensional (1D) diffusion and drift was introduced to explain the escape

time distributions of either 3′- or 5′-threaded DNA, indicating that the process is strongly

Figure 10.6. Results from molecular dynamics simulations of single-stranded DNA threaded into the α-hemolysin

pore. A. The average angle between the base and the backbone of a nucleotide in a poly(dA)11 strand confined inside
a cylindrical pore as a function of the pore diameter. Snapshots at 1.0, 1.25, and 3.0 nm from left to right illustrate

the nucleotide conformation. As the pore diameter is reduced. the bases develop a collective tilt, always toward the

DNA’s 5′ end. The right-hand panels are magnified images of a longer poly(dA) strand inserted either with its 3′ (B)
or 5′ (C) end to the pore. [Modified from Mathé et al. (2005).]
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voltage dependent and the large differences between the two strands at low (or vanishing)

voltages disappear for assisting voltages >40 mV (Wanunu et al., 2008a).

10.3.3. Probing Secondary Structure: DNA End-Fraying
and DNA Unzipping Kinetics

Double-stranded DNA cannot fit inside the ∼1.5-nm α-HL stem. Consequently, blunt-

ended molecules produce different current blockade signals when compared with ssDNA:

The ion current is blocked to ∼50% of the open-pore current (as opposed to the ∼10% with

ssDNA). The partial current blockade levels have been associated with temporary lodging of

the DNA duplex in the pore vestibule (2.6 nm) that can admit double-stranded nucleic acids

(2.2 nm), as shown in Figure 10.7 (Vercoutere et al., 2001). Vercoutere and coworkers found

that for blunt-ended DNA hairpin lodged in the α-HL vestibule a mid-level blocked current

(Figure 10.7B) is often followed by a brief full blockade level (C). This pattern was interpreted

as dissociation of the hairpin duplex and eventual threading and rapid translocation of the

ssDNA through the pore, causing a full but brief current blockade. The dependence of the

mid-level blockade on the hairpin length revealed two features: (1) IB systematically dropped

from ∼0.7 to 0.4 when the hairpin duplex region increased from 3 to 8 bp, respectively, and

(2) the duration times of the mid-level blockades were broadly distributed, with their average

value increasing exponentially with hairpin length. These are in line with the idea that the

mid-level state is terminated by the spontaneous denaturation and eventual translocation of

the ssDNA through the pore. Further experiments have revealed the existence of discrete mid-

level fluctuations for some of the hairpins under study. These were shown to be a result of the

kinetics of the fraying ends of the DNA hairpin (Winters-Hilt et al., 2003).

Nanopores can also be used to directly apply unzipping forces on DNA and RNA

molecules, which allow probing the structure of highly stable nucleic acid conformations

(e.g., long hairpins). While distinguishing unzipping energy barriers can provide an important

tool for biophysics, it is also important for applications in genomics, by enabling the detection

of subtle sequence variations in oligonucleotide analytes (e.g., single-nucleotide polymor-

phisms). Experiments with DNA hairpins or bimolecular DNA duplexes with single-stranded

overhangs reveal longer dwell times as compared with ssDNA molecules of similar lengths

(Mathé et al., 2004; Nakane et al., 2004; Sauer-Budge et al., 2003). Characteristic dwell times

grow exponentially with the number of base pairs in the duplex region, also growing with the

hairpin G-C content. A single base-pair mismatch in an otherwise perfect hairpin structure

(e.g., of 10 bp) can be readily detected by a shift to shorter dwell times (Mathé et al., 2004). In

addition, the characteristic dwell time depends exponentially (to a very good approximation)

on the applied voltage ∼ e−V
/

Vβ , where Vβ is a characteristic voltage. These measurements

suggest that the dwell times correspond to the hairpin unzipping time, τU . Moreover, the

exponential dependence rules out possibilities that the DNA hairpins translocate through the

pore without unzipping or escape from the pore at the entry side, in that such processes would

have yielded weaker, nonexponential, dependencies.

Nanopore force spectroscopy (NFS) allows the application of a time-dependent voltage

ramp V(t) = vt, where the slope v is called the velocity (Mathé et al., 2004). This method

is an analog of force spectroscopy in other SM techniques (Evans, 2001; Evans et al., 1995;

Hugel and Seitz, 2001). One of the advantages of NFS is that it permits measurements in

inaccessible regimes using the fixed-voltage method, in particular at low voltages (forces)

(Figure 10.8). Mathé and coworkers found that hairpin unzipping kinetics is characterized by

two regimes: the high-force (high-velocity) regime, where hairpin unzipping is essentially
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Figure 10.7. Current blockade of the α-hemolysin nanopore by a blunt-ended DNA hairpin. Top. A current trace

caused by the capture and translocation of a 6-bp DNA hairpin. Middle. The α-hemolysin and the hairpin during the

three states of the process. Bottom. Semilog event diagram for DNA hairpins with 3- to 8-bp stems, as indicated.

[Adapted from Vercoutere et al. (2001).]

an irreversible process, and the low-force (low-velocity) regime, where rezipping may occur

several times before the hairpin is pushed outside the pore (Mathé et al., 2005, 2006). This

interpretation is based on a simplified model of a single-energy-barrier crossing. But a more

involved theoretical framework developed to explain the NFS data showed that re-zipping is

not necessary (Dudko et al., 2007). Moreover, the new theory unifies the fixed-force and time-

varying force in a single universal unzipping curve, spanning a broader range of time-scales

(Dudko et al. 2008). NFS has been found to be extremely sensitive to the hairpin energy: A

single base mismatch can be readily distinguished, enabling single-molecule-hybridization
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Figure 10.8. Nanopore force spectroscopy is used to measure the unzipping kinetics of DNA hairpins. A time-

dependent voltage (or force) (blue curve) is applied to the molecule, and its response (ion current) (green trace)
is measured by detecting the voltage (or force) at which unzipping occurs (VU). Initially the pore is open (A),

as indicated by the open level. DNA threading results in an abrupt blocking in the current (B). Threading of the

single-stranded overhang only lasts a few tens of microseconds, after which a steady voltage ramp is applied (C).

At ∼11 ms the current abruptly jumps from the blocked state to the open state as indicated by an asterisk. This

transition corresponds to the unzipping of the hairpin structure and the quick translocation of the unzipped part. This

experiment is repeated hundreds of times to obtain the critical voltage at which hairpins are unzipped for a given

voltage ramp slope. [Modified from Mathé et al. (2004).]

detection of unlabeled nucleotides. Moreover, since the DNA is hybridized in solution

before being probed in the nanopore, biasing surface effects and crowding effects on DNA

hybridization, which may lead to false positives in DNAmicroarray technology (Reiner et al.,

2003), for example, are circumvented. In addition, NFS can be used to probe unmodified

nucleic acids, circumventing the need to tag biopolymers with biotin or other biomolecular

complexes.

10.3.4. Probing DNA–Protein Interactions: DNA Exonucleases
and Polymerases

The ability of nanopores to probe native (unlabeled, unmodified) biomolecular com-

plexes over an extended range of timescales (microseconds to seconds) lends itself to

numerous studies of DNA–protein interactions and motor enzymes. Labeling a protein for
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single-molecule studies is tedious and requires precise knowledge of its structure/function

(e.g., labeling near a catalytic site can severely affect enzyme activity), whereas using a

native protein is tremendously convenient and trustworthy. Recently, there have been sev-

eral reports on the activity and interactions of a number of DNA–protein systems, includ-

ing ssDNA interactions with exonuclease I, sequence-specific detection of DNA–Klenow

fragment polymerase complexes, and incorporation of single nucleotides by a DNA Taq

polymerase.

Exonuclease I–DNA Interactions

Hornblower and coworkers studied the interactions of exonuclease I (Exo I) with a

ssDNA target using NFS (Hornblower et al., 2007). DNAmolecules bound to a protein cannot

translocate through the pore and would normally cause long ion-current blockades at the

level of roughly 10%–20% (due to ssDNA occlusion in the pore). The digestion reaction was

monitored by measuring the event rate (the rate of full-size ssDNA entries to the nanopore)

as a function of time before and after the addition of 5 mM Mg2+, indicated by an arrow

in Figure 10.9A. As a control, a 3′-phosphorylated oligo was used, allowing binding but no

digestion (circles). The presence of Exo I shifts the dwell times of a fraction of the events

(proportional to the fraction of DNA–Exo I complexes) from ∼70 μs to 1 ms (Figure 10.9B).

In this experiment, DNA digestion was prevented by not adding Mg2+ cofactor to the buffer.

Close inspection of the dwell-time distributions of the 3′-phosphorylated DNA revealed the

existence of a subpopulation of translocation events characterized by a longer dwell time

(∼10 ms) as compared with the no-Mg+2 conditions, indicative of tighter DNA–Exo I binding

mediated by the Mg2+ ions.

Nanopore force spectroscopy was used in a similar way in the studies of DNA hairpin

unzipping described earlier (Mathé et al., 2004): The voltage-induced dissociation of the

complex is signaled by an abrupt increase in the ion current through the nanopore, when the

DNA strand exits the pore to the trans side. Each rupturing event yields the rupturing voltage

Figure 10.9. Monitoring exonuclease I (Exo I) digestion of DNA using a nanopore. A. The DNA capture rate in

the nanopore as a function of time. After addition of 5 mM Mg2+ (arrow), the event rate sharply declines for the

SS1 (3′-OH end) but not for the SS3P (3′-phosphorylated end). B. Translocation time distributions for complexes of

SS3P–Exo I in the presence and absence of 5 mM Mg2+. [Adapted from Hornblower et al. (2007).]
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VR, and a distribution of the rupturing voltages accumulated from ∼1,000 SM events is used

to determine the most probable rupturing voltage VC. The dependence of VC on v (plotted on
a semilog scale) provided a measure of the association and dissociation rates of the complex,

as interpreted using a simple semiempirical model.

Nanopore Probing of Deoxyribonucleotide Triphosphate Incorporation
by a Klenow Fragment DNA Polymerase

Benner and coworkers used nanopores as a biophysical sensor to measure the binding

dynamics of a Klenow fragment (KF) of Escherichia coli DNA polymerase I with its dsDNA

substrate (Benner et al., 2007). The KF catalyzes DNA replication by sequential addition of

nucleotides to the primer strand. Based on the use of nanopores as the detection device, the

presence of dsDNA with and without bound KF protein, as well as the bound and unbound

states of deoxyribonucleotide triphosphate (dNTP) to the DNA–KF binary complex, were

distinguished.

Following capture of the DNA complex (14-bp hairpin with a 36-nucleotide 5′ over-
hang terminated by 2′,3′-dideoxycytidine) inside α-HL and the addition of KF (2 μM) to

the solution, a distinct cluster of events was recorded with lower blockade and longer dwell

times, the fraction of which was shown to be dependent on the KF concentration. The aver-

age pore current increased from 20 pA for dsDNA to 23 pA for DNA–KF binary complexes,

whereas dwell times increased from 1 ms median duration for dsDNA to ∼3 ms for the

DNA–KF complex (Figure 10.10 A, B). The individual current traces revealed two distinct

states: a shallow blocked state attributed to current blocked by the enzyme–DNA complex

where the ssDNA template overhang blocks the nanopore, and a deeper blocking, short-lived

state that corresponds to residency of dsDNA in the vestibule of the α-HL pore following

enzyme dissociation. Following enzyme dissociation, a return to the open-pore current state

marks translocation of the DNA to the trans side. The voltage dependence of enzyme–DNA

complex dissociation was established at a reduced unbinding force by reducing the transmem-

brane voltage from 180 mV to 165 mV, in which dwell times of the final DNA dissociation

step increased. This observation is consistent with the model in which following enzyme dis-

sociation, the dsDNA in the pore dissociates and translocates through the pore rather than

escapes back to the cis chamber.

Although these changes in blocked current and dwell times were subtle, the current

and dwell-time signatures dramatically improved when the correct complementary dNTP to

the KF catalytic site was added to the solution in the presence of Mg2+ ions (Figure 10.10,

column II), resulting in the formation of a more stable ternary complex with the 2′,3′-dideoxy-
terminated template. Because dideoxy termination prevents enzymatic extension by the poly-

merase, the ternary complex exhibits an order-of-magnitude larger dwell time in the pore.

The authors have confirmed the consistency of this effect by using different templates that

accommodate the four dNTPs.

Probing DNA Polymerase Activity Using a Nanopore

Another example of biophysical study using nanopores is the study of the incorporation

of single nucleotides by DNA polymerase (Cockroft et al., 2008). In this work, Cockroft and

coworkers developed a mechanically locked supramolecular assembly capable of monitoring

the activity of DNA polymerase as it operates on a single strand of DNA threaded through
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Figure 10.10. Distinguishing DNA, DNA–Klenow fragment (KF) complexes, and DNA-KF- deoxyribonucleotide

triphosphate (dNTP) complexes in the nanopore device. A. Translocation through the nanopore of DNA alone (14-bp

hairpin with a 36-nucleotide 5′ overhang and 2′ –3′ dideoxycytidine terminus; template base at n = 0 is C). B, C.
Translocation of the 14-bp hairpin from complexes with KF (B) or from complexes with KF and deoxyguanosine

triphosphate (dGTP) (C). Diagram are shown of the nanopore with the associated complex (column I), a current

trace (column II), and a dwell-time event plot (column III). In column IV, probability histograms of the base-10

logarithm of dwell-time data are shown in blue. Close examination of the event plot in column III of panel C reveals

that most long-dwell-time events are within 22 to 24 pA. A yellow subset histogram for the events within 22–24 pA

is overlaid on the probability histogram in panel C, revealing that the chosen range is dominated by long-dwell-time

events. [From Benner et al. (2007).]

a protein pore. The experimental geometry consists of carefully chosen lengths of ssDNA–

PEG copolymer threaded through a lipid-embedded α-HL nanopore. The anionic character of

the ssDNA–PEG phosphate copolymer drives them through the nanopore under an applied

transmembrane potential. The copolymers are then locked on both ends by streptavidin and

dsDNA caps that are larger than the pore diameter. After locking on both ends, the relative

position of the two polymers can be switched simply by reversing the polarity of the applied

transmembrane potential. In this configuration, the ion current through the nanopore is a

reporter of the type of polymer inside the pore (ssDNA or PEG) (Sanchez-Quesada et al.,

2004). The authors show that the PEG chains block ∼50% of the current (with or without the

streptavidin cap), whereas the ssDNA chain blocked ∼70% of the current (with or without

the dsDNA cap).

The mechanically locked dsDNA-ssDNA-PEG-biotin-streptavidin molecule inside the

α-HL nanopore was further used to detect base-by-base nucleotide extension of a DNA primer

by DNA polymerase. The rotaxane molecule was designed such that each nucleotide addition

to the primer by the DNA polymerase changes the relative proportion of ssDNA to PEG

residing inside the pore, thus moving from PEG conductance state to ssDNA conductance
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Figure 10.11. Monitoring DNA polymerase–catalyzed single-nucleotide primer extensions. A. The length of the

DNA primer in a fully interlocked α-hemolysin DNA–polyethylene glycol complex is reported by ion current mea-

surements in the monitoring mode (+40 mV). B. In the elongation mode (–30 mV), the 3′-OH of the primer is

accessible to the DNA polymerase. C–E. DNA polymerase bound to the starting primer–template complex and tem-

plated extension of the primer sequence after correct bases are incorporation. F. A plot of cumulative change in the

ion channel current recorded in the monitoring mode versus time (note the broken time axis). dCTP, deoxycytidine

triphosphate; dNTP, deoxyribonucleotide triphosphate. [From Crockroft et al. (2008).]

state in steps of single nucleotide addition. The threading component of the nanopore device

consists of a 31-nucleotide ssDNA segment bearing the primer-binding site and the template

sequence, an 11-nucleotide poly(dA) sequence, an eight-unit PEG phosphate chain, and a ter-

minal biotinyl group. Using a primer and a streptavidin molecule to lock the DNA–PEG chain

on the cis and trans sides of α-HL, respectively, the authors switched between two modes: (1)

In the monitoring mode, a transmembrane potential of +40 mV is applied, and the current

provides a measure of the length of ssDNA region inside the pore. Elongation of the DNA

primer in this mode is inhibited because the 3′-OH elongation site of the primer is concealed

within the pore vestibule, preventing access by the DNA polymerase. (2) In the elongation

mode, a transmembrane potential of –30 mV is applied, in which the ssDNA exits the pore

with the 3′-OH of the primer strand exposed (Figure 10.11A, B). On adding TopoTaq DNA

polymerase in the presence of deoxycytidine triphosphate (dCTP) and waiting for 30 min

in the elongation mode, the authors switched the polarity of the voltage to the monitoring

mode, after which they observed a step increase in the average current, attributed to single-

base incorporation in the threaded template strand. By successive addition of other dNTPs,

stepwise increases in the current were observed (Figure 10.11C–F). Nucleotide incorporation

steps were then assigned based on the dNTP added from the cumulative ion current. The

single-base sensitivity achieved in this work provides an important technological step toward

DNA sequencing using protein nanopores, although significant advances are required for this

method to be used in de novo DNA sequencing.

10.4. Biophysical Studies Using Solid-State Nanopores

As previously discussed, studies using lipid-embedded nanopores have provided a

wealth of information on biopolymer structure and dynamics and have been applied for in
vitro studies of numerous biomolecular systems. Protein pores are extremely versatile sensors
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and are generally inexpensive, although they suffer from a number of shortcomings: (1) lim-

ited lipid bilayer stability and challenging single-channel insertion protocols complicate the

integration of bilayer-based sensors into robust devices; (2) inevitable lateral diffusion of the

protein channels in lipid bilayers interferes with the implementation of complementary detec-

tion modalities, such as optical detection (Hemmler et al., 2005); and (3) the fixed geometry

of protein nanopores may not be suitable for different applications, the α-HL nanopore being

a rare example of serendipity. In contrast, nanopores fabricated in thin synthetic membranes

can offer superior chemical and mechanical robustness, as well as provide size tunability.

Over the last decade, efforts have been made to produce synthetic nanopores using differ-

ent materials and state-of-the-art techniques (Healy, 2007; Wanunu and Meller, 2008). The

vast majority of studies involving biopolymer analysis have been carried out using solid-state

nanopores fabricated in ultrathin Si-based membranes (Dekker, 2007), which are the focus of

this section.

10.4.1. Nanopore Fabrication

The fabrication of nanopores in solid-state materials was introduced by Li and cowork-

ers using ion-beam sculpting (Li et al., 2001). In this technique, an energetic beam of Ar+ ions

was used to sputter a silicon nitride (SiN) membrane, which contains a bowl-shaped cavity.

The sputtering caused a gradual thinning of the film, eventually resulting in the formation of

a nanopore, as detected by transmission of Ar+ ions through the membrane. Nanopore sizes

down to 1.5 nm have been fabricated using this method, as verified by transmission elec-

tron microscopy (TEM). Storm and coworkers employed an alternative procedure in which a

focused electron beam (e-beam) of a commercial field-emission TEM was used (Storm et al.,

2003). Using this technique, a large (∼100 nm) SiO2 pore was irradiated with an intense

beam of 300-kV electrons, resulting in fluidization of the SiO2 layer and shrinking of the

pore. Direct use of the TEM for shaping the nanopores allows both fabrication and analy-

sis of the nanopore shape in real time with TEM imaging precision (<1 nm). Direct drilling

of intact SiO2 and/or SiN membranes using the TEM e-beam is currently the most common

method for fabricating solid-state nanopores. The planar ultrathin membrane used as substrate

for solid-state nanopores allows nanopore arrays to be fabricated at specified locations using

scanning TEM schemes (Kim et al., 2006, 2007), further enabling increased throughput by

the use of other detection modalities (e.g., parallel optical detection).

10.4.2. Experimental Considerations

Although protein channels have well-defined geometry and chemistry, there are several

challenges associated with manually fabricated synthetic nanopores. Pore-to-pore variability

in both physical structure and chemical makeup has been impeding progress in the devel-

opment of solid-state nanopore platforms. An example of the outcome of this variability is

the different average velocities of double-stranded DNA translocation reported with 8- to

15-nm solid-state pores (Healy, 2007). Second, solid-state membranes exhibit larger capaci-

tive noise than the lipid-embedded α-HL pores, limiting practical experimental bandwidths

(i.e., the apparent time resolution). As a result, many studies with solid-state pores have been

performed using lower bandwidths than protein-pore studies, limiting the range of biopolymer

lengths that could be reliably detected.

Nanopore structure has a tremendous impact on its function, already observed with the

asymmetric current–voltage (I-V) curves of α-HL (Figure 10.3) and its high capture rate for
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ssDNA from the cis side as compared with the trans side (attributed to the vestibule funnel

structure) (Henrickson et al., 2000). In making the transition to solid-state nanopore stud-

ies, precise characterization of the nanopore structure and surface properties is essential. The

three-dimensional (3D) structure of solid-state nanopores fabricated using an e-beam has

been recently revealed using TEM tomography (Kim et al., 2006). The pore structure resem-

bles a truncated double-cone (hourglass) shape, with a half-angle of ∼30◦ and an effective

nanopore length of about one third of the SiN membrane thickness (Figure 10.12). To investi-

gate the ion transport properties, a series of nanopores in the range 3–15 nm were fabricated

and assembled into two-chamber devices. Ion-current measurements typically yield ohmic

I-V curves, the slopes of which are used to define the pore conductivity, G, described by the

following equation:

G = πd2

4
σ

(
δ tanα + 1

h + heff δ tanα

)
(10.1)

where σ = (μK + μCl)nKCle is the specific conductance at a number density nKCl, equal
to 15.04 and 3.01 (� m)−1 for 1.0 and 0.2 M KCl, respectively, with μK and μCl the

electrophoretic mobilities of K+ and Cl−, respectively, and e is the elementary charge unit,

δ = (h − heff )
/

d, with heff is the width of the cylindrical region in the nanopore, and α is the

cone half-angle. Figure 10.13 depicts the dependence of G on the pore diameter as determined

by TEM imaging. The solid lines are fits to Eq. (10.1), taking into account the pore structure,

as determined by TEM 3D tomography and parameterized by the geometrical factors α and

heff .

Surface charge effects were recently studied by investigation of salt dependence on the

pore conductivity and the current signature during DNA translocation (Chang et al., 2004;

Figure 10.12. A. A reconstructed side view obtained by transmission electron microscopic tomography of a 7-nm

pore in a 50-nm SiN membrane, revealing a truncated double-cone structure. B. A high-resolution top-view image

of the same pore. [Modified from Kim et al. (2006).]
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Figure 10.13. Ion conductance G of solid-state nanopores as a function of their diameter measured in 1.0 (circles)
and 0.2 M (squares) KCl solution. The lines represent fits to Eq. (10.1) assuming a truncated double-cone structure,

as shown in the inset. [From Kim et al. (2006).]

Ho et al., 2005; Smeets et al., 2006). Smeets and coworkers found that the surface charge of

10-nm-diameter pores fabricated in SiO2 dominates the pore conductivity at low salt concen-

tration (<0.1 M), leading to a nonlinear dependence of G on salt concentration. Of interest, at

low salt concentrations, DNA translocation results in a transient current enhancement (rather

than a current drop), associated with an increase in the number of charge carriers inside the

pore volume on DNA entry.

Solid-state nanopores have been recently used to detect a variety of biopolymers,

including DNA and proteins, antibody–virus interactions, and other immunocomplexes. In

particular, several groups have focused on understanding the dynamics of dsDNA transloca-

tion through solid-state nanopores. We briefly discuss the results of these studies because they

have shown utility in identifying DNA fragments by length and conformation and studying

DNA–protein interactions.

10.4.3. DNA Translocation through Solid-State Nanopores

As with α-HL pores, the translocation dynamics of dsDNA is a function of several key

parameters: (1) the force applied on the DNA molecule, which is a product of the effective

charge of the DNA portion inside the nanopore and the applied voltage; (2) the properties of

the DNA molecule (e.g., persistence length, cross section, conformation); (3) the properties

of the solution (e.g., viscosity, ionic strength, temperature); and (4) interactions between the

DNA and the nanopore.

Keyser et al. (2005) directly measured the force on a single DNA molecule pulled by

an applied voltage by coupling the nanopore setup with an optical tweezers system. They

brought a λ-DNA tethered bead to the vicinity of a nanopore (6–15 nm in diameter), and,

following the application of voltage, they observed a reduction in conductance that corre-

sponds to DNA threading. Based on the use of the force-calibrated optical tweezers setup,

measurement of the displacement of the bead with applied voltage yielded a force of 0.24 ±
0.02 pN/mV, corresponding to an effective charge of 0.50 ± 0.05 electron per base pair. This
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elegant experiment confirmed that the DNA effective charge is reduced when confined in a

nanopore, in qualitative agreement with theories and other experimental results performed

with α-HL and ssDNA (Jan Bonthuis et al., 2006).

Numerous studies involving ssDNA and dsDNA translocation through solid-state

nanopores have been reported in recent years (Chang et al., 2004; Fologea et al., 2005; Heng

et al., 2004; Kim et al., 2006; Li et al., 2003; Storm et al., 2005a). Quantitative polymerase

chain reaction (PCR) has been used to confirm translocation, demonstrating that the number

of current blockade signatures correlates with the amount of DNA in the trans chamber (Heng

et al., 2004). Double-stranded DNA was found to translocate in both singly and multiply

folded conformations through 7- to 15-nm pores, indicated by multiple blocked ion-current

levels (Chen et al., 2004a; Gershow and Golovchenko, 2007; Li et al., 2003; Storm et al.,

2005a). Storm and coworkers studied the effect of DNA length on the translocation dynamics

through 10-nm pores (Storm et al., 2005a). When restricting the analysis to only linear DNA

translocation (by analysis of single-level events only), they found a nonlinear dependence of

the translocation dynamics on DNA length. This result was explained by considering viscous

drag through the solution as the DNA coil shrinks near the nanopore during the translocation

process. This argument leads to a scaling of the translocation time of τ ∝ R2
g, where Rg is the

radius of gyration of the DNA coil. Since Rg ∝ lν , where v = 0.61 is the Flory exponent and l
is the DNA contour length, the calculated power law scaling of 1.22 is similar to the observed

power law of 1.27.

Fologea and coworkers recently investigated the effect of DNA conformation on the

translocation signal (Fologea et al., 2007). Using an 18-nm pore, they showed that linear,

circular relaxed, and coiled circular DNA can be distinguished by the current blockade and

translocation time. The circular DNA form exhibited current blocking that was double the

magnitude of that for the linear DNA. The length dependence was also determined from the

product of the dwell time and the current amplitude of each event. This product (called the

event charge deficit [ecd]) was found to be independent of the DNA conformation inside

the pore. These authors reported average translocation times for the DNA molecules on the

order of 50–100 ns/base pair, almost two orders of magnitude faster than ssDNA translocation

through the α-HL pore.

Slowing down the voltage-driven DNA dynamics in solid-state pores remains an impor-

tant challenge. It is expected that rates on the order of 1–10 μs/base pair or slower are needed

for the electronic implementation of sequence readout of DNA. Environmental factors such

as increased solution viscosity or reduced voltage have been reported to increase the aver-

age translocation time by a factor that is commensurate with either viscosity increase or

voltage reduction (Fologea et al., 2005). However, these parameters have negative effects

on the capture rate of DNA to the pore: DNA collision with the pore is to a first approx-

imation diffusion limited, strongly depending on the voltage gradient in the pore vicinity

and the solution viscosity. Therefore, the use of viscosity and voltage to slow down DNA

translocation results in reduced capture rate and can limit the practicality of the nanopore

technique.

On the other hand, increasing the nanopore–DNA interactions can be used to better

regulate the DNA sliding process with little or no negative effects on the rate of DNA cap-

ture into the pore. In addition, changing the nanopore chemical characteristics can affect the

nanopore selectivity to analytes and prevent unwanted irreversible sticking to the nanopore

surface. Chen and coworkers showed that nanopores modified with thin alumina coatings

exhibit enhanced DNA capture rate and lower noise compared with uncoated pores, attributed

to increased positive surface charge (Chen et al., 2004b). Iqbal and coworkers showed that
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ssDNA transport through hairpin-functionalized nanopores is sequence dependent, suggest-

ing that surface interactions can be tailored for selectivity (Iqbal et al., 2007). Wanunu

and Meller (2007) developed a general method for applying monolayers of organic coating

inside the nanopores, with various functional end groups, such as amine, aldehyde, PEG,

or carboxylic acid. Chemical coating can open up various options, from tailoring the coat-

ing to specifically slowing down nucleic acids transport, to nanopore functionalization with

enzymes, antibodies, and so on. If needed, the organic coating can be stripped off and the

nanopore can be recycled many times, with little effect on the inorganic substrate.

More recently the effect of nanopore size on DNA translocation dynamics has been

studied with high detail, focusing on the size range in which unfolded DNA is forbidden

(3–5 nm) and DNA is expected to thread in a single-file configuration (Wanunu et al., 2008b).

These studies have revealed that the DNA capture rate, as well as its sliding dynamics in the

pore, is strongly affected by small variations in the nanopore diameter. Remarkably, it was

found that a decrease of 1 nm in the pore size leads to nearly an order-of-magnitude increase

in the translocation time (Figure 10.14). For the same nanopore size range, the blocked

ion current IB followed very closely the geometrical approximation IB = 1 − (a
/

d)2, with
a = 2.2 nm being the DNA hydrodynamic cross section. These discoveries establish that in

this size range, DNA–pore interactions govern the sliding process. Other factors that support

this idea are the broad and well-characterized dwell-time distributions and the strong power-

law dependence of the characteristic time scale on DNA length (for DNA longer than ∼3 Kb).

While the nanopore size was clearly shown to reduce average translocation speeds, a tradeoff

between the translocation probability and average translocation speeds was revealed: When

nanopore sizes decreased below 4 nm, a major fraction of events was collisions rather than

translocations, while for nanopores larger than 4 nm, most events were translocations. The

fraction of collisions to translocations was determined by the current-blockage levels and the

corresponding dwell-time dependence.

Despite remarkable progress in the study of biopolymer transport through solid-state

nanopores, it is not clear whether the sliding progress occurs at a steady velocity or a more

complex dynamics is present. This question is associated with the nonlinear dependence of

the translocation time on DNA length and its broad temporal distributions. In contrast, results

from α-HL discussed in the previous section revealed a much slower average translocation rate

Figure 10.14. Left. The dependence of the translocation timescale t1 (solid circles) and the collision timescale

t0 (open diamonds) on the nanopore diameter measured for 400-bp double-stranded DNA. Right. The dependence
of the two current blocking states IB1 (solid circles) of the translocation events and IB0 (empty diamonds) of the
collision events on nanopore diameter for 400-bp double-stranded DNA. [From Wanunu et al. (2008b).]
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(approximately several microseconds per base as opposed to ∼50 ns/base pair reported for

solid-state nanopores), and, more important, a strictly linear dependence of the translocation

time on DNA length.

In addition to the differences in nanopore geometry, which undoubtedly lead to vastly

different DNA–nanopore interactions, structural differences in ssDNA and dsDNA must play

a significant role in translocation dynamics. The vast difference in the average velocities may

be accounted for by differences in the ssDNA and dsDNA structures. Double-stranded DNA

has a much larger coiled structure than ssDNA, and its self-relaxation time (Zimm time) is

much longer than the typical translocation time (Storm et al., 2005b; Wanunu et al., 2008b).

Thus, with solid-state pores, dsDNA structure is nearly frozen at the time of translocation,

leading to large molecule-to-molecule variations. In contrast, ssDNA (and ssRNA) are char-

acterized by a very short persistence length and short relaxation times, in particular much

faster than the characteristic translocation times measured with the α-HL system. These dif-

ferences may partly explain the vastly different dynamics. Studies with smaller solid-state

nanopores, and in particular pores that are only slightly larger than the biopolymer cross

section, reveal longer translocation time (Wanunu et al., 2008b), approaching those obtained

using the protein pore. As our understanding of the translocation dynamics of dsDNA and

ssDNA through solid-state nanopores matures, the role of biopolymer–nanopore interactions

is becoming better appreciated, leading to new ways to control and tune these complex pro-

cesses. These will undoubtedly provide novel tools for biomolecular manipulations in the

future.

10.5. Summary and Future Prospects

The concept of threading and sequential analysis of biopolymers, coupled with the sim-

plicity of single-molecule detection using nanopores, offers a wide array of potential appli-

cations in biophysics and biotechnology. Over the past decade, the toxin channel α-HL has

been extensively used to probe secondary structure in nucleic acids and DNA–enzyme inter-

actions, illustrating the great utility of the approach. More recently, synthetic nanopores have

begun to emerge, offering new capabilities and features, albeit not free of challenges. Protein

channels self-assemble by nature, implying a high level of pore-to-pore reproducibility. In

contrast, synthetic nanopores still suffer from pore-to-pore variations due to imperfect fabri-

cation processes, differences in material composition, and variations in postfabrication han-

dling methods. As materials technology advances, more-accurate methods to control these

parameters will quickly be developed. We envision that progress with nanopores will rapidly

progress to deliver exciting possibilities and applications for biology and genomics. We con-

clude this chapter by discussing current efforts and future outlooks and challenges for novel

nanopore applications, focusing on some of the single-molecule DNA sequencing approaches

using nanopores.

10.5.1. DNA Sequencing by Ionic Blockade Measurement

Studies using the protein pore α-HL have demonstrated that the blocked ion cur-

rent levels of homopolymers of purines can be discriminated from those of pyrimidines

(Akeson et al., 1999; Meller et al., 2000). However, the inherent signal averaging of about ten

nucleotides residing in the α-HL protein pore at any given time of the DNA sliding (Meller
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et al., 2001) and the intrinsic noise of the system (ionic conduction fluctuation) mask the

possibility of discriminating individual nucleotides.

Solid-state nanopores have opened new possibilities for this concept because finer

nanopore depths (set by the local thickness of the membrane) approaching a single nucleotide

(∼5 Å) can be envisioned. This concept, however, must be coupled to a way of controlling the

DNA sliding speed: If the latter is governed by nanopore–DNA interactions (Meller, 2003),

an ultrathin pore would result in extremely large translocation speeds, presenting a major

challenge for this approach. In addition, the mechanical robustness of sub-nanometer-thick

pores, which would play a role in reproducibility and durability, is yet to be determined.

Beyond the normal electronic measurement of DNA translocation, concepts of specially

designed pores seem to be much more promising. Astier et al. (2006) beautifully demon-

strated that the noncovalent incorporation of a positively charged cyclodextrin adapter into an

α-HL nanopore results in unique, discernible signals on stochastic binding of each of the four

mononucleotides with 93%–98% accuracy. Sequencing using this method requires the incor-

poration of an exonuclease that can sequentially cleave the DNA bases to be sequenced in the

close vicinity of the nanopore. A major challenge to this approach is the synthesis and incor-

poration of an α-HL/exonuclease hybrid, which is yet to be demonstrated. Another challenge

is to ensure that binding of each cleaved mononucleotide into the cyclodextrin adapter occurs

exactly once, which may require a specially designed cyclodextrin adapter that facilitates the

transport of each captured mononucleotide through the channel.

Sequencing by hybridization is an indirect method for DNA sequencing, which relies on

the measurements of single-stranded gaps between hybridized oligonucleotide probes (with

known sequences) to the unknown ssDNA target (Ling, 2008). The method is more tolerant

than those discussed previously because the nanopore is used only to distinguish between

single-stranded and double-stranded current states. However, this approach requires transla-

tion of the temporal nature of the current signal to spatial information (number of bases in

each gap) with great precision (a few base pairs), a highly challenging feat. Another compli-

cation is the possibility of secondary-structure formation in the ssDNA, which is expected to

affect the translocation dynamics and to increase the possibilities of folded DNA entry.

10.5.2. DNA Sequencing by Transverse Electronic Measurement

In this proposed method, as DNA slides through the nanopore under an applied voltage,

a second set of “nano-electrodes” fabricated perpendicular to the DNA axis is used to iden-

tify each translocating nucleotide based on its electronic tunneling probability, which was

theoretically calculated to be different for each base. Calculations and molecular dynamics

simulations (Zwolak and Di Ventra, 2008) show that under specific experimental conditions

(1.5-nm transverse electrode spacing, the bases aligned with the electrodes, and good base

coupling to electrodes), transverse current for the nucleotides can be distinguished from each

other by a factor of two (between G and C) to a few orders of magnitude (between A and T).

In practical experimental conditions, however, coupling of the bases to the transverse nano-

electrodes is anticipated to be poor due to hugely varying orientation of the bases between

the electrodes, causing order-of-magnitude differences in transverse current and diminishing

the contrast among the four nucleotides (Lagerqvist et al., 2006). This problem may be poten-

tially circumvented by applying a strong enough alignment field by the nano-electrodes, as

well as by slowing DNA translocation to provide sufficient residence time for alignment along

the electric field. Under such external control, the statistical current distributions of the four

bases are disjoint, which may allow sequencing.
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An interesting alternative was proposed by He et al. (2007), in which hydrogen bond–

mediated tunneling currents of individual bases are measured using scanning tunneling

microscope (STM) tips functionalized with one of the four different nucleosides. Initial exper-

iments show a difference in the tunneling current profiles for each of the four nucleoside

monolayers measured with four different STM tips. Based on the STM measurements, the

authors predict that the use of 13 independent reads will reach 99.99% accuracy. However,

the fabrication of a nucleoside-functionalized nanopore that permits local tunneling current

measurements with a single-DNA-base resolution remains a major challenge of this approach.

10.5.3. DNA Sequencing by Optical Readout of DNA Bases

Meller and coworkers described the feasibility of DNA sequencing based on ultra-

fast optical readout of labeled DNA polymers sequentially translocating through a nanopore

(Lee and Meller, 2007; Soni and Meller, 2007). DNA is first enzymatically converted to a

design DNA polymer in which each nucleotide is substituted with a specific combination of

an oligo pair. Fluorescently tagged molecular beacons complementary to the two oligos are

then hybridized to the concatenated oligo polymers, and the molecule is electrophoretically

fed through a small nanopore (<2 nm). The nanopore is designed to sequentially peel off the

molecular beacons one after the other, yielding flashes of light in two colors that correspond

to the DNA base in the original DNA molecule. The DNA translocation speed is regulated

by the DNA unzipping kinetics, and the contrast among bases is achieved through the use of

optical probes, circumventing the problems with the electronic nanopore sequencing method.

The optical readout lends itself to straightforward parallelism by using high-density arrays

of tens or hundreds of nanopores. The major challenges of this approach are the creation of

nearly uniform ∼2-nm nanopore arrays suitable for DNA unzipping (McNally et al., 2008)

and the conversion of long DNA strands to the design DNA format.
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Nanopores: Generation, Engineering,
and Single-Molecule Applications

Stefan Howorka and Zuzanna Siwy

Abstract Nanopores enable the sensing of individual molecules based on the temporary

blockades in ionic pore current. Initially conducted a decade ago with a biological protein

pore, electrical recordings are now routinely performed with synthetic pores sculptured into

polymeric and inorganic membranes. Assisted by channel engineering, the range of analytes

has been expanded from nucleic acids to peptides, proteins, organic polymers, and small

molecules. Apart from being an attractive analytical approach, nanopore recording has devel-

oped into a general platform technology with which it is possible to examine the biophysics,

physicochemistry, and chemistry of individual molecules. Nanopores can also be exploited

for separation technologies and nanofluidics due to their ability to control the flow of sol-

vated ions. The combined use with atomic force and fluorescence microscopy is extending

the versatility of nanopores for single-molecule research.

11.1. Introduction

The ability to measure ionic current flowing through individual membrane protein chan-

nels [1–4] has had a tremendous impact on the understanding of biological ion channels

[5–7]. More recently, single-channel current recordings have been applied to nanopore anal-

ysis. In this approach, pores with an inner diameter of more than 1 nm are employed as

instruments to detect individual molecules. The analytes pass through or bind to the pore,

thereby modulating the ionic pore current in a characteristic fashion. First demonstrated with

poly(ethylene glycol) [8], nucleic acid strands [9], and metal ions [10], the electrical and

label-free sensing strategy has gained in popularity and is now used for a wide range of

different analytes, including small molecules, organic polymers, proteins, and biomolecular

complexes [11a]. Apart from being an attractive analytical approach, nanopore recording has

developed into a general platform technology with which it is possible to examine the bio-

physics, physicochemistry, and chemistry of individual molecules. The scientific advances

have been accompanied by an increase in the variety of nanopores. While initial experiments
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were solely performed with natural protein pores, synthetic nanopores in organic polymers or

inorganic materials such as silicon nitride, silicon dioxide, silicon, or silicate are now used on

a routine basis as described in several review articles [11b].

This chapter summarizes the achievements of nanopore analytics over the last 10 years.

It covers, first, how biological, chemical, and solid-state nanopores are obtained and engi-

neered to enhance their functionality. Second, an overview is provided on how nanopores

are exploited to detect molecules and to study their behavior. Particular emphasis is given

to molecules other than nucleic acids because these are covered in a dedicated book chapter

by Meller within this book [12], and several review articles [13–16c]. Emerging applications

of nanopores in nanofluidics and separation are also described. The chapter closes with an

outlook on how the field of nanopore analytics may develop.

11.2. Principles of Nanopore Analytics

The principle of nanopore analytics is related to the Coulter counter method. In Coulter

counting, microscale objects pass through a microscale aperture and cause detectable short

modulation in the ionic current flowing through the aperture [17]. As implied by its name,

a Coulter device counts but also sizes microparticles and cells [18,19]. Nanopore analyt-

ics uses the same sensing principle (Figure 11.1) and translates the movement of an analyte

through the pore into short modulations in electrical conductance. Given the similarity of both

approaches, the overarching term “resistive-pulse sensing” has been coined [18]. Nanopores

feature, however, a much smaller inner diameter, between 1 and ∼500 nm. The narrow width

makes nanopores ideally suited to detect molecules, in that molecular-sized objects block a

nanopore to a much bigger extent than a microscale pore.

The experimental setup for a nanopore recording is simple and comprises a biologi-

cal, inorganic, or polymeric membrane with a single nanopore (Figure 11.1). The nanopore

connects two electrolyte reservoirs on both sides of the membrane. Two immersed electrodes

and a potentiostat are used to set up a transmembrane potential that drives an ionic current

through the pore. A current amplifier measures the ionic pore current as a function of time.

Figure 11.1. Scheme illustrating the principle of nanopore analytics. A. A transmembrane potential causes a con-

stant flow of ions through a single pore. B. Analytes that pass the pore cause temporary current blockades. C.
Analytes bind reversibly to an engineered binding site within the pore and produce current fluctuations.
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For many widely used pores, the conductance is unitary, as indicated by a constant-

current trace (Figure 11.1A). When analyte molecules are added to one reservoir, the ensuing

passage through the pore leads to transient conductance blockades (Figure 11.1B). The mod-

ulations in current may also reflect molecules that are binding to molecular recognition sites

at the pore wall (Figure 11.1C). Depending on the nature and timescale of the analyte pore

interactions, current modulations other than discrete blockades are possible. For example, a

strongly interacting analyte might block the pore current permanently, whereas rapidly pass-

ing molecules might be too fast to be resolved, thereby giving rise to an increased current

noise. Any discrete current blockades can be measured with a temporal resolution of down to

50 μs and a maximal conductance resolution of 0.2% of the open-channel current. The actual

resolution depends on many factors, such as the current amplifier, electrodes, membrane,

pore, analyte, and the electrolyte concentration.

A crucial step in the analysis of nanopore traces is to ascribe the discrete current

blockades to individual molecules. The assignment is unambiguous when the pore dimen-

sions allow the passage of only one molecule at a time [9]. In the case of much smaller

molecules, low concentrations of analytes can help to avoid the simultaneous passage of mul-

tiple molecules and the possible masking of individual signals. The genuine molecular origin

of individual current blockades can also be supported by varying the analyte concentration

because a lower concentration should proportionally decrease the frequency with which the

blockades occur in the traces.

Nanopore recording is a simple technique for detecting individual molecules. Unlike

other single-molecule approaches, including fluorescence-based techniques [20–23], optical

tweezers [24–29], and atomic force microscopy [30], nanopore recording does not require

that the analyte be fluorescence labeled or immobilized on a solid surface. This benefit is

brought about because unlabeled and water-soluble molecules give rise to detectable current

blockades. Due to the simple electrical sensing principle, nanopores probably offer the least

complex and cheapest method for detecting single molecules.

As will be described further below, nanopore analytics represents a general plat-

form technique with which to examine the physicochemistry, biophysics, chemistry, and

electrostatics of a broad spectrum of molecules. Reflecting this versatility, many different

aspects of molecular dynamics can be studied. For example, using the model system of

poly(ethylene glycol) (PEG), nanopores can help investigate how hydrophilic linear polymers

enter nanoscale pores and stay within an entropically disfavored confined space [31–33]. In

biophysics, pores carrying analyte-specific molecular recognition sites [34] can be applied

to examine the kinetics and thermodynamics on the formation of DNA duplexes [35] and

biomolecular interaction between proteins and small-molecule ligands [36a]. Furthermore,

sensing can also be extended to stoichiometric complexes between nucleic acids and pro-

teins [37–40]. In this case, the transmembrane potential can be used as an experimental tool

to control the force with which a binding partner is pulled through the pore. This opens up

the opportunity to probe the binding strength within the biomolecular complexes via single-

molecule force spectroscopy. In chemistry, the ability to detect molecules without any label

can help examine the kinetics of processes that would otherwise remain undetected. Exam-

ples are the formation of short-lived intermediates in the breaking and making of bonds [41]

and the fast switching between different isomeric forms [42]. Finally, the electrostatic inter-

action between charged peptide and the pore walls enables the study of electrostatics at the

nanoscale [43,44a].

The methodology of nanopore recording can also be of biological relevance. In many

biological processes, molecules pass through confined openings and interact with the walls
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of the nanoscale channel. Relevant examples include the passage of DNA, polypeptides, and

nutrients through bacterial and eukaryotic membrane pores and—in a wider sense—also the

movement of nucleic acids strands through soluble ring-shaped polymerases and motor pro-

teins. Nanopores can help shed light on the biophysical principles underlying these important

biological systems.

Many widely used nanopores are “blank” and lack any intrinsic ability to bind analytes.

In comparison, sensing can also be achieved with natural pores that were built by nature to

recognize molecules. For example, bacterial maltoporin pores facilitate the passage of mal-

todextrin sugars [45], and the bacterial OmpF porin pores pass antibiotics [46]. In both cases,

analytes permeating through the pore lead to current blockades. In addition, the mitochon-

drial VDAC channel exhibits conductance changes for the nucleotides adenosine triphos-

phate (ATP), uridine triphosphate (UTP), and nicotinamide adenine dinucleotide (NADH)

[47] but not for the synthetic anions tetraglutamate and 1-hydroxypyrene-3,6,8-trisulfonate

[48]. Another class of membrane proteins, ligand-gated channels, has the innate ability to

translate the specific binding of ligands into the opening and closing of the channel. Indeed,

acetylcholine receptors are able to detect low levels of acetylcholine [18, 49, 50]. Although

these pores and channels are valuable biosensor elements, this chapter focuses on solid-state

nanopores, as well as on blank and reengineered protein pores.

11.3. Pores

Nanopore analytics was pioneered with protein pores [9,51], but the field now encom-

passes solid-state nanopores formed in inorganic materials such as Si3N4, Si, and SiO2 and

polymeric membranes composed of poly(ethylene terephthalate) and the polyimide Kapton.

Despite differences in their geometry and chemistry, most pores tend to share four character-

istic features. First, the pore width is in the same size range as the dimension of the analyte.

Molecules that are less than 1/20 in size are usually too small to cause an appreciable modu-

lation in pore current. Second, the pores are able to sustain a constant current for a prolonged

period of time. They do not open or close in the absence of analyte. In structural terms, this

translates into stable pores devoid of any moving parts. A constant current is preferred over a

fluctuating current because the unitary conductance makes it easier to detect analyte-induced

blockades. Third, most nanopores do not feature any intrinsic ability to specifically bind ana-

lytes. In combination with a diameter of at least 1 nm, this enables nanopores to accommodate

a wide range of analytes. Nanopores can, however, be engineered to specifically bind analytes.

Fourth, the channel walls of the pores are amenable to modification with chemicals. Altering

the properties of the wall provides a useful strategy to either introduce the specific binding

to analytes or avoid nonspecific interactions with other nontarget components present in the

analyte-containing sample.

11.3.1. Biological and Chemical Pores

Several different biological membrane pores have been applied for nanopore sensing.

The most widely used are the bacterial α-hemolysin toxin, porins from the bacterial outer

membrane, the gramicidin peptide antibiotics, and gramicidin-derived channels. Less fre-

quently used pore structures of transient nature, such as those formed by α-helical alamethicin

peptides, are not discussed in detail [8]. De novo-designed proteins pores are available [52,53]
but their potential for single-molecule sensing has not been exploited. Similarly, among the
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Figure 11.2. Biological nanopores. A. The heptameric α-hemolysin pore. The cross-sectional view on the right

displays the inner cavity (red), inner constriction (blue), and β-barrel (green). B. The OmpG porin. C. the gramicidin

dimer. Scale bars, 2 nm.

great variety of synthetic chemical pores with biologically inspired [54] and nonbiological

scaffolds [55,56], few have been applied for nanopore analytics at the single-molecule level.

Their discussion in this chapter is restricted to two exemplary pores.

The α-hemolysin (αHL) protein pore is formed by self-assembly of seven identical

polypeptides (Figure 11.2A). The assembled heptameric αHL pore is of known structure and

resembles a mushroom with a wide cap and a narrow stem that spans the lipid bilayer [57].

The external dimensions of the pore are 10 × 10 nm. The central channel is 2.9 nm in diam-

eter at the cis entrance and widens to 4.1 nm in the internal cavity (Figure 11.2A). In the

transmembrane region, the lumen narrows to 1.3 nm at the inner constriction and broadens to

2 nm at the trans entrance of the β-barrel. The β-barrel is composed of 14 antiparallel strands,

two from each subunit. The defined yet robust structure of αHL has been key to achieving

its successful engineering [34]. One peculiarity of αHL is its sevenfold symmetry. Due to its

assembly into heptamers, a single mutation in the subunit is usually multiplied in the pore

structure. Pores carrying a single modification can be obtained by isolating heptamers com-

posed of one modified and six unmodified subunits [10,35,58].

Porins are pores from the outer membrane of gram-negative bacteria. Porin pores have a

diameter of around 2 nm and are formed from a single polypeptide chain folded into a β-barrel

of 16 or 18 antiparallel β-strands [59]. Most porins are trimers of β-barrels, but monomeric

porins such as OmpG are also known (Figure 11.2B) [60]. Its monomeric nature is attractive

compared to multimeric αHL because a single point mutation can be easily achieved within

the pore. The lumen of porins can, however, contain flexible peptide loops that give rise to

undesired gating.

Gramicidin channels are composed of two β-helical peptides that dimerize to form

an elongated membrane-spanning tube (Figure 11.2C) [61]. The sequence of the peptides

alternates between hydrophobic L- and D-amino acids, thereby positioning the hydrophobic

residues at the outside of the channel that interacts with the lipid chains. The two helical

peptides of gramicidin channels reside in the two membrane leaflets and can dissociate to

migrate laterally within the membrane plane. The transient nature of the channels is obvi-

ous in electrical recordings and can be correlated to changes in single-molecule fluorescence

energy transfer [62]. Covalently cross-linking of the two helical peptides decreases the current

fluctuations [63].

Organic synthesis from scratch is another source of pores. The synthetic route is attrac-

tive because readily available, tailored chemical building blocks can be exploited to obtain
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structures with enhanced functional properties. Ghadiri’s peptide-based pores are one type of

synthetic structure [64]. The pores are composed of stacks of peptide rings whose sequences

alternate between L- and D-amino acids, similar to gramicidin. The pore diameter can be

tuned by varying the size of the cyclic peptides [54]. The rings are held together by a network

of hydrogen bonds, but the interaction can be stabilized by covalent linkages between the

amino acid side chains [65]. Other examples of synthetic constructs are pores from Matile’s

group [56]. These pores are made from rigid octi(p-phenylene) rods that are laterally function-
alized with peptides. The peptide arms interact and self-assemble the rods into a barrel-like

structure. The pentapeptides can carry different chemical groups to enhance their function-

ality [55]. Although not made of synthetic materials, nanopores composed of lipids have

also been generated [66]. The pores with a diameter of 50–150 nm have served as tracks

for the electrophoretic migration of individual DNA molecules as observed via fluorescence

microscopy.

11.3.2. Engineering of Biological and Chemical Nanopores

What are the benefits of engineering biological and chemical nanopores? Which func-

tional properties can be given to the pores? In very general terms, pores are engineered to

remove undesired properties that would interfere with sensing, such as the gating caused by

a moving polypeptide loop. Engineering is also applied to alter how the pore interacts with

electrolyte ions. The most widely used objective of engineering is to introduce new receptor

or binding sites for analytes.

In the case of protein pores, these goals can be achieved by genetic engineering.

Recombinant DNA technology is routinely used to add, delete, or replace amino acids

[67]. Genetic engineering in combination with targeted chemical modification is a partic-

ularly powerful approach because, for example, site-specifically engineered cysteines can

be covalently coupled to synthetic chemical compounds. Amino acids with synthetic moi-

eties can alternatively be incorporated with a suppressor tRNA system [68] or expressed

protein ligation [69,70], but these approaches have so far not been fully exploited for the

engineering of nanopores. Structural information about the pore, such as an X-ray struc-

ture, is crucial to helping achieve rationally designed pores. Equally important is that the

protein withstands the genetic and chemical modification, as well as the subsequent purifi-

cation procedures. The protein pore αHL is exemplary in its ability to accommodate dras-

tic genetic and chemical modification. In addition, the αHL pore withstands purification via

sodium dodecyl sulfate gel electrophoresis, which usually denatures other proteins [10,58].

This has enabled the isolation of protien pores carrying a single modified subunit [10,35].

In the case of small peptide gramicidin channels, modification can be easily achieved by

chemically coupling extensions to the N- or C-terminus of an existing peptide [71] or

via de novo synthesis using solid-phase peptide synthesis and optionally native chemical

ligation [72].

Which favorable properties have been embedded into protein pores with genetic engi-

neering and/or chemical modification? Following the foregoing list of desirable properties,

engineering has been essential to quiet the noisy porin OmpG pore for single-molecule sens-

ing. This was achieved by stabilizing and trimming movable peptide loops in the OmpG pore

through the introduction of a disulfide bond and by the deletion of amino acids [73]. Further-

more, engineering has been successfully applied to alter the interaction of pores with elec-

trolytes. For example, changes in the voltage-dependent pore conductance were achieved by

placing engineered cysteines into αHL and modifying them with charged chemical reagents

[74]. In addition, genetic substitutions to charged amino acid have turned the nonrectifying
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OmpF porin into a nanofluidic diode [75a]. Adding two glutamates into the constriction zone

of the OmpF porin changed its selectivity towards calcium over sodium ions [75b]. This cal-

cium selectivity is observed with biological L-type calcium channels.

Engineering also enhances pores by the introduction of artificial analyte-binding sites.

Three different approaches toward the engineering of binding sites have been developed.

Most have been pioneered on αHL by the Bayley group [34]. The first approach uses amino

acid replacement to create a receptor site. For example, a histidine patch is able to bind

metal ions [10] while a ring of small hydrophobic side chains interacts with aromatic explo-

sives such as trinitrotoluene (TNT) [76]. Alternatively, the extension of one of the protein

chains can create a specific attachment site for a kinase [77]. Second, nonproteinogenic

receptors can be covalently attached to the pore via one or more engineered cysteines. This

approach has been demonstrated using pores carrying a single DNA oligonucleotide [35,78]

or a ligand-terminated PEG chain [79,80] to capture complementary DNA and antibodies,

respectively. Finally, binding sites for small analytes such as drugs and organic solvents

have been created by noncovalent adapters. Adapters are ring-shaped molecules that lodge

inside a pore while simultaneously mediating the binding of smaller analytes [81]. Noncova-

lent adapters can be attached to the channel wall [82], but their main advantage lies in the

ability to transplant a known binding site into a new structural framework. This has been

shown for embedding an adapter originally used for αHL into the OmpG porin structure

[73]. The concept of noncovalent adapters can be applied to different pores, such as synthetic

channels [83].

11.3.3. Biological Nanopores in Lipid Membranes

Unlike solid-state nanopores, protein pores are usually first generated in aqueous solu-

tion and then inserted into a lipid bilayer that is traditionally formed across 30- to 100-μm-

diameter orifices in hydrophobic polymer-based membranes [84]. The procedure involves

adding a pore solution to the electrolyte-filled chamber and waiting until a single channel

inserts into the lipid bilayer membrane. While this method is sufficient for many appli-

cations, it can also be desirable to exert more control over when and how many chan-

nels incorporate. Holden et al. developed an approach that enables the direct introduction

of single protein channels and pores into lipid bilayers [85]. The approach is based on

a hand-operated hydrogel probe that is coated with a layer of proteins and mechanically

engaged with the lipid bilayer. The methodology has been extended to directly transfer

membrane proteins from bacteria to planar bilayers for rapid screening by single-channel

recording [86].

Lipid bilayer instability is another topic of relevance to recordings with protein pores.

Ideally, the membrane should be stable to permit long recordings or to create durable sensing

devices that withstand pressure fluctuations or mechanical vibrations. However, due to their

noncovalent nature, lipid bilayers are fragile and often rupture. The tendency to break can

be contained by decreasing the size of the lipid bilayer, as demonstrated by using a 2-μm

orifice in a polymeric membrane [87] and by forming a lipid bilayer across a 100- to 400-nm-

wide aperture in a glass nanopipette [88]. In the latter case, the glass surface had been made

hydrophobic by chemical modification of 3-cyanopropyl-dimethylchlorosilane to facilitate the

formation of the lipid bilayer [88]. The glass nanopore system combined several advantageous

properties, such as seal resistances of approximately 70 G�, electrical breakdown voltages

of approximately 0.8 V, small bilayer capacitance, mechanical stability, and enhanced bilayer

lifetime. The functionality of this system was demonstrated by inserting α-hemolysin and

detecting individual ring-shaped cyclodextrin molecules.
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The use of chemical reagents can also help to stabilize membranes with reconstituted

protein pores. Chemical strategies can encompass polymerizable phospholipids that are cross-

linked after the protein has inserted [89] or the encapsulation of the native lipid bilayer mem-

brane into a polymer hydrogel via in situ photopolymerization [90]. Alternatively, the bilayer

can be sandwiched between two layers of agarose gel [91,92] or by supporting the membrane

structure with a polymeric PEG layer [93]. A potential drawback of hydrogels is the need for

the analyte to diffuse across the support layer, which can lead to limited temporal sampling

responses of the pore systems. This potential drawback can be mitigated by using a hydrogel

only on one side of the bilayer and adding the analysis sample to the non-supported side.

Another approach to stabilizing membranes involves covalently linking the bilayer to

a solid support structure, such as gold. The process starts with tethering a lipid monolayer

to a support via a spacer unit. The outer leaflet of a bilayer is then obtained by depositing

vesicles, which fuse into a contiguous layer. Tethered support structures generated by this

procedure were described to increase the stability of the bilayer while preserving the ability to

incorporate proteins [94–96]. The usefulness of the supported bilayers for current recordings

depends on the size of the electrolyte reservoir between the conducting substrate and the

membrane.

Solid support structures without chemical linkage represent another strategy. For exam-

ple, porous alumina has been used to stabilize pore-suspended lipid bilayers [97]. One of the

challenges in this system was to form a tight interface between membrane and alumina to

obtain a G� seal required for current recordings. This might be achieved by using a polymer

cushion between solid support and lipid bilayer [97,98].

Independent of the support strategy, the long-term stability of bilayers is compromised

by the diffusion of lipids molecules out of the membrane into the solvent. Recently, this

limitation has been addressed by replenishing lost membrane components using a pool of

lipids. The lipid reservoir consisted of an oil/lipid mixture with suspended lipid-coated water

droplets [99]. When the droplets were joined together, the lipid monolayers surrounding them

combined at the interface to form a robust lipid bilayer. Various protein channels and pores

were incorporated into the droplet-interface bilayer (DIB). By applying a potential difference

with electrodes embedded within the droplets, the ionic current flowing through the pores was

measured. In addition, the lipid composition of the vesicles was tuned and α-helical, as well as

β-barrel, membrane proteins inserted into the DIB [100]. Based on their inherent stability, the

droplets may be used in future as devices for bilayer recording with greatly reduced electrolyte

volume.

11.3.4. Solid-State and Polymer Nanopores

Experiments with protein pores have stimulated the scientific community to develop

techniques for preparing single solid-state nanopores. Solid-state nanopores have potential

advantages because they are mechanically and chemically more stable, as well as easier to

handle, than biological channels. For example, a membrane with a solid-state nanopore can

be used for weeks and exchanged between different laboratories. Apart from facilitating sci-

entific research, synthetic pores are beneficial for the development of rugged commercial

sensor devices. Solid-state nanopores can also offer flexibility in the pore diameter, length,

and shape. Techniques that are currently used for single-nanopore preparation can be divided

into two major categories (Figure 11.3): (1) the ion-track etching method and (2) the drilling

and shaping of pores in silicon nitride and silicon oxide materials. There has also been
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Figure 11.3. Preparation of solid-state nanopores by asymmetric chemical etching and glass nanopipettes. A–E.
Preparation of single conically shaped nanopores by the track-etching technique, which consists in irradiating a

polymer film with a single energetic heavy ion (A), followed by asymmetric etching performed in a conductivity cell

(B). The narrow (C) and the big opening (D) of the resulting conical nanopore are shown. (Reprinted with permission

from Harrell et al. [161]. Copyright 2006 American Chemical Society.) E. Gold replica of a single conical nanopore.
(Reprinted with permission from Harrell et al. [161]. Copyright 2006 American Chemical Society.) F. Experimental

setup used for the preparation of pores in silicon [115]. (Reprinted with permission from Park et al. [115]. Copyright

Wiley-VCH Verlag GmbH & Co. KGaA.) G. A pre-etched silicon pyramid is placed between solutions of KOH and

KCl. This process typically results in the formation of twin pores. Scale bars are 50 nm (left panel) and 20 nm

(right panel). (Reprinted with permission from Park et al. [115]. Copyright Wiley-VCH Verlag GmbH & Co. KGaA.)

H. Scanning electron micrograph of a glass nanopipette; the scale bar is 100 nm. (Reprinted with permission from

Umehara et al. [126]. Copyright 2006 American Chemical Society.)

research on preparing glass pipettes with nanometer openings, which have been applied to

study the translocation of single molecules and examine transport properties of nanometric

channels.

Track-Etching Technique

Preparing pores by the track-etching technique is the oldest approach and was first

applied to micrometer-sized pores [101]. The technique uses energetic heavy ions that pass

through a thin polymer foil to create a localized damaged zone, the so-called latent track.

Each heavy ion creates one latent track that can be subsequently developed into a pore using

wet chemical etching. Typically, ions of Xe, Pb, Au, and U with kinetic energies in the

giga eV range are applied. At the Gesellschaft für Schwerionenforschung (GSI), Darmstadt,

Germany, a linear accelerator (UNILAC) produces a beam of ions of 11.4 MeV/u energy that

is equivalent to ∼10% of the velocity of light [102]. This energy allows the heavy ions to

penetrate a 100-μm-thick polymer material or simultaneously irradiate eight foils of 12 μm

thickness. Heavy-ion irradiation can also be performed in several accelerator facilities (e.g.,

Brookhaven National Laboratory, Oak Ridge National Laboratory, and Lawrence Berkeley

National Laboratory).
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Given that the irradiation current densities determine the number of pores, there are

currently two ways of preparing single-pore membranes. The first involves irradiating a poly-

mer film with a defocused heavy-ion beam resulting in densities of ∼104 ions/cm2. The tracks

are subsequently chemically etched, and membrane areas with just one pore are isolated. The

process of identifying a single pore can be facilitated by using a light microscope for larger

pores and by indirect visualization with fluorophores for smaller pores [103]. Another way

of preparing single-pore membranes involves tuning the intensity of heavy-ion irradiation

to limit the number of passing ions to one [105]. GSI has worldwide facilities designed for

single-ion irradiation, and these irradiated samples are readily available.

The size and shape of the pores are controlled in the etching step by varying the type

and concentration of the etchant, the reaction temperature, and the duration of the etching

process. Conically shaped single nanopores have attracted special interest (Figure 11.3A–E).

Compared to a cylindrical pore of the same limiting diameter [105,106], a conical pore has a

much lower electrical resistance and is therefore easier to analyze. The method of obtaining

conically shaped nanopores is based on asymmetric etching of irradiated films. In the case of

poly(ethylene terephthalate) (PET) and polycarbonate membranes, conically shaped pores are

obtained by placing an irradiated foil between a concentrated base on one side and an acidic

solution on the other [107–109]. The method can be further improved by simultaneously

recording the electrical current. In a feedback loop, the etch rate is altered by changing the

effective concentration of hydroxide ions in the pore via a different voltage [105,110–112].

Conically shaped pores in polyimide foils (50HN Kapton, DuPont) are also prepared by

asymmetric etching but performed in sodium hypochlorite when using potassium iodide as a

stopping medium [113]. The track-etching technique allows preparation of pores with effective

diameters as small as 2 nm [106,113,114]. Nanopores with diameters greater than 30 nm

can be easily imaged using scanning electron microscopy. Most probably due to polymer

surface roughness, imaging of smaller pores has not been yet successful, and their diameter

is determined by conductivity methods [105].

Pores in Silicon Obtained by Asymmetric Etching

The concept of asymmetric chemical etching was also applied to silicon films [116].

Crystalline silicon etches along lattice planes, and pyramidal indentations can be easily

obtained by using a square aperture in the etch mask. Using this procedure, Park et al.

obtained a deep indentation in a 105-μm-thick wafer, which was subsequently transferred

to a conductivity cell [115] (Figure 11.3F–G). The wafer was put in contact with KOH on

one side and KCl on the other. The transmembrane current was measured during the etching

process to detect the moment of breakthrough and stop the etching step. The experimental

setup was more complicated than in the case of the ion-track–etched samples due to conduc-

tive properties of silicon, as well as to an electrochemical potential drop between the silicon

surface and the solutions. This nanofabrication process typically resulted in the preparation

of twin pores with a diameter of ∼20 nm (Figure 11.3G).

Ion-Beam Sculpting

Another technique for the preparation of single nanopores was developed by Li et al.

[116] The approach is based on ion beams of much lower energies than those used in the

track-etching technique. This ion-beam sculpting method was first applied to generate single
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Figure 11.4. Drilling single nanopores in silicon nitride and silicon oxide. A single nanopore in silicon nitride was

prepared by a focused ion beam (A) and was subsequently closed (B) by a diffuse beam. (Reprinted with permission

from Stein et al. [119]. Copyright 2004 American Institute of Physics.) A pore was drilled by a focused electron beam

in silicon oxide (C) that was closed by an electron beam in transmission electron microscopy (TEM) (D). Scale bars
are 5 nm. (Reprinted by permission from Storm et al. [120]. Copyright Macmillan Publishers Ltd.)

nanopores in silicon nitride. The use of an argon beam with 3-keV intensity had two opposing

effects on silicon nitride. First, the ion sputter erosion led to the removal of the material and

pore opening. Second, matter transport due to surface diffusion, viscous flow, and redeposi-

tion caused the closing of the pore. Based on this insight, the authors first drilled a 50- to

100-nm-wide pore using a focused ion beam and subsequently narrowed the pore with a dif-

fuse beam (Figure 11.4A, B). The feedback mechanism allowed a real-time monitoring of the

process so that the pore closing could be stopped when the desired diameter was reached. This

technique has a reported precision of ∼1 nm. The physical mechanism behind the nanostruc-

turing method was also studied in a great detail [116,117], along with the influence of various

noble gases on the pore-shrinking process [118]. While this method is primarily used for gen-

erating pores in silicon nitride, it can also be used for other materials, such as silica, Al, Cr,

poly(methyl methacrylate), and polyimide [119].

Electron Beam as a Nanofabrication Tool

The approach of drilling a large hole and its subsequent shrinking was also performed

with electron beams. Similar to ion-beam sculpting, drilling is achieved with a focused beam,

and pore narrowing is accomplished with a diffuse electron beam in a transmission electron

microscope (TEM) [120] (Figure 11.4C–D). Using the TEM for the fabrication process gives

the unique possibility of observing the pore in situ during the shrinking process. Small rates of

pore closing of 0.3 nm/min can be achieved, which allows for fine tuning of the pore diameter.
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Electron-beam sculpting was first applied for the fabrication of pores in silicon dioxide, but

other materials also have been structured in this way [121,122].

Direct drilling of pores with diameters as small as 3 nm was also reported [121,122].

Due to the wide availability of TEM, the electron-beam–based technique for nanopore prepa-

ration is currently used by several groups. Lo et al. reported a method for fabricating sub-5 nm

nanopores by using both ion beam and electron beam shaping [123].

Glass Nanopipettes

In the attempt to create solid-state pores with nanometer openings, glass nanopipettes

have also been used with success (Figure 11.3H). Commercially available pipette pullers can

prepare glass nanopipettes with diameters as small as several tens of nanometers [124–126]. In

this technique, a glass capillary is heated in the middle with a laser and mechanically pulled to

the point at which the narrow neck breaks, thereby creating two open-ended nanopipettes with

diameters as small as ∼40 nm. These pipettes are usually used in the patch-clamp technique

for studying single biological channels and in the scanning ion conducting microscope to

image nanostructured surfaces [127,128].

White et al. reported an alternative way of preparing glass nanopipettes [129]. Briefly,

the method entails sealing an electrochemically etched Pt wire into one end of a soda-lime

glass. The glass capillary is subsequently polished to expose the wire’s cross-sectional disk,

whose area is determined by measuring the diffusion-limited voltammetric current for the

oxidation of ferrocene. The Pt disk is then electrochemically etched and the Pt wire care-

fully removed. The pipette opening diameter is then again checked by measuring the pipette

conductance in 1 M KCl. A pipette opening prepared in this way can have a radius down to

sub-100 nm.

Submicrometer Pores with Diameters Larger Than 200 nm

Pores that have diameters greater than 100 nm are of equal importance, for example, in

detecting viruses and large antibody–antigen complexes. The Mayer group popularized the

preparation of single pores in borosilicate glass coverslips using femtosecond-pulsed layers.

This technique does not require masks, etching, or high vacuum. The pores are prepared in

glass, which has been found to have superior noise properties, as well as mechanical robust-

ness. In addition, the silanol groups on the glass surface offer the possibility for chemical

modification [130,131].

A approach for generating poly(dimethylsiloxane) (PDMS) pores with diameters of sev-

eral hundreds of nanometers involves well-established lithographic techniques. First, a nega-

tive master of a pore and two reservoirs is fabricated. The master is prepared by patterning a

200-nm wide, 200-nm-thick polystyrene line on a silicon substrate, which becomes the nega-

tive of the pore, and subsequently patterning an SU-8 photoresist, which is the negative of the

reservoirs. In a second step, a replica of the master is obtained by casting and curing PDMS.

A 200-nm-wide PDMS channel was used to detect λ-phage DNA molecules [132].

11.3.5. Chemical Engineering of Solid-State Nanopores

There are three major reasons to chemically modify solid-state nanopores: (1) to alter

the surface charges on the channel walls, (2) to render the walls hydrophobic, and (3) to
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attach recognition sites for a specific molecule suitable for nanopore analytics. We describe

methods for chemically modifying solid-state pores in polymer, silicon, and glass and provide

examples of how surface modification affects the transport of ions and molecules.

Chemical Modification of Nanopores Obtained
by the Track-Etching Technique

As a result of heavy-ion irradiation and chemical etching, polymer nanopores obtained

by the track-etching technique typically contain carboxyl groups on their walls. These groups

present a very convenient starting point for the chemical modification of the pore walls.

One way of changing the surface chemistry involves the formation of peptide bonds between

COOH and amino groups using 1-ethyl-3-[3-dimethylaminopropyl]carbodiimide hydrochlo-

ride (EDC) as coupling agent [133] (Figure 11.5A). For example, attachment of diamines to

PET pores changed the surface charge from negative to positive [134] and affected the trans-

port properties of the nanopores. Conical nanopores with deprotonated carboxyl groups are

cation selective and rectify the cation flow with preferential direction from the narrow open-

ing to the big opening of a conical nanopore [135,136]. After the modification with amines, at

neutral and acidic solutions, the pores become positively charged, which resulted in a change

to anion selectivity and the inversion of the rectified current–voltage curves (Figure 11.5A). A

similar surface modification has been performed with polyimide pores [137]. The ion current

rectification of conically shaped nanopores with surface charges was explained by breaking

of the symmetry of the electrochemical potential inside a conical nanopore [135,138–140a].

As a consequence, the electrical force acting on translocating ions is a function of the voltage

polarity resulting in the rectification effect. The ion current rectification was qualitatively and

quantitatively modeled using the Poisson-Nernst-Planck equations [140b–141b].

The conical shape of nanopores also provides the unique possibility of obtaining surface

charge patterns, such as a zone with positive surface charges followed by a zone with negative

surface charges [134]. Vlassiouk and Siwy developed a modification technique that allows

for a targeted modification of the tip of a conical nanopore (Figure 11.5B). The modification

protocol assures a high concentration c of a modifying reagent only at the tip of the pore and

a rapid decay of this concentration along the pore axis x. Such an asymmetric concentration

profile is very easily obtained in a conical nanopore when a modifying agent is placed only

on one side of the membrane, for example, at the narrow opening. When the diameter of

the narrow opening d is much smaller than the diameter of the big opening D of a conical

nanopore, the steady-state solution of the diffusion equation reads

c(x) = c0
d
D

(
L
x

− 1

)
, d/2 · cotα ≤ x ≤ L

where α is the angle of a nanopore’s opening and c(x) is the concentration of the reagent

at position x. Boundary conditions for the diffusion equation were c(d / 2 cot α)= c0 and

c(L)= 0.

To implement the localized chemical modification of the pore’s tip region, a mixture of

EDC and diamine was therefore placed on one side of the membrane with the small opening.

The rest of the pore walls remained chemically unchanged. The resulting pore had the surface

charge distribution shown in Figure 11.5B, which was confirmed by very high rectification

degrees [i.e., value of the ratio I(+5V)/I(–5 V)] of greater than several hundreds. A similar

surface charge pattern between a positively charged part of a pore and a neutral zone was

obtained in a nanofluidic channel [142] using a very quickly occurring reaction between biotin

and avidin.
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Figure 11.5. Modification of solid-state nanopores. A. Polymer pores have carboxyl groups that can be modified

with amines using 1-ethyl-3-[3-dimethylaminopropyl]carbodiimide hydrochloride (EDC) as a coupling agent. This

modification changes the surface charge on the pore walls from negative to positive. The change of the surface

chemistry led to an inversion of ion current rectification. The displayed current–voltage curves were recorded for

a single conical nanopore with negative surface charges (blue) and with positive surface charges (red) in 0.1 M

KCl, pH 5.5. (Reprinted with permission from Vlassiouk and Siwy [134]. Copyright 2007 American Chemical

Society.) Another method for changing the surface chemistry of polymer pores involves electroless plating of gold

and subsequent chemisorption of thiols. B. A conical shape facilitates formation of surface charge patterns, for

example, a zone with positive surface charges and a zone with negative surface charges. This surface pattern leads

to a diode-like behavior observed in a current–voltage curve which was recorded for a single conical nanopore in

0.1 M KCl, pH 5.5. (Adapted with permission from Vlassiouk and Siwy [134]. Copyright 2007 American Chemical

Society.) C. Chemical modification of silicon nitride pores with the application of silane chemistry. (Reprinted with

permission from Wanunu and Meller [153]. Copyright 2007 American Chemical Society.) D. Local modification

of silicon nitride pores by deposition of silica. (Reprinted with permission from Nilsson et al. [154]. Copyright

Wiley-VCH Verlag GmbH & Co. KGaA.)

Another approach to the surface modification of polymer nanopores involves electro-

less plating of gold and subsequent chemisorption of thiols on the gold surface [143–146].

The electroless deposition process starts by immersing a membrane in a solution of SnCl2,

which results in Sn2+ being complexed by the surface COOH groups. During the next step,

the membrane is immersed in a silver solution, which leads to reduction of silver on the pore

walls. The third and final step involves immersing the membrane into a dilute gold solution

in the presence of a reducing agent such as formaldehyde. The amount of gold that is reduced

and added on to the pore walls is a linear function of time. The gold deposition has to be
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performed at low temperatures (typically ∼4◦C) to ensure a homogeneous deposition of gold

and to avoid clogging of the pores [147]. Electroless deposition of gold offers another possi-

bility of tuning the size of nanopores and achieving very small diameters down to 1 nm. This

is important because the track-etching method does not allow for the preparation of pores

smaller than 2 nm.

Gold nanotubes can also be very easily modified via thiol chemistry. Carboxyl- and

amino-terminated thiols were chemisorbed on single gold nanotubes to render the surface

negatively or positively charged, respectively [148]. The change of the surface charge was

also monitored by observing changes in the current–voltage curve. Gold surfaces furthermore

provide a very convenient way for attaching various biomolecules to the pore walls. This was

first demonstrated using membranes containing many pores, and recently shown for single

pores as well. Membranes with multiple gold tubes were modified with single-stranded DNA

(ssDNA) [149], peptides [150], and proteins [151]. These systems achieved selective transport

of molecules that specifically bind to the recognition agent on the pore walls. The selectiv-

ity was explained by the facilitated transport and the “relay” mechanism of the molecules

hopping between neighboring binding sites.

Chemical Modification of Silicon-Based Nanopores

The first attempt to modify the surface of silicon nitride pores was performed by the

deposition of an atomic layer composed of aluminum oxide [152]. The deposition of a ∼3-

nm-thick Al2O3 film was found to improve the transport properties of the pores. In particular,

the ion current rectification exhibited by the unmodified silicon nitride pores disappeared

after the aluminum oxide had been deposited. The Al2O3 layer also reduced the 1/f noise
level. In contrast to the cation-selective native pores, the coated pores were not ion selective,

which was found to improve their ability to detect single DNA molecules.

Silicon-based nanopores can also be modified by chemical methods, as shown by

Wanunu et al. [153] (Figure 11.5C). Individual silicon nitride nanopores were modified with

organosilanes, rendering the surface positively or negatively charged. Two protocols for the

chemical modification were applied. The first is based on simply immersing the single-pore

membranes in a solution of a modifying agent. This approach was found to block smaller

pores. To address this shortcoming, a protocol for the chemical modification in situ was

developed. It involved mounting the silicon nitride membrane between two chambers of a

conductivity cell. After introducing the modifying agent in an organic electrolyte dissolved in

anhydrous solvent, a voltage was applied across the membrane. This voltage-assisted chemi-

cal modification was successfully used for pores as small as 5 nm in diameter. The clogging of

nanopores was avoided because—most likely—the voltage drove unreacted silanes out of the

pore. The surface modification was confirmed by electrochemically studying ion currents at

various pH values, that is, at different protonation states of silanes. Successful chemistry was

also confirmed by obtaining X-ray photoelectron spectroscopy (XPS) spectra of bare silicon

nitride films subjected to the same modification procedures as the films with pores.

Silicon nitride pores can also be locally modified by a controlled deposition of silicon

oxide, as shown by Nilsson et al. [154] (Figure 11.5D). These efforts are very important

because they realize a more localized and controlled engineering of the pore wall related to

what has been demonstrated at atomic precision with the α-hemolysin pore. Single nanopores

in silicon nitride were prepared by the focused ion beam method using a setup with combined

electron and ion-beam capabilities. The Ga+ beam was the nanostructuring tool, whereas the
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electron beam allowed for the in situ characterization and imaging of the pores. As the next

step, a mixture of tetraethylorthosilicate (TEOS) gas and water vapor was introduced into a

chamber, and the ion beam was focused on the area where the deposition of silicon oxide

was desired. This deposition occurred through the decomposition of the precursor gas and

subsequent silicon and oxide local condensation. This procedure resulted in the shrinking of

the pores from several hundreds of nanometers to around 30 nm in diameter. The silicon oxide

layer at the rim of the pore was subsequently modified via silane chemistry. Attachment of

single-stranded DNA molecules to the silicon oxide layer was successfully performed, and

the modified pores were characterized by recording current–voltage curves.

A similar approach toward the chemical modification of silicon-based pores was

reported by Danelon et al. [155]. The authors started with smaller pores of ∼50 nm in diam-

eter prepared by the focused ion beam technique. The local decomposition of TEOS was

induced by the electron beam rather than the ion beam used by Nilsson et al. [154]. Using

the electron beam enabled the authors to avoid ion implantation, which is believed to affect

the noise level in the conductivity measurements and influence the pores’ ion selectivity.

Deposition of silicon oxide in these pores resulted in shrinking the pore diameter to ∼10 nm.

Chemical Modification of Glass Nanopipettes

Successful chemical modification was also demonstrated with glass nanopipettes. Ume-

hara et al. changed the surface charge of ∼50-nm pipettes with polylysine, which inverted

the surface charge from positive to negative [126]. Glass nanopipettes, similar to conical

nanopores, rectify the ionic current. Hence the change in the rectification direction was a

probe for the successful chemical modification.

11.4. Applications of Nanopores

11.4.1. Sensing and Examining Individual Molecules

Current recordings on single ion channels were used to detect molecules prior to the

advent of sensing with nanopores. For example, reversible current blockades caused by ion

channel blockers were observed by Neher et al. using the acetylcholine receptor [156]. Single-

channel ion blockades induced by metal cations were reported first with inward rectifier potas-

sium channels [157a].

One of the first studies demonstrating that nanopores can detect nonnatural analytes

was conducted by Bezrukov et al. on the transient alamethicin pores and PEG [8] (Fig-

ure 11.6A). The α-helical alamethicin peptide forms bundles of up to ten strands that give

rise to pores with multiple conductance states in single-channel current traces [157b]. When

PEG was added, the conductance states were of lower amplitude and featured increased cur-

rent noise. These changes indicated that the flexible polymer molecules interacted with the

pore [8]. The single-channel traces did not show discrete current steps characteristic of indi-

vidual molecules, most likely because the PEG concentrations used in the experiment was

very high.

Current blockades caused by individual polymer molecules were first published by

Kasianowicz et al. [9] (Figure 11.6B). The recordings were performed with αHL, which has a

unitary conductance rather than multiple current states. The addition of single-stranded DNA

or RNA homopolymers to the pore led to short current deflections from the open-channel
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Figure 11.6. Sensing with nanopores. A. Ion current of a single alamethicin channel in the absence (left) and
presence of poly(ethylene glycol) 600 (right). The polymer decreases the amplitude of difference conductance levels

(1, 2, and 3) and induces additional current noise. (Reprinted with permission from Bezrukov et al. [8]. Copyright

Macmillan Publishers Ltd.). B. Oligomers of poly[U] cause transient blockades in the ionic current of a single

α-hemolysin pore. The trace after addition of the RNA strands with a mean length of 210 bases shows high-amplitude

events, which are attributed to the translocation of individual nucleic acid strands as illustrated schematically. The

inset shows two typical high-amplitude blockades with lifetimes of 300 and 1,300 ms, respectively. (Reprinted with

permission from Kasianowicz et al. [9]. Copyright National Academy of Sciences, U.S.A. Reprinted with permission

from Akeson et al. [158]. Copyright Biophysical Society.) C. Detection of metal ions with an α-hemolysin pore

carrying a genetically engineered binding site composed of four histidines on one of the seven pore subunits. The

single-channel current traces show the dependence of the blockade on the concentration of Zn(II). (Reprinted with

permission from Bayley and Cremer [51]. Copyright Macmillan Publishers Ltd.)

current. The blockades represent the voltage-driven translocation of individual nucleic acids

strands through the pore because the 1.2-nm-wide inner constriction of αHL can only accom-

modate one individual single-stranded DNA molecule at a time. The blocking events—or

short “events”—were characterized by their frequency of occurrence, their duration, and their

conductance amplitude (Figure 11.6B). In line with the proposed molecular origin, the fre-

quency of occurrence of events increased with the concentration of the nucleic acids. Fur-

thermore, the blockade duration—also called dwell time or event lifetime—was proportional

to the length of the strands [9]. A more detailed examination found that the dependence can

be more complex due to secondary structure elements. Finally, the current amplitude was

specific for the homopolymer type [158] and the orientation of the nucleic acid strand during

the fast translocation through the nonengineered pore [159]. A detailed review of nanopore

analytics of nucleic acids can be found in the chapter by Meller within this book.

The binding of individual molecules to a pore with an engineered molecular recognition

site was first demonstrated by Braha et al. [10]. Single bivalent metal cations were detected
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using an αHL pore carrying several engineered histidines in the β-barrel (Figure 11.6C). The

cationic metals bound reversibly to the electron-rich imidazole groups, thereby causing tem-

porary current blockades. The frequency of the events was proportional to the concentration

of metal ions in the solution (Figure 11.6C), and different cations gave rise to different current

blockade signatures [160].

As in any other single-molecule experiment, the frequency of occurrence of the block-

ade events and the duration of the events described by Braha et al. [10,160] were Poisson

distributed, reflecting that it is not possible to predict when a given single-molecule event

occurs and how long it will last. To emphasize this degree of randomness, nanopore analytics

has been described as “stochastic sensing” [51]. In stochastic sensing with nanopores, the fre-

quency of occurrence of individual blockade events reveals the concentration of an analyte,

whereas the current signature (the mean duration and amplitude of the events) reveals its iden-

tity [51]. The term was introduced in the context of analyte detection with engineered protein

pores carrying molecular recognition sites [34,51] but has also been applied to describe the

sensing with nonengineered nanopores [36a,76,96,161].

Whereas the initial experiments on nanopore analytics were conducted with PEG,

DNA, and metal cations, the range of accessible analytes has been significantly widened

to include peptides and proteins, biomolecular complexes, organic polymers, and small

molecules. Table 11.1 provides a comprehensive list of which analyte has been detected with

which pore system. As the details of the current modulation and indeed the pore–analyte inter-

action can vary considerably among different pores, the following survey distinguishes three

sensing modes to enhance clarity. The categories differ with respect to whether the molecules

pass through, bind to, or are covalently attached to the pore.

Coulter Counter Method

In the Coulter counter mode, analytes pass the pore without specifically binding to a

predetermined site within the channel. Usually, unmodified pores are used for Coulter counter

sensing. The approach was initially demonstrated with nucleic acids strands [9] and has con-

tinued to be used for DNA and RNA [12,15,16], as well as for proteins and protein assemblies,

peptides, linear organic polymers, and complexes between nucleic acids and proteins.

Following the essential function of a Coulter device to count and size, nanopores have

been used to determine the concentration of proteins and distinguish differently sized pro-

teins. The experiments were conducted using a silicon nitride pore of 55 nm diameter in

combination with bovine serum albumin (BSA) protein (5 × 4 × 4 nm) and fibrinogen

(34 × 4 × 3 nm) [162]. The larger fibrinogen caused bigger current blockades than the

smaller BSA protein. In another study, size-dependent current blockades were exploited to

distinguish between BSA and the larger immunocomplex with anti-BSA antibody [163].

Detecting analytes via the formation of larger immune complexes is advantageous because

the large aggregates produce an analyte-specific signal that can be easily detected. The latter

benefit was demonstrated using glass pores of 650 nm and the enterotoxin B analytes [131].

Only specific large immunocomplexes gave rise to blockades, whereas smaller ubiquitous pro-

teins in the sample did not cause current modulations. This helped eliminate the nonspecific

background blockades that usually affect the signal-to-noise ratio. Independent of the specific

experimental conditions, the pores used in these systems were of bigger dimensions than the

analyte. Therefore, molecules preferentially passed the pore while showing little interaction

with the channel walls.
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Analyte–pore contacts can become more predominant when analyte molecules are of

similar size to the pore diameter. This was observed for the translocation of cationic α-helical

peptides through the αHL protein pore. The peptides with a cross-sectional diameter of 1.4 nm

permeated from one to the other side of the pore but were slowed down due to the electro-

static and steric interactions at the narrow β-barrel [43]. The resulting energetic barrier for the

translocation of the positively charged peptide could be lowered, however, by placing nega-

tively charged amino acids residues at the entry and exit of the β-barrel [164]. These findings

are of relevance to the biologically important process of peptide translocation and contribute

to a better mechanistic understanding of how electrostatic interactions alter the underlying

kinetics of translocation.

The organic polymer PEG represents another class of analytes whose size matches the

dimension of the αHL lumen. Several studies systematically examined the permeation of

PEG chains into the protein pore by detecting the polymer-induced current blockade lev-

els [31–33,165] or increased current noise [165]. The permeation was dependent on the size

of PEG chain [31,165]. In addition, the residence time of the polymer showed a crossover

behavior, first increasing and then decreasing with molecular weight [33]. The data were

interpreted by assuming that for polymers that are too large to be accommodated within the

pore, the out-of-the-pore part of the molecule pulls on the trapped part, thus acting as an

entropic spring [33]. The matching dimensions between analyte and αHL pore lumen were

also exploited to detect minor variations in the size distribution of PEG [166] (Figure 11.7A).

The polydispersity arises from differences in the number of ethylene glycol units in the lin-

ear polymer chains. Similar to previous studies, PEG gave rise to discrete current blockades

that stem from individual molecules temporarily residing within the pore. Slightly different

current levels not only discriminated between the minor mass variations between the PEG

chains, but the frequency of occurrence of the blockades also accurately represented the rela-

tive percentages in the mass distribution found in conventional mass spectra. The recordings

resolved these minor differences because both analyte and αHL protein pore lumen have

matching dimensions, thereby maximizing the effect of slight mass variations on current

blockade.

Whereas the traditional Coulter counter concept envisages the pore diameter to be wider

than or of similar size to the analyte, it is also possible to sense molecules that are too big to

pass the pore. In its simplest embodiment, this approach can be exploited to follow the unfold-

ing of charged bulky polymers. Unfolding occurs because the bulky folded polymer is too big

for pore entrance, whereas the free dangling polymer end is electrophoretically pulled into the

narrow pore. This method was first demonstrated using DNA hairpins composed of a duplex

and a single-stranded extension [167]. The latter threaded into the β-barrel of αHL, whereas

the 2-nm-wide duplex could not pass the 1.2-nm-wide inner constriction of the protein pore.

Passage occurred after unfolding of the duplex, and the time required for dissociation of the

complementary segments correlated with the free energy of the duplex [167] and kinetic rate

constants [168,169]. The concept of unfolding induced via electrophoretic threading was also

applied to β-hairpins [170] and proteins [171]. In the case of proteins, completely unfolded

polypeptides led to short pore blockades, whereas partially folded conformations were char-

acterized by long blockades. This is consistent with the idea that translocation requires the

unfolding [171]. Indeed, the proportion of short events increased when a denaturing agent was

added. Unlike the larger globular protein, partially, as well as fully, folded β-hairpins could

traverse the αHL pore, albeit at greatly retarded speed [170].

In the second embodiment of sensing pore-impenetrable analytes, complexes between

a single-stranded nucleic acid molecule and a larger protein can be detected. This approach
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Figure 11.7. Sensing with nanopores. A. Single neutral poly(ethylene glycol) (PEG chains) partition into the

α-hemolysin (αHL) nanopore (top) and cause well-defined reductions in the ionic current that represent the polymer’s

different molecular masses (middle). The relative blockade distribution obtained with a single nanopore (lower) is
very similar to a distribution in a conventional matrix-assisted laser desorption/ionization time-of-flight mass spec-

trum for polydisperse PEG of molecular weight 1.5 kD (bottom). (Reprinted with permission from Robertson et al.

[166]. Copyright National Academy of Sciences, U.S.A.) B. An αHL pore modified with a single DNA oligonu-

cleotide responds to individual binding events with oligonucleotides of complementary sequence. Representative

current traces before (top) and after (bottom) the addition of a free oligonucleotide 8 nucleotides in length (green)
in the cis chamber. Negative current deflections (b) represent individual binding events of the free oligonucleotide

(green) to the tethered oligonucleotide (red). The short downward spikes (s) in the trace are translocation events of
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was initially presented for DNA–antibody dimers [172]. More recently, it has been exploited

to sense nucleic acid complexes with a DNA exonuclease [37], a DNA polymerase [38,39],

and an RNA-binding motor protein [40]. The free nucleic acid strand dangling off the com-

plex was shown to enter the narrow pore. Fast strand translocation was blocked, however,

due to the bulky protein that lodged on top of the pore. As the transmembrane poten-

tial pulled on the negatively charged nucleic acid strand, the protein nucleic acid com-

plex was destabilized until dissociation terminated the current blockade. Detailed mea-

surements of blockade duration and amplitude not only helped to determine the binding

strength between DNA and exonuclease [37], but it also revealed the stepwise enzymatic

addition of bases by a polymerase [38,39]. These studies are relevant and highlight the

suitability of nanopores for conducting single-molecule force spectroscopy [168,173,174],

which has previously been performed using optical tweezers [24–29] and atomic force

microscopy [20–23]. Compared to these approaches, nanopore force spectroscopy does

not require DNA or protein molecules to be immobilized on a bead, solid support, or

cantilever.

Sensing Aided by Pore-Tethered Molecular Recognition Sites

In this second mode of nanopore analysis, molecules specifically bind to molecular

recognition sites (MRS) engineered to the pore. The molecules bind reversibly to the MRS

and block the pore before dissociating and restoring an open-channel current. This sensing

mode has been inspired by biological channels that carry ligand-specific receptors to control

the channel opening and closing [175]. Unlike natural channels, nanopores can be equipped

with a great variety of nonproteinogenic MRS to broaden the pores’ sensing spectrum. For

example, protein [78] as well as silicon nitride pores [176] have been derivatized with ssDNA

receptors capable of hybridizing to complementary DNA molecules. A further difference is

that in nanopore analytics the molecules directly cause the current blockade while in biolog-

ical channels the mode is indirect as the binding of ligands causes conformational changes in

the protein’s structure that lead to the blockades.

Many analytes can be detected with engineered pores, as summarized in Table 11.1.

The pioneering studies were conducted with αHL because its known X-ray structure and

rigid scaffold facilitates atom-precision engineering of MRS. As mentioned before, in the first

report on a rationally designed biosensor element, amino acid patches were shown to interact

with bivalent metal ions [10]. The signatures of the current blockades were dependent on

�
Figure 11.7. free oligonucleotides that did not bind to the tethered oligonucleotide. (Reprinted with permission from

Howorka et al. [35]. Copyright National Academy of Sciences, U.S.A.) C. Bilayer recordings showing the interaction
of a single αHL pore with the molecular adapter β-cyclodextrin (βCD) and the model analytes 2-adamantanamine.

(a) The αHL pore is continuously open (level 1); (b) βCD produces transient partial blockades of the channel (level

2); (c) 2-adamantanamine does not affect the fully open channel (level 1) but produces an additional block of αHL

× βCD (level 3). (Reprinted with permission from Gu et al. [81]. Copyright Macmillan Publishers Ltd.) D. Single-
molecule chemistry photoinitiated within an αHL pore. The pore with an engineered cysteine carries a single 3,4-

dimethoxy-6-nitrobenzylcarbamate protecting group covalently attached through an oligo(ethylene glycol) linker.

Four levels in the single-channel current trace were observed, which were ascribed to the carbamate protecting

group, the two intermediates, and the deprotected amine, as indicated. The transition from the first to the second level

was triggered by exposure to near-ultraviolet light. (Reprinted with permission from Luchian et al. [41]. Copyright

Wiley-VCH Verlag GmbH & Co. KGaA.)
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the type of metal cation, and this helped to distinguish among various metal analytes [160].

The genetic engineering of binding sites has also been used to make pores that respond to

other analytes, such as the explosive TNT [76] or the cellular second messenger inositol-1,4,

5-trisphosphate [177].

Pores carrying covalently rather than genetically engineered attached molecular recog-

nition sites have also been exploited for the sensing of analytes. For the sensing of single-

stranded DNA, the αHL pore with a tethered DNA oligonucleotide of complementary

sequence was used (Figure 11.7B) [35]. The free DNA strand reversibly bound to the teth-

ered recognition site, leading to current blockades with durations of hundreds of milliseconds

(Figure 11.7B). DNA sequences that form a perfectly matched duplex blocked the pore longer

than duplexes with a single point mismatch [78], and this observation was exploited to detect

a resistance-conferring mutation in an HIV-derived DNA sequence [78].

The work on DNA pores also proved useful for examining the kinetics and thermody-

namics of the biomolecular recognition reaction at the single-molecule level. The kinetic rate

constant for duplex dissociation, koff, and the association, kon, can be derived from the two

characteristic temporal parameters of the binding events, τoff, the event dwell times, and τon,

the interevent interval (Figure 11.7B). koff and kon are related to τoff and τon via

koff = 1/τoff

kon = 1/c × τon

where c is the concentration of the analyte. The derived kinetic constants for DNA duplex

formation at the single-molecule level were found to be consistent with established literature

values for macroscopic duplex formation [35]. In addition, the nanopore recordings revealed

details of the kinetics difficult to obtain by conventional methods that measure ensemble

properties. By investigating the temperature dependence of DNA duplex formation at the

single-molecule level, the standard enthalpy and entropy of the interaction could be obtained.

Other studies with engineered nanopores have also provided detailed kinetic and/or thermo-

dynamic data for the biomolecular recognition between small ligands and lectins, antibod-

ies, or regulatory enzyme subunits [36a,77,80]. These experiments highlight that engineered

pores with recognition sites are useful tools for studying biophysical aspects of biomolecular

interactions.

Binding sites for other molecules can be created by noncovalent adapters. Adapters are

ring-shaped molecules that lodge inside a pore while simultaneously mediating the binding

of smaller analytes [81]. Figure 11.7C illustrates that the adapter β-cyclodextrin (βCD) resides

temporarily inside the transmembrane β-barrel of αHL. This reversible interaction gives rise

to transient current blockades (Figure 11.7C, level 2). The organic ligand 2-adamantanamine

can bind to the adapter, thereby decorating the longer βCD closures with shorter blockades

(Figure 11.7C, level 3). Additional ligands such as 1-adamantanecarboxylic acid and the drugs

promethazine and imipramine were also shown to interact with the βCD adapter and yield

analyte-characteristic blockade signatures [81]. Reflecting the large number of other host–

guest pairs, the sensing repertoire can be broadened to include organic solvents [178a]. The

adapter approach has been very successfully applied to sense nucleoside and nucleotides. In

work by Astier et al. [178b] and Clarke et al. [178C]. In the study, the adapter heptakis-(6-

deoxy-6-amino)-β-cyclodextrin was non-covalently or covalently lodged into the αHL pore,

respectively. Reversible binding of 2’-deoxyribonucleoside 5’-monophosphates to the adaptor

gave rise to distinct current levels for all each base. This pioneering work is relevant for DNA

sequencing. In the proposed exonuclease approach, a DNA strand is sequentially digested
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by a pore-tethered processive exonuclease. The released nucleotides are then captured and

sensed with the nanopore [16C]. Additional development is required in order to tether an

enzymatically active enzyme to the pore, and to capture each released nucleotide into the

pore for sensing with the adapter [16C].

The detection of analytes with nanopores does not necessarily lead to or require discrete

and reversible current blockades. Depending on the nature and the timescale of the analyte

pore interaction, other types of current modulation are also possible. For example, binding

and dissociation events whose kinetics are faster than the temporal resolution of the current

amplifier can give rise to an increased current noise. This has been mentioned for the inter-

action of PEG with alamethicin [8] but was observed for αHL pores too [165]. A pore with

genetically engineered metal-ion-binding sites was also observed to give rise to increased

noise on binding of bivalent metal ions [179].

Rather than causing reversible current blockades, the binding of the analytes to the

MRS-engineered pore can also lead to a complete blockade. This has been demonstrated for

a gold pore with a diameter of 4 nm. The pore walls were derivatized with tens of ant-iricin

antibodies. Addition of ricin completely abolished the pore current [180a]. Given that the ricin

toxin has a molecular weight of 60 kDa, it is possible that multiple molecules bound to the

antibody-coated pore to completely obstruct the pore lumen. This approach provides a quick

and robust way for the detection that is not based on the sensing of individual molecules. The

study on ricin was the first to report a single solid-state nanopore featuring an engineered and

fully functional MRS.

Another strategy for detecting analyte relies on the subtler change of pore rectification

that describes the time-independent changes of pore current as a function of voltage. This

sensing approach has been illustrated using positively charged drugs and a Kapton pore with

negatively charged channel walls [181]. The drug was too small to cause detectable transient

current modulations. The electrostatic binding of the drug to the channel wall altered, how-

ever, the current–voltage curve of the pore [181]. Table 1 provides a summary of the different

sensing strategies.

Sensing of Covalently Attached Analytes

The third category of nanopore sensing is different from the previous modes, in that

single molecules are covalently attached to the channel wall to follow the molecules’ chemi-

cal changes. The covalent approach is ideally suited for small organic molecules that fit into

the pore lumen. For example, the αHL protein pore was covalently modified with a single

photolabile carbamate group (Figure 11.7D) [41]. Upon illumination with ultraviolet light the

protecting group fragments, and the pore recordings revealed the intermediates of the decom-

position, as shown in Figure 11.7D. The recordings were able to detect the various interme-

diates because the current depends on the size, shape, and polarity of the moieties tethered

within the pore. Studying single-molecule chemistry with label-free nanopore recordings is

advantageous because short-lived intermediates and their kinetics of formation and disap-

pearance can be detected. This would be difficult to attain with ensemble methods or other

single-molecule techniques that require labeling.

In another study, the light-induced isomerization of azobenzene was investigated at the

single-molecule level [42]. Azobenzene carries a phenyl-substituted nitrogen–nitrogen dou-

ble bond that can undergo a light-induced transition between the cis and trans isomers. When

an azobenzene derivative was attached to the pore wall, the two different geometric isomers
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could be distinguished based on their different current levels. Remarkably, continuous inter-

conversion between the two isomeric states was observed at the wavelength of 330 nm but not

in the dark state. The recordings constitute the first observation of the reversible photoisomer-

ization of individual azobenzene molecules in an aqueous environment. The approach to fol-

low chemical transitions by nanopore recordings was also applied to other types of chemical

transformation, such as a covalent bond formation [182], and studying chemical modification

at the single-molecule level can be extended to other pore systems, such as gramicidin [71].

Most cited studies on nanopore analytics fall within one of the three different sensing

modes. The assignment is not always clear-cut, however, and there are ambiguous cases that

could be assigned to two different modes. For instance, linear charged peptides fall between

the Coulter counter and the MRS modes because they translocate through the pore but also

exhibit electrostatic interactions to charged sites within the engineered channel. Similarly,

the sensing of viruses via immunocomplexes is a Coulter counter approach but also incor-

porates non–pore-tethered MRSs. The three sensing modes—and in particular the first two

categories—therefore constitute explicit formulations in a more continuous spectrum of pos-

sible nanopore detection approaches.

Controlling the Movement and Position of Molecules within Nanopores

Molecules permeate into nanopores due to electrophoresis [9], electro-osmosis [189], a

chemical gradient, or a combination of these factors. Controlling the rate at which molecules

enter the pore is of great practical value. By tuning the frequency of pore entrance, the number

of events can be increased to improve the statistics on their characteristics. Modifying the

speed of translocation is also of interest because molecules that would otherwise pass the

pore very quickly can be slowed down to improve the signal-to-noise ratio for the current

blockades. Furthermore, varying the transmembrane potential is an important tool for probing

the binding strength within biomolecular complexes in single-molecule force spectroscopy

experiments, as described in section Coulter Counter Method [37–39].

It can also be beneficial to trap a single molecule within a pore. Keeping a molecule

stationary can improve the signal-to-noise ratio of the current blockade [190] or facilitate the

examination of analyte association and dissociation kinetics [191]. Several approaches have

been developed to capture a single molecule. One strategy employs physical barriers within a

pore. The barriers were composed of noncovalent adapters that served as lids for a nanocav-

ity within a protein pore [191]. Single organic, charged molecules were electrophoretically

driven into the cavity, and complex kinetics for the binding to two different adapters could

be examined [191]. A physical barrier can also assume the form of a duplex in DNA hair-

pins with a single-stranded extension. Because the duplexes cannot easily pass through

the narrow inner constriction of αHL, the extension was kept threaded inside the β-barrel

[167,190]. This approach helped to detect different bases in a single position of the stationary

ssDNA [190].

Use of electrostatic barriers within a pore is another strategy to maintain charged

molecules inside the pore. This was demonstrated with a negatively charged ring in the

αHL pore that interacted with positively charged polypeptide analytes [192]. Theoretical and

experimental work indicates further scope for the trapping of analytes using electro-osmotic

flow in oppositely charged nanopores [193] and the electrokinetic capturing of larger

objects [194].
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Catching a single molecule and moving it back and forth through the pore repeated

times is another strategy. By performing multiple measurements on a single molecule, the

accuracy and precision of the analytical results may be improved. This concept was exem-

plified with a single DNA strand covalently attached to a short PEG chain [195]. After the

polymeric chain was threaded into a pore, bulky terminal groups were latched onto the strand

termini outside the pore [195]. The strand could be moved up and down the pore by using

sequential switching of the transmembrane potential. Ultimately, this methodology may lead

to a more reliable analysis of DNA sequences [196].

A completely different approach to controlling the position of molecules relies on the

use of optical tweezers (Figure 11.8). In a study by Keyser et al., a single DNA strand was

threaded with one end into a solid-state pore [197a]. The other DNA terminus was attached to

a bead. By controlling the position of the bead with an optical tweezer, the direction and speed

of DNA threading through the nanopore was varied. This strategy led to detailed measure-

ments on the frictional forces of strand movement [197a]. The technique of optical tweez-

ers also allowed for repeated characterisation of the same piece of DNA by “flossing” it

through the pore [197b]. Capturing of the same DNA strand after its translocation through

the pore was also achieved by a quick reversal of the transmembrane potential, which forced

the molecule back into the pore [197c]. Note that the ultimate method of holding a single

molecule stationary within a pore is covalent attachment (see section Sensing of Covalently

Attached Analytes).

Theoretical Modeling

Theoretical modeling is a prerequisite to fully understand the behavior of molecules in

a nanopore and also to build improved single-molecule sensors. The modeling of interactions

within a subfemtoliter volume of nanopores has been performed using different approaches

such as Monte Carlo, Brownian dynamics, and molecular dynamics simulations. For exam-

ple, theoretical studies on translocating polymers have determined free energy barriers and
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mean translocation time as a function of polymer length and channel dimensions, as well as

the chemistry of the translocating molecules and the pore [198–200]. Muthukumar predicted

that when the pore length increases, the translocation process becomes primarily dependent

on the polymer–pore interactions [201]. Storm et al. found that for long DNA chains passing

through a pore, the hydrodynamic force acting on the DNA part outside the pore counter-

acts the electric driving force and causes a power-law dependence of the translocation time

with the polymer length L, following L1.22 [202]. Atomistic molecular dynamics simulation

of the α-hemolysin pore and DNA provided a deeper understanding of differences of DNA

translocation with regard to the dependence of the 3′ and the 5′ orientation of the strand [159].
Computer simulation was also applied to study the translocation of a polypeptide through a

nanopore [203]. These studies represent a selection of a much bigger body of work on the

theoretical modeling, which is not completely covered here.

11.4.2. Separation and Molecular Filtration

Based on their nanoscale dimension, nanopores can be used for separation and filtra-

tion purposes. In the simplest understanding of the molecular sieve systems, molecules larger

than the pore diameter are restricted, whereas smaller molecules pass (Figure 11.9A). On a

single-pore level, this concept has been realized to detect DNA molecules of different size.

Single nanopores in polycarbonate membrane were used to sense linearized single-stranded

DNA molecules from a phage DNA in the presence of double-stranded DNA (dsDNA) plas-

mids [161]. The linear DNA passed through the pores, giving rise to voltage-dependent cur-

rent blockades, whereas the plasmid did not translocate. The molecular sieve concept was

also implemented on a much smaller size scale using ssDNA and dsDNA oligonucleotide

molecules. Heng et al. prepared single pores in silicon nitride that were wide enough to allow

ssDNA to pass through but were too narrow for dsDNA [204]. A similar size discrimination

had previously only been reported for the α-hemolysin pore [167,173,174].

Another study showed that chemical modification of the α-hemolysin pore can fine-

tune its molecular sieve properties. Martin et al. [205] covalently attached a sulfhydryl-

reactive polyamido amine (PAMAM) dendrimer to cysteine residues of the protein pore. The

PAMAM dendrimer blocked the passage of single-stranded RNA strands while permitting the

Figure 11.9. Three majors mechanisms used for separations with nanopores: (A) molecular sieving, (B) separation
based on electrostatics, and (C) recognition sites and facilitated transport.
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permeation of electrolyte ions. This molecular filter can be potentially applied in nanopore-

based biosensors to selectively allow the passage of small analyte molecules while block-

ing out large components within the sample matrix that would lead to the jamming of

the pore.

Exploiting the full potential of molecular sieves for separation processes requires big

fluxes rather than transport through single channels. Table 11.2 summarizes a selection sys-

tems with multiple pores that have been used for the separation of various types of molecules.

One of the systems used for separating molecules by size was based on multipore gold-plated

polycarbonate membranes with a pore diameter of less than 1 nm. The porous membrane

was tested with pyridine (molecular weight 79) and quinine (molecular weight 324) [147].

Only the smaller pyridine passed the pores, whereas the bigger quinine was rejected. Many

other reports have achieved separation by exploiting steric factors in nano- and microstruc-

tures. Rather than relying on size exclusion, the designed structures exploited processes such

as entropic trapping, Brownian ratchet action, hydrodynamic sorting, and continuous-flow

molecular sieving [206–213]. A detailed discussion of these approaches can be found in a

dedicated review article [214].

Molecules can also be separated based on electrostatic interactions (Figure 11.9B). Due

to the attraction of opposite charges, negatively charged nanopores are expected to be filled

predominantly with positively charged species, whereas anions are rejected. The concept of

selectivity via electrostatic interactions has been applied for the separation of proteins based

on their different isolectric points [215]. The study was performed with gold-plated poly-

carbonate membranes that carried a self-assembled monolayer of alkanethiols with terminal

carboxyl groups. The pores with an hydraulic radius of ∼8.7 nm were applied to separate

bovine serum albumin and bovine hemoglobin proteins that have nearly identical molec-

ular weights but different isoelectric points of 4.7 and 7.0, respectively. The diffusion of

the proteins through the porous membrane was dependent on the pH value of the solution.

The fluxes reached their maximum at pH values close to the specific isoelectric points of the

proteins, most likely because there are fewer electrostatic interactions to the channel wall at

electroneutrality than with proteins of net charge. The electrostatic interactions were found to

be more pronounced at low ionic strengths where the surface charges are less screened. For

example, at 0.01 M KCl, the protein fluxes were almost an order of magnitude smaller than

at pH values above and below the pI, whereas the difference was only threefold at 0.1 M KCl

[216]. This suggests that protein diffusion through pores can be switched on or off by varying

the pH.

The importance of electrostatic interactions for separating proteins in chromatographic

and ultrafiltration processes has been discussed by Zydney and coworkers [217–219]. A very

interesting concept for transporting amino acids against their concentration gradient has been

recently put forward and experimentally proven [220,221]. A pH gradient was imposed across

a gold nanotube membrane carrying carboxyl-terminated alkanethiols. One side of the mem-

brane with an acidic pH of 2.4 contained tyrosine in its cationic form, whereas the other side

of the membrane with a pH value of 11.5 contained negatively charged tyrosine molecules.

Because the carboxyl modified pore walls are protonated at pH 2.4 and deprotonated at pH

11.5, the porous system had an electrochemical potential with broken symmetry. The uphill

transport of tyrosine occurred from the acidic reservoir containing a lower concentration of

tyrosine to the reservoir with basic and higher tyrosine concentration. The transport occurred

because it was energetically more favorable for tyrosine in its cationic form to pass through a

negatively charged pore and against the concentration gradient than for the anionic tyrosine to

flow down its concentration gradient through a negatively charged nanopore. This coupling of
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the tyrosine transport to a pH gradient is reminiscent of coupling between ionic and molecular

fluxes that occurs in biological systems.

Steric and electrostatic factors can interplay in a synergistic way to enhance selectiv-

ity within the transport process. This was demonstrated by Savariar et al. by using a poly-

carbonate membrane with 50-nm pores [222]. The pore diameter and the surface charges

were controlled by coating the pore walls using the layer-by-layer procedure, starting from

adsorption of Sn2+ ions. Alternating treatment with polymers carrying negatively charged or

electron-rich functional groups resulted in a layered structure held together by metal chelate

bridges and electrostatic forces. The coated pores were applied to electrostatically separate

positively charged rhodamine-6G and negatively charged calcein. Separation between the

fluorescence dyes was more efficient when performed in a solution of low ionic strength

and with pores of small diameter. When the layer-by-layer coating procedure was adapted to

include polymers containing a hydrophobic part, separation based on hydrophobic interac-

tions was achieved. Separation by hydrophobic interactions was also demonstrated by Jirage

et al. [145]. This study used modified gold tubes with alkanethiols with increasing chain

length and hydrophobic properties. Membranes that were modified with HS-C16H33 led to the

preferential transport of very hydrophobic molecules and their separation from hydrophilic

species.

Mitchell et al. and Lee et al. introduced the idea of separation by molecular recognition

[150,223] (Figure 11.9C). Two enantiomers of the drug 4-[3-(4-fluorophenyl)-2-hydroxy-1-

[1,2,4]triazol-1-ylpropyl]–benzonitrile were separated using the R- or S-enantiomer–specific

Fab antibody fragments immobilized on the pore walls. In another example of separation

by molecular recognition, Kohli et al. prepared a multipore membrane with hairpin DNA

molecules immobilized on the pore walls. This system selectively transported DNAmolecules

that were complementary to the surface hairpin molecules and was sensitive to single-base

mismatches. The selective transport of complementary DNA was explained by the process of

facilitated diffusion [149].

Finally, nanoporous membranes and single pores have been engineered to attain ion

selectivity. The ability to distinguish between simple inorganic ions such as Cl– and K+

is of great scientific interest and has fostered attempts to emulate the ion-selective proper-

ties of biological channels in cell membranes. Artificial systems that allow one to switch

ionic selectivity in response to external stimuli are especially attractive. For example, Liu

et al. [246] and Nishizawa et al. [241] prepared polymer membrane systems with ionic

selectivity regulated by pH and external voltage, respectively. At the single-pore level, Gu

et al. showed that the α-hemolysin pore could be made anion or cation selective by using

charged noncovalent molecular adapters. The ring-shaped β-cyclodextrins docked into the

narrowest part of the pore lumen, thereby maximizing the effect on ion transport [244]. In

another study, Merzlyak et al. enhanced and tuned the ionic selectivity of the α-hemolysin

pore by covalently attaching positively or negatively charged reagents to engineered cysteine

residues [74].

An interesting system that is responsive to the presence of polyvalent cations such as

calcium, magnesium, or cobalt(III) was reported by van der Heyden et al. [247a]. Due to

intrinsic negative charge of the silica surface, silica nanochannels are selective for polyvalent

cations. Cation selectivity was observed at low cation concentrations, but at higher concentra-

tions the effect inverted and anionic-selective silica channels were obtained. Charge inversion

was also observed in OmpF pores [247b] and PET conical nanopores [247c]. The inversion of

charge selectivity was explained by Shklovskii [248] by assuming a two-dimensional strongly

correlated liquid that changes the effective surface charge from negative to positive.
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11.4.3. Nanofluidics

The exquisitely designed natural voltage-gated ion-selective channels have served as

inspiration to recreate synthetic ionic devices that regulate the passage of charged molecules

in response to an external voltage stimulus. Man-made ionic devices would also represent

an adventurous attempt to advance the concept of diodes and transistors from semiconduc-

tors into the realm of liquids. Being able to control ions and charged molecules in aque-

ous systems, these devices would help to create ionic circuits for basic science and applied

areas, including lab-on-the-chip, nanofluidic, and biosensing, where switching, redirecting,

and amplifying ionic fluxes is necessary or of operational benefit. Nanopores are a perfect

structural template for generating these ionic systems. Their large surface-to-volume ratio is

of advantage. In addition, the ionic transport can be influenced by steric, chemical, or elec-

trostatic interactions with the pore walls.

Rectifying pores in glass nanopipettes and polymer films were the first systems that

exhibited diode-like behavior for ions in solution [111,124,126,135]. Rectification indicates

that ionic transport through a pore occurs preferentially in one direction. Thorough theoretical

studies on the solid-state pores showed that ion current rectification requires the electrochem-

ical potential within the pore to be asymmetric. An asymmetric potential can be realized

either by using, for example, a conical pore shape or by a charge pattern within the pore

lumen. Indeed, an ionic switch that is reminiscent of a semiconductor PN junction has been

theoretically suggested [249] and experimentally realized in polymeric pores and nanoflu-

idic channels [134,142]. The ionic diode consisted of a circular pore region with positive

surface charges followed by a zone of negative charges (Figure 11.10A–C). It was found that

the application of a positive voltage drove the ions out of the pore, leading to the forma-

tion of the zone depleted of charges. This state represents the “off-state” of a nonconducting

diode. The voltage of other polarity caused an increase of the ion concentrations inside the

pore lumen and a higher current flow. This constitutes the “on-state” of the pore. A very

similar surface pattern was obtained in the biological protein pore OmpF. Single-point muta-

tions were used to introduce four positively charged arginines at one pore entrance and four

negatively charged glutamic acids on the other entrance [75a]. The mutations converted the

nonrectifying wild-type porin into an ionic rectifier. In a separate approach toward ion cur-

rent rectification, a difference in the surface charges at the pore openings of wild-type OmpF

was achieved by using a transmembrane pH gradient [250]. It was mentioned that when only

one part of the pore was charged and the other one neutral, a unipolar diode was formed

[142,274].

A transistor is another electrical circuit element that, unlike the diode, makes it pos-

sible to control current in two directions. In a typical three-electrode setup, a gate element

influences electron current between the two other electrodes of the transistor. Usually, a small

change of the gate potential leads to substantial changes in the transport properties of the

device. This attractive feature allows for very easy tuning of the electron flow in the transistor.

Applied to nanopores, a gate can provide control over ionic flux to either enhance or switch it

off (Figure 11.10A,D). The concept of ionic-flow transistor was first realized on a micrometer-

scale pore by Schasfoort et al. [251]. A single microchannel of 25μm height and 25μmwidth

was prepared in silicon and was equipped with two gate elements. While the gate and the

channel surface were insulated from the solution by silicon nitride, a change in the gate volt-

age affected the surface potential of the silicon nitride layer and the structure of the electrical

double layer. Applying a voltage parallel to the channel axis caused the ions in the electrical

double layer to move, dragging along the fluid through viscous coupling. Depending on the
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Figure 11.10. A. Scheme of an ionic transistor with a gate. B. An open, conducting state of an ionic diode. C. A
closed (off) state of an ionic diode with the depletion zone created at the junction between positively and negatively

charged zones. D. Ionic transistor consisting of three charged regions of a pore. (Reprinted with permission from

Daiguji et al. [249]. Copyright 2005 American Chemical Society.)

polarity of the voltage applied to the gate, the direction of this electro-osmotic flow could be

reversed.

An ionic field-effect transistor based on nanostructures was also prepared (Figure

11.11A) [252]. The transistor was generated using silicon dioxide nanochannels with 30–

40 nm in height and silicon dioxide nanotubes with internal diameters of 10–100 nm [253].

The device was applied to control the flux of DNA [254] and proteins [255a]. A potential

difference across the channel caused an electrophoretic flux of avidin, while the gate volt-

age (Figure 11.11B) enhanced or stopped the protein transport. To control the transport of

avidin, gate voltages between –1 and +1 V were sufficient to induce a severalfold change in

the protein flux.

While successful with proteins, the transistor devices based on silicon nanochannels

did not show superior properties with regard to the control of ion fluxes of simple inorganic

ions. The most probable reason for this observation is that the pore dimensions are too big

compared to the thickness of the electrical double layer. For example, large gate voltages

of 20 V had to be applied to change the current by ∼40%. Recently a system of conical

nanopores with a gold layer at the entrance of the pore was prepared. Gate voltages of ∼1V

were shown to regulate the ion current in electrolyte concentrations of 0.1 M [255b]. So far,

only one bipolar transistor for ions has been developed (Figure 11.10D). The transistor is

based on a single double-conical nanopore with a limiting diameter as small as 5 nm [256].

The pores contained a zone with positive surface charges at the two pore openings and a

zone with negative charges in the middle. It is a chemical transistor because the charge on the

gate can be changed only by chemical methods, namely by altering the ionic concentration

and pH.
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Figure 11.11. Nanofluidic field-effect transistor. A. A nanofluidic field-effect transistor with a gate. (Reprinted with

permission from Fan et al. [252]. Copyright 2005 American Physical Society.) B. Application of the nanofluidic

transistor to control the transport of avidin. (Reprinted with permission from Karnik et al. [255a]. Copyright 2006

American Institute of Physics.)

11.5. Outlook

Nanopore analytics will likely benefit from research advances in three areas: new

nanopore materials and chemical modifications, integration of nanopores with non–

current-based sensing techniques, and the improvement in the current noise of solid-state

pores.

Although nanopore analysis has so far been conducted with a variety of biological

or synthetic polymeric, inorganic, and metallic pores, other nanopore materials such as

individual single-walled carbon nanotubes (SWCNTs) have so far not been exploited. Experi-

mental studies were performed, however, on single multiwalled carbon nanotubes (MWCNTs)

with a diameter of ∼100 nm [257]. Isolated MWCNTs were used for detecting charged sin-

gle particles by the Coulter counter method. SWCNTs are expected to be especially useful

in nanopore analytics. This expectation is based on the defined diameter of 1 nm and a wide

body of theoretical modeling. Indeed, experimental studies on membranes with 1010–1011 car-

bon nanotubes per cm2 [258,259] along with molecular simulations [260,261] have demon-

strated that water and solvated ions can pass through the lumen of the pores. Nanotube
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membranes with carboxyl groups at the entrance, however, were found to reject electrolytes,

indicating that the permeation properties can be tuned [263]. DNA translocation through

SWCNT has also been modeled [263] and implicated with nanopore analysis [264]. There

are, however, no experimental accounts on the detection of single molecule with individual

SWCNTs.

Single-molecule detection with nanopores has predominantly been carried out using

ionic current recordings. There are no limitations on the possible use of other types of readout

technology. For example, fluorescence sensing can follow the passage of labeled compounds

through nanopores either by detecting the accumulated compounds on one membrane side

[265] or by tracking individual molecules as they pass through the pore [266]. In the case of

fluorescence-based readout, the pore could also act as a guide that unfolds polymeric analyte

strands such as DNA as they enter the pore. This could facilitate the stepwise interrogation of

the sequence as the strand passes through the pore. For example, it has been suggested that a

narrow nanopore can unzip short fluorescence-tagged oligonucleotides from a longer analyte

DNA strands to help reveal sequence information [264].

Nanopores can also be equipped with an in situ sensor to read analytes indepen-

dent of ionic current measurements. In one type of nanopore sensor, built-in electrodes

are set up on opposite sides of the channel wall to monitor the transversal tunnel cur-

rent. Given that the tunneling current would be affected by molecules passing through

the pore, it might be possible to detect and analyze individual molecules such as DNA

strands [264]. Theoretical studies have shown that each of the four nucleotide carries a

unique signature of tunneling current and that this signature is independent of the nearest-

neighbor nucleotides [267] and occurs under various pore diameters [268] and field strengths

[268,269]. Very recently, a nanopore detector with a gap of 9 nm has been built and tested

on double-stranded DNA using the related transverse electrical current [270a]. Nanofab-

rication of electrodes placed as close as 2 nm has recently been reported [270b,270c].

This integrated concept may be expanded to accommodate other detection schemes,

such as fluorescence or electron spin resonance [271], or applied to analytes different

than DNA.

Improvements in the quality of recordings can also advance nanopore analytics. Single-

molecule detection usually relies on current signals of small conductance amplitude and

short duration. The issue of noise in the ion current recordings and the ability to distinguish

the molecule-specific signal from the intrinsic noise of the nanopore system are therefore

very important. Understanding the electronic reason for noise is the first step to improve the

pores and achieve accurate recordings with a high signal-to-noise ratio. Given that solid-state

nanopores tend to be “noisy” even in contact with simple electrolytes such as KCl [272], Uram

et al. presented a thorough overview of the bandwidth requirements and the main sources of

noise in current recordings with glass and polymer nanopores [273]. Further theoretical stud-

ies will shed light on the electronic and molecular reasons for noise and help to improve the

properties of solid-state nanopores.

In conclusion, nanopore research is a highly interdisciplinary and fast-growing area

in nanotechnology. It bridges biological pores with robust solid-state nanopores that can

be applied in sensing and lab-on-the chip devices. Nanopores form a unique platform suit-

able for single-molecule sensors and for studying chemical reactions, biomolecular recogni-

tion, and electrostatic interactions at the nanoscale. Further advances in nanopore research

will meet remaining challenges, which include the atomistic-localized chemical modifica-

tion of solid-state nanopores, a fundamental understanding of their noise properties, and

the characterization of single nanopores with physical methods other than electrochemical

techniques.
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12
Single-Molecule Manipulation
Using Optical Traps

Michael T. Woodside and Megan T. Valentine

Abstract One of the most sensitive tools for manipulating single molecules and measuring

their properties is the optical trap, also known as optical tweezers. Consisting essentially of

a strongly focused light beam, optical traps were first developed and demonstrated in the

1970s and 1980s by Arthur Ashkin and colleagues (Ashkin et al. 1986). These early pioneers

showed that micron-sized dielectric particles could be held and manipulated in solution by

using optical forces to create a stable, three-dimensional potential well. Since then, optical

trapping instrumentation has been refined and developed such that piconewton forces are now

routinely applied, while at the same time measuring the resultant displacements to nanometre

or even angström resolution. As a result of these advances, optical traps have been applied

widely, from cytometry to the study of mesoscopic colloids and polymers and of course the

properties of single biological macromolecules. This chapter begins with a description of the

theory and design of optical traps, followed by an illustrative discussion of applications to

the study of structure formation and molecular motors, a description of typical “tricks of the

trade” for using optical traps, and a brief look at techniques for extending the capabilities

of traps.

12.1. Theory and Design of Optical Traps

12.1.1. Theory

The operating principles of optical traps can be understood by considering the ray optics

picture in Figure 12.1 of a spherical bead near the focus of a laser beam. A small dielectric

sphere of radius r in the Mie regime (r >> λ, where λ is the wavelength of the trapping laser)

acts like a lens, changing the direction and/or focus of the laser beam. The momentum trans-

fers associated with the deflections of the laser beam exert forces on the bead. If the sphere

moves off the optical axis, the refracted light exerts a radial force pushing the sphere back on

axis; if the sphere moves away from the focal point of the laser beam, the refracted light exerts

an axial force toward the focal point. The sphere is thus held in a three-dimensional trap made

of light, with an equilibrium position on the optical axis. There is a slight equilibrium axial

deflection from the focal point in the direction of beam propagation due to the scattering force
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Figure 12.1. Ray optics schematic of optical trapping. Displacement of a bead away from the focal point of the

beam deflects the beam, changing its momentum. The momentum transfer to the bead results in a restoring force in

a direction opposite the bead displacement.

exerted on the sphere by the reflected rays. This picture gives a qualitative understanding of

several features of optical traps: The forces are expected to vary directly with the beam inten-

sity, the scattering force arises principally from the axial rays, and the trapping force arises

principally from the extremal rays. High light intensities and high numerical aperture (NA)

are thus essential to an effective trap.

A more quantitative picture of trapping can be gleaned from the Rayleigh limit

(r << λ), in which the sphere is treated as a point dipole induced by the field of the laser

beam. In this case, the time-averaged axial scattering force can be calculated from the energy

absorbed and reradiated by the induced dipole:

Fscat = nmC
c

I (12.1)

where I is the laser beam intensity, c is the speed of light in vacuum, C = (8/3)πk4r6

[(m2 −1)/(m2 + 2)] is the scattering cross section of the sphere, k = 2π /λ is the wavenumber,

and m = np/nm is the ratio of the indices of refraction of the sphere (np) and the medium

(nm) (Harada and Asakura 1996). The gradient force can be calculated from the time average

of the Lorenz force on the induced dipole, using the polarizability of a sphere, α = 4πnm2r3

[(m2 − 1)/(m2 + 2)]: in MKS units,

〈�Fgrad

〉
=

〈
(�p · �∇)�E

〉
= 2πnm

c

(
m2 − 1

m2 + 2

)
r3 �∇I (12.2)

For a beam with a Gaussian profile, the intensity gradient is approximately linear near the

centre of the beam. The trap thus acts as a Hookean spring, with force linearly dependent on

displacement.

From the foregoing expressions, the scattering force increases with sphere radius faster

than the gradient force. The bead cannot be too small, however, because the trapping poten-

tial must be significantly larger than the thermal energy, kBT. These considerations place

practical limits on the size of spheres that can be trapped: diameters usually range from

∼200 to 5,000 nm. Thus the sphere size is of the same order as typical trapping wave-

lengths (500–1,100 nm), and neither of the limits described is truly representative. For proper
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calculations of the forces, more complex theories are necessary: for example, extensions of

Rayleigh theory to include higher-order scattering terms (Rohrbach and Stelzer 2001) or

descriptions based on generalized Lorenz–Mie scattering theory (Xu et al. 2007). Because

these methods do not shed additional insight into the physics of trapping, they are not explored

further here.

12.1.2. Design of Optical Traps

Optical traps can be built based on a great variety of designs, each with its advantages

and disadvantages, but all share common features: (1) one or more laser beams, (2) focus-

ing optics, (3) elements for beam steering and/or mechanical sample manipulation, and (4)

detection optics. A typical trap setup is illustrated schematically in Figure 12.2A. Detailed

discussion of the elements of trap design can be found in a number of review articles (Block

1998; Neuman and Block 2004; Moffitt et al. 2008). Here, we comment only briefly on the

key features of the design.

Laser Beams

Trapping lasers usually are chosen with wavelengths in the near infrared (800–

1,100 nm) due to the high beam powers available, the relative transparency of biological
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Figure 12.2. Schematic design of optical trap and trapping assays. A. Design elements include a trap laser, beam-

steering elements, a beam expander, focusing optics, a position detector, and a camera; a separate detection laser

may be used. Telescopes establish conjugate optical planes needed for beam steering. B. The surface-tethered assay:
A single optical trap pulls on the molecule at one end while the other end is tethered to a microscope coverglass. C.
The pipette-tethered dumbbell assay: The molecule is attached to two beads, one of which is held by an optical trap

and the other by a pipette. D. The dual-trap dumbbell assay: The molecule is attached to two beads, both of which

are held in optical traps.
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materials, and the minimal damage to cells at these wavelengths (Neuman et al. 1999). There

are several basic geometries for trapping beams. The simplest involves a single laser beam

propagating in one direction, which is used to trap a bead bound to one end of the molecule

of interest. The other end of the molecule is attached to a mechanical support such as a

coverglass (Figure 12.2B) or a bead held on a micropipette (Figure 12.2C), creating a single-

molecule tether that allows force to be applied to the molecule.

These two designs are versatile and straightforward to implement, but they have some

disadvantages. First, the scattering force from a unidirectional beam shifts the trapping poten-

tial minimum away from the focal point, lowering the maximal force that can be applied (Neu-

man and Block 2004). This effect can be avoided (although at the cost of a more complex trap

design) by including a second, counterpropagating beam (Smith et al. 2003), so that the scat-

tering forces of the two beams are balanced. More important, the single-trap designs are very

sensitive to motions of the mechanical support with respect to the laser beam. Such noise

can be reduced by using a differential geometry tethering the molecule between two beads

held in two orthogonally polarized traps generated from the same laser (Figure 12.2D). In

this geometry, motions of the laser beams and surfaces are decoupled and no longer affect the

measurement. If more than two traps are needed, they can be generated either by time-sharing

a single laser beam between different trap locations or by using spatial light modulation to

create so-called holographic optical traps (Grier and Roichman 2006). Such geometries allow

for the simultaneous manipulation of multiple molecules for the study of macromolecular

complexes or junctions (Dame et al. 2006).

Sample Manipulation

To manipulate the molecules freely and change the forces applied to them, it is useful

to control the position of the sample stage (for surface- or pipette-bound molecules) and/or

the trapping beam. The most sensitive means of controlling the stage position is provided

by closed-loop piezoelectric flexure stages, which can provide subnanometer-scale resolu-

tion and repeatability in three dimensions. The laser beam position may be controlled using

motorized mirrors (e.g., piezoelectric or galvanometer scanning mirrors) or beam deflectors

like acousto-optic deflectors (AODs) or electro-optic deflectors (EODs). Beam steering ele-

ments should be placed at optical planes conjugate to the back-focal plane of the objective

(Figure 12.2A), so that beam rotations become translations in the sample plane. For systems

in which time response is critical, beam deflectors that lack moving parts provide the most

rapid means of manipulating the molecules (∼1 μs).

Focusing Optics

Optical traps are often built as add-ons to an optical microscope, which provides a

ready-made platform for focusing the laser beams and imaging the samples. The focusing

optics usually consist of a microscope objective because of the need for high NA to max-

imize the gradient force (NA > 1.2 is needed for a good trap). Oil-immersion objectives

have the highest NA (∼1.4–1.45), but they require operation within a few micrometers of the

coverglass surface to avoid spherical aberration. Trapping deep in solution is possible with

water-immersion objectives, but these have lower NA (typically ∼1.2). Fluorescence objec-

tives are often good choices because they are designed to have reasonable transmission in the

near-infrared.
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Detection Optics

A variety of methods may be used to detect the position or motion of particles held

in the trap(s). The simplest involve imaging the particle directly using video or other means;

however, the greatest sensitivity and bandwidth are provided by laser-based detection. The

laser that traps the particle can also be used to detect the relative position of the particle

within the trap. This is most commonly done via back-focal plane detection (Visscher et al.

1996): Light passing through the sample is collected by a position-sensitive photodetector

that is optically conjugate to the back focal plane of the condenser lens (this ensures that the

detector response is insensitive to the location of the trap). When multiple traps are present or

when the absolute position of the particle must be determined, a separate laser at a different

wavelength can be used. These methods are used to detect the lateral position of the particle;

others have been developed for detecting axial position but are not discussed here (Neuman

and Block 2004).

12.1.3. Calibration of Optical Traps

Precise determination of position is essential for quantitative optical trapping studies

because it is necessary to determine both the force acting on a molecule (via the displacement

within the trap) and any motion of the molecule. While the details of the calibration depend

on the detection method used, generally the detector is calibrated by recording the signal as a

trapped particle is moved by a predetermined amount. Whenever possible, position calibration

is best done individually on each particle that is being measured. This eliminates errors arising

from differences between the particles being calibrated and those being measured, such as

size or shape dispersion. For more details, readers are referred to the literature (Neuman and

Block 2004).

The force being applied by the optical trap must also be determined quantitatively. For

counterpropagating beam traps, it is possible to calculate the momentum transfer directly by

collecting all of the light scattered by the trapped particle (Smith et al. 2003). However, for

single-beam gradient traps, this method is difficult to implement, hence other force calibration

methods are used. The three most commonly applied techniques rely on determining the

stiffness of the trap within a harmonic approximation. These use the variance in the position

of a thermally fluctuating trapped particle, the power spectrum of the fluctuations, and the

displacement induced by moving the fluid surrounding the particle at a fixed speed (Svoboda

and Block 1994a).

The variance method relies on the equipartition theorem to relate the thermal fluctua-

tions of the particle in a harmonic potential of stiffness α to the thermal energy: 1/2α<x
2>=

1/2kBT. This is a simple method that does not depend explicitly on anything other than the

stiffness of the trap and the temperature, and it is thus insensitive in principle to the particle

shape, proximity to the surface, and viscosity. However, it is a biased estimator (the variance is

always positive) and hence instrumental noise and filtering can strongly affect the calibration.

Rather than look at the variance, which is just the integral over frequency of the fluctua-

tion power spectrum, the power spectrum itself can be measured directly. The power spectrum

is Lorentzian, characterized by constant power at low frequency and inverse-square behaviour

above a roll-off frequency f0:

P(f ) = kBT

π2β(f 20 + f 2)
(12.3)
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where β is the drag coefficient for the particle, and the roll-off frequency is related to the

stiffness by f0 = α/(2πβ). The calibration depends on knowledge of β, which in turn depends

on the particle size and shape, the fluid viscosity, and the proximity of any surfaces (Svoboda

and Block 1994a). For very accurate determinations of α from the power spectrum, the fre-

quency dependence of β can also be included, as well as instrumental effects from sampling

and filtering (Berg-Sørensen and Flyvbjerg 2004). It should be noted that in addition to mea-

suring the stiffness, the power spectrum provides a sensitive diagnostic of the quality of the

trap: misalignment, electronic noise, and mechanical vibrations all produce non-Lorentzian

spectra.

The most direct method for calibrating trap stiffness measures the displacement of the

trapped particle when subjected to a viscous drag force produced by moving the particle

through fluid: F = βv = αx, where v is the fluid velocity. The fluid motion is usually gen-

erated by periodic motion of the sample stage. Transients influenced by the stage response

should thus be ignored in the calibration. An important advantage of this method is that by

varying the magnitude of the drag force, the stiffness can be measured at different displace-

ments from the centre of the trap. This provides a measurement of the region over which the

trap is harmonic, in contrast to the other two methods, which measure the stiffness only near

the trap centre. A calibration of the distance-dependent stiffness is essential because mea-

surements are typically made ∼50–100 nm from the trap centre to maximize the displacement

signal. Indeed, careful measurements of the force–displacement curve of an optical trap using

a dual-trap, dual-detector instrument (Greenleaf et al. 2005) indicate that the effective stiff-

ness at a displacement of 100 nm can deviate significantly from the value at the trap centre

(Figure 12.3).
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Figure 12.3. Displacement-dependent trap stiffness. The stiffness of an optical trap is determined by a viscous drag

calibration (blue) and separately by using a dsDNA tether held in a dual-trap, dual-detector geometry to measure

force and displacement simultaneously (black). The measurements are well fit by a derivative of a Bessel function

(red). [Adapted from Greenleaf et al. (2005).]

Because each method has different systematic errors, it is usually best to use all three

methods whenever possible. Several variations of these techniques have been developed with

specific advantages. One that is particularly notable involves a simultaneous calibration of

position and stiffness by measuring the power spectrum of a trapped particle while the sample

stage is oscillated (Tolić-Nørrelykke et al. 2006), which does not require a priori knowledge
of β.
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12.1.4. Implementation of Single-Molecule Optical Trapping Assays

Single biological molecules are generally too small to be trapped directly. They are

therefore usually attached to a micron-sized bead, and forces are applied via the bead

(Figure 12.2B–D). These attachments are typically made by functionalizing the molecules and

beads with ligand–receptor pairs, which allows for specific control of the molecule–bead link.

Commonly used pairs include biotin/avidin (or streptavidin), digoxigenin/antidigoxigenin,

fluorescein/antifluorescein, and pentahistidine/antipentahistidine tags. Complementary tags

are typically covalently attached to the beads and molecules via functional carboxyl, amino, or

sulfhydryl groups; the specific binding then produces a well-defined bead–molecule geome-

try, with bond strengths capable of withstanding tens to hundreds of piconewtons. The attach-

ment chemistry is often dependent on the molecule being studied, and interested readers are

referred to detailed descriptions of techniques for functionalizing molecules published else-

where (Hermanson 1996).

A second important consideration when setting up an assay is the effect of surfaces.

Each end of the molecule is attached to a surface (bead or coverglass), which can have impor-

tant effects. Molecules can interact with the surface (e.g., adhering nonspecifically, denatur-

ing, or reacting to surface charges), and the surface locally changes the viscosity of the fluid

medium. Some of these effects can be mitigated by using blocking proteins (such as bovine

serum albumen or casein) or engineered poly(ethylene glycol) and/or polyelectrolyte multi-

layers (Fordyce et al. 2007). Another common strategy is to separate the molecule from the

surfaces by means of “handles” inserted between the attachment points on the molecule and

the surfaces. The force applied by the trap to the beads is then transmitted to the molecule via

the handles. Nucleic acid duplexes (DNA or DNA/RNA hybrids) are often used for handles

because their mechanical properties are well known (see section Elastic Properties of DNA)

and it is easy to control their length and functionalisation.

12.1.5. Technical Capabilities

Optical traps bring a number of characteristic capabilities to single-molecule biophysics

that are distinct from those of other force probe techniques. They can apply moderate forces,

in the range∼0.01–100 pN, on the same order as magnetic tweezers but considerably less than

atomic force microscopes (1–1,000 pN). This is a direct result of the low stiffness of optical

traps, typically ∼0.01–1 pN/nm. They are distinguished by their ability to measure processes

on time scales ranging over seven orders or magnitude, from ∼100 μs to 1 hr (Woodside

et al. 2006a). The low end of this range is limited by the intrinsic roll-off frequency arising

from the stiffness of the bead–molecule system (Section 12.1.3); the high end is limited by the

long-term stability of the trapping apparatus. Optical traps can also achieve superlative spatial

resolution, ∼1 Å/Hz
1/2 or less under optimal conditions. The combination of high temporal

bandwidth and spatial resolution makes optical tweezers an excellent tool for studying pro-

cesses like molecular folding or the motion of mechanoenzymes, which require precise time

and distance measurements of small, rapid motions under controlled load. In-depth compar-

isons of optical traps with other methods can be found in a number of reviews (Greenleaf

et al. 2007; Neuman and Nagy 2008).

The full capabilities of optical traps can only be achieved with careful design and con-

struction of the instrument. To maximize time resolution, fast detectors should be used and

experiments designed with smaller beads and stiffer molecules or handles wherever possible.

Good spatial resolution requires attention to many details: Lasers should have low pointing
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fluctuations or be fibre coupled, the instrument should be isolated vibrationally and acous-

tically from the environment, differential thermal expansion in the instrument should be

minimized by controlling the temperature, and disruptive air currents should be blocked by

enclosing the optical paths in a box; helium gas can be used in the box to reduce beam fluc-

tuations further (Abbondanzieri et al. 2005). The geometry of the assay also plays a role.

Where contact of the molecule with a surface is not needed, dual-trap dumbbell geometries

(Figure 12.2D) with differential position detection provide the highest resolution (Greenleaf

et al. 2005; Moffitt et al. 2006). This geometry decouples relative motion of the laser beam

and the sample stage and allows differential measurement. Assays involving attachments to

mechanically supported surfaces (Figures. 12.2B, C) are more sensitive to mechanical noise,

but this can be compensated by measuring the position of a fiducial mark on the surface,

effectively creating a differential measurement (Nugent-Glandorf and Perkins 2004). Finally,

fluctuations in the laser intensity can be minimized by using feedback loops (Carter et al.

2007).

For many types of measurements, it is useful to maintain a constant load on the

molecule being studied. Constant force removes the need to apply corrections to displace-

ment signals due the series elastic compliance of the trap and molecule. It also avoids the

complications that motion against a changing load introduces to the potential energy land-

scape of the molecule. Typically, force is kept constant using an active feedback loop that

maintains a constant displacement of the trapped particle from the centre of the trap. Such

active force clamps are straightforward to implement but suffer from reduced temporal res-

olution due to the finite feedback response time. This limitation can be overcome by creat-

ing one-dimensional line traps (Nambiar et al. 2004) or by trapping the particle not in the

harmonic part of the potential close to the trap centre, but in the anharmonic part near the

maximum of the force–displacement curve (Figure 12.3), where force is locally constant as a

function of displacement (Greenleaf et al. 2005).

Optical traps are versatile instruments; they are capable of highly controlled, precise

measurements, but at the price of complexity. Given the time, effort, and expense involved

in building an optical trap, it is best to match the instrumental capabilities to the needs of

the experimental system being investigated. The size of the forces to be applied, the ability

to move the trap dynamically, the temporal and spatial resolution, the accuracy of absolute

calibrations, and so on, all depend on the molecules under study. As a simple example, when

measuring slow processes the emphasis should be on long-term stability rather than low noise,

whereas for fast processes, low noise and maximal temporal resolution are paramount.

12.2. Applications to Studying Single Molecules

Most of the work on biological macromolecules using optical traps can be divided

into two broad classes: studies of structural and mechanical properties (including folding and

binding reactions) and studies of molecular motors (motion-producing enzymes). The prac-

tical use of optical traps in single-molecule biophysics is illustrated here with some specific

examples in each of these classes. Examples have been chosen to highlight some of the impor-

tant measurement methods used with optical traps, showing how the instrumental capabilities

can be adapted to the needs of particular experiments, what can be learned from optical trap-

ping data, and how they can be analyzed. These methods can often be applied quite generally

to a wide range of systems.
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12.2.1. Studies of Structural and Mechanical Properties

Because of their ability to apply force to a single molecule and to measure sensitively

the resulting motion, optical traps are ideal for studying conformational changes and the

mechanical properties of biological molecules. Structural changes resulting in a change of

molecular extension can be observed directly, kinetic characteristics can be measured, bind-

ing or folding energies can be determined, and elastic properties can be characterized. There

is also a significant body of theoretical work that helps to interpret and model such mea-

surements. The basic techniques for studying structural and/or mechanical properties are dis-

cussed using three examples: the elastic properties of DNA, folding reactions, and binding

reactions.

Elastic Properties of DNA

Occurring in the cell mainly as a double helix, DNA is a model polymer whose elastic

properties have been probed extensively by optical trapping measurements (Smith et al. 1996;

Wang et al. 1997). A single, double-stranded DNA (dsDNA) molecule subjected to force in an

optical trap shows a characteristic relationship between force and extension, illustrated by the

force–extension curve (FEC) in Figure 12.4. FECs, which plot the force on the molecule as the

extension of the molecule is increased by moving the attachment points apart, are one of the

most basic types of measurements using optical traps. For dsDNA, the force rises slowly up

to ∼2 pN, at which point it begins to rise very quickly. This behaviour has been modelled by

a number of different polymer theories, but fits best to a worm-like chain model treating the

dsDNA as an elastic rod (Marko and Siggia 1995; Wang et al. 1997). A useful interpolation

formula for worm-like chains has been developed for fitting FECs:

F(x) = kBT
Lp
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+ F

K
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Lc
− F

K

]
(12.4)

where Lp is the persistence length, Lc the contour length, and K the elastic modulus of the

dsDNA. Entropic elasticity of the polymer chain dominates at low forces, whereas enthalpic

elasticity of the bonds in the backbone dominates at high forces.

The persistence length of dsDNA has been measured under various solvent conditions

and is typically ∼40–50 nm, and the elastic modulus is ∼1,000–1,200 pN (Wang et al. 1997).

The apparent persistence length depends on the length of the polymer and becomes smaller

for short molecules (Seol et al. 2007). Because Lp is well known for dsDNA, it can be

used to determine whether measurements are being made on a single molecule or on sev-

eral molecules at once. As a result, dsDNA is commonly used as a “handle” for attaching the

molecule of interest to the surfaces and/or beads.

The elasticity of single-stranded DNA (ssDNA) has also been measured (Figure 12.4)

and shows quite different behaviour (Smith et al. 1996): It is more resistant to force at low

forces but more compliant at high forces. Simple polymer models like worm-like chains or

freely jointed chains can be used, producing characteristic lengths of ∼1 nm, but they fail to

capture the full complexity of ssDNA behaviour. Instead, more-complex models taking into

account self-avoidance and electrostatics are needed (Dessinges et al. 2002). The difference

between the elasticity of dsDNA and ssDNA can be used to probe the conversion of ssDNA

into dsDNA or vice versa (Wuite et al. 2000).
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Figure 12.4. Force–extension curves (FECs) of double-stranded DNA (dsDNA) and single-stranded DNA (ssDNA).

The dsDNA FEC (black) is well fit by a worm-like chain model, Eq. (12.4) (green), whereas the ssDNA FEC (blue)
is fit by a freely jointed chain model (red). [Adapted from Wang et al. (1997) for dsDNA and Smith et al. (1996)

(ssDNA).]

Folding Studies

The “folding” process, by which macromolecules like nucleic acids and proteins take

on their specific three-dimensional structures, is one of the central topics in biology because

of the critical relationship between structure and function. Folding is usually studied by dena-

turing the molecular structure (e.g., using chemical denaturants, temperature, or pH) and then

monitoring the structural changes using various forms of spectroscopy (e.g., fluorescence, cir-

cular dichroism, nuclear magnetic resonance). The force applied by an optical trap can also

be used to denature molecules, and indeed single-molecule force spectroscopy is an increas-

ingly common tool used to probe folding in proteins (Borgia et al. 2008) and nucleic acids

(Woodside et al. 2008).

Force spectroscopy provides a number of advantageous features. Because the denat-

urant (force) is applied only to a single molecule, measurements on molecules of widely

varying stabilities can be compared under identical buffer conditions. The ability to measure

individual folding trajectories allows rare or transient states (such as partially folded inter-

mediates) to be observed directly and subpopulations with different folding behaviour to be

distinguished. Because unfolded states are fully stretched out under load, the unfolded state is

simplified from an ensemble of high-entropy states to the low-entropy, fully extended config-

uration. Both initial and final (unfolded/folded) states are thus well defined, which can help to

simplify interpretation. The molecular extension that is measured is also a natural coordinate

for describing the course of the reaction, and changes in extension can often be interpreted in

terms of specific structural elements.

One important aspect of force spectroscopy is that the vectorial nature of force imposes

a preferential axis for the folding reaction. This raises the important question of how folding

pathways of molecules denatured by force differ from those denatured in other ways. Evi-

dence from both experimental and theoretical studies (Williams et al. 2003; Best et al. 2008;

Hyeon and Thirumalai 2008) indicates that differences may indeed exist. While this does not

make force spectroscopy a less valuable tool, these differences should be taken into account
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when interpreting the data. The vectorial aspect of force can also be turned to advantage; for

example, by changing the locations to which force is applied on the molecule, the choice of

pathway can be changed (Dietz et al. 2006).

Because most folding studies using optical traps have concentrated on nucleic acids

rather than proteins, we illustrate methods for measurement and analysis with examples from

nucleic acid folding. The same approaches can also be applied to study protein folding (Cec-

coni et al. 2005). The typical experimental geometry has duplex handles (DNA or DNA/RNA

hybrid) attached to the ends of the nucleic acid being studied and bound specifically to beads

held by two optical traps (or one trap and a mechanical support). Measurements usually take

one of two forms: FECs or extension trajectories under constant load. In both forms, the

molecular extension increases/decreases when the molecule unfolds/folds. Similar types of

information can be extracted from each measurement, but the detailed analysis differs.

Force–Extension Curves

In FECs, extension changes are accompanied by changes in force because of the dis-

placement of the bead in the trap that results from the folding. This produces a characteristic

sawtooth pattern of rips for each structure that unfolds, as seen in Figure 12.5A for an ade-

nine riboswitch aptamer (a small adenine-binding RNA). The slope of the rip is determined

by the stiffness of the trap and is thus instrument dependent, whereas the length of the rip is

determined by the mechanical properties of the molecule. The change in contour length can

be measured quite precisely, especially by averaging many FECs (Figure 12.5B); this allows

the number of nucleotides unfolded to be determined and correlated with structural features

of the molecule.

The unfolding force also reveals important information. Molecules unfold in FECs not

at a single force value, but with a distribution (Figure 12.5C) whose shape depends on such

factors as the rate at which the force is changed, the unfolding rate at zero force, and the shape

of the energy landscape (which is what fundamentally determines the folding behaviour).

Because force tilts the energy landscape (Figure 12.5D), the probability to unfold rises with

the force. Taking into account the change in the location of the energy barrier with force, we

can express the unfolding force distribution as (Dudko et al. 2006):

p (F) ∝ k (F)

r
exp

⎧⎪⎨
⎪⎩

koff

�x‡r
− k (F)

�x‡r

(
1 − �x‡F

�G‡
ν

)1−1/ν
⎫⎪⎬
⎪⎭ (12.5)

where

k (F) = koff

(
1 − �x‡F

�G‡
ν

)1/ν−1

exp

⎧⎪⎨
⎪⎩�G‡

⎡
⎢⎣1 −

(
1 − �x‡F

�G‡
ν

)1/ν⎤⎥⎦
⎫⎪⎬
⎪⎭

koff is the unfolding rate at zero force, �x‡ is the distance to the transition state (the top of

the energy barrier) from the folded state, �G‡ is the height of the barrier, and ν describes the

shape of the barrier: ν = 1/2 for a sharp, cusp-like barrier, and ν = 2/3 for a soft, cubic

potential. A simpler expression equivalent to ν = 1 is often used that neglects the force
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fit to kinetic theories, here Eq. (12.5) (red), to extract parameters describing the energy landscape. D. Force tilts
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Greenleaf et al. (2008).]

dependence of the barrier location (Evans and Ritchie 1997), but it tends to overestimate koff
considerably.

Fitting the measured force distribution thus yields important kinetic information, as

well as parameters describing the energy landscape. �x‡ is particularly useful because the

known force–extension relation for nucleic acids can be used to convert �x‡ into the number

of nucleotides involved in the transition state, providing strong clues as to its structure. For

example, in the case of the riboswitch aptamer, the transition state for unfolding the adenine-

bound state was found to involve disrupting the first three base pairs in helix P1 (Figure 12.5A,

inset).

The integral of the FEC gives the work done on the system, yielding information about

the free energy of folding. However, this analysis is complicated by several factors. Because

the unfolded state is extended by the load, the energy to stretch out the unfolded molecule

must be subtracted before the energy can be compared to the results of other methods. The

energy stored in the handles must also be taken into account. The work done to unfold the

molecule is thus given not simply by the area under the unfolding rip in the sawtooth pattern,

but rather by the difference between the integral of the measured FEC and the integral of the

fit to the FEC for the fully unfolded molecule (Figure 12.6A).

Work may be dissipated in these measurements if the pulling rate is too fast to permit

the system to equilibrate (evident experimentally as hysteresis in the unfolding and refolding

curves). In this case, equilibrium free energies may be recovered from FECs using one of

the recent fluctuation theorems, such as Jarzynski’s equality (Jarzynski 1997) or Crooks’
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theorem (Crooks 1999). Jarzynski’s equality relates the equilibrium free energy, �Geqm, to

an exponential average of the measured nonequilibrium work, W:

�Geqm = −kBT ln

〈
exp

(
− W

kBT

)〉
(12.6)

Crooks’ theorem relates the work distributions for the unfolding and refolding reactions,

PU(W) and PR(–W), respectively, to the energy dissipated:

PU(W)

PR( − W)
= exp

(
W − �Geqm

kBT

)
(12.7)

This leads to the very simple result that the equilibrium free energy is given by the crossing

point of PU(W) and PR(−W) (Figure 12.6b). There is still some debate over how generally

valid these theorems are (Vilar and Rubi 2008), and there are practical difficulties with imple-

menting them far from equilibrium (Gore et al. 2003). Nevertheless, these theorems provide

a very useful tool for folding studies because it is often difficult to study folding transitions at

equilibrium due to intrinsically slow kinetics.

Constant-Force Extension Trajectories

The second type of measurement records the molecular extension as a function of time

while the molecule is held under constant tension. The extension jumps in value as structural

features fold or unfold, as illustrated in Figure 12.7A for the folding of the same riboswitch

aptamer discussed previously. Different values of extension correspond to different structural

states of the molecule. The extension change for each folding transition can be measured as

the distance between peaks in histogram of the records (Figure 12.7B). Assuming the elas-

tic properties of the polymer are known, the extension change at a given force may then be
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converted into a contour length change and hence the number of monomers (e.g., nucleotides

or amino acids) involved in the folding determined. The folding transitions may thus be cor-

related with possible structures (Figure 12.7).

Quantities other than extension changes can also be determined. The interpretation of

the data is often more direct than for FECs because the force is kept constant during the mea-

surement and the system remains in equilibrium. The equilibrium free energy change between

two states is simply the product of the extension change and the applied force at the force at

which each state is equally likely to be populated (this includes the energy for stretching the

unfolded molecule). The distribution of lifetimes of the states can also be determined directly.

The rates for the highest-force transition shown in Figure 12.7A are plotted as a function

of force in Figure 12.8. The force dependence of the rates is particularly informative, since
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Figure 12.8. Force-dependent kinetics from constant-force measurements. The rates for folding (black) and unfold-
ing (blue) of the highest-force, two-state folding transition in Figure 12.7A (folding of hairpin P2, inset Figure 12.5A)

vary exponentially with force. The slopes of the fits yield the distances to the transition state.
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the kinetics can be extrapolated to zero force (allowing comparisons to other experimental

results), and the variation of the lifetimes with force yields the location of the transition state.

These interpretations are, however, model dependent. The simplest interpretation, due

originally to Bell (1978), assumes that the transition-state location does not depend on force,

and takes the rates for a two-state reaction as

ku (F) = k0,u exp

(
�x‡u
kBT

F

)
, kf (F) = k0,f exp

(
−�x‡f

kBT
F

)
, (12.8)

where k0,u and k0,f are the rates for unfolding and folding at zero force, respectively, and

�x‡u and �x‡f are the distances to the transition state from the unfolded and folded states,

respectively. This approximation is reasonable in the limit of a small force range and a sharp

barrier because the transition state will shift by ∼�F/κ (where �F is the range of forces

probed and κ is the curvature of the barrier). In Figure 12.8, ln(k) varies linearly with F, as
expected from Eq. (12.8); curvature in this plot would indicate that a more complex model

is needed to include the change of transition-state location with force (Mañosas et al. 2006).

The sum of �x‡u and �x‡f should be the same as the total extension change for the transition,

otherwise the assumption of a two-state transition is likely invalid.

Constant-force measurements have additional advantages over FECs. States that are

particularly unstable or have very short lifetimes are much easier to observe because not only

is the time and spatial resolution typically higher in constant-force measurements, but also

there is less of a tendency for unusually stable structures or interactions to protect less stable

ones from unfolding, as happens in FECs. This aspect is nicely illustrated by Figures 12.6,

12.7 and 12.8: Only one partially folded intermediate state is observed in the FECs of the

aptamer, but three are seen at constant force. Finally, constant-force extension measurements

allow a direct determination of the shape of the folding energy landscape all along the reac-

tion coordinate. By carefully measuring the probability of occupancy for every value of the

extension, P(x), on can find the free energy profile G(x) from an inverse Boltzmann trans-

form: G(x) = −kBT ln[P(x)] (Woodside et al. 2006b). An indirect method for determining

free energy profiles from FECs using Jarzynksi’s equality has been proposed (Hummer and

Szabo 2005) but not yet tested quantitatively.

It may not always be possible to measure folding at constant force, however, due to

kinetics that are either slower than the accessible measuring times or faster than the force-

clamp feedback loop. In these cases, variants of the constant-force extension measurement

can be helpful. The “force-jump” technique allows force-dependent rates to be measured for

a particular direction of the reaction (folding or unfolding) when the rates are very slow. The

force is changed abruptly, up (to unfold the molecule) or down (to refold it), to a preset value,

where it is clamped. The lifetime for the molecule to unfold/refold is then measured directly

at that force. If the molecule folds too quickly for an active feedback loop to be used and a

passive force clamp cannot be implemented, then “unclamped” measurements are a practical

alternative. Here, the extension is measured as a function of time, but the force is allowed

to change in tandem with the extension, as in FECs. Because a given state has a constant

extension, the force applied to each state is a constant for that state (although different for

each state). Hence, lifetimes can be still determined at constant force, but the force acting on

each state must be monitored separately. No difference in force-dependent kinetics has been

found for constant-force, force-jump, or unclamped measurements (Woodside et al. 2006a; Li

et al. 2006).
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One essential limitation of force spectroscopy of folding relates to the issue of how

to assign a particular structure to a given folding transition. The end-to-end distance pro-

vides strong clues, through the number of monomers involved in the transition, but several

structures may be degenerate in extension. This is especially problematic in large, complex

molecules with many structural elements, but it can occur even in simple structures. When

this is a problem, it may be necessary to use additional probes to distinguish the possible

structures. Examples include mutagenesis or ligand binding (e.g., antisense oligomers) to

block the formation of specific structural elements or interactions or the incorporation of

fluorescent probes.

Binding Reactions

Another type of measurement of structural and mechanical properties that can be made

with optical traps focuses on the interactions between different molecules. Examples include

the binding of ligands to RNA aptamers (Greenleaf et al. 2008), the binding of endonucleases

to DNA (Koch et al. 2002), the disassembly of nucleosomes (Brower-Towland et al. 2002), and

the binding of myosin to actin (Nishizaka et al. 1995) or kinesin to microtubules (Kawaguchi

and Ishiwata 2001). The energies and kinetics for binding/unbinding reactions can be probed

very similarly to those for folding transitions. FECs may be used to measure the distribution

of unbinding forces (and hence the energetics and kinetics), or kinetics may be measured

at constant force by force jumps. Unlike folding measurements, unbinding experiments are

single shot; hence, to achieve good statistics, it is helpful to design the assay in such a way

that the complex can be reformed easily or without too much delay.

12.2.2. Studies of Molecular Motors

Optical traps have also proven to be very useful in the study of motor proteins—

mechanoenzymes that convert the energy from chemical reactions (such as adenosine triphos-

phate [ATP] hydrolysis) into motion and mechanical work. Frequently, motor proteins bind

to and move along linear, polymeric “tracks” made of components such as DNA, RNA, or

the cytoskeletal elements actin or microtubules. The motion of individual motor proteins can

be observed directly in optical traps and the effects of physiologically relevant forces probed.

Such measurements provide unique insights into key motor properties, including the effects

of force on motor velocity, the maximum force a motor can overcome (stall force, Fstall), the

step size of the motor, and the number of mechanical steps a motor completes before dissoci-

ation (run length, L). By directly observing the individual translocations of processive motor

proteins, it is also possible to distinguish between forward and backward stepping, to discrim-

inate between periods of pausing and processive motion, and to probe the heterogeneity of

enzymatic response.

From a practical perspective, how measurements are made depends strongly on the

typical run length, or processivity, of the motor. Nonprocessive motors produce only one

mechanical stroke per binding event (L = 1), whereas processive motors take many sequential

steps per binding event (L >> 1). Approaches for measuring and analyzing the motion of

different types of motors are illustrated with examples from the kinesin family, the myosin

family, and RNA polymerase.
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[Adapted from Valentine et al. (2006).]

Processive Mechanoenzymes

Single-Beam Optical Trap Measurements

Processive motor proteins are often measured with single motor protein bound to a

bead held in a single-beam optical trap, which is placed next to the motor’s “track” so that

the motor can bind and move. The bead position is monitored as a function of time, giving an

instant readout of motor displacement, as illustrated in Figure 12.9 for dimeric Eg5, a mitotic

motor related to kinesin. Discrete steps separated by variable-length pauses can be clearly

observed. This geometry is particularly useful for studying classical motor proteins, such as

kinesins and dynein moving along microtubules or myosins moving along actin, as well as

enzymes such as polymerases and helicases that move processively along nucleic acids (Rock

et al. 2000; Kimura and Bianco 2006).

If the position of the optical trap is fixed, the force experienced by the motor increases

incrementally with each step out of the trap (Figure 12.9A). The pause duration between

steps increases as the motor works against a larger force, until the maximal force the motor

can sustain is reached and the motor stalls or detaches from the track. The increased stiffness

of the bead–motor assembly at higher forces also causes the noise on the signal to decrease

as the bead moves out of the trap, allowing clean step transitions to be observed at high force.

However, step sizes must be corrected for the compliance of the bead–motor linkage, which

reduces the measured distances (Svoboda and Block 1994b).

Some of the most interesting results of such measurements are the dependence of

pause duration or motor velocity on the force and buffer conditions (e.g., ATP concentration)

because these give insight into the mechanochemical reactions that drive motion. However,

the change in the load experienced by the motor at each step makes it challenging to extract

force-dependence information using fixed-position traps. These difficulties can be avoided by

implementing a force clamp (Visscher and Block 1998) to maintain a constant force during

multiple stepping cycles (Figure 12.9B). Both the magnitude and the direction of the applied

force can be controlled independently (Lang et al. 2002). The constant force eliminates any

need for compliance corrections to the measured step sizes and allows good statistics to be

collected for the force-dependent pause duration. Moreover, by using high trap stiffness the

thermal fluctuations of the bead can be minimized, allowing the steps to be observed more

clearly.
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Kinetic Modelling of Force-Dependent Biochemistry

Force probes are particularly appropriate for studying mechanochemical processes like

motor protein motion because force selectively affects the transitions involving motion. Char-

acterizing these transitions is essential to understanding how motor proteins work, but they

are difficult to probe using other methods. By measuring velocity as a function of force and

ATP concentration (for an ATP-dependent motor), it is possible to determine the coupling of

the motor’s biochemical and mechanical cycles, to model kinetic pathways, and to construct

energy landscapes (Bustamante et al. 2004).

Mechanical steps are commonly modelled as a transition over a free energy barrier,

where the time to transition rises exponentially with the applied load (Schnitzer et al. 2000)

following an Arrhenius–Boltzmann relation:

k(F) = kU + kF exp
(

− Fδ

kBT

)
(12.9)

where kU includes the rates for all force-independent transitions, kF is the scaling prefac-

tor for the force-dependent rates, and δ is the distance along the reaction coordinate to the

mechanical transition state. At zero force, the unloaded rate k0 = kU + kF. In some cases, δ

has been interpreted as an actual distance along the motor’s track, but in general, the phys-

ical meaning of δ is not well defined. The load dependence of motor velocity is illustrated

in Figure 12.10A for conventional kinesin (a cargo transporter), as determined from force-

clamped records. When “hindering” loads (in the direction opposing forward stepping) are

applied to kinesin, the velocity slows as the force-dependent translocation step becomes slow

enough to be rate determining. When assisting loads are applied, however, the velocity does

not increase, indicating that other biochemical transitions are rate determining in this regime.
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Figure 12.10. Force and adenosine triphosphate (ATP) dependence of conventional kinesin motion. A. The velocity
as a function of force, obtained from force-clamped records at saturating ATP concentration, is fit by Eq. (12.9) to

obtain kinetic parameters. B. The velocity as a function of ATP concentration under zero load is fit to the Michaelis–

Menten model, Eq. (12.10). [Adapted from Block et al. (2003).]

The motor velocity also depends on the concentration of its enzymatic substrate (e.g.,

ATP, in the case of many motors). At any given applied force, the velocity typically displays

Michaelis–Menten behavior:

v = vmax[ATP]

[ATP] + KM
(12.10)
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where vmax is the maximal velocity, [ATP] is the ATP concentration, and KM is the Michaelis

constant. Generically, the forward stepping rate is limited by ATP binding at low ATP

concentrations, and hence increases proportionately with ATP concentration, whereas it

asymptotes to vmax at saturating ATP levels. This is precisely the behavior seen for kinesin

(Figure 12.10B).

For characterizing the mechanochemical cycle of the motor, vmax and KM can be

expressed more usefully in terms of the maximal catalysis rate of the protein, kcat; the rate of
productive ATP binding, kb; and the step size of the motor, d: vmax = dkcat and KM = kcat/kb.
The term kb incorporates the rates of all transitions up to and including the first irreversible

transition, and kcat includes all rates after ATP binding. The rates of some transitions may

contribute to both kb and kcat. By determining the force- dependence of kb and kcat, one can
find the location of the force-generating transition(s) in the biochemical cycle. In the example

of kinesin subject to hindering loads, vmax decreases but KM increases with increasing force

(Visscher et al. 1999; Block et al. 2003), indicating that both kcat and kb are slowed under

hindering load but kb decreases more quickly at large forces. Hindering load thus has two

effects on the mechanochemical cycle: It lowers the maximal stepping rate and lowers the

rate of productive ATP binding. Loads applied transverse to the direction of motion also have

an effect, but a much smaller one, lowering kcat slightly without affecting kb; a slight left–

right asymmetry is also observed (Block et al. 2003). Taken together, these results suggest

a model in which the primary working stroke occurs with or just after ATP binding and is

aligned with the microtubule axis, whereas a smaller, asymmetric transverse motion occurs

later in the cycle.

Complementary insight into the mechanochemistry can be obtained by analyzing the

fluctuations in the enzyme activity (Shaevitz et al. 2005). Temporal irregularity in the motion

can be characterized by the randomness, r, defined in terms of ensemble averages of the

displacement x(t) as

r = lim
t→∞

〈
x2(t)

〉 − 〈x(t)〉2
d · 〈x(t)〉 (12.11)

where d is the motor step size. The randomness r = 0 for a perfectly clock-like enzyme,

whereas r = 1 for a Poisson stepper with a single rate-limiting transition. In general, r = 1/N
for an enzyme with N slow, rate-determining transitions. Calculating the enzyme random-

ness under limiting and saturating ATP concentrations, as well as under various load condi-

tions, provides insight into the minimal number of rate-determining transitions that should be

included in modelling the motor mechanochemistry. Note that calculations of randomness do

not require the observation of clear step transitions and are not sensitive to sources of station-

ary noise, although the presence of backward steps, inactivated states, or futile hydrolyses can

increase r beyond unity.

Dual-Trap Measurements of Slow, Highly Processive Motors

Although single-beam optical trapping measurements are useful for measuring the

mechanical and biochemical properties of many enzymes, the physical connection of the

trapped bead to the coverglass surface via a protein or DNA linkage couples mechanical

noise directly into the displacement record. This is particularly detrimental to measure-

ments of slow, highly processive motors because data collection times may be many minutes,
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substantially longer than the time over which drift occurs. For such motors, which include

many nucleic acid enzymes, the more stable dual-trap dumbbell assay (Figure 12.2D), which

eliminates mechanical connections to the microscope, is helpful.

Dual-trap assays have been particularly useful for studying transcriptional elongation

by RNA polymerase (RNAP), a large protein complex that moves along a DNA template to

synthesize RNA (Herbert et al. 2008). The resolution afforded by the dumbbell geometry has

allowed direct observation of the very small (3.4 Å) steps made by RNAP (Abbondanzieri

et al. 2005) and clear discrimination between slow elongation and transcriptional pausing, as

shown in Figure 12.11. The reduction of mechanical drift also provides additional opportuni-

ties for analyzing the enzyme motion. Momentary reversals in direction have been identified

and correlated with the correction of misincorporated nucleotides (Shaevitz et al. 2003), and

the alignment of displacement records from multiple experiments has allowed the influence

of the DNA sequence on pausing and elongation to be probed (Herbert et al. 2006). Moreover,

the dumbbell assay can be designed to apply constant force to either the DNA template or the

nascent RNA transcript, allowing the effects of RNA secondary structure on elongation and

termination to be determined (Dalal et al. 2006; Larson et al. 2008).
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Figure 12.11. RNA polymerase (RNAP) transcription under constant load. A dumbbell is formed from a single

RNAP molecule (green) loaded onto its DNA template (blue), and the length of the dumbbell is measured as the

RNAP moves along the DNA, polymerizing the RNA transcript (red). Distinct periods of pausing are observed

during transcription elongation. [Adapted from Herbert et al. (2006).]

Three-Bead Optical Trapping for Nonprocessive Motors

Nonprocessive mechanoenzymes, such as muscle myosin (myosin-II) or the kinesin-

related protein ncd, move actin or microtubules, respectively, through the collective action

of an ensemble. Measurements of the mechanical and biochemical properties of nonproces-

sive motors are often made using a different assay, such as the three-bead assay shown in

Figure 12.12A. Here, the cytoskeletal filament is attached to two beads held in separate opti-

cal traps in a dumbbell geometry, whereas motor proteins are attached at low density to a

platform (often a third particle) bonded to the coverglass surface. The suspended filament is

held near the platform, allowing surface-attached motor proteins to interact with the filament

transiently (Finer et al. 1994). Typically, the optical traps have low stiffness, allowing the sus-

pended filament to undergo large thermal fluctuations. When the motor binds, the system stiff-

ness increases significantly, leading to a decrease in the variance of bead position, as shown

for a nonprocessive, monomeric myosin-VI motor in Figure 12.12B. Stochastic binding and

detachment events can thus be accurately identified by monitoring bead variance as a function
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Figure 12.12. Three-bead assay for nonprocessive motion of myosin-VI monomers. A. A single actin filament

(green) is tethered between two beads held in separate optical traps and placed near a third, surface-bound bead coated
with low densities of motor protein (red). B. Motor binding events (grey boxes) are identified by the reduction in the
Brownian fluctuations of the filament due to the increase in system stiffness on motor binding. C. The distribution
of attachment times is fit by a single exponential. D. The distribution of displacements is Gaussian, offset from zero

by the working stroke. [Adapted from Lister et al. (2004).]

of time (Molloy et al. 1995) and the distribution of attachment lifetimes (and its depen-

dence on ATP concentration) analyzed. Biochemical rate constants can also be extracted:

For example, detachment rates can be determined from the distribution of attachment times

(Figure 12.12C).

The small distance the filament moves each time a motor binds (the “working stroke”)

may also be measured, but this measurement is complicated by the large thermal fluctuations

of the filament. Typically, the motor-driven working stroke is determined from the distribu-

tion of time-averaged bead positions for all events, identifying events via the change in bead

displacement variance as in Figure 12.12B (Molloy et al. 1995). On the assumption that that

motor attachment occurs with equal probability over the entire range of motion of the fil-

ament, the distribution of bead displacements is Gaussian, with a width determined by the

random thermal noise and a peak position offset from zero by the working stroke distance,

as shown in Figure 12.12D. The measured stroke distance is frequently an underestimate due

to the compliant nature of the bead and filament linkages and suboptimal orientation of the

motor with respect to the filament axis.

Direct measurements of force-dependent kinetics are more challenging for nonproces-

sive motors than for processive enzymes like kinesin or RNAP because motor interactions

are transient and there is very little time in which to identify a binding event, apply load,

and measure the response. A clever approach to increasing the temporal resolution of event

finding is to apply a small-amplitude carrier wave to the position of one optical trap. Motor

binding may then be observed as a decrease in the mean amplitude of the oscillatory sig-

nal transmitted to the bead in the stationary trap (Veigel et al. 2005). For a ∼1-kHz carrier

wave, binding events can be identified and force applied to the motor within ∼3 ms. With this

approach, attachment lifetimes can be determined as a function of both ATP concentration

and load, enabling more complete modelling of enzyme mechanochemistry.
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In practice, it is easier to implement the three-bead assay for measurements of actin-

based motors than for those that bind microtubules (deCastro et al. 2000). Because it is diffi-

cult to achieve end-specific attachments, filaments are attached to the beads via a side-binding

interaction. The typical bead–bead separations are several microns, similar to the persistence

length of an actin filament (∼10 μm) but orders of magnitude smaller than the persistence

length of a microtubule (∼1 mm). An actin filament, because it is relatively flexible, remains

roughly straight under tension, whereas a microtubule bends into a long arc between the two

beads. This increased curvature may influence binding efficiencies and the observed value

of the working stroke. In addition, the overall system stiffness is much higher in the case of

microtubules, so traps with very low stiffness are required for variance-based discrimination

between bound and unbound states.

12.3. Practical Experimental Considerations

State-of-the-art optical trapping measurements have become sufficiently complex that

undertaking the study of a novel biomolecular system can seem daunting. Here we outline

some of the practical considerations that may be helpful for designing optical trapping exper-

iments and verifying the interpretation of results.

12.3.1. Ensuring “Real” Signals

There are many possible sources of spurious or misleading signals. For example, the

optical mode in the trapping or detection lasers may change spontaneously, causing the

trapped molecule to appear to move. Small particulate contaminants in solution may be

trapped by the laser beam, causing what appear to be transient motions. Molecules may be

damaged or their functionality impaired during preparation or measurement, they may inter-

act nonspecifically with surfaces, or they may attach in groups (rather than singly) to the

beads. Some of these effects may be mitigated through continuous monitoring of the trap

and solution quality (e.g., measuring changes in the power spectrum or variance of the trap,

filtering contaminants from buffers); others require separate controls.

Ensuring the Quality of the Molecules Measured

Controls should, of course, be run to test that the presence of surfaces and handle or

bead attachments does not unduly change the behavior of the molecules being measured.

Molecules may also be “damaged” during their production (e.g., by radiation, oxidation, or

incorrect refolding), providing another motivation for controlled tests of their behavior. Dur-

ing optical trapping measurements, the laser light can damage molecules through oxidation

due to oxygen radicals created by photodissociation. This effect can be minimized by using

an oxygen-scavenging system to scour oxygen radicals from solution. One such system is a

combination of glucose oxidase, catalase, and glucose, but others exist (Rasnik et al. 2006).

Working in the Single-Molecule Regime

For every measurement, it is critical to verify that only a single molecule is being probed

at a time because the presence of multiple molecules can produce baffling results. For systems

using nucleic acid tethers or handles, this is usually done with FEC measurements of the
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persistence length (see section Elastic Properties of DNA), which is well known for single

nucleic acids. Tethers consisting of multiple molecules tend to have a lower persistence length

than expected; short contour lengths are an additional clue. For systems that do not have

such tethers, as with many molecular motors, other methods must be used to ensure that

measurements are in the single-molecule regime. One such way is to measure the fraction of

beads that move along their substrate as a function of the motor concentration. The resultant

distribution is well described by the Poisson distribution. The probability that the bead carries

at least N motors is

PN (c) = 1 −
N−1∑
n=0

(λc)n
exp (λc)

n! (12.12)

where c is the motor concentration and λ is a fitting parameter related to the binding effi-

ciency of the motors to the beads, as shown in Figure 12.13 (Svoboda and Block 1994b). For

processive enzymes, a single motor is sufficient to move a bead; for nonprocessive motors, a

larger cooperative ensemble is needed, leading to a steeper transition. From such curves, the

probability of engaging more than one motor can be determined quantitatively, given the per-

centage of moving beads. Ideally, one would work with vanishingly small numbers of motors.

In practice, working in a regime where fewer than one third of all beads move or bind is a

reasonable compromise, ensuring that a single motor is being measured ∼90% of the time.

Fr
ac

tio
n 

of
 b

ea
ds

 th
at

 m
ov

e

Relative motor concentration

1.0

0.8

0.6

0.4

0.2

0.0
10-410-5 2 4 6 8

Figure 12.13. Poisson statistics used to determine processivity. The fraction of beads that move as a function of

motor concentration for Eg5 dimers is fit well by the Poisson distribution (black) with N = 1 in Eq. (12.12), as

expected for a processive motor. Curves for N = 2 (blue) and N = 4 (red), indicating cooperative motion, are steeper

than actually observed. [Adapted from Valentine et al. (2006).]

Identifying Signals

To ensure that the signals being measured are truly due to the molecule of interest, con-

trols should always be performed repeating the measurement in the absence of the molecule,

in the absence of ligands or enzyme substrates, and so on, as appropriate. This is true even

when the signals observed make good sense in terms of the expected behavior of the molecule.

Repeating the assay with a molecule whose properties are well known (e.g., in a folding mea-

surement, a hairpin of known length and rupture force) can also be helpful in establishing the

soundness of the assay and the calibration of the measurement.
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Distinguishing signals from noise is often difficult, especially when working with small

motions or at low force, where Brownian motion of the beads can be significant. Bind-

ing events are particularly difficult to identify because it is often challenging to distinguish

between specific and nonspecific binding, especially when surfaces are involved. For bind-

ing studies, it may be necessary to repeat the measurements with and without the complete

unbinding complex and under a range of assay conditions (including buffers of different ionic

strengths and various surface chemistries) to verify that functional binding can be resolved.

Processive motions are generally easier to identify because the motion is directional

and thus cannot arise from diffusion alone. Individual steps may be distinguished by eye or

by using various step-finding algorithms (Carter et al. 2008). Sometimes, the motion may be

amplified by taking advantage of the assay geometry. For example, stiff lever arms (e.g., of

dsDNA or actin) may be used to magnify motions. If motions of an enzyme are associated

with structural changes in its substrate, these structural changes may make the motion easier

to observe: for example, single-base-pair steps (0.34 nm) taken by a helicase unwinding a

RNA duplex may be turned into ∼1-nm steps by holding a duplex hairpin under tension in

the trap (Dumont et al. 2006); similarly, rotations of dsDNA may be observed through the

large motions associated with plectoneme formation.

12.3.2. Sources of Error

Understanding the sources of error is important to take best advantage of the quanti-

tative nature of optical trapping experiments. Statistical sampling errors are, as usual, esti-

mated using Poisson or Gaussian statistics and minimized by repeated measurements. Sys-

tematic errors are more problematic, and there are several common sources of systematic

error that are often overlooked. Some of these are systematic across measurements of a given

molecule but can be converted to random errors by averaging over a sufficiently large number

of molecules; others are systematic to all measurements. In both cases, however, these errors

must be known to make quantitative comparisons of different measurements.

Errors from Bead-Size Polydispersity

Variation in the size of the beads used in the trapping experiments is a major source

of systematic error when measuring a given molecule because the bead size strongly affects

the force applied by the trap (Section 12.1.1) and the position calibration. Whenever possible,

position and stiffness calibrations should be made on each bead that will be measured to

minimize the errors that changes in bead size may introduce (typically at least 5%–10%). It is

best to use beads with manufacturer-specified size variance and if possible to use beads from

a single manufacturer lot for the entire course of experiments.

Errors in Stiffness Calibration

Even when multiple methods are used to calibrate the trap stiffness (Section 12.1.3), it

is difficult to determine stiffness to better than ∼5%–10% (the typical discrepancy between

different calibration methods). Different calibration methods have different systematic errors.

The variance method underestimates the stiffness in the presence of vibrational, electronic,

or optical noise (which all increase the apparent Brownian fluctuations) but overestimates

it if fluctuations are filtered excessively (e.g., by the natural bandwidth of the detector or
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amplifiers). At high stiffness, the latter effect dominates. The variance method also relies on

a position calibration, which is affected by bead size.

The power spectrummethod does not depend on position calibration, but it does depend

on the drag coefficient, which varies with both bead size and height above the surface. It, too,

is sensitive to mechanical noise, electronic noise, and instrumental filtering, which can all

change the shape of the power spectrum. The power spectrum is also sensitive to misalign-

ment of the optics and optical noise (e.g., pointing fluctuations). The practical effect of these

noise sources is usually to reduce the apparent roll-off frequency of the Lorentzian fit, thereby

underestimating the stiffness.

The viscous drag method tends to produce a less biased result than both other methods

and provides essential information about the value of the stiffness as a function of the dis-

placement from the centre of the trap. However, it is more time consuming, requiring a good

position calibration, knowledge of the drag coefficient, and multiple measurements. It must

also typically be performed in a separate experiment (e.g., very dilute solutions of beads must

be used to avoid having multiple beads fall into the trap during the motion), and thus is less

useful for calibration in situ before a measurement.

To minimize errors in the stiffness, calibrations should be repeated with all three meth-

ods on many different beads to average over bead size variations and should be redone fre-

quently to track changes in the properties of the trap.

Errors from Trap Potential Anharmonicity

The trap potential is only approximately harmonic for small bead displacements. The

size of the harmonic region depends on the details of the instrument geometry and the bead

size, but is usually considered to extend ∼50–100 nm from the trap centre. It can be measured

using the viscous drag method for stiffness calibration as the region over which force is linear

with displacement (Figure 12.3). Trap potential anharmonicity is a significant error that is

often underappreciated or even ignored. For small displacements (<50 nm), the trap stiffness

determined as before can be used with reasonable accuracy. For larger displacements, how-

ever, a displacement-dependent stiffness is usually required for quantitative measurements: At

a displacement of 100 nm, the effective stiffness can be reduced by ∼25% from the nominal

stiffness at the trap centre (Greenleaf et al. 2005).

Errors in Determining the Bead Height above a Surface

The height of a bead above a nearby surface such as a coverglass affects optical trapping

measurements in several ways. Position calibrations are sensitive to the height of the bead

through changes in the light scattering, and the drag coefficient β of the bead (necessary for

stiffness calibrations) is affected by boundary conditions at the surface (Svoboda and Block

1994a). The stiffness of the trap also depends on the height of the bead above the surface

when using oil-immersion lenses with short working distances.

Measuring the axial position in the trap is more difficult than the lateral position and

generally less sensitive, but it can be done—for example, by monitoring the interference

between the light scattered by the bead and the unscattered light. The bead height can thus

be found by using a motorized stage to bring the surface of the coverglass up to the trapped

particle and determining the vertical position at which the bead is displaced from the trap

centre (Neuman and Block 2004). Such measurements are accurate to only ∼10–100 nm;
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this uncertainty must be considered in overall error determination, especially if the position

and/or stiffness calibrations are made at a very different height from a surface than the actual

measurement (as is common in motor protein measurements). To minimize these problems, it

is best to measure and calibrate at the same height, whenever possible. An additional compli-

cation in the determination of bead height is that the vertical motion of the laser focal point

is not the same as the motion of the stage, due to index mismatches (Neuman et al. 2005).

12.3.3. Comparing Optical Trapping Results to Results from Other Methods

One of the most challenging aspects of interpreting optical trapping measurements is

correlating the results with those obtained using other techniques. Some of these challenges

result from the particular details of the optical trapping assays. For example, the beads or

other surfaces present may interact with the molecules, changing their behavior. Long han-

dles used to attach to the molecules may introduce compliance corrections for distances,

elastic corrections for energies, and hydrodynamic drag corrections for rates. Finite sampling

rates, filtering effects, and slow feedback-loop closure times may also affect measurements of

rates (Mañosas et al. 2007). Determining the quantitative impact of these sorts of effects is

nontrivial but generally straightforward.

The deeper challenges relate more generally to the differences between the effects on

the molecule of force, as compared to the effects of other, more traditional, probes. Differ-

ent methods are also often sensitive to different aspects of the behavior. In folding studies,

for example, the pathways probed with force-induced denaturation are not necessarily the

same as those probed with chemical- or heat-induced denaturation (see section Folding Stud-

ies). Although folding rates often do agree among different types of measurement (see, e.g.,

Greenleaf et al. 2008), disagreement is not necessarily an indication of problems with the

measurements: it may instead indicate a different (and possibly interesting) class of behavior

when the molecule is held under tension.

Measurements of motor proteins pose similar challenges. Optical trapping measure-

ments probe the effect of force on enzyme motion but are generally insensitive to the underly-

ing biochemical reactions, whereas many biochemical studies probe the kinetics of substrate

binding, hydrolysis, and product release via stopped flow but are insensitive to the effects of

force (Gilbert and Mackey 2000). Moreover, whereas optical traps can resolve multiple steps

in processive motion, it is often difficult to register the first step because a single transloca-

tion event is hard to distinguish from the Brownian noise. In contrast, the signals from bulk

biochemical probes generally dephase after one or two translocations due to asynchronous

motion in ensembles of motors. Optical trapping measurements thus often provide important

complementary information, but side-by-side comparisons of data are not always possible or

meaningful.

12.4. Extending the Capabilities of Optical Traps

Optical traps are powerful tools for studying single biological molecules, but there are

many properties that cannot be probed simply by using traditional traps. To further expand the

capabilities of optical traps, novel instrumentation continues to be developed. One new tech-

nique allows the application of controlled torque in addition to force, an advance that can be

very useful for systems having both linear and rotational components to their motion. This is

achieved by trapping particles that, unlike the beads normally used, are optically birefringent
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by virtue of either an anisotropic refractive index or shape (La Porta and Wang 2004). Such

particles are trapped more strongly along one axis (the slow optical axis or the long axis of

the particle) and hence will align with the polarization of the trapping beam. Rotation of the

trap polarization then exerts torque on the particle, which can be detected from the change in

angular momentum of the light scattering by the particle; constant torque may be maintained

with a torque clamp, analogous to a force clamp.

Other development efforts have concentrated on combining optical traps with other

useful tools. Optical traps have been combined with microfluidic systems (Enger et al. 2004),

opening new avenues for dynamic control over buffer composition. Traps have also been

combined with nanopores (Trapagnier et al. 2007), allowing new control over translocation

measurements with applications to folding studies and sequencing efforts. There has been a

particular focus on combining optical trapping and single-molecule fluorescence modalities

because of the utility of fluorescence for probing reactions that are difficult or impossible to

detect with an optical trap alone. Such reactions include any biochemical reactions that do

not depend on force and conformational rearrangements or binding events that do not change

the length of the molecule. The complementary capabilities of trapping and fluorescence

have already been used to study the relative timing of ATPase activity and motion in myosin

(Ishijima et al. 1998), as well as to probe conformational changes in simple DNA duplexes

(Lang et al. 2004) and in Holliday junctions (Hohng et al. 2007). Combinations of force and

fluorescence should prove especially useful as increasingly complex systems are explored,

building up from single components to the macromolecular complexes that carry out essential

cellular functions. These and other developments hold the promise to reveal new and exciting

insights into biology.
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13
Magnetic Tweezers for Single-Molecule
Experiments

I. D. Vilfan, J. Lipfert, D. A. Koster, S. G. Lemay, and N. H. Dekker

Abstract Over the last decade, single-molecule techniques have proven their wide applica-

bility in the study of processive motor proteins and other enzymes, yielding insight into their

kinetics and mechanochemistry. In the context of force spectroscopy of protein–nucleic acid

interactions, optical tweezers, magnetic tweezers, and atomic force microscopy have made

important contributions. Advantages of magnetic tweezers include particularly straightfor-

ward control of the supercoiled state of DNA, facile extension to parallel measurement of

multiple molecules and to integration with fluorescence measurements, and the simplicity

and robustness of the experimental configuration. This chapter reviews the principles behind

magnetic tweezers and their experimental implementation and points out recent improve-

ments. It also describes several types of experiments that can be performed using magnetic

tweezers.

13.1. Introduction

Nucleic acids (i.e., DNA and RNA) can exist in different structural forms that perform

various functions in vivo. For example, double-stranded DNA (dsDNA) is mostly responsible

for the storage of genetic information. Alternatively, single-stranded DNA (ssDNA) acts as an

intermediate in biologically relevant processes such as DNA replication and recombination,

as well as in the storage of viral genetic information [1–3]. RNA, which is predominately

present in a single-stranded form (ssRNA), takes part in processes as diverse as transcription,

protein translation, and gene regulation, and also acts as a carrier of genetic information

in ssRNA viruses [4]. Its double-stranded counterpart (dsRNA) is present as a biological

intermediate (e.g., in RNA silencing) and as a carrier of genetic information in dsRNA viruses

[5–7].

The different structural forms adopted by nucleic acids have a number of consequences.

For instance, the predominately double-stranded nature of DNA leads to the structural com-

plexity of supercoiling: If torsion is applied to dsDNA, the molecule, provided that it is tor-

sionally constrained, can acquire additional twist or form looped structures. This additional
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intertwining of the strands in dsDNA poses a number of topological problems during funda-

mental processes such as cell cycle progression and cell division [8]. In addition, the struc-

tural forms of nucleic acids are not necessarily static structures but are instead constantly

being converted from one to the other by cellular signals such as protein binding or enzyme

activity.

Of interest, the mechanical properties of the various structural forms of nucleic acids

(e.g., persistence length) change in response to their interconversion or protein binding and

enzyme activity. Magnetic tweezers (MT) can probe these mechanical properties very sensi-

tively and thus enable real-time detection of changes in nucleic acid state [9]. In addition, MT

provide a way to perform force-dependence measurements at forces as low as ∼10 fN, which

is lower than what is possible with other single-molecule techniques. Furthermore, MTs have

the ability to control the degree of supercoiling, making it a technique of choice for studying

supercoiling-dependent processes such as prokaryotic DNA condensation and regulation of

dsDNA supercoiling by topoisomerases.

Although MTs have predominantly been used as an experimental tool to investigate bio-

logical processes involving nucleic acids, they have also been successfully applied in studies

of the mechanical properties of proteins [10–14], as well as of the mechanical response of

cells [11,15–18]. This chapter discusses the MT experimental configuration, then describes

current challenges from a nucleic acid perspective, and finally considers examples of MT

studies of the mechanical properties of proteins.

13.2. Experimental Design of the Magnetic Tweezers

Figure 13.1 shows a schematic picture of a typical MT experimental configuration. At

the heart of the experimental configuration is a flow cell: A nucleic acid is tethered in this

flow cell between a glass surface and a paramagnetic bead (references to a “bead” in the

remainder of the chapter imply this paramagnetic bead unless otherwise specified) by means

of noncovalent bonds that can resist forces on the order of ∼100 pN [19–23]. Alternatively,

the nucleic acid can also be suspended between a surface-immobilized nonmagnetic bead and

a tethered bead [24,25]. Above the flow cell, a pair of permanent magnets or an electromagnet

is suspended, exposing the flow cell to a magnetic field B [26]. The magnetic field exerts an

upward stretching force F on the bead given by

−→
F = 1

2

−→∇
(−→m · −→

B
)

(13.1)

where −→m is the induced magnetic moment of the bead in an external magnetic field,
−→
B . The

bead and the nucleic acid experience a constant F because the length scale of the motion of

the tethered bead (typically micrometers) is small compared to the length scale of changes

in the magnetic field B (typically millimeters; Section 13.7). The force F can be decreased

or increased by moving the permanent magnets either up or down as the local magnetic field

gradient is decreased or increased, respectively. MTs can apply a wide range of forces between

∼10 fN and ∼100 pN. At forces less than ∼10 fN, the bead is very close to the surface, where

the interactions with the surface become dominant over the applied force. On the other hand,

at forces greater than ∼100 pN, the majority of bonds that are used to tether the molecule to

the surface are not stable.
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Figure 13.1. Schematic representation of a magnetic tweezers (MT) experimental configuration. A flow cell is built

up from two microscope cover slips separated at the edges by a thin layer of parafilm approximately ∼0.2 mm thin.

In the top cover slip, two holes are drilled that are connected to an inlet and an outlet reservoir, allowing solutions

to be flushed in and out of the cell using a pump. Polymers are attached to the bottom surface at one end and to a

paramagnetic bead at the other end. A reference bead is located in the vicinity of the tethered paramagnetic bead and

is fixed to the bottom cover slip surface. Above the cell, a parallel light source is located, as well as a pair of permanent

magnets, that can be translated and rotated, making it possible to vary force and torque on the paramagnetic bead.

There are two possible magnet configurations: horizontal and vertical. Below the bottom cover slip, an objective is

located that is connected to a charge-coupled device (CCD) camera that records the image from the objective focal

plane. A controller containing a piezoelectric crystal can adjust vertical position of the objective’s focal plane. LED,

light-emitting diode.

An external magnetic field will induce a major component of the magnetic moment

to align in the direction of
−→
B . Due to a slight anisotropy in the magnetization of the bead, a

minor component of the magnetic moment,−→m 0, is initially not aligned with
−→
B . This generates

a torque,
−→
� , on the bead:

−→
� = −→m 0 × −→

B (13.2)

Rotating the magnets results in a rotation of the bead because the torque applied by the nucleic

acid on the bead is negligible compared to the torque imposed by the magnetic field.

In the most common optical configuration, the bead is illuminated by parallel light

placed above the flow cell and the magnet (Figure 13.1). The interference of the illuminat-

ing light with the light scattered by the bead produces concentric diffraction rings in the

focal plane of the objective placed below the flow cell. The image of the diffraction pattern

is recorded through an objective with a charge-coupled device (CCD) camera and analyzed

with a computer (see Section 13.3). Furthermore, MT applications have been developed in

which the nucleic acid is suspended between two beads rather than a bead and a glass surface

[24,25]. In these applications, one bead is magnetic and the other is nonmagnetic and immo-

bilized on a solid support, with the objective positioned perpendicular rather then parallel to

the tethered nucleic acid [24,25].
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13.3. Image Analysis

An MT experiment enables a real-time measurement of the vertical extension of the

nucleic acid, l, as well as computation of the applied force, F. To extract these parameters

from the acquired data, image analysis of the diffraction pattern recorded by the CCD is

required. To monitor l, a method first designed by Gosse and Croquette is used, in which the

objective’s focal plane (OFP) is accurately shifted in the vertical direction while the diffrac-

tion rings of the bead attached to the nucleic acid are imaged (Figure 13.2A–D) [9]. In this

manner, a calibration profile can be generated correlating the diffraction pattern of the bead

to the distance between the bead and the OFP (Figure 13.2E). When this calibration profile

is interpolated, the vertical displacements of the bead can be measured with an accuracy of

up to ∼10 nm [9]. If one then measures a similar calibration profile for a reference bead fixed

to the surface in the proximity of the tethered bead, a distance between the surface and OFP

can be determined. Finally, the difference between the two measured distances yields l. The
measurement of the calibration profile of the reference bead also allows one to perform a

differential measurement between the tethered bead and the reference bead, minimizing the

effect of drift between the objective and the sample holder (i.e., flow cell). To compute the

applied force, both the mean vertical extension of the nucleic acid and the bead’s in-plane

fluctuations are required (see Section 13.4). The latter are computed via cross-correlation

analysis of the intensity profiles displayed by a bead at subsequent time intervals [27,28]. As

in the case of tracking the vertical position, in-plane tracking can be carried out at subpixel

resolution to an accuracy of a few nanometers [9].

Figure 13.2. Generation of a calibration profile in the z direction for a bead in magnetic tweezers. A 10 × 10 μm

image of the diffraction pattern of a reference bead with a diameter of ∼3 μm at different positions of the objective’s

focal plane (OFP). First, the OFP is positioned close to the bead (A). Next, the OFP is moved away from the bead, and

the images of the diffraction rings are recorded at successive positions of the OFP (B–D). If the bead is illuminated

with a parallel light source, the diffraction pattern of the bead will always be identical when the objective is focused

at the same relative distance from the bead. By recording the size and intensity of the diffraction rings at different

positions of the OFP a calibration profile can be made (E), which can be used to measure vertical relative displace-

ments of the bead with an accuracy of ∼10 nm, limited by the resolution of the piezo that controls the position of

OFP.
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13.4. Determination of the Applied Force

The applied force can be determined from the fluctuations of the in-plane position of

the bead, provided that we know the extension of the nucleic acid, l (Figure 13.3) [9,29]. Two
forces act on the bead: (1) the applied magnetic force (referred to as the “applied force” in

the remainder of the chapter) and (2) the restoring force exerted by the nucleic acid. The total

potential energy of the system Ep thus equals

Ep = ENA + Emag = A(l) − Fz (13.3)

where A(l) is the mechanical energy stored in the nucleic acid, which depends on the end-

to-end extension of the nucleic acid l, and F is the applied force acting on the bead. In equi-

librium, where the position of the bead (x,y,z) = (0,0,l) = −→r0 , all partial derivatives of the
total potential energy are equal to zero. The potential gradient in the z direction can thus be

expressed as

∂Ep

∂z
= ∂A(l)

∂z
− F = ∂A(l)

∂l
− F = 0 (13.4)

resulting in F = ∂A/∂l. Brownian motion constantly forces the system out of its equilibrium

position (indicated by the dotted outline of the bead in Figure 13.3). A Taylor expansion

around the equilibrium position yields to leading order:

∂2Ep

∂x2
= ∂2Ep

∂y2
= F

l
(13.5)

Figure 13.3. A schematic representation of a tethered bead with a reference bead fixed to the bottom cover slide.

The paramagnetic bead (orange) is tethered by a nucleic acid polymer to a surface. In the magnetic field gradient

the paramagnetic bead experiences a vertical stretching force F. The paramagnetic bead is constantly displaced from

its equilibrium position (vertical dashed line) by Brownian motion of the solvent molecules. The displacements of

the tethered paramagnetic bead δx are measured relative to a nonmagnetic reference bead that is fixed close to the

surface (gray) to compensate for sample drift.
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∂2Ep

∂z2
= ∂F

∂l
(13.6)

yielding an expression for the total potential energy around the equilibrium position:

Ep(
−→
r) ≈ Ep(

−→
r0) + 1

2

(
F
l

)
δx2 + 1

2

(
F
l

)
δy2 + 1

2

(
∂F
∂l

)
δz2 (13.7)

Setting the potential energy in equilibrium position to zero, we can approximate the contri-

bution of the displacement in the direction of the magnetic field (i.e., the x direction) to the

average potential energy by the expression

〈
Ep

〉 = 1

2

F
l

〈
δx2

〉
(13.8)

where F/l represents an effective trap stiffness in the x direction, kx; and
〈
δx2

〉
is equal to the

variance of the bead excursions in the x direction around its equilibrium position at x0 = 0:

var δx ≡
〈
δx2

〉
− 〈δx〉2 =

〈
δx2

〉
(13.9)

By the equipartition theorem, the energy of this degree of freedom equals 1/2kBT. Rearranging
terms, this yields a simple expression for the applied force,

F = kBTl〈
δx2

〉 (13.10)

By measuring the extension of the molecule l and the variance of the bead excursions
〈
δx2

〉
in real space, one can thus evaluate the applied force from Eq. (13.10). Figure 13.4 shows

an example of the determination of
〈
δx2

〉
and the subsequent calculation of the applied force

using Eq. (13.10). A comparison of the bead excursions measured at two different forces

confirms that the excursions of the bead center in the (x, y) plane indeed decrease with an

increase in the applied force as predicted by Eq. (13.10) (Figure 13.4A). The actual value〈
δx2

〉
is obtained, however, from the statistical analysis of x position of the bead as a function

of time (Figure 13.4B). Subsequently,
〈
δx2

〉
and l can then be used to compute the applied

force (Figure 13.4C). In practice, the use of Eq. (13.10) is limited to a certain force range.

In particular, at forces greater than ∼1 pN the measurement of
〈
δx2

〉
in real space shows a

systematic error that can be corrected in Fourier space as described in the next section.

13.4.1. Calculation of the Applied Force—Analysis of the Brownian Motion
of the Bead in Real and Fourier Space

Although it is possible to calculate the applied force using Eq. (13.10) in real space,

the computation of
〈
δx2

〉
is typically performed in Fourier space because it allows for a more

accurate determination. Namely, by decomposing the fluctuations in bead excursions into their

spectral components, one can, for instance, compute corrections for the sample drift and the

finite integration time of the CCD camera; these necessary corrections become larger asthe
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Figure 13.4. Measuring the applied force using the fluctuations in bead excursions in real space. A. The excursions
of the bead center in the (x, y) plane for low force (red) and higher force (green). The data points for the low force have

been offset for better representation. B. The bead excursion in the x dimension in time (the low-force measurement

from panel A is shown), with a histogram on the right, including a Gaussian fit to the histogram. C. The computed

variance of the bead excursions (not obtained from a fit to the Gaussian) for a variety of magnet positions (red solid
circles), as well as the calculated corresponding forces (blue solid squares).

applied force increases (see the discussion on the correction for the camera integration time

in Section 13.4.2).

In Fourier space,
〈
δx2

〉
can be calculated by integrating the power spectrum of the bead

motion: 〈
δx2

〉
= 1

2π

∫
P(ω)dω (13.11)

where P(ω) is the power spectrum [30]. To derive the theoretical power spectrum P(ω) of the

motion of the bead in the x direction, we consider the equation of motion of the bead:

m
∂2x(t)
∂t2

= −6πRη
∂x(t)
∂t

− kxx(t) + fL(t) (13.12)

where m is the mass of the bead, x(t) is the bead position in time, η is the viscosity of the

buffer, R is the radius of the bead, kx, = F/l (Eq. 13.8), and fL is a Langevin force at a given

bandwidth caused by Brownian fluctuations of the bead. Taking the Fourier transform of Eq.

(13.12) gives
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X(ω) = FL(ω)

−mω2 + 6π iηRω + kx
(13.13)

where i = √−1. Here FL(ω) = 2
√
6kBTπηR represents the square root of the power spec-

trum density of fL [31]. With typical values for m and R of the bead equal to 10−15 kg and

10−6 m, respectively, along with η = 10−3, kx = 10−9 N/m, and ω = (kx/m)
1/2 ∼ 1 kHz, the

inertial term mω2 is significant only at frequencies ω > ∼6πηR/m ∼ 30 MHz. Because the

sampling frequency of the camera is considerably smaller (typically ∼100 Hz), the inertial

term can be neglected in both Eqs. (13.12) and (13.13). Defining ωc = kx/6πηR and assum-

ing FL(ω) to be constant, we find that the square of Eq. (13.13) yields the theoretical power

spectrum:

P(ω) =
∣∣∣X2(ω)

∣∣∣ = F2(ω)(
1 + iω

ωc

)2

k2x

= 2kBT6πηR(
1 +

(
ω

ωc

)2
)

πk2x

(13.14)

Equation (13.14) is a Lorentzian, and by fitting the experimental power spectrum to Eq. (13.14)

we obtain ωc, which can be used to calculate kx and subsequently the applied force F. Alter-
natively, the applied force can be calculated using

〈
δx2

〉
[Eq. (13.10)], which is determined by

integration of the experimental power spectrum over all frequencies:

〈
δx2

〉
=

∞∫
0

24πkBTR
πk2x

1

1 + (ω/ωc)2
dω (13.15)

Experimentally, the integral in Eq. (13.15) is determined within a finite signal bandwidth at

the high-frequency limit at half of the sampling frequency fs and at low frequency at the

inverse of the data acquisition time fL = Ta
−1. Equation (13.15) can thus be used, provided

that fL << fc << fs/2, where fc is the cutoff frequency of the system and fc = ωc/2π [9];

otherwise one does not have a statistically accurate determination.

Let us now compare the evaluations of the applied force in the real space and in Fourier

space. The experimentally derived power spectra for the same two forces as employed in

Figure 13.4A are shown in Figure 13.5A. The integration of the experimental power spectra

(Figure 13.5B) yields corresponding variances that are in turn used to calculate the applied

forces (Figure 13.5C). It is clear from the Figure 13.5C that the forces calculated in real space

(red triangles in Figure 13.5C) overestimate the applied force, particularly at high forces,

where larger excursions due to rapid fluctuations tend to be averaged out.

13.4.2. Correction for the Camera Integration Time

The calculation of the variance of the bead excursions necessary for the determination

of the applied force requires a measurement of an accurate position of the bead. The systems

commonly used to detect the image of the bead (e.g., a CCD camera) record the image for

a finite time interval to acquire sufficient signal. Consequently, the acquired image does not

reflect an instantaneous position x but instead a “blurred” average of instantaneous positions

xm explored by the bead during the finite time interval [9,30]. The correction for the camera

integration time is derived below and follows that by Wong and Halvorsen [30].
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Figure 13.5. Measuring applied force in Fourier space. A. The spectra of the one-dimensional fluctuations for the

same two forces as shown in Figure 13.4A. The spectrum is relatively flat until the cutoff frequency fc (see text),

after which they decay with 1/f2. Note qualitatively here that fc increases with applied force. B. The integral of

the spectra shown in panel A; the variance of the bead excursions can be obtained by integrating the spectra. Note

that the variance decreases with increasing applied force. C. A comparison between the force measurement in real

space (red solid triangles) and Fourier space (blue solid circles). In the low-force regime (less than ∼1 pN), the two

methods yield similar results. Only at higher forces, where the fluctuations of the bead are fast, does one run into the

problem of underestimating the variance of the bead fluctuations, leading to an overestimation of the applied force.

In the case of a rectangular integration time window, the relation between the average

xm and x at time t can be obtained by convolving the true trajectory in x with a rectangular

function [30]:

xm(t) =
t∫

t−W

x(t′)H(t − t′) dt′ (13.16)

where H(t) is defined as

H(t) =

⎧⎪⎪⎨
⎪⎪⎩

1

W
0 < t ≤ W

0 Elsewhere
(13.17)

where W is the integration time of the camera. Consequently, the true trajectory taken by the

particle in the x direction cannot be extracted from a measurement with a finite integration

time. However, assuming the bead is undergoing Brownian motion within a harmonic poten-

tial, variances in xm and x can nonetheless be calculated, provided respective power spectra

are known. The var(x) can be calculated using Eq. (13.15), and var(xm) can be expressed using

the definition of variance in Eqs. (13.9) and (13.16) as

var(xm) = 1

2π

∫
P(ω)PH(ω)dω (13.18)

If the power spectrum of the moving rectangular integration window is written as [30]

PH =
(
sin (ωW/2)

ωW/2

)2

(13.19)
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then Eq. (13.18) can be integrated to yield an expression for the variance in the measured

position var(xm):

var(xm) = 2kBT
kx

[
τ

W
− τ 2

W2

(
1 − e−W/τ

)]
(13.20)

where τ = 1/ωc. The var(xm) can be expressed in terms of var(x):

var(xm) = var(x)
(
2

α
− 2

α2

(
1 − e−α

))
(13.21)

where α is a dimensionless exposure time W/τ. The expression in large parentheses on the

right-hand side of Eq. (13.21) is referred to as the motion blur correction function [30]. This

correction function has been experimentally verified over a range of parameters by Wong and

Halvorsen [30].

The experimentally measured quantity var(xm) is thus expressed in terms of the quantity

one would like to know, var(x), and the parameter α, which is a function of ωc. An iterative

procedure can be used to determine the value of var(x). One starts with the experimental

power spectrum Pm(ω), undoes the effect of the camera windowing according to Eqs. (13.18)

and (13.19), and finally fits the underlying spectrum P(ω) according to Eq. (13.14) to obtain a

value for ωc. This procedure is repeated until the fitting error is below a minimally acceptable

value, at which point var(x) can be correctly computed from the fitted P(ω) using Eq. (13.15).

This value for var(x) should comply with Eq. (13.21).

13.5. Nucleic Acids under Force and Torque

As described in Section 13.2, by controlling the distance between the magnets and the

flow cell, one can control the force applied to the tethered bead. By rotating the magnets, one

can apply a torque to the bead. The response of nucleic acids to such forces and torques can be

analyzed using simple models of polymer physics. This section briefly reviews the behavior

of DNA and RNA under applied force and torque.

If the bead in question is tethered to the surface by an unnicked, double-stranded nucleic

acid molecule that is attached via multiple bonds at each end, the molecule is torsionally con-

strained and rotating the magnets will twist the DNA or RNA. In contrast, if the nucleic acid

molecule that tethers the bead to the surface is attached only via a single bond at either end or

if the molecule has a single or multiple nicks or is (partly) single-stranded, the molecule will

swivel around the single bond(s) and remain torsionally unconstrained, even if the magnets

are rotated.

The force–extension behavior of torsionally unconstrained double-stranded DNA

molecules for forces less that 5–10 pN is well described by the worm-like chain (WLC) model

(Figure 13.6A) [32–36]. The WLC model is a simple polymer model that treats the DNA as

a homogeneous, isotropic polymer with a bending stiffness. It has two free parameters—the

contour length Lc and the persistence length Lp. The length Lc is the total contour of the DNA,

which is typically close to the crystallographic length, which is equal to 3.4 Å per base pair.

Lp is the decay length of bending fluctuations, that is, the length scale over which the DNA

undergoes significant bending [37]. Under typical experimental conditions (∼10–100 mM

monovalent salt), Lp is approximately equal to 50 nm, and its value decreases slightly with

increasing ionic strength. The WLC model was shown to also provide an accurate description

of the force–extension behavior of double-stranded RNA, with Lp of 64 nm [38]. For forces
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Figure 13.6. Behavior of double-stranded DNA under applied forces and torques. A. Force–extension curves of

single 21-kbp DNA molecules. Symbols represent force measurements obtained from analysis of the spectrum of

the bead fluctuations as described in Section 13.4. Solid lines are from fits of the worm-like chain (WLC) equation

described in Section 13.5. The four different colors correspond to independent measurements with different magnet

configurations, described in more detail in Section 13.7. The fits of the WLC equation gave contour lengths of

7.1 ± 0.2 μm and persistence lengths of 47 ± 3 nm (mean and standard deviation, respectively). B. DNA extension

as a function of magnet rotations for a torsionally constrained 21-kbp DNA molecule at forces of 0.25 pN (black),
1 pN (brown), and 5 pN (light brown). At low forces (<1 pN) the formation of plectonemic supercoils is symmetric

for positive and negative coiling. At higher forces, plectonemic supercoils are formed under positive torque, but the

DNA denatures locally when a negative turn is applied, as can be seen from the asymmetry of the curves at 1 and 5

pN. The points at which the buckling transition into the plectonemic regime occurs at positive torques are denoted

by errors. The slopes in the plectonemic regime (solid lines) give the change in extension per turn, �z. C. Change
in DNA extension per turn, �z, deduced from the slopes of rotation curves (as in panel B). Black symbols show the

results of magnetic tweezers measurements from our lab. Red symbols are the data of Forth et al. obtained using

optical torque tweezers [42]. The green solid line shows the prediction of the simple model derived in the text. The

blue solid line is the prediction of the Marko model, with a plectoneme helicity of 24 nm.

>5–10 pN, enthalpic stretching of the DNA becomes significant and can be incorporated into

the WLC model by adding an elastic stretching term [34]. At forces greater than 50–60 pN,

DNA undergoes an overstretching transition [39,40].

White showed that for torsionally constrained DNA the linking number Lk is a topolog-
ical invariant [41]:

Lk = Tw + Wr = const (13.22)

Tw is the twist of the double helix, defined as the number helical turns in the double helix of

DNA. For torsionally relaxed DNA the natural twist Tw0 of DNA is equal to the number of

base pairs divided by the helical turn (10.5 bp per turn). The writhe Wr is the number of times

the axis of the double helix crosses itself. In the absence of external constraints, the writhe is

zero, Wr0 = 0. A molecule is said to be supercoiled when its linking number is different from

Lk0 = Tw0 + Wr0. A useful quantity in this context is the supercoil density σ:

σ = Lk − Lk0
Lk0

(13.23)

Rotating the bead attached to a torsionally constrained nucleic acid changes Lk, as shown in

Figure 13.6B. Starting from a torsionally relaxed molecule, the change in linking number is

initially absorbed by elastic twist deformations and increases Tw of the molecule, whereas Wr
remains unchanged. In this regime, the torque� increases linearly with the number of turns N:
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� = C
2πN
Lc

(13.24)

where C is the torsional modulus; C ≈ 90kBT for DNA [43,44]. If one continues to rotate

the magnets, the molecule undergoes a buckling transition when the energy stored in the

elastic twisting deformation is reduced by forming a loop (see the arrows in Figure 13.6B).

Further rotations past the buckling transition do not increase Tw but instead increase Wr as

plectonemic supercoils are formed. A simple model for the buckling torque �B and the size

of the plectonemes can be derived by assuming a loop of size R [42,43]. At �B, the work

done by one more turn is 2π�B and equals the work required to form a loop of size R:

ER = 2πRF + πLpkBT
R

(13.25)

where the first term corresponds to the work done against the external (magnetic) force F
and the second term is the work required to bend a stiff polymer into a loop of radius R.
By minimizing ER with respect to R, one finds for �B and for the change in extension per

superhelical turn (�z) [43,44]

�B =
√
2LpkBTF and �z = 2πR = π

√
2LpkBT

F
(13.26)

This simple model qualitatively yields the right trends. In particular it predicts an increase

in �B and a decrease in the shortening of the DNA per turn with increasing applied force.

However, it fails to quantitatively match the experimental data, in particular at low forces

(Figure 13.6C). To describe the elastic response of twisted DNA more accurately, a number

of models have been developed. Recently, Marko derived an analytical model that includes

an additional parameter—the twist stiffness of the plectonemic state [45]. The Marko model

provides additional physical insight and improves the fit to the experimental data in the force

range >1 pN. However, it asymptotically approaches the result of the simple model at low

forces and fails to accurately match the experimental data below ∼1 pN (Figure 13.6C). In

addition, neither model explicitly accounts for the effect of ionic strength. Experimentally,

increasing the ionic strength of the solution decreases �z at constant force, which is quali-

tatively expected because increased electrostatic screening makes smaller plectonemic loops

energetically less costly. Neukirch and coworkers derived a theoretical framework for obtain-

ing the effective plectoneme radius from experimental data [46,47]. Another description of

DNA under force and torque is the rod-like chain (RLC) model, an extension of the WLC

model that considers twisting rigidity and twist–stretch coupling. The RLC model appears to

yield an accurate description of twisted DNA under low forces; however, it can only be solved

numerically [48–50].

13.6. Current Capabilities in Terms of Temporal and Spatial
Resolution: Practical Limitations

The foregoing considerations described the experimental configuration of the MT and

explained how it can be used to apply forces and torques to nucleic acids. Particularly in

applications to nucleic acid–protein interactions, it is of interest to know with what resolution

in both space and time one can monitor the molecule.
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Assuming that one measure long enough (i.e., longer than 1/fc) to probe the full excur-

sion probability distribution, one can obtain an unbiased and infinitely small spatial resolution

by measuring an infinite number of time points. For a measurement of N data points, the accu-

racy with which one measures the x, y, or z position is given by the standard error of the mean

(SE):

SE = SD√
N

(13.27)

In other words, measuring faster will only lead to an increase in spatial resolution when the

sampling takes place longer than 1/fc, and thus fc sets the temporal resolution. For example,

with an acquisition frequency of 60 Hz, one obtains a spatial resolution of ∼30% in 200 ms,

or 3% in 17 sec at 2 pN. According to Eq. (13.8), the MT trap stiffness decreases inversely

with the length of the nucleic acid. A reduction in trap stiffness with nucleic acid length leads

to a reduced fc. MTs typically have a lower temporal (and in practice thus a lower spatial)

resolution than other force-spectroscopy techniques such as atomic force microscopy and

optical tweezers [26,51]. To a certain extent, this may be compensated by running experiments

with short molecules at high forces, although the degree to which this is possible depends on

the biological question being addressed. Nevertheless, the typical spatial resolution of MTs is

between 2 and 10 nm, and their resolution is usually between 10–2 and 10−4 sec.

13.7. Optimization of the Magnet Geometry

Section 13.4 described how the applied force can be calibrated from the motion of the

bead using the equipartition theorem. This section discusses how the applied force from a

pair of permanent magnets can be calculated from basic physics principles, without requiring

measurement of any bead fluctuations. Being able to compute the magnetic force from first

principles provides a consistency check on the calibration from the fluctuations in the in-plane

position of the bead. More importantly, it provides physical insight and allows the design of

magnet geometries for particular experimental specifications without the need to build and

test a large number of magnet configurations.

The magnetic force exerted on a bead is given by the negative gradient of the magnetic

energy [Eq. (13.1)]. To compute the force exerted by a given magnet configuration on a bead,

both
−→
B and ∇−→

B at the position of the bead, as well as the value of −→m for a given external

magnetic field, have to be determined. Two complementary strategies can be used to compute−→
B for a given magnet configuration [52]. For simple symmetric geometries and in the absence

of an iron yoke or other complicating factors, it is possible to compute the magnetic field

from first principles using the Biot–Savart law [53]. In this case, the magnets are replaced

by current loops using the method of equivalent sources and integrating their contributions

to the magnetic field at any point in space. This approach is semianalytical: Only the one-

dimensional integral derived from the Biot–Savart law needs to be evaluated numerically.

The only property of the magnets (apart from their geometry) required for the calculation is

their remnant field, which is available from the manufacturer’s specifications. Alternatively,

the remanent field can be determined from a direct measurement of the surface field by using

a Hall probe.

An alternative strategy to evaluating the magnetic field of arbitrary magnet geometries

is to solve the magnetostatic problem using a three-dimensional (3D) finite-element partial
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differential equation solver. The Multiphysics AC/DC module from COMSOL has been used

to build complete 3D models of several magnet geometries and to solve the magnetostatics

problem numerically [52]. The finite-element approach can be applied to more complicated

geometries. In addition, material properties of components of the setup, for example, an iron

yoke or iron tips, can be included in the model.

To quantitatively assess the accuracy of magnet simulations, the magnetic field of a pair

of permanent magnets has been measured using a Hall probe [52]. Figure 13.7A shows the

magnetic field as a function of distance to the center of the magnet pair for a gap size (i.e.,

the distance between the magnets) of 1 mm and vertical (red and brown) and horizontal (light

and dark blue) magnet alignments (see Figure 13.1 for a definition of the magnet alignments).

Data are shown for the absence (red and light blue) and presence (brown and dark blue)

of an iron yoke (Figure 13.7A). The semianalytical calculations (black dashed lines) are in

excellent agreement with the results of the 3D finite-element modeling (solid lines) for the

geometries without added iron yokes (Figure 13.7A). For the case of added iron yokes, only

the finite-element solution was obtained. In addition, the theoretical predictions are in good

agreement with experimentally measured values for the magnetic field (symbols in Figure

13.7A). Similar agreement for other gap sizes has been obtained. It should be emphasized

that the lines in Figure 13.7 are direct predictions from magnetostatic theory, without any free

fitting parameters. The data suggest that it is possible to accurately model the magnetic field

of a pair of magnets from first principles.

Figure 13.7. Calculations of magnetic fields and forces from first principles. A. Magnetic fields as a function of

distances from the center of magnet pairs in the vertical (brown, red) and horizontal (light blue, dark blue) config-
uration. Data points are from measurements with a Hall probe in the absence (red, light blue) and presence (brown,
dark blue) of an iron yoke. Solid lines show the results of corresponding calculations using a three-dimensional (3D)

finite-element solver, and black dashed lines show the results of semianalytical calculations (Section 13.7). The inset

shows the magnetization of MyOne beads from Invitrogen as a function of the external magnetic field as reported by

the vendor. B. Magnet forces exerted on a 1-μmMyOne bead by the magnet configurations described in Figure 13.1

(with the same color code as in panel A). Symbols represent experimental results determined from the analysis of

the bead’s fluctuations. Lines are predictions from 3D finite-element simulations (solid lines) and the semianalytical

theory (black dashed lines). The region that is experimentally inaccessible due to the finite thickness of the magnets

and the flow cell is shown as a shaded region in the plot. Force–extension curves for these data are shown in Figure

13.6A, using the same color code as here.

To compute the force exerted on a bead, knowledge of m in response to an external B
is required. For beads commonly used in MT experiments, m is approximately described by

the Langevin function [26], and these data are available from the literature (for Dynabeads

MyOne beads from Invitrogen see Ref. 54 and the manufacturer’s Web site; for MagSense

1-μm beads see the technical support at the manufacturer’s Web site). The inset of
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Figure 13.7A shows m for MyOne beads as a function of the external B. Two regimes can

be distinguished: For external B less than ∼50 mT, m increases approximately linearly with

the external B, and, as a result, F will grow as ∇B2. For B greater than ∼100 mT, m saturates

and is approximately constant. In this regime, F will be proportional to ∇B. In typical MT

configurations, B spans both the linear and saturation regimes, and, therefore, it is crucial to

take into account the full magnetization behavior in the force calculation.

Figure 13.7B shows force measurements for the different magnet geometries consid-

ered in the foregoing using DNA-tethered MyOne beads. The theoretical predictions from

semianalytical theory (dashed line) and from the 3D finite-element simulations (solid lines)

are in good agreement with the direct measurements of the force from the observed fluctu-

ations in the bead in-plane position (symbols; analyzed in Section 13.4). Several interesting

observations can be made. For the horizontal magnet configuration and in the absence of an

iron yoke (light blue lines), the force becomes negative, that is, the bead is pushed toward the

surface. Experimentally, one cannot measure negative forces using the strategy outlined in

Section 13.4; therefore only positive (i.e., pulling) forces are shown in Figure 13.7B. Adding

an iron yoke to the setup suppresses the negative-force region for the horizontal configuration

(dark blue curves). Of interest, addition of an iron yoke increases the maximum force that can

be applied in either configuration only slightly.

The applied force decreases much faster with increasing distance to the magnets in

the horizontal configuration than in the vertical configuration. For applications that require

measurements at very low forces (<0.1 pN; Figure 13.6A), a horizontal magnet configuration

is therefore desirable. For the horizontal configuration, reducing the gap size between the

magnets does not significantly increase the maximum force that can be applied because the

maximum of the force occurs at a position inside the gap between the magnets that is not

experimentally accessible. In contrast, for the vertical magnet configuration, decreasing the

gap size can significantly increase the maximum applicable force. For applications that benefit

from large applied forces, a horizontal magnet configuration with a small gap size and a thin

flow cell are therefore recommended. In addition, the choice of beads can be optimized for

particular applications. For example, to maximize the forces that can be applied, large beads

with a high magnetization per volume are desirable.

13.8. Flow Cells for Magnetic Tweezers

MT measurements require specially designed reaction chambers or flow cells. A flow

cell must satisfy several criteria to be suitable for MT measurements. First, the walls of the

flow cell have to be transparent for the light used to visualize the beads (e.g., quartz glass

slides). Second, a flow cell requires an inlet and an outlet to enable an exchange of buffers

during an experiment. Third, the inner surface of the flow cell opposite to the magnet must

provide attachment points for the nucleic acid conjugated to the bead (Figure 13.1). Finally,

the remainder of the inner surface not covered by the attachment points has to be passivated to

prevent any nonspecific interactions that may interfere with the measurement of the extension

of the nucleic acid or of the applied force (e.g., sticking of the nucleic acid and/or bead to

the inner surface). The following paragraphs review the current strategies for nucleic acid

labeling to suspend the nucleic acids between the bead and the glass surface, as well as ways

to passivate the inner glass surface.
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13.8.1. Strategies for Tethering Nucleic Acids to the Flow Cell and the Bead

To suspend a nucleic acid between the attachment point on the inner surface of the

flow cell and the bead, the two extremities of the nucleic acid have to be specifically labeled

with two different labels. The labels have to provide bonds that can resist the applied forces.

The inner surface and bead are thus usually coated with either antidigoxigenin or strepta-

vidin, whereas the corresponding extremities of the nucleic acid are labeled with their bind-

ing partners, digoxigenin or biotin, respectively [55]. The fluorescein–antifluorescein binding

pair has also been used in MT and tethered particle motion (TPM) applications, with fluo-

rescein placed on the nucleic acid end and antifluorescein adsorbed on the inner surface of

the flow cell or attached to the bead [56,57]. Considering the stability of the fluorescein–

antifluorescein binding pair against forces typically applied in MT studies, it is a viable alter-

native to the two standard binding pairs mentioned previously.

Labeling of nucleic acids can be carried out in several ways: (1) Generation of labeled

DNA and RNA fragments by polymerase chain reaction (PCR) or in vitro run-off transcrip-

tion, respectively, followed by their ligation to the corresponding nucleic acid terminus using

DNA or RNA ligase [58,59]; (2) Chemical modifications of the nucleic acid ends [56,60–62];

(3) enzymatic extension of the nucleic acid ends with modified nucleotides using PolyA poly-

merase (pAP), terminal deoxynucleotidyl transferase (TdT), or T4 RNA ligase 1 (T4 RNL 1)

[63–65]; or (4) hybridization of a labeled RNA or DNA strands that are complementary to

the ends of the nucleic acid [38,58,59,66,67]. The choice of optimal labeling protocol for a

particular application will primarily depend on the nature of the nucleic acid (i.e., DNA vs.

RNA, and single- vs. double-stranded nucleic acid) [55]. Although ligation-based protocols

have been applied with great success in DNA-related studies [55,68–70], the other protocols

listed have been developed primarily for RNA-based applications due to the limited selec-

tion of molecular biology tools that can be used in the synthesis of RNA molecules. Finally,

application of a torque in the MT requires a torsionally constrained double-stranded nucleic

acid, which is most conveniently obtained by introducing multiple labels at each end of the

nucleic acid using PCR and in vitro run-off transcription of corresponding DNA and RNA,

respectively [38,58,68].

13.8.2. Inner Surface Passivation Techniques

Ideally, a nucleic acid molecule should be suspended between the inner surface and the

bead in the absence of any interfering interaction among the nucleic acid, bead, and the inner

surface. However, most of the reaction buffers used in in vitro biological reactions contain

components that promote interaction of the nucleic acid and/or the bead with the flow cell

surface (e.g., Mg2+) [71,72]. These interactions affect the measured extension of the nucleic

acid, as well as the fluctuations of the bead, which prevents an accurate determination of the

applied force and mechanical properties of the system under investigation. Thus, to prevent

these interactions, the inner surface of the flow cell has to be passivated after the adsorption

of the attachment points for the nucleic acid (e.g., antidigoxigenin, biotin, or fluorescein).

The most common way to passivate a flow cell surface is by adsorbing inert proteins

(e.g., bovine serum albumin [BSA]) or polypeptides (e.g., poly-L-glutamic acid [PGA]) to the

part of the surface not occupied by the nucleic acid attachment points [38,68,73]. Although

both the passivating material and the nucleic acid attachment points can be adsorbed to bare

glass with reasonable efficiency, an intermediate polystyrene layer has been commonly used

to enhance their adsorption [38,68]. Alternatively, a monolayer composed of poly(ethylene
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glycol) (PEG) and biotinylated PEG has been successfully used to reduced nonspecific inter-

actions between the inner surface and the components of the system [74] (for the properties of

the PEGylated glass surface see Ref. 75). In addition, the authors’ lab has used nitrocellulose-

based passivation of the flow cell surface [76], which is characterized by its ease of prepara-

tion and high density of nucleic acid tethers.

13.8.3. Considerations When Working with RNA

There are several reasons whyMT experiments on RNA have been few and far between.

First, during every step of MT experiments, RNA systems require special considerations not

necessary in the case of DNA. For example, due to the lack of a molecular biology toolbox

comparable to that for DNA, a combination of molecular biology and chemical techniques is

required to assemble a viable RNA construct (for a comprehensive review of available tech-

niques and protocols, see Ref. 55). Furthermore, a major obstacle to a wider application of

MT to RNA-related research is the instability of RNA under in vitro conditions. As is widely

acknowledged, there are two principal reasons why RNA is less stable than its deoxyribose

counterpart, DNA: (1) the abundance of RNA-degrading enzymes—RNases—in the envi-

ronment [77], and (2) RNA’s chemical instability due to the presence of 2′-hydoxyl groups,
which can serve as nucleophiles to attack their proximal phosphorous atoms, leading to a

nucleophilic substitution and resulting in a cleavage of the phosphodiester bond [78]. Never-

theless, there are measures that can enhance RNA stability and enable a successful RNA MT

study [38].

Whereas RNases are active under a wide range of conditions, the RNA phosphodiester

bond cleavage by 2′-hydoxyl group requires elevated temperatures and the presence of diva-

lent ions as catalysts [79–82]. RNase nuclease activity in the MT can be inhibited by the use

of both RNase-free reagents and commercially available RNase inhibitors. Alternatively, the

cleavage of the phosphodiester bond by the 2′-hydorxyl group can be considerably inhibited

by the use of chelating agents that bind divalent ions (e.g., ethylenediaminetetraacetic acid or

sodium citrate). In addition, the use of inert surfaces such as PEGylated glass slides further

increases the stability of RNA constructs in the MT.

13.9. Use of Magnetic Tweezers in Biological Experiments: Examples

Having detailed the MT experimental configuration in the preceding sections, this sec-

tion considers three different examples of experiments in which DNA–protein interactions

have been monitored using MT. The first two examples depend on the unique ability of MT

to easily control and monitor the degree of supercoiling in a single molecule of DNA. The

ease with which this can be done has allowed researchers to probe the mechanical properties

of supercoiled DNA and to study the activity of topoisomerases (Example 1) (Figure 13.8).

It will also be shown how MT can be used to probe restriction enzymes, RNA polymerases,

and translocases, whose primary function is not in supercoil regulation but whose activities

can be monitored indirectly via the degree of supercoiling induced (Example 2) (Figure 13.9).

In addition, it is shown how MT can be used to study processive translocating enzymes such

as DNA helicases (Example 3) (Figure 13.10). Finally, recent MT studies on purely protein-

based systems are reviewed (Example 4).
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Figure 13.8. Examples of magnetic tweezers studies of supercoil dynamics and removal. A. The dynamics of a

supercoiled DNA molecule bound to a bead can be addressed in two ways. First, combined magnetic and optical

tweezers were used as shown in the inset. The laser beam used to trap the bead is represented in pink. Alterna-

tively, supercoils were removed in the presence of a nicking enzyme. The traces shown here were obtained with the

combined tweezers setup for two different values of the magnetic force: 2.2 pN (inverted red triangles) and 4.1 pN

(black squares). These traces monitor the end-to-end extension of the DNA molecule, which increases after release

of the optical trap at t = 0 until it reaches its steady-state value under the magnetic force. The solid lines represent

the quasistatic model that was used by the researchers to successfully describe the dynamics. B. Supercoil removal

by topoisomerase IB. Topoisomerase IB first binds double-stranded DNA (dsDNA) (step I in the inset), cleaves

one strand of the dsDNA, which allows the release of the supercoils (step II in the inset), and finally ligates the

cleaved strand to yield back the intact dsDNA (step III in the inset). On supercoil release, the measured extension, z,
increases.

13.9.1. Example 1: Supercoils Dynamics, and Supercoil Removal

During cell division, the genetic material is copied, and the enzymes responsible for

this must be able to access the base sequences. This is only possible if the portion of DNA to

be replicated is unwound. Such DNA unwinding, which takes place during both replication

and transcription, gives rise to supercoils in the DNA. The degree of supercoiling must be

carefully regulated to avoid impeding the motion of the molecular machinery because super-

coils can give rise to torsional forces in the DNA, the magnitude of which increases the more

the DNA is unwound. In the context of DNA replication, such forces can delay the process of

cell division and under certain conditions even arrest it [83].

A number of processes, both mechanical and biochemical, are involved in supercoil

regulation. In this context, MT can be used to probe the dynamics of supercoiled DNA to
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Figure 13.9. The experimental strategy employed to observe DNA untwisting by RNA polymerase (RNAP). A

torsionally constrained molecule is held in molecular tweezers. Unwinding of DNA by RNAP will induce negative

twist, which in a torsionally constrained molecule must be compensated by positive writhe. If the DNA prior to the

unwinding by RNAP contains positive writhe, the activity of the RNAP will serve to further increase the writhe.

This will lead to an observable decrease in the end-to-end extension of the DNA molecule (top). If the DNA prior to

the unwinding by RNAP contains negative writhe, the activity of the RNAP will serve to make the overall degree of

writhe less negative. Consequently, this will lead to an observable increase in the end-to-end extension of the DNA

molecule, as indicated (bottom). (From Revyakin et al. [86]. Reprinted with permission from AAAS. American

Association for the Advancement of Science.]

assess its precise role in such regulation. For instance, diffusing supercoils of opposite sign

might annihilate on a circular plasmid, provided their drag is low enough to allow their rapid

diffusion. MT can also be used to probe enzymes called topoisomerases that control DNA

supercoiling. These enzymes serve to reduce the torsional forces and to unknot DNA. They

are grouped into two classes, types I and II. Type I topoisomerases are characterized by their

ability to cleave a single strand of duplex DNA, whereas type II topoisomerases cleave both

strands of duplex DNA.

Two distinct methods have been used to examine the dynamics of supercoiled DNA. In

the first method, the force on a supercoiled DNA molecule was rapidly increased, leading to

a conversion of the plectonemic supercoils to DNA twist (Figure 13.8A, inset). To achieve

rapid force switching in practice, MTs were supplemented with an optical trap to keep DNA

under low tension while the magnets were translated to increase the force. Subsequently shut-

ting off the laser trap led to motion of the bead back to its equilibrium position under the

high magnetic force established. In the second method, supercoil removal dynamics were

probed by incubating the supercoiled DNA in the presence of a nicking enzyme that relaxes

the torsional constraint by nicking the DNA [84]. Both experiments on plectoneme dynamics

could be described in a satisfying way with a simple theoretical model assuming fast internal
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Figure 13.10. Unwinding of a DNA helix by bacteriophage T4 helicase (gp41). A. Experimental configuration for

studying gp41 unwinding of a DNA duplex, where the DNA hairpin is suspended between the glass surface and the

bead. B. In the presence of gp41, the DNA hairpin is unwound, resulting in the lengthening of the DNA, followed

by shortening as a consequence of rehybridization of the complementary strands back into a DNA hairpin. The

initial increase and subsequent decrease in DNA extension results in the observed spikes. The majority of spikes

correspond to the unwinding of the entire DNA hairpin (an example is indicated with a blue arrow). Occasionally,
partial unwinding events can be observed as indicated by lower spikes (green arrow). (Adapted from Lionnet et al.

[90]. Copyright 2007 National Academy of Sciences, USA.)

DNA dynamics (data for the force switching experiment are shown in Figure 13.8A). Sur-

prisingly, the relaxation of plectonemic structures that occurred during these experiments did

not significantly slow down DNA dynamics [84]. This study of the dynamics of bare DNA

has provided a solid baseline to which the dynamics of supercoiled DNA in the presence of

proteins should be compared.

To illustrate the use of MT in probing topoisomerase activity, consider the enzyme

topoisomerase IB, a eukaryotic enzyme that releases the torsion built up in a supercoiled

DNA. The enzyme releases the torsion from the DNA by surrounding the dsDNA like a clamp

and temporarily cleaving one of the two strands. The accumulated torsional forces in the

DNA are then spun out around the intact strand. After a number of turns, the topoisomerase

IB again firmly grabs the spinning DNA and neatly ligates the broken strands back together

(Figure 13.8B, inset). Using single-molecule techniques, Koster et al. could follow single

topoisomerase IB enzymes over time as they acted on single DNA molecules [68]. Because

the supercoils are removed from the DNA as soon as the topoisomerase cuts through one

of the two DNA strands, they were able to determine the exact number of turns removed

by the topoisomerase between “cutting” and “sealing” (Figure 13.8B). In addition, various

parameters, such as the torque dependence of the average number of turns removed and the

degree of friction of the rotating DNA in a cavity of the enzyme, could be measured. The

experimental evidence for the existence of friction relied on a comparison with a control

experiment in which supercoil relaxation was carried out by a nicking enzyme, as described

previously, because such an enzyme does not impose noticeable friction following cleavage.

13.9.2. Example 2: DNA Scrunching by RNA Polymerase

In the previous example, changes in supercoil density were shown to yield kinetic infor-

mation on enzymes whose primary role involves supercoil removal. However, the precise

analysis of supercoils in the magnetic tweezers can also yield information on enzymes whose

primary role is quite different. An example of this is the detection by Strick and colleagues of
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DNA scrunching by RNA polymerase during abortive initiation [85,86]. In this experiment, a

single DNA molecule that included a unique promoter for Escherichia coli RNA polymerase

(RNAP) was prepared in the MT. As shown in Figure 13.9, the molecule can be prepared in

either a positively or a negatively supercoiled state. RNAP will start unwinding the DNA, but

as the DNA molecule is torsionally constrained, the linking number cannot be altered. Any

negative twist induced through DNA unwinding by RNAP must therefore be compensated by

positive writhe. If the DNA is initially positively supercoiled, the compensation by positive

writhe will decrease the end-to-end extension of the DNA molecule, whereas if the DNA is

initially negatively supercoiled, the compensation by positive writhe will increase the end-

to-end extension of the DNA molecule (Figure 13.9). In this manner, the researchers could

measure the degree of unwinding by the RNA polymerase in several states (open complex,

initially transcribing complex, etc.). For instance, the ability to measure the small differences

in the change of DNA length during abortive initiation in a positively versus a negatively

supercoiled state, equal to �lu = (�lobs,neg – �lobs,pos)/2, where lobs,neg is the length change

of the DNA during abortive initiation at negative supercoiling and �lobs,pos is the correspond-
ing length change at positive supercoiling, proved the existence of DNA scrunching by RNAP

in this phase of its cycle.

13.9.3. Example 3: DNA Helicase Activity

It has been shown how a knowledge of the behavior of supercoiled DNA in the tweezer

can permit sensitive detection of enzymatic activity. MTs are by no means limited to the

detection of enzymes that act on supercoils, either directly or indirectly. Indeed, they have

also been used to monitor replication by DNA polymerases, unwinding by DNA helicases,

and looping by GalR, among others [87–89]. This subsection briefly describes how MTs can

be used to study DNA helicase activity.

As a helicase unwinds duplex DNA or RNA into two separated single strands, its

motion can be monitored in several ways. One manner is to take advantage of different force–

extension relations for single- and double-stranded nucleic acids (i.e., different persistence

lengths and contour lengths per nucleotide). Under a fixed force, these varying stiffnesses

result in altered end-to-end lengths monitored in the MT, depending on whether the nucleic

acid is predominantly single or double stranded [40]. Such discrimination has been used to

monitor the activity of DNA helicases [88]. An alternative technique to monitor helicase

activity, first introduced by the Bustamante group, is to monitor DNA unzipping of a single

hairpin [59]. Here, the signal-to-noise ratio is higher because it is not a length differential

between single- and double-stranded nucleic acids that contributes to the signal, but rather

the entire length revealed by the appearance of additional single-stranded DNA under tension.

Unzipping of a 231-bp hairpin by bacteriophage T4 helicase (gp41), leading to lengthening

of the DNA during unzipping and shortening during subsequent rehybridization, is shown in

the context of MT in Figure 13.10 [90]. From such time traces, one can readily deduce the

velocity and the processivity distribution, as well as the force dependence of helicase activity,

very precisely, which places stringent constraints on potential helicase mechanisms.

13.9.4. Example 4: MT Applications in Protein Science

Recently MTs have been applied to nucleic acids–free protein systems [10–14]. Lee et

al. developed an immunoassay using MTs that enabled antigen detection with two-orders-of-

magnitude-higher sensitivity than conventional solid surface phase immunoassay techniques
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due to the increase in the signal-to-noise ratio in the case of MTs [14]. In addition, MTs have

been used to measure the lengths and dissociation rates of bonds between phage-displayed

peptides and their protein targets [13]. This work was later expanded with studies of antigen–

antibody interactions [12]. Finally, MTs were used to measure the stiffness of protein assem-

blies, as well as the bond strengths stabilizing these assemblies [10, 11].

13.10. Outlook

Single-molecule MT techniques have been applied to many biological problems with

considerable success. Although they were applied initially to study DNA supercoiling and its

biological regulation, MTs have also been used to study other important systems involving

nucleic acids and proteins, such as nucleic acid helicase and polymerases. There are several

technical and biological challenges that remain to be solved. First, the accuracy of spatial

tracking should continue to be improved, and the MT should be extended to directly measure

the applied torque. Second, developing the instrumentation and software to enable high-speed

parallel measurements of several beads (i.e., several single molecules) will prove beneficial in

studying biological processes with low initiation rates [91]. Furthermore, combing MT with

other single-molecule techniques such as fluorescence resonance energy transfer or optical

tweezers should expand the versatility of the technique, enabling studies of multicompo-

nent processes. Finally, extending the abilities of current MTs to investigate nucleic acid–

dependent metabolism in living cells, in which various proteins are bound to DNA under

“truly” in vivo conditions, should further diversify the experimental questions that can be

addressed by this technique.

Acknowledgments

We thank the many members of our laboratory who have contributed to the research

effort using MTs over the last few years. We are particularly grateful to Jeroen Abels for a

number of illustrations, to Xiaomin Hao for her help on magnet modeling, to Sven Klijn-

hout for carrying out the experiments necessary to test the elastic response of twisted DNA,

to Zhuangxiong Huang and Gary M. Skinner for help with flow cell coating, and to Serge

Lemay for pointing out the alternative derivation of the spring constant of the MT. We also

thank Richard H. Ebright and Timothee Lionnet for providing the figures on RNA poly-

merase scrunching and DNA helicase unwinding, respectively. Funding is acknowledged from

the Nederlandse Organisatie voor Wetenschappelijk Onderzoek (NWO) via its Vidi program

(IDV and JL), from the Human Frontiers Science Program (DAK), and from the European

Science Foundation via a EURYI grant (NHD).

References

1. Palker TJ (1992) Human T-cell lymphotropic viruses—Review and prospects for antiviral therapy. Antivir Chem

Chemother 3: 127–139

2. Chase JW, Williams KR (1986) Single-stranded DNA binding proteins required for DNA replication. Annu Rev

Biochem 55: 103–136

3. Kowalczykowski SC, Dixon DA, et al. (1994) Biochemistry of homologous recombination in Escherichia coli.

Microbiol Rev 58: 401–465



Magnetic Tweezers for Single-Molecule Experiments 393

4. Wickner RB (1992) Double-stranded and single-stranded RNA viruses of Saccharomyces cerevisiae. Annu Rev
Microbiol 46: 347–375

5. Wickner RB (1996) Double-stranded RNA viruses of Saccharomyces cerevisiae. Microbiol Rev 60:

250–265

6. Tomari Y, Zamore PD (2005) Perspective: machines for RNAi. Genes Dev 19: 517–529

7. Voinnet O (2001) RNA silencing as a plant immune system against viruses. Trends Genet 17: 449–459

8. Lavelle C (2007) Transcription elongation through a chromatin template. Biochimie 89: 516–527

9. Gosse C, Croquette V (2002) Magnetic tweezers: micromanipulation and force measurement at the molecular

level. Biophys J 82: 3314–3329

10. Ajjan R, Lim BCB, et al. (2008) Common variation in the C-terminal region of the fibrinogen beta-chain:

Effects on fibrin structure, fibrinolysis and clot rigidity. Blood 111: 643–650

11. Mierke CT, Kollmannsberger P, et al. (2008) Mechano-coupling and regulation of contractility by the vinculin

tail domain. Biophys J 94: 661–670

12. Shang H, Lee GU (2007) Magnetic tweezers measurement of the bond lifetime–force behavior of the IgG-

protein a specific molecular interaction. J Am Chem Soc 129: 6640–6646

13. Shang H, Kirkham PM, et al. (2005) The application of magnetic force differentiation for the measurement of

the affinity of peptide libraries. J Magn Magn Mater 293: 382–388

14. Lee GU, Metzger S, et al. (2000) Implementation of force differentiation in the immunoassay. Anal Biochem

287: 261–271

15. Smith AS, Sengupta K, et al. (2008) Force-induced growth of adhesion domains is controlled by receptor mobil-

ity. Proc Natl Acad Sci USA 105: 6906–6911

16. Kanger JS, Subramaniam V, et al. (2008) Intracellular manipulation of chromatin using magnetic nanoparticles.

Chromosome Res 16: 511–522

17. Tanase M, Biais N, et al. (2007) Magnetic tweezers in cell biology. In Cell Mechanics, Methods is cell Biology

83: 473–493

18. Bausch AR, Moller W, et al. (1999) Measurement of local viscoelasticity and forces in living cells by magnetic

tweezers. Biophys J 76: 573–579

19. Pincet F, Husson J (2005) The solution to the streptavidin–biotin paradox: The influence of history on the

strength of single molecular bonds. Biophys J 89: 4374–4381

20. Merkel R, Nassoy P, et al. (1999) Energy landscapes of receptor–ligand bonds explored with dynamic force

spectroscopy. Nature 397: 50–53

21. Dammer U, Hegner M, et al. (1996) Specific antigen/antibody interactions measured by force microscopy. Bio-

phys J 70: 2437–2441

22. Moy VT, Florin EL, et al. (1994) Intermolecular forces and energies between ligands and receptors. Science

266: 257–259

23. Lee GU, Kidwell DA, et al. (1994) Sensing discrete streptavidin–biotin interactions with atomic-force

microscopy. Langmuir 10: 354–357

24. Chiou CH, Huang YY, et al. (2006) New magnetic tweezers for investigation of the mechanical properties of

single DNA molecules. Nanotechnology 17: 1217–1224

25. Todd BA, Rau DC (2008) Interplay of ion binding and attraction in DNA condensed by multivalent cations.

Nucleic Acids Res 36: 501–510

26. Neuman KC, Lionnet T, et al. (2007) Single-molecule micromanipulation techniques. Ann Rev Mater Res 37:

33–67

27. Cheezum MK, Walker WF, et al. (2001) Quantitative comparison of algorithms for tracking single fluorescent

particles. Biophys J 81: 2378–2388

28. Gelles J, Schnapp BJ, et al. (1988) Tracking kinesin-driven movements with nanometre-scale precision. Nature

331: 450–453

29. Charvin G, Allemand JF, et al. (2004) Twisting DNA: Single molecule studies. Contemp Phys 45: 383–403

30. WongWP, Halvorsen K (2006) The effect of integration time on fluctuation measurements: calibrating an optical

trap in the presence of motion blur. Opt Express 14: 12517–12531

31. de Grooth BG (1999)A simple model for Brownian motion leading to the Langevin equation. Am j phys 67:

1248–1252

32. Bustamante C, Marko JF, et al. (1994) Entropic elasticity of lambda-phage DNA. Science 265: 1599–1600

33. Smith SB, Finzi L, et al. (1992) Direct mechanical measurements of the elasticity of single DNA-molecules by

using magnetic beads. Science 258: 1122–1126

34. Bouchiat C, Wang MD, et al. (1999) Estimating the persistence length of a worm-like chain molecule from

force-extension measurements. Biophys J 76: 409–413



394 I. D. Vilfan et al.

35. Marko JF, Siggia ED (1995) Stretching DNA. Macromolecules 28: 8759–8770

36. Vologodskii A (1994) DNA extension under the action of an external force. Macromolecules 27: 5623–5625

37. Nelson P (2003) Biological Physics: Energy, Information, Life. W. H. Freeman, New York

38. Abels JA, Moreno-Herrero F, et al. (2005) Single-molecule measurements of the persistence length of double-

stranded RNA. Biophys J 88: 2737–2744

39. Leger JF, Romano G, et al. (1999) Structural transitions of a twisted and stretched DNA molecule. Phys Rev

Lett 83: 1066–1069

40. Smith SB, Cui YJ, et al. (1996) Overstretching B-DNA: The elastic response of individual double-stranded and

single-stranded DNA molecules. Science 271: 795–799

41. White JH (1969) Self-linking and Gauss-integral in higher dimensions. Am J Math 91: 693–728

42. Forth S, Deufel C, et al. (2008) Abrupt buckling transition observed during the plectoneme formation of indi-

vidual DNA molecules. Phys Rev Lett 100: 4

43. Strick T, Dessinges M-N, Charvin G, Dekker NH, Allemand J-F, Bensimon D, Croquette V (2003) Stretching

of macromolecules and proteins. Rep Prog Phys 66: 1–45

44. Strick TR, Allemand JF, et al. (2000) Stress-induced structural transitions in DNA and proteins. Annu Rev

Biophys Biomolec Struct 29: 523–543

45. Marko JF (2007) Torque and dynamics of linking number relaxation in stretched supercoiled DNA. Phys Rev E

76: 021926

46. Clauvelin N, Audoly B, et al. (2008) Mechanical response of plectonemic DNA: An analytical solution. Macro-

molecules 41: 4479–4483

47. Neukirch S (2004) Extracting DNA twist rigidity from experimental supercoiling data. Phys Rev Lett 93: 4

48. Moroz JD, Nelson P (1997) Torsional directed walks, entropic elasticity, and DNA twist stiffness. Proc Natl

Acad Sci USA 94: 14418–14422

49. Bouchiat C, Mezard M (1998) Elasticity model of a supercoiled DNA molecule. Phys Rev Lett 80: 1556–1559

50. Vologodskii AV, Marko JF (1997) Extension of torsionally stressed DNA by external force. Biophys J 73:

123–132

51. Neuman KC, Nagy A (2008) Single-molecule force spectroscopy: optical tweezers, magnetic tweezers and

atomic force microscopy. Nat Methods 5: 491–505

53. Lipfert J, Hao X, et al. (2009) Quantitative Modeling and Optimization of Magnetic Tweezers. Biophys j 96(12):

in press

53. Griffiths DJ (1999) Introduction to Electrodynamics. Benjamin Cummings, Menlo Park, NJ

54. Derks RJS, Dietzel A, et al. (2007) Magnetic bead manipulation in a sub-microliter fluid volume applicable for

biosensing. Microfluid Nanofluidics 3: 141–149

55. Vilfan ID, Kamping W, et al. (2007) An RNA toolbox for single-molecule force spectroscopy. Nucleic Acids

Res 35: 6625–6639

56. Lambert MN, Vocker E, et al. (2006)Mg2+-induced compaction of single RNAmolecules monitored by tethered

particle microscopy. Biophys J 90: 3672–3685

57. Gore J, Bryant Z, et al. (2006) DNA overwinds when stretched. Nature 442: 836–839

58. Dekker NH, Abels JA, et al. (2004) Joining of long double-stranded RNA molecules through controlled over-

hangs. Nucleic Acids Res 32: e140

59. Liphardt J, Onoa B, et al. (2001) Reversible unfolding of single RNA molecules by mechanical force. Science

292: 733–737

60. Bakin AV, Borisova OF, et al. (1991) Spatial-organization of template polynucleotides on the ribosome deter-

mined by fluorescence methods. J Mol Biol 221: 441–453

61. Hansske F, Cramer F (1979) Modification of the 3′ terminus of tRNA by periodate oxidation and subsequent

reaction with hydrazides. In: K. Moldave and L. Grossman (eds.), Methods in Enzymology, ed. Academic Press,

New York, Vol. 59, pp. 172–181.

62. Willkomm DK, Hartmann RK (2005) 3′-terminal attachment of fluorescent dyes and biotin. In: Hartmann RK,

et al. (eds.), Handbook of RNA Biochemistry, 1st ed. Wiley-VCH, Weinheim, Germany pp. 86–94.

63. Kinoshita Y, Nishigaki K, et al. (1997) Fluorescence-, isotope- or biotin-labeling of the 5′-end of single-stranded
DNA/RNA using T4 RNA ligase. Nucleic Acids Res 25: 3747–3748

64. Martin G, Keller W (1998) Tailing and 3′-end labeling of RNA with yeast poly(A) polymerase and various

nucleotides. RNA Publ RNA Soc 4: 226–230

65. Rosemeyer V, Laubrock A, et al. (1995) Nonradioactive 3′-end-labeling of RNA molecules of different lengths

by terminal deoxynucleotidyltransferase. Anal Biochem 224: 446–449

66. Davenport RJ, Wuite GJ, et al. (2000) Single-molecule study of transcriptional pausing and arrest by E. coli

RNA polymerase. Science 287: 2497–2500



Magnetic Tweezers for Single-Molecule Experiments 395

67. Mangeol P, Cote D, et al. (2006) Probing DNA and RNA single molecules with a double optical tweezer. Eur

Phys J E 19: 311–317

68. Koster DA, Croquette V, et al. (2005) Friction and torque govern the relaxation of DNA supercoils by eukaryotic

topoisomerase IB. Nature 434: 671–674

69. Koster DA, Palle K, et al. (2007) Antitumor drugs impede DNA uncoiling by Topoisomerase I. Nature 448:

213–217

70. Koster DA, Wiggins CH, et al. (2006) Multiple events on single molecules: unbiased estimation in single-

molecule biophysics. Proc Natl Acad Sci USA 103: 1750–1755

71. Bonin M, Oberstrass J, et al. (2000) Determination of preferential binding sites for anti-dsRNA antibodies on

double-stranded RNA by scanning force microscopy. RNA Publ RNA Soc 6: 563–570

72. Thomson NH, Kasas S, et al. (1996) Reversible binding of DNA to mica for AFM imaging. Langmuir 12:

5905–5908

73. Fulconis R, Mine J, et al. (2006) Mechanism of RecA-mediated homologous recombination revisited by single

molecule nanomanipulation. EMBO J 25: 4293–4304

74. Kruithof M, Chien F, et al. (2008) Subpiconewton dynamic force spectroscopy using magnetic tweezers. Bio-

phys J 94: 2343–2348

75. Crut A, Koster DA, et al. (2008) Controlling the surface properties of nanostructures for studies of polmerases.

Nanotechnology 19: 465301

76. Skinner GM, Baumann CG, et al. (2004) Promoter binding, initiation, and elongation by bacteriophage T7 RNA

polymerase—A single-molecule view of the transcription cycle. J Biol Chem 279: 3239–3244

77. Sorrentino S (1998) Human extracellular ribonucleases: Multiplicity, molecular diversity and catalytic proper-

ties of the major RNase types. Cell Mol Life Sci 54: 785–794

78. Blasko A, Bruice TC (1999) Recent studies of nucleophilic, general-acid, and metal ion catalysis of phosphate

diester hydrolysis. Acc Chem Res 32: 475–484

79. Kaga E, Nakagomi O, et al. (1992) Thermal-degradation of RNA–RNA hybrids during hybridization in solution.

Mol Cell Probes 6: 261–264

80. Tenhunen J (1989) Hydrolysis of single-stranded RNA in aqueous solutions— Effect on quantitative hybridiza-

tions. Mol Cell Probes 3: 391–396

81. Butzow JJ, Eichhorn GL (1975) Different susceptibility of DNA and RNA to cleavage by metal ions. Nature

254: 358–359

82. Eichhorn GL, Clark P, et al. (1969) Interaction of metal ions with polynucleotides and related compounds. 13.

Effect of metal ions on enzymatic degradation of ribonucleic acid by bovine pancreatic ribonuclease and of

deoxyribonucleic acid by bovine pancreatic deoxyribonuclease I. J Biol Chem 244: 937–942

83. Khodursky AB, Peter BJ, et al. (2000) Analysis of topoisomerase function in bacterial replication fork move-

ment: use of DNA microarrays. Proc Natl Acad Sci USA 97: 9419–9424

84. Crut A, Koster DA, et al. (2006) Fast dynamics of supercoiled DNA revealed by single-molecule experiments.

Proc Natl Acad Sci USA 104: 11957–11926

85. Revyakin A, Ebright RH, et al. (2004) Promoter unwinding and promoter clearance by RNA polymerase: Detec-

tion by single-molecule DNA nanomanipulation. Proc Natl Acad Sci USA 101: 4776–4780

86. Revyakin A, Liu C, et al. (2006) Abortive initiation and productive initiation by RNA polymerase involve DNA

scrunching. Science 314: 1139–1143

87. Maier B, Bensimon D, et al. (2000) Replication by a single DNA polymerase of a stretched single-stranded

DNA. Proc Natl Acad Sci USA 97: 12002–12007

88. Dessinges MN, Lionnet T, et al. (2004) Single-molecule assay reveals strand switching and enhanced proces-

sivity of UvrD. Proc Natl Acad Sci USA 101: 6439–6444

89. Henn A, Medalia O, et al. (2001) Visualization of unwinding activity of duplex RNA by DbpA, a DEAD box

helicase, at single-molecule resolution by atomic force microscopy. Proc Natl Acad Sci USA 98: 5007–5012

90. Lionnet T, Spiering MM, et al. (2007) Real-time observation of bacteriophage T4 gp41 helicase reveals an

unwinding mechanism. Proc Natl Acad Sci USA 104: 19790–19795

91. Ribeck N, Saleh OA (2008) Multiplex single-molecule measurements with magnetic tweezers. Rev Sci Instrum

79: 094301



14
Folding of Proteins under
Mechanical Force

Michael Schlierf and Matthias Rief

Abstract Many proteins in the body are subject to mechanical forces in their natural context.

Examples are muscle proteins or proteins of the cytoskeleton. Often a protein faces the chal-

lenge of refolding against a mechanical load. Although the unfolding of proteins under load

has been extensively investigated, knowledge about refolding mechanics is still rare. This

chapter develops a model that describes the effect of an external force on protein folding. The

model can provide important help for the design of a single-molecule mechanical experiment.

The chapter discusses how spacer length and elasticity, as well as probe spring constant, affect

the observed results. In this context it also briefly discusses the difference between atomic

force microscope and optical tweezers experiments.

14.1. A Model for Protein Folding under Force

When a protein is subject to mechanical force while it tries to fold its polypeptide chain

into a compact structure, it is obvious that the force will strongly influence its folding kinetics.

The influence of the force on the folding kinetics can be quantified by considering that, in

addition to its natural folding barrier, an additional barrier will be imposed by load and will

limit the kinetics of the folding process. In the following, we consider a model in which

the barrier imposed by load and the natural folding barrier are additive. Figure 14.1 shows

changes in force and energy of an unfolded polypeptide chain when part of the chain (the

“folder,” green) tries to fold into a compact structure while held by a cantilever of an atomic

force microscope (AFM) while the rest of the chain (“spacer,” blue) stays unfolded. The

force–extension curve has been shown to follow closely the worm-like chain (WLC) model

of polymer elasticity [1]. The red trace in Figure 14.1 shows the fully unfolded polypeptide,

consisting of the unstructured folder and the spacer. We start with the fully extended chain

at high loads. Now, the external force is reduced successively from higher to lower forces

(red arrow). At point A, the force is so low that spontaneous folding of the protein occurs.

Because folding of the folder is associated with a significant reduction in length, the total

contour length is reduced by the length of the unfolded folder (green WLC curve), and the

acting force on the cantilever is increased to point B. The final polypeptide elasticity can

be described by the WLC for the spacer (blue). The top part of Figure 14.1 also illustrates
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Figure 14.1. Additional folding barrier under force. Top. Prefolding (A) and postfolding (B) snapshots of the whole
system. Bottom. When the external force is reduced, the folding domain and the spacer follow the prefolding trace

(red) until the folding force is reached (A). After folding, the spacer dominates the postfolding trace (blue). The
force–extension behavior of the folding domain is illustrated in green. The additional barrier consists of the blue

shaded area and the gray shaded area reduced by the green shaded area.

prefolding (A) and postfolding (B) snapshots of the whole system. Before folding, the total

contour length consists of the folding domain and the spacer. After the folding, the contour

length is only the spacer. The elasticity of the folded protein is not considered because its

spring constant is orders of magnitude higher than that of the polypeptide spacer. The total

energy needed to fold at force FA can be divided into three contributions: the energy loss due

to the cantilever bending EL(FA) (grey area), the energy loss due to stretching the remaining

spacer to higher forces ES(FA) (blue area), and the energy gain due to the collapse of the

folder Edomain(FA) (green area). In detail each contribution can be calculated by the following

equations.

The energy needed to bend the cantilever can be calculated from

EL(FA) = 0.5[lA(FA) − lB(FB)](FA + FB) (14.1)

where lA(FA) denotes the extension on the initial WLC at the initial force FA (at this force,

refolding would happen) and lB(FB) is the extension at the final force FB on the final WLC

curve reached after folding.

The energy needed to stretch the polypeptide spacer against its entropic elasticity is

calculated from

ES(FA) =
sB∫

sA

kBT
p

(
s

Ls
+ 1

4(1 − s/Ls)2
− 1

4

)
ds (14.2)
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where sB = sB(FB) denotes the spacer’s final extension on the polypeptide WLC curve,

sA = sA(FA) is the spacer’s initial extension on its WLC curve, kBT is the thermal energy, p is

the persistence length of the polypeptide spacer, and LS the contour length of the polypeptide

spacer.

Accordingly, we can calculate the energy liberated when the folder collapses from the

stretched to the folded state. We can calculate this entropic energy gain by

Edomain(FA) =
dB∫

dA

kBT
p

(
d
Ld

+ 1

4(1 − d/Ld)2
− 1

4

)
dd (14.3)

where dB denotes the domain’s final extension on its WLC curve, which in good approxima-

tion is zero because the size of the folded folder is much smaller than the unfolded folder.

Here dA = dA(FA) is the initial extension and Ld is the contour length of the domain. It is

important to note that the integral in Eq. (14.3) is negative because the integration is from a

higher limit to a lower limit. This reflects the fact that this energy contribution actually favors

folding. The total energy barrier at the initial force FA can be calculated by summing up:

Etotal(FA) = EL(FA) + ES(FA) + Edomain(FA) (14.4)

This total barrier is illustrated in Figure 14.1 by the sum of the gray area and the blue area,

subtracting the green area.

However, because the total barrier is calculated using WLC elasticity, its dependence

on external force is not simple. Figure 14.2A shows the total energy barrier and its individual

energetic contributions as a function of the external force under which folding occurs. For all

calculations, if not stated otherwise, a persistence length p = 0.5 nm, a spacer contour length

Figure 14.2. Energetic contributions at various external forces. A. The total energy barrier in a typical atomic force

microscope (AFM) experiment is dominated by the spacer elasticity under low forces and the cantilever bending

energy under high forces. Inset. In the experimental relevant force regime, the cantilever bending contribution is

nearly negligible. B. Dependence of the total energy barrier on various AFM cantilever spring constants.
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of LS = 100 nm, a contour length of the folding domain Ld = 25 nm, and a cantilever spring

constant kC = 6 pN/nm are assumed.

Under low forces, the total energy is dominated by stretching the remaining spacer. At

high external forces (F > 35 pN) the bending energy of the cantilever becomes the dominant

contribution. Nevertheless, at such high forces, the additional barrier has already increased

to more than 100kBT, and hence this force regime is likely not relevant for real proteins. The

inset in Figure 14.2A shows a zoom to the low-force regime, where one can see that the total

energy is strongly dependent on the entropic energy loss while stretching the spacer. A change

of the cantilever spring constant kC = 0.1, 6, and 100 pN/nm only has a strong effect at higher

forces (Figure 14.2B). In the low-force regime (inset), no differences between a cantilever

spring constant of 6 or 100 pN/nm can be observed. Even a spring constant of 0.1 pN/nm

lowers the barrier by only 2kBT at forces of 6 pN.

To transform the barrier height into an effective folding rate under a certain force, one

can assume a simple Arrhenius equation:

kefff (FA) = kf(F = 0) exp

(−Etotal

kBT

)
(14.5)

where kf(F = 0) denotes the force-free folding rate of the protein of interest. A difference of

the additional barrier in 2kBT would result in an ∼7.4 times increased effective rate. Hence,

with softer probe springs, refolding events will be observed at slightly higher forces. In the

following, we discuss experimental limitations for AFM and optical tweezers experiments on

protein folding under force.

14.2. Protein Refolding at Constant Pulling Velocity

The preceding paragraph introduced the calculation of the additional energy barrier

under force [Eq. (14.4)] and the resulting effective folding rate [Eq. (14.5)]. Figure 14.3A

illustrates the effective folding rate under force. A force-free folding rate of kf(F = 0) = 100

sec−1 and the previously used parameters LS = 100 nm, Ld = 25 nm, p = 0.5 nm, and kC =
6 pN/nm were assumed. If one imposes an external force of 5.5 pN on the folding protein,

fewer than one transition per 60 sec will be observed. Real AFM experiments, however, often

occur at constant pulling velocities rather than constant force. So far, we only have calcu-

lated refolding rates as a function of load. To model experiments in which the force applied

constantly changes, we need to calculate probability densities for refolding as a function of

force. The theoretical folding force distribution dPN/dF(F) giving the probability density of

observing a folding event at a given force F can be derived as follows: For a two-state system

U
kf−→
ku←−
N, the probability of finding the protein in the native state N at a certain time t, PN(t), is

calculated by solving the following differential equation:

dPN

dt
(t) = kfPU(t) − kuPN(t) = kf − PN(t)(kf + ku) (14.6)

with PN(t) + PU(t) = 1. One possible solution of this equation is

PN(t) =
[

PN(0) − kf
kf + ku

]
exp( − kft − kut) + kf

kf + ku
(14.7)
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Figure 14.3. Folding rate and probability under force. A. The effective folding rate under external force drops more

strongly than as a single exponential. At F = 5.5 pN fewer than one transition per 60 sec can be observed for a folder

with a force-free folding rate kf(F = 0) = 100 sec−1. B. Expected folding force probability distributions for various

pulling velocities: vP = 0.1 (blue), 1 (dark green), 10 (green), and 100 nm/sec (red).

Under low-force conditions, one can simplify this equation with the assumptions that the

unfolding rate ku << kf, PN(0) = 0, and under changing force conditions there is a time-

dependent folding rate kf(t):

PN(t) = 1 − exp

⎡
⎣−

t∫
0

kf(t′)dt′
⎤
⎦ (14.8)

Because Eq. (14.5) does not provide access to a time-dependent folding rate kf(t) but a force-
dependent folding rate, a coordinate transformation t → F with dt = dF

Ḟ
gives the force-

dependent probability to be in the native state PN(F):

PN(F) = 1 − exp

⎡
⎣−

0∫
F

k0f exp
(−Etotal(F′)

kBT

)
· 1

Ḟ′ dF′
⎤
⎦ (14.9)

with the lower integration boundary F to be chosen such that kf(F) ≈ 0. One final differenti-

ation results in the desired probability distribution dPN/dF(F):

dPN

dF
(F) = k0f

Ḟ
exp

(
Etotal(F)

kBT

)
exp

⎡
⎣ F∫

0

k0f
Ḟ′ exp

(−Etotal(F′)
kBT

)
dF′

⎤
⎦ (14.10)

The loading rate Ḟ depends on the pulling velocity, the polypeptide/spacer elasticity, and the

cantilever spring constant. It is important to note that this loading rate is negative because
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the force is lowered with time. In contrast to increasing unfolding force distributions with

increasing pulling velocity, the folding force distribution decreases with increasing pulling

velocity.

For the effective folding rate of Figure 14.3A, Figure 14.3B shows the folding force

distributions at four different pulling velocities vP = 0.1, 1, 10, and 100 nm/sec. These dis-

tributions illustrate the probability densities of the initial forces FA. Because refolding forces

increase with decreasing pulling velocity, low pulling velocities are typically desirable. Gen-

erally, the observable folding force depends on the following parameters:

• force-free folding rate k0f
• pulling velocity

• contour length of the folding domain Ld (number of amino acids)

• spring constant of the cantilever

• elasticity of the spacer (contour and persistence length)

First, we discuss the dependency of the folding force on the pulling velocity and contour

length of the folding domain for various force-free folding rates. The next paragraph will then

focus on the dependency on the spacer elasticity and cantilever spring constant. Figure 14.4A

illustrates the maximum force of the refolding probability density dPN/dF(F) for four typical
folding rates of proteins k0f = 1, 10, 100, and 1000 sec−1 as a function of the pulling velocity.

All previously assumed parameters LS = 100 nm, p = 0.5 nm, kC = 6 pN/nm, and Ld =
25 nm were kept constant. Clearly, the active folding force drops more strongly than as a

single exponential and, for slow and medium-fast folders, at velocities of tenths of nm/sec it

already reaches the typical experimental resolution limit of 1–2 pN.

Figure 14.4. Expected folding forces as function of (A) the pulling velocity and (B) the number of folding amino

acids for four typical force-free protein folding rates kf = 1 (blue), 10 (dark green), 100 (green), and 1,000 sec−1

(red). (C) Illustration of the maximum folding force surface for a force-free folding rate kf = 100 s−1. Both, increas-

ing number of folding amino acids and increasing pulling velocity decreases the observable folding force rapidly.

The maximum of dPN/dF(F) as a function of the number of folding amino acids (aa)

(Ld = 0.365 nm/aa × number of aa), keeping the pulling velocity constant at vP = 5 nm/sec,

is illustrated in Figure 14.4B. We realize that short folding units of only 10 amino acids can

easily exceed 5- to 10-pN active folding forces. However, most small proteins contain at least

50 amino acids. As illustrated in Figure 14.4B, at 50−amino acids contraction length, this
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model predicts folding forces hardly exceeding 5 pN if the folding rate is within the range

of 1 (blue)−1,000 sec−1 (red). Both calculations of Figure 14.4A, B overlap at the upright

arrows and span a folding force surface. Such a surface is illustrated in Figure 14.4C for a

force-free folding rate k0f = 100 sec−1. Both increasing the pulling velocity and increasing

the number of folding amino acids decrease the folding force rapidly. The highest refolding

forces greater than 18 pN (red part of the surface) are only attainable for pulling velocities less

than 1 nm/sec and only 10 contracting amino acids (Ld ≈ 4 nm). A folding rate of k0f = 100

sec−1 can be considered already fast for most proteins. Therefore, the folding force surface

of Figure 14.4C gives a realistic upper estimate for observable active protein folding forces

(the calculated forces are the starting forces FA and not the final forces FB). Higher refolding

forces are only to be expected for extremely fast folders, that is, down-hill folders [2].

14.3. Comparing AFM and Optical Tweezers Experiments

As an alternative to AFM experiments, optical tweezers also offer the possibility of

observing protein folding under force [3,4]. In this section, differences in the experimental

conditions, such as a different spacer contour and persistence length or a lower spring con-

stant, and their effects on the mechanical folding barrier will be discussed. Typical dumbbell

optical tweezers experiments attach the protein of interest with two ∼200-nm-long double-

stranded DNA (dsDNA) spacers to the beads [5]. Therefore, the hybrid system consists of

dsDNA with LS = 400 nm and a polypeptide with a contour length of Ld = 25 nm. In this

case, the higher persistence length of the dsDNA dominates the elasticity. Figure 14.5A shows

several force–extension curves of a pure polypeptide system (blue curve) (AFM) and two

hybrid systems (optical tweezers). The persistence length of dsDNA is commonly believed

to be p = 50 nm (red curve). However, shorter dsDNA fragments attached to rotating beads

are described as exhibiting a smaller persistence length [6,7]. A sample force–extension trace

with p = 8 nm is illustrated in Figure 14.5A (green curve). In the following calculations we

mostly assume a persistence length of p = 8 nm. After folding of the domain, the elasticity is

truly spacer dependent (dashed lines in Figure 14.5A). Another significant difference between

optical tweezers experiments and AFM experiments is the softer probe spring constant of

ko.t. ≈ 100 fN/nm. Figure 14.5B shows the total additional barrier and its components for the

described hybrid system. Unlike in the AFM case, the energy contribution from displacing

the trapped beads already dominates the total barrier in the low-force regime. For a compari-

son, the energy barrier with a 400-nm-long polypeptide spacer and a typical AFM cantilever

spring constant of kC = 6 pN/nm is plotted as a black thin line. The top part of Figure 14.5B

shows the difference of the barrier height between the two systems. Up to 10 pN both barriers

are nearly identical. There is a small energetic advantage for the AFM polypeptide system

between 3 and 8 pN. At higher forces, the optical tweezers setup clearly has the advantage

(see inset in Figure 14.5B). A refolding experiment at vP = 5 nm/sec would generate the

probability distributions illustrated in Figure 14.5C. The small energetic advantage of the

polypeptide-only system would result in a probability distribution (black) shifted by +0.5 pN

in comparison to the optical tweezers experiments. The long polypeptide spacer obviously

increases the observable refolding force in AFM experiments. However, the strong entropic

elasticity of the polypeptide-only spacer will have a dampening effect on the magnitude of the

observed force jump on folding. The force jump is the difference between the starting force

FA and the final force FB: �F = FB – FA. Moreover, mostly due to drift problems, the force

resolution of AFM experiments is still fairly limited. Recently proposed lock-in detection
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Figure 14.5. Comparison between pure polypeptide and hybrid systems. A. Force–extension curves for a pure

polypeptide (blue) and two hybrid systems with pdsDNA= 8 nm (green) and pdsDNA = 50 nm. B. Energetic con-

tributions of the probe displacement (gray), the entropic stretching of the spacer (blue), and the energy gain of the

folder (green) to the total energy barrier (red) for a hybrid system with pdsDNA= 8 nm as a function of the exter-

nal force. In comparison, the total energy barrier for a pure polypeptide system with the same contour length and

an atomic force microscope typical spring constant is shown in black. The top graph shows the marginal energetic

difference �E between a hybrid and a comparable polypeptide system. Inset. Only higher forces favor the hybrid

system. C. Refolding force distribution of a hybrid system (red) and the compared pure polypeptide system (black).
D. Force jump of the hybrid system (red) and a pure polypeptide system (black) as function of the spacer length.

schemes may offer a way around this problem [1]. Therefore, for an unequivocal identification

of a refolding event in AFM experiments, a higher �F is desirable and shorter spacer lengths

of 50–100 nm are preferred (Figure 14.5D). Due to their small friction, the force resolution

of optical tweezers is often significantly better than in AFM experiments. Therefore, these
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experiments do not require a high force jump. In optical tweezers experiments the force jump

is less dependent on the spacer length due to its higher persistence length (Figure 14.5D).

14.4. Comparison to Experimental Data and Conclusion

So far, only few studies have reached the necessary resolution to measure refolding

forces of proteins quantitatively. Those examples include thermodynamically extremely sta-

ble proteins such as membrane proteins, ankyrin, ubiquitin, and leucine zippers [8–12]. Active

refolding of a topologically more complex protein has only recently been reported for RNase

H using optical tweezers [3]. In a recent study, the refolding kinetics of ddFLN4 under exter-

nal force was investigated [1]. Figure 14.6 shows the experimentally obtained refolding force

distribution of the folding intermediate of ddFLN4. The expected refolding force distribution

dPN/dF(F) calculated with the described model is plotted as black line. We assumed a fold-

ing of 60 amino acids with a force free folding rate of 55 sec−1 and a pulling velocity of

5 nm/sec. Due to an experimental uncertainty in the absolute force measurement, the theo-

retical distribution was convolved with a Gaussian with 0.5 pN width. In this case, we find

excellent agreement between theory and experiment. The model presented here can provide

an important basis for understanding and analyzing future experimental results on protein

folding mechanics.

Figure 14.6. Folding force distribution of the folding intermediate of ddFLN4. The described model reproduces the

experimental data with excellent agreement (black line).
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Probing the Energy Landscape
of Protein-Binding Reactions
by Dynamic Force Spectroscopy

Andreas Ebner, Reinat Nevo, Christian Rankl, Johannes Preiner,
Hermann Gruber, Ruti Kapon, Ziv Reich, and Peter Hinterdorfer

Abstract This chapter describes how the energy landscape that underlies protein-binding

reactions can be revealed using dynamic force spectroscopy. The chapter begins with a

detailed description of methodologies used and requirements of the experimental system,

including tip and surface materials and their functionalization strategies. The next few sec-

tions discuss the fundamentals of measuring forces using the atomic force microscope, and

the basics of performing force spectroscopy measurements from a practical point of view.

Next, it presents an extensive account of methods for data analysis and current theoretical

treatments. The remainder of the chapter illustrates the power of this methodology by sev-

eral examples in which the location of energy barriers in a binding reaction pathway and

their load-dependent dynamics are measured, the overall scale of roughness of the underly-

ing energy surface is extracted, and alternative modes of protein activation are distinguished.

Biological insight gained from these data is discussed. The intent is to provide the necessary

theoretical and practical knowledge to begin force spectroscopy measurements on protein

interactions.

15.1. Introduction

In this chapter we describe how the energy landscape that underlies a protein-binding

reaction can be revealed using single-molecule force spectroscopy. The energy landscape of

protein binding describes the way in which the free energy depends on structural parame-

ters that describe the system, such as similarity to the bound state and the number of con-

tacts made. Moreover, features of the energy surface define the dynamics of the reaction.

The global minimum of such a surface represents the most stable state(s). Transition states
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occur when local maxima are present, and intermediates are formed at local minima or sad-

dle points. The reaction progresses along multiple routes taken by the reactants along the

surface. Clearly, unravelling the shape of the energy surface that underlies a reaction is of

major importance, and a great deal of effort has been placed on achieving this goal in recent

years [1–8].

One inherent problem in unravelling an energy surface is the heterogeneity of both the

ensemble of proteins that participate in a reaction and the environment in which the reaction

proceeds. This heterogeneity necessitates the use of single-molecule methods when endeav-

ouring to resolve more than the ensemble average of a particular quantity. Several methods

have accordingly been used, including single-molecule optical methods such as fluorescence

resonant energy transfer (FRET) and fluorescence correlation spectroscopy (FCS), which are

described elsewhere in this book, and molecular dynamics simulations. The method that is

the subject of this chapter, force spectroscopy, exploits the effects of exerting forces on pro-

tein pairs as a means of exploring the energy surface that underlies their association. As shall

be explained in detail, when a force is applied to a protein complex, the energy surface is

tilted along the direction of the force. By applying increasing forces, the energy surface is

tilted further and further, effectively decreasing energy barriers, thereby making it easier for

molecules to unbind through thermal fluctuations. The dependence of rupture forces on the

rate at which force is applied is the force spectrum, which includes information on the number

of barriers, their height, and their position along the reaction coordinate [9–12].

Force spectroscopy requires the application and detection of forces applied to single

molecules or single molecular pairs. Several setups have been developed, namely, atomic

force spectroscopy (AFM), biomembrane force probes (BFP), and optical tweezers. In this

chapter we mostly limit ourselves to the use of AFM. In this technique the molecule of interest

is sandwiched between a cantilevered tip and a surface that can be moved relative to each other

in a precisely controlled manner, therefore exerting a force on the molecule or molecular pair.

The movement is controlled by a piezoelectric transducer, and the position of the cantilever

is detected with sub-nanometre accuracy by a photodiode detector.

A notable advantage of single-molecule force spectroscopy measurements over other

single-molecule techniques is that the reaction coordinates reduce, to a large extent, to one

dimension, with the path set primarily by the direction of the force to which it serves as a

natural conjugate. Thus, a profile of the reaction can be reconstructed with a defined coordi-

nate system, along which prominent features of the reduced energy surface can be allocated.

In addition, force spectroscopy measurements provide a means of directly measuring bond

lifetimes to probe rarely populated states and to extract mechanical properties by applying

a ramp or a constant force. As discussed later in this chapter, mechanical properties play

important roles in the function of certain proteins that are naturally subjected to external

loads.

The structure of this chapter is as follows. We begin by providing detailed strategies

and protocols for the biochemical functionalization of tips and surfaces (Section 15.2.1).

Then we thoroughly discuss the experimental design and the nuts and bolts of measuring

(Sections 15.2.2 and 15.2.3) and analyzing (Section 15.2.4) single intermolecular interac-

tion forces. Following this we review theoretical considerations regarding the nature of these

forces and their relation to kinetic chemical rate constants (Section 15.2.4), energy barriers

(Section 15.2.5) and thermodynamic parameters (Section 15.2.6). In the next two sections

(Sections 15.3.1 and 15.3.2), we discuss studies in which force spectroscopy was used to

extract information on the location of activation energy barriers along the forced dissociation

path, their load-dependent dynamics, and the overall scale of roughness of the underlying

energy surface. The last section (Section 15.3.3) illustrates how this information can be used
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to directly discriminate among alternative modes of protein activation that are otherwise very

hard or impossible to distinguish. Even when limiting ourselves to these particular applica-

tions of force spectroscopy, we cannot provide an extensive coverage of the numerous excel-

lent works that have been published on these topics. Instead we focus on a small number of

studies, favouring cases in which several studies have been performed on the same type of

interaction. In addition, the pioneering studies that were carried out at single loading rates

are mentioned only in passing. We apologize to the many authors whose work could not be

included in this chapter.

15.2. Dynamic Force Spectroscopy: Principles and Theory

15.2.1. Tip and Surface Immobilization

In the following section, established methods and reliable protocols of tip function-

alization for molecular recognition force spectroscopy are described. In some cases simple

physisorption is sufficient, although covalent chemistry is preferred in most cases. The direct

functionalization of typical surfaces like silicon nitride or silicon is usually done in three

steps: (1) aminofunctionalization, (2) unilateral attachment of a bifunctional cross-linker

molecule, and (3) coupling of the ligand or receptor to the free end of the cross-linker. Alter-

natively, gold-coated tips may be used. The latter are usually functionalized by a coating

with a self-assembling monolayer (SAM) containing ligands on the outer surface. Besides

conventional tip functionalization, some rare approaches, such as tethering of whole cells to

AFM tips [13,14] or using light tweezer-operated nanosphere sensors [15], also allow force

spectroscopy experiments. In addition to tip functionalization with ligands, the correspond-

ing receptor molecules must be mounted to the solid support, except when the receptors are

embedded in native membranes of support-bound cells or organelles. Direct immobilization

of isolated biomolecules on solid supports can be done in a similar way to tip functionalization

chemistry. The following discussion presents an overview of tip and support functionalization

with biomolecules.

Force spectroscopy experiments require a rather firm attachment of the ligand to the

AFM tip and receptor molecules to the support (and vice versa) to ensure that rupture only

occurs between ligand and receptor. Surprisingly, physisorption has been shown to fulfil this

requirement under many circumstances. Nonspecific adsorption relies on noncovalent bonds

such as hydrophobic interactions, stacking, hydrogen bonds, and electrostatic attraction.

Although these interactions are rather weak in comparison to covalent bonds, biomolecules

can form many such interactions, resulting in high overall adhesion forces. Typical tip mate-

rials such as silicon or silicon nitride are well suited for physisorptive binding of proteins.

Because the tightness and irreversibility of the attachment depend significantly on the type

of protein, methods allowing the binding of a well-suited protein in the first step are pre-

ferred. Avidin [16] and biotinylated bovine serum albumin (BSA) [17] are commonly used as

addressable anchor proteins. Furthermore, cross-linking (e.g., with glutaraldehyde) improves

the stability of the layer and allows higher pulling forces [18]. A layer of (strept)avidin on

the tip allows for stable attachment of biotinylated protein such as concavalin A [17] or

P-selectin [16]. Due to multiple biotinylation, these oligomeric proteins can safely be assumed

to be simultaneously bound to adjacent (strept)avidin molecules, thereby forming a protein

network with tight overall adhesion to the inorganic surface. These cross- or interlinking

steps are important when the expected receptor–ligand unbinding force is in the range of the

(strept)avidin–biotin interaction force (i.e., on the order of 20–400 pN) [19–23]. In most of the

aforementioned studies the proteins were adsorbed directly to bare silicon or silicon nitride
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AFM tips. Avidin and BSA are known to have positively charged clusters [24,25] that provide

for tight attachment to the negatively charged deprotonated silanol groups of the oxide layer of

silicon or silicon nitride due to high electrostatic interactions. Alternatively, tips can be pre-

coated by using, for example, hydrophobic silanes [16,26] or positively charged aminosilane

[27] to induce strong adsorption of virtually any kind of protein. By taking advantage of both

hydrophobic interactions and electrostatic interactions as on aminofunctionalized surfaces, a

stronger protein adsorption is obtainable [24] compared to bare silicon or silicon oxide tips.

Similar approaches can be used for immobilization of the corresponding binding partners to

flat support. In contrast to the typical tip materials glass, silicon, and silicon nitride, highly

oriented pyrolytic graphite (HOPG) and mica are the most common materials used as sup-

ports because they are atomically flat and perfectly clean surfaces are easily generated by

simple cleaving. HOPG is very hydrophobic and does not easily allow for covalent chemistry;

thus, only physisorption of two-dimensional (2D) protein crystals [28] has been performed. In

contrast, mica—probably the most important support material in AFM force spectroscopy—is

hydrophilic and exhibits a negative surface potential, providing for firm binding of molecules

exhibiting a positive net charge. Mica is a phyllosilicate, preferentially cleaved in the plane

of K+ ions, resulting in an atomically flat surface with a negative charge. This surface can be

used for tight attachment of positively charged proteins [19,20]. The net negative charge of

freshly cleaved mica can be inverted to a strongly positive surface potential if the mica-bound

K+ ions are exchanged for bivalent cations such as Mg2+ or Ni2+, causing strong electrostatic

adsorption of negatively charged molecules such as DNA [29,30] or whole viruses. In con-

clusion, physisorption of proteins can be a proper and easy method for binding molecules to

the AFM tip or support. The major limitation here is the requirement that the receptor–ligand

interaction has to be significantly weaker than the attachment of the anchor proteins. This

limitation can easily be overcome by the use of covalent coupling chemistry.

Typical tip materials like silicon or silicon nitride are chemically rather inert. This inert-

ness must be overcome by introducing more-reactive chemical functions. The most widely

used method for this purpose is aminosilanization (Figure 15.1, middle and bottom parts)

[19,20,22,31] or aminofunctionalization with ethanolamine-hydrochloride (Figure 15.1, top

part) [19,20,32–35]. Only by using a proper silanization protocol it is possible to avoid hav-

ing the silanized surface become sticky or rough, which would prevent its use in recogni-

tion force microscopy. Suitable aminosilanization protocols rely on vapour-phase deposition

[23,36–43] or liquid-phase modification under rigorously dry conditions [20]. Most silaniza-

tion reagents contain three methoxy or ethoxy functions (for binding to the inorganic support)

and one specific side chain (e.g., aminopropyl in aminopropyl-triethoxysilane [APTES]). Pre-

mature hydrolysis of the methoxy/ethoxy function during storage yields large aggregates that

have a much higher affinity for oxide surfaces than the intact monomers. For this reason,

silanization reagents must be stored under rigorously dry conditions, and even then the stor-

age time must not exceed a few months, after which time the silane must be replaced or

redistilled. With vapour-phase deposition or a suitable protocol for liquid-phase reaction, a

dense monolayer of silane monomers is formed on the oxide surface, followed by lateral

condensation in the subsequent curing step. A well-established protocol for aminofunctional-

ization using APTES is the following [20]: The material is placed in a 6-L desiccator, which

is filled with argon. Two small, open vials (e.g., the lid of 2-mL Eppendorf tubes), one with

60 μL of APTES and the other with 20 μL of triethylamine, are placed inside, the lid is

closed, and the reaction is allowed to proceed for 2 hr. Subsequently, the vials have to be

removed, and the desiccator is flooded extensively with argon. After a curing time of ∼2

days the samples are ready for use. Other coupling protocols with silanes, such as APTES,



Energy the Landscape of Protein-Binding Reactions 411

OH
NH2 O

NH2SiSi OH

Si OH

Si OH

OSi Si

O

O

NH2
O Si

O

O

NH2

Si

O

O

O NH2 Si Si

O

O

O NH2

+

+

+

Figure 15.1. Schemes of aminofunctionalization chemistries using ethanolamine (top), aminophenyltrimethoxysi-

lane (APhS) (middle), or 3-aminopropyltriethoxysilane (APTES) (bottom). (From Ebner et al. [20].)

aminophenyltrimethoxysilane (APhS), or 3-aminopropyltriethoxysilane (APTES), using sol-

vent procedures were also successfully used in molecular recognition force spectroscopy

studies but require great care in handling to ensure dry conditions. A silane-free approach

to tip aminofunctionalization uses ethanolamine, which is assumed to form a Si-O-C bond.

Because the base form of ethanolamine is also known to catalyze the cleaving of such a bond,

the salt ethanolamine-hydrochloride has been chosen, using dimethyl sulfoxide (DMSO) as

solvent. Although the exact coupling mechanism is unclear, the aminofunctionalization using

ethanolamine-hydrochloride is a very reliable and robust method for silicon, silicon nitride,

mica, and glass. A well-established protocol for tip functionalization is the following: 6.6 g of

ethanolamine hydrochloride is dissolved in 12 mL of DMSO by heating to ∼90◦C, molecular

sieves are added, and after cooling to room temperature the mixture is degassed with aspirator

vacuum for 30 min. The AFM cantilevers are placed in this solution overnight, rinsed with

DMSO (3×), dried in a stream of nitrogen, rinsed in ethanol (3×), and again dried in a gen-

tle stream of nitrogen. Aminofunctionalized tips should either be used within some days or

stored under argon for up to several weeks to prevent oxidation of the primary amine groups.

The described methods of aminofunctionalization can equally be used for supports such as

mica, glass, silicon nitride, or silicon.

After aminofunctionalization a poly(ethylene glycol) (PEG) chain is usually attached

via its amino-reactive terminus (in most cases an N-hydroxysuccinimide [NHS] ester). This

reaction is mostly performed in chloroform, using 0.5% (v/v) triethylamine as catalyst. Typ-

ical PEG concentrations are 1 mg/mL (1 mM at molecular weight ∼1,000 [44]), except

when working with aldehyde-PEG-NHS [45]. Sometimes the PEG linker already carries the

ligand molecules at its second end [19,40,41,46], thus functionalization is finished at this

level. Accordingly, fluorescein-PEG-NHS has been used to study the mechanism of hapten–

antibody interaction [40,41], and biotin-PEG-NHS (Figure 15.2A) [19,33] has been used to

establish a test and start-up system for recognition force microscopy. In contrast to small lig-

ands such as biotin or fluorescein, proteins or other sensitive ligands have to be bound in a

multistep procedure. In this case heterobifunctional PEG linkers with one NHS ester function
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Figure 15.2. Common coupling schemes for tethering different ligands to aminofunctionalized tips. Functional end

groups are: A. biotin, B. pyridyldithiopropionyl, C. aldehyde, D. benzophenon, E. nitrilotriacetic acid.

(for binding to the support) and another coupling function (for binding of the ligand) are used.

In the following discussion the most prominent cross-linkers for aminofunctionalized tips are

listed and their advantages or disadvantages are discussed.

Pyridyldithiopropionyl (PDP)-PEG-NHS (Figure 15.2B) is one of the most frequently

used PEG linkers in force spectroscopy experiments [15,21,31,32,34,35,44,46–56]. After cou-

pling this linker to the amine surface, the unreacted PDP function on the outer end can couple

a thiolated protein via disulfide bond formation in phosphate buffer (pH 7.5). For protection

of protein thiol from undesired oxidation, the inclusion of EDTA seems to be even more

important than the use of an argon atmosphere. Proteins with endogenous thiols, such as

half-antibodies [48] or cysteine peptides [52,53], can be bound directly, but unfortunately

most ligands do not contain a free thiol group. This limitation can be overcome by pred-

erivatization with N-succimidyl-3(acethylthio)-propionate (SATP) [44,57] as shown in Fig-

ure 15.2B. For the derivatization of sensitive antibodies, an advanced method is available

that ensures conservation of the integrity of the binding epitope. The sugar residues of the

antibody can be transformed into reactive thiols using periodate and pyridyldithiopropionic

acid hydrazide (SPDP hydrazide) [58,59]. This allows the site-directed coupling of the PEG

tether to the carbohydrate residue in the centre of the antibody. In contrast to the examples

described earlier, PDP-PEG-NHS can also be used to create PEG-SH tentacles on the AFM

tip, to which a thiol-reactive ligand molecule is coupled in the next step. This is exemplified

by binding of iodoacetamodophlorizin, a potent blocker of the sodium glucose cotransporter,

to an AFM tip [60]. Alternatively, small thiolated molecules can be coupled via vinylsulfone-

PEG-NHS or maleimide-PEG-NHS. The vinylsulfone group is very stable in water, but it has

a very low reactivity toward free thiols and needs high concentration of thiolated ligands. The

maleimide function is somewhat sensitive to hydrolysis, but it excels with exceptional high

reactivity toward thiol, and the resulting thioether bond can neither be cleaved by hydrolysis

nor by reaction with other thiol molecules (in contrast to disulfide bridges [61]), and thus it is

ideally suited for coupling of thiolated DNA to AFM tips.

Another approach for mounting ligands to AFM tips is the use of the noncovalent but

rather strong hexahistidine (His6)–Ni
2+ ion–nitrilotriacetic acid (NTA) complex. The His6

tag is very common in molecular biology, so that many proteins are available containing a

His6 tag. To bind His6-tagged proteins, the aminofunctionalized tips must first been reacted
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with SATP, generating a thiol-reactive surface. In the next step the heterobifunctional cross-

linker PDP-PEG-NTA is bound via its PDP end, forming a covalent disulfide bridge as shown

in Figure 15.2E. The NTA groups have been charged with Ni2+ ions for subsequent coupling

of His6-tagged, very low density lipoprotein receptor constructs [62], as well as of proteins

involved in nuclear import [63].

The most widely applicable cross-linker for force spectroscopy experiments appears

to be aldehyde-PEG-NHS (Figure 15.2C) [45]. Although this linker has two amino-reactive

sites, the NHS ester is much more reactive and will bind preferentially to the amine groups on

the tip surface when chloroform is used as solvent. The benzaldehyde residues on the free end

remain active after coupling to the support on a time scale of hours and days [58,64,65] and

can be further conjugated to the amino groups of the lysine residues of the protein that are to

be coupled. Reaction of protein and aldehyde results in the formation of a Schiff base, which is

subsequently fixed by reduction with NaCNBH3 [45]. In spite of the high reactivity difference

between NHS ester and aldehyde for amino groups, the tip-bound PEG-aldehyde tentacles

have a significant probability of reacting with adjacent amino groups on the surface due to

the close proximity between aldehyde and amine in this situation. Fortunately, the tendency

for such loop formation on the surface can largely be suppressed by applying aldehyde-PEG-

NHS at a concentration of 6.6 mg/mL rather than 1 mg/mL as with all other linkers [66].

In contrast to aldehyde-PEG-NHS, homobifunctional linkers like NHS-PEG-NHS show

a significantly higher probability of loop formation. Nevertheless, NHS-PEG-NHS has suc-

cessfully been used under suitable precautions, by adjusting a very low lateral density of

amino groups on the tip surface [67]. A second problem is the high reactivity of the NHS

groups, resulting in premature hydrolysis during the protein-coupling step [68,69]. In short

linkers, the degree of hydrolysis is less critical because more-reactive sites are available in

total compared to surfaces with long linkers like NHS-PEG3400-NHS.

A very recently developed cross-linker is benzophenone-PEG-NHS (Figure 15.2D)

[Wildling et al., manuscript in preparation] This linker does not need particular reactive func-

tions like thiols or amino groups on the ligand, and it does not form loops on the surface.

However, ultraviolet light is necessary for the coupling of protein or DNA to benzophenone.

As a consequence, all coupling steps have to be done in dim light, so that it is only limited

to experienced users. In contrast to other light-activated functions such as azides [35,70],

benzophenone has the advantage that the photoactivated group can be excited to the reactive

triplet state many times without loss of activity [71], thereby ensuring coupling efficiency.

A completely different strategy is the use of gold-coated tips (Figure 15.3). Such gold-

coated tips are also common in force spectroscopy and can be obtained with low spring con-

stants, allowing sensitive measurements. In the following paragraph the use of gold is mainly

described for support functionalization because gold supports are much more widely used

than gold tips. Gold supports have several advantageous features: (1) A perfectly clean and

ultraflat gold surface can be generated by evaporation onto and subsequent stripping from

mica [72–74]. (2) If the freshly stripped gold surface is immediately transferred into a thiol

solution, a defined monolayer is formed and the surface stays protected from impurities. (3)

Gold is chemically inert, allowing for harsh cleaning conditions such as ozone plasma, ozone,

piranha, and NH3/H2O2/water (caution: extremely hazardous [75]). (4) The most prominent

advantage of gold surfaces is inertness to nearly any functional group except for thiols, disul-

fides, and thioethers [76]. The strong sulfur–gold interaction allows for convenient and stable

formation of densely packed self-assembled monolayers (SAMs). The physical and chemical

properties of such SAMs can easily be adjusted by varying the functional group on the outer

surface of the SAM. In particular, protein repellence is observed when most alkane thiols
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Figure 15.3. Single-molecule force spectroscopy and imaging of the vancomycin/D-Ala-D-Ala interaction using

gold chemistry on the atomic force microscope tip as well as support. (From Gilbert et al. [172].)

carry an oligoethylene end group, and a wide range of coupling groups can be chosen at any

desired molar fraction (usually between 2% and 20%), to which the biomolecules are then

attached at the desired lateral density. Alternatively, the bare gold can directly be exposed

to biomolecules that carry one or several free thiols/disulfides for binding to gold. Endoge-

nous thiol or disulfide groups of different molecules can act as anchors for chemisorption.

Fab fragments, antibodies [77], azurin [78], and fibronectin [79,80] were successfully bound

via their endogenous thiol residues. Thiol-free ligands such as aggrecan or lectin were also

bound by the same method after prederivatization with mercaptopropionyl groups [81] or an

extended version of the same [82]. Chemisorption of thiolated ligands gives a dense layer

of these molecules, which often inhibits recognition of a complementary molecule for steric

reasons, as seen by lack of hybridization on a dense monolayer of thiolated single-strand

DNA [83]. This problem has been solved by including other inert thiols that insert between

the DNA molecules [83–85] or β-cyclodextrin [86–88] and reduce their lateral density in the

mixed SAM to the optimal level. The more general approach in forming ligand-functionalized

SAMs uses a modular multistep procedure. The first step is again the functionalization of gold

with a mixed SAM consisting of inert components and of anchoring components with a suit-

able coupling function. The second step may be attachment of the ligand [89,90] or of a

cross-linker to which the ligand is coupled in a third step [56].

In conclusion, common tip and support chemistry for molecular recognition force spec-

troscopy can either be based on silicon (or silicon nitride) tips or on gold tips, except for

physisorptive methods, which can work in both cases but are only feasible in some instances.

Silicon or silicon nitride tips are covered by a rather inert oxide layer, which can be activated

by aminofunctionalization reagents such as APTES or ethanolamine. The resulting amino

groups can be addressed either by ligand-containing linkers or by heterobifunctional cross-

linkers. In the latter case the reactive ends can be reactive against a certain number of func-

tional groups. The optimal choice depends on the chemistry, stability, and amount of ligand.
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Although there is no “perfect” linker, coupling of nearly any ligand is possible by choosing

a proper scheme. In contrast, gold-coated tips, if not used as physisorptive support, are func-

tionalized by the use of SAMs. The addressing of such SAMs can be done either by single or

by multiple step functionalizations. More extensive descriptions are given in a recent review

by Ebner et al. [91] and in the cited literature.

15.2.2. The Force–Distance Cycle

Forces between biological proteins are measured by performing so called force–

distance cycles using a ligand coupled to a tip that is mounted on a cantilever and a target

surface with attached receptor molecules. Tethering the ligands to the tip using extended poly-

mers such as PEG has several advantages over direct coupling: (1) the molecule can freely

rotate, (2) it can diffuse within a volume determined by the tether length, and (3) the charac-

teristic stretching behaviour allows discriminating between receptor–ligand interactions and

nonspecific adhesion. At a fixed lateral position the cantilever is moved towards the surface

and subsequently retracted. During this cycle the cantilever deflection is continuously moni-

tored. A typical force–distance cycle is shown in Figure 15.4. At the beginning, the cantilever

is far away from the surface and there is no interaction force. Consequently, the monitored

cantilever deflection is zero. As the tip–sample distance is reduced, forces between the tip

and the surface eventually develop. In case of attractive forces (van der Waals, electrostatic)

the flexible cantilever is bent towards the surface, or, if repulsive forces are acting (electro-

static), the cantilever is pushed away. At each distance, the cantilever bends until its elastic

Figure 15.4. Results governed by performing force distance cycles with a ligand tethered to the atomic force micro-

scope tip over a surface where a receptor is immobilized. A. A typical unbinding event. The nonlinear stretching of

the poly(ethylene glycol) tether can be observed. B. No interaction of the tip and the sample. C. The tip adhered to

the surface. In contrast to an unbinding event, no stretching of the tether is observed. D. Both unbinding and adhesion
were observed. Due to the stretching of the tether, a separation in space took place.
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force equals the tip–sample interaction force. The attractive forces can cause the tip to snap

to the surface from a greater distance. If this jump to contact is caused by electrostatic attrac-

tion, it can be minimized by operating in electrolytes that screen these interactions [92]. Once

in contact with the surface, the cantilever will experience an ever-increasing repulsive force,

causing the cantilever to bend away from the surface as the electron orbitals of the atoms in

the tip and sample overlap.

After a preset value of force is reached, the direction of motion is reversed and the

cantilever is retracted from the surface. First, cantilever bending decreases until the repulsive

force drops to zero. During contact of the tip with the surface, physical connections may man-

ifest, such as adhesion forces or interaction forces between the receptor–ligand pair. In this

case the cantilever is bent downwards on further retraction, and an increasing force is exerted

on the connection until it breaks at a certain critical force, termed the rupture force. If no con-

nection manifests, the cantilever stays in its equilibrium position during further retraction and

the retrace looks the same as the approach. If the origin of the force is due to the receptor–

ligand interaction, the observed force profile shows a nonlinear monotonic behaviour. This

profile is determined by the elastic properties of the flexible PEG chain [53]. In case of non-

specific adhesion of the tip to the sample, the observed force profile is linear. It is mandatory

that the specificity of the receptor–ligand interaction be demonstrated by blocking experi-

ments. Either the receptors on the surface are inactivated by injecting free ligands, which in

turn block the receptor-binding sites, or free receptors are injected to block the ligand tethered

to the tip. As a consequence, almost all specific recognition signals completely disappear and

adhesion events are only occasionally observed.

Most AFMs detect a sensor voltage that is proportional to the cantilever deflection.

Therefore this voltage has to be converted into force values. The deflection of the cantilever

is usually measured with the optical lever method. In this approach the cantilever deflection

is obtained by measuring the position of the laser spot reflected from the cantilever on a split

photodiode. First, for determining the proportionality factor between cantilever deflection and

sensor voltage, force curves on a stiff surface must be taken. The deflection of the cantilever

can be assumed to be equal to the travel distance of the z-piezo in the region of tip–surface

contact. The slope of a linear fit of this region gives the so-called optical lever sensitivity.

Dividing the output of the photodiode through the optical lever sensitivity yields the dis-

placement z of the cantilever. Because the cantilever acts as a small spring, the deflection z
can be accordingly converted into the force F acting on the cantilevers by using Hooke’s law,

F = kz, where k is the cantilever spring constant.

15.2.3. Spring Constant Determination

Several methods for determining the spring constant of a cantilever are available: using

a calibrated reference [93], the added mass method [94], the thermal noise method [95],

and the Sader method [96]. Each of these methods has advantages and drawbacks; a good

overview can be found in Ref. 97. The thermal noise method and the Sader method are fre-

quently used because they have good accuracy and are easy to use. The thermal noise is based

on modelling the cantilever as a spring, making use of the equipartition theorem. The thermal

motion is related to the thermal energy through

k = kBT〈
z2

〉 (15.1)
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where kB is the Boltzmann constant (1.38 ×10–23 J/K), T is the temperature, and
〈
z2

〉
is the

mean square displacement of the cantilever. The last-named quantity is determined by per-

forming a power spectral density analysis of the cantilever oscillations, fitting a simple har-

monic oscillator model

A = Awhite + A0ω
4
0

(ω2 − ω2
0)

2 + (ωω0/Q)2
(15.2)

where Awhite is a white noise floor, A0 is the zero frequency amplitude, ω0 is the radial reso-

nance frequency, and Q is the quality factor), and integrating without the white noise contri-

bution. Analysis in the frequency domain has the advantage that either external noise sources

are usually broadband noise that can be baseline subtracted or they will occur at discrete fre-

quencies that differ from the cantilever resonance and can thus be ignored. Butt and Jaschke

[98] showed that two corrections are necessary. The first correction takes into account that

cantilevers behave as multimode oscillators instead of a single-mode harmonic oscillator, and

therefore energy is distributed over more than one mode. The second and more significant

correction is that the optical lever detection scheme is proportional to angular changes in the

cantilever position and not to the absolute deflection. These angular changes depend on the

bending mode of the cantilever. By using beam theory, an analytic solution accounting for

both effects was found for rectangular cantilevers, which results for the fundamental mode as

follows:

k = 0.817
kBT〈
(z∗
1)

2
〉 (15.3)

where z∗
1 is the deflection as measured by the optical lever method. Stark et al. –used finite-

element analysis to examine one particular V-shaped cantilever, the Veeco Microlever E,

which has a nominal spring constant of 0.1 N/m. The result of the numerical calculation

was that the prefactor 0.817 has to be changed to 0.764.

The other technique to be discussed is the so-called Sader method. This technique

requires the plane view dimensions, the resonance frequency, the quality factor, and the den-

sity and viscosity of the surrounding fluid (typically air) [96]. Although mathematically com-

plex, it is experimentally very convenient. It models the contribution of the dissipation due to

the fluid to the dynamic characteristics of the cantilever motion and yields

k = ρL3
0�(Re)ω2

0Q (15.4)

where ρ is the density of the surrounding fluid, L0 is a length scale of the oscillator, ω0 is

the radial resonance frequency, Q is the quality factor in the fluid, and � is a dimensionless

function, depending implicitly on the geometry and deflection function of the cantilever. Once

determined for a body of given size, the function then holds universally for bodies of the same

geometry but different size. � turns out to be a function of the Reynolds number Re:

Re = ρω0L2
0

η
(15.5)

where η is the viscosity of the fluid.
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The resonant frequency ω0 and the quality factor Q are determined by fitting the fre-

quency response of the cantilever to Eq. (15.2). In principle, �(Re) can be calculated the-

oretically by solving the coupled fluid–structure interaction problem. However, this poses a

formidable challenge. At least for rectangular cantilevers an expression was found when the

length scale L0 was chosen to be b/2, where b is the width of the cantilever:

�(Re) = 1.525
L
b
�i(ω0) (15.6)

and therefore

k = 0.1906ρLb2Qω2
0�i (15.7)

where L is the length of the cantilever and �i is the imaginary part of the so-called hydro-

dynamic function [99]. This function is quite complex; however, it is available on a web site

[100] as a Java applet that performs the calculation and as downloadable Mathematica code.

For other geometries �(Re) can be evaluated as a function of Re by immersing a body

with known spring constant in gas, such as air, adjusting the gas pressure, and making use

of Eq. (15.4). This makes it possible to determine �(Re) over many orders of magnitude

in Re because the gas density is proportional to pressure and the viscosity is independent of

pressure. However, this procedure is only valid as long as the mean free path does not become

comparable to or is larger than the length scale of the cantilever and the underlying continuum

assumption in the analysis is valid. For Veeco Microlever cantilevers C and D an empirical

formula for the spring constant was found using the aforementioned method [96] and taking

L0 to be equal to the width of the cantilever arms d:

kC = 3.57ρd2LRe−0.728+0.00915 ln Reω2
0QkD = 2.97ρd2LRe−0.700+0.0215 ln Reω2

0Q (15.8)

where

Re = ρd2ω0

η
(15.9)

15.2.4. Force Distributions

Multiplying the deflection of the cantilever against the measured spring constant con-

verts the data into forces. Force–distance cycles are typically repeated more than 1,000 times,

usually resulting in more than 100 specific receptor–ligand rupture forces, finally yielding a

distribution of rupture forces. Usually the probability density is estimated by histograms. For

this the force axis is distributed into classes. The probability density estimate for a certain

class [a, b] is defined as the number of measured rupture forces within this class divided

by the total number of measurements n and the width of the class (b – a). Even though this

procedure is simple and intuitive, it has several disadvantages: (1) the choice of classes is

subjective, even though there exist some hints for choosing the optimal class width, and (2)

the histogram is only piecewise continuous, with jump discontinuities at the class boundaries,

and is therefore a poor estimate for typically continuously differentiable probability densities.

These limitations can be overcome by using kernel estimation methods [101]. The probability

density p(x) is estimated by
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p(x) = 1

nb

n∑
i=1

K
(

x − xi

b

)
(15.10)

where xi are measured data points and b is the bandwidth of the kernel K. The kernel K can

be any function that is positive, symmetric, and normalized according to
∞∫

−∞
K (u)d (u) = 1.

Baumgartner et al. [102] suggested using the normal distribution as kernel and the measure-

ment error of each force rupture event as bandwidth to estimate the probability density of

rupture forces pdf:

pdf (F) = 1

n

n∑
i=1

1√
2πs2i

exp

(
(F − Fi)

2

2s2i

)
(15.11)

where Fi are the measured rupture force data and si the corresponding standard deviation. The

advantage is that the values are weighted by their reliability and thus yield a better resolution.

Furthermore, the problem of binning the data is avoided (Figure 15.5).

Figure 15.5. A histogram showing the distribution of measured rupture forces. It is overlaid with the experimentally

determined probability density function, using Eq. (15.11). Both curves were normalized so that the area under the

respective curve is 1.

15.2.5. Theory of Force Spectroscopy

In force spectroscopy experiments the applied force is weak, such that rupture times

are longer than diffusional relaxation times. This implies that the ligand–receptor complex

is always in a quasi-equilibrium state. Therefore, the survival probability S(t) for the system
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(i.e., the probability that rupture has not yet occurred at time t) under the influence of an

external force F(t) obeys a first-order kinetics with a time-dependent rate,

dS(t)
dt

= −k(t)S(t) (15.12)

and thus

S(t) = exp

⎡
⎣−

t∫
0

k(t′)dt′
⎤
⎦ (15.13)

The probability distribution of forces F at rupture is related to the probability distribution of

lifetimes by p(F)dF = − .
S (t)dt, yielding

p(F) = k(F)
dF
dt

exp

⎛
⎜⎝−

F∫
0

⎡
⎢⎣k(F′)

dF
dt

⎤
⎥⎦ dF′

⎞
⎟⎠ (15.14)

During an irreversible molecular transition under the influence of a force, it is assumed that

the molecule moves along a combined free energy surface U(x) = U0(x) – Fx in the pulling

direction, x. The bare free energy U0(x) is assumed to have a single well at x = 0 and a

barrier of height �Gβ at x = xβ (Figure 15.6). Due to the small size of the system, the sur-

rounding heat bath causes notable energy fluctuation, resulting in a stochastic escape process.

The applied force lowers the energy barrier and eases the dissociation caused by thermal

energy fluctuations, resulting in a distribution p(F) of measured rupture forces. Attempts to

describe force spectroscopy experiments [11,12,103] involve Bell’s expression to describe the

increased rate of bond dissociation under external force [104]:

k(F) = koff exp (Fxβ/kBT) (15.15)

Figure 15.6. Schematic representation of a single barrier potential with and without applied force. A. Intrinsic
free-energy surface U0(x) with minimum-to-barrier distance xβ and activation free energy �Gβ. B. Combined free

energy surface under the influence of an external force ramp, showing a new barrier height of �U(F).
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where koff is the kinetic off rate constant. The attractive feature of this phenomenologi-

cal description is the apparent generality. No assumption is made concerning the nature of

dynamics (it is subsumed into koff), and the underlying free energy surface is characterized

by a single parameter (xβ).

In typical force spectroscopy experiments the cantilever is retracted at a constant pulling

speed, resulting in a linear force ramp, F(t) = kcvt, where kc is the spring constant of the

cantilever and v is the retraction speed. If a linker is used, kc has to be replaced by the resulting
spring constant of the serial combination of the cantilever and tether, (k−1

c + k−1
tether)

−1, where

ktether is the spring constant of the linker molecule. Usually this spring constant depends on

the applied force, making it impossible to find an analytical solution of Eq. (15.14). A simple

but powerful approximation is to use the resulting combined spring constant at rupture keff
[105,106], again yielding a linear force ramp:

F(t) = keffvt (15.16)

Substituting Eqs. (15.15) and (15.16) into Eq. (15.14) yields an analytical expression for the

observed rupture force distribution:

p(F) = keff
r

exp

{
Fxβ

kBT
− koffkBT

rxβ

[(
exp

Fxβ

kBT

)
− 1

]}
(15.17)

Here koff is the dissociation rate without an applied force, and the loading rate r is defined

as keffv. A logarithmic dependence of the most probable rupture force F∗ with respect to the

loading rate r is found according to

F∗ = kBT
xβ

ln

(
xβr

kBTkoff

)
(15.18)

Recently, calculations using model free energy surfaces yielded different expressions for k(F).
Hummer and Szabo [107] used a harmonic potential with a cusp-like feature at xβ: U0(F) =
kBT�Gβ(x/xβ)

2 for x < xβ and otherwise –∞. Dudko and coworkers [108] used a linear-cubic

surface: U0(F) = (3/2)�Gβx/xβ – 2�Gβ(x/xβ)
3. Applying Kramers’ theory of escape from a

potential well yields the respective expressions for k(F). Substituting these expressions into

Eq. (15.14) resulted in the distribution of rupture forces. The latter two models and the model

described earlier can be unified within a single theoretical framework [109]:

k(F) = koff

(
1 − μFxβ

�Gβ

)1/μ−1

exp

{
�Gβ

kBT

[
1 −

(
1 − μFxβ

�Gβ

)1/μ
]}

(15.19)

p(F) = k(F)
r

exp

(
koffkBT

rxβ

)
exp

{
−kBTk(F)

rxβ

[
1 −

(
1 − μFxβ

�Gβ

)−1/μ
]}

(15.20)

where μ = 2/3 and 1/2 correspond to the linear-cubic and quadratic free-energy surfaces,

respectively. For μ = 1 and for �Gβ → ∞ independent of μ, the expression reduces to the

result of Evans and Ritchie [103]. When μ �= 1, permissible values of force F are limited

from above by the value of the critical force Fc = �Gβ/(μxβ) at which the barrier disappears,

leading to wrong results for k(F) because of the invalidity of Kramers’ theory within this

limit.
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The most probable rupture force F∗ and the variance of the force distributions σF were

estimated to be, respectively,

F∗ ≈ �Gβ

μ

[
1 −

(
1 − kBT

�Gβ

ln
kBTkoff exp (�Gβ/kBT)

xβr

)μ]
(15.21)

σ 2
F ≈ (kBTπ)2

6x2β

(
kBT
�Gβ

ln
kBTkoff exp (�Gβ/kBT + γ̃ )

xβr

)2μ−2

(15.22)

Here γ̃ = γ 2 − 3/π2ψ′′(1) ≈ 1.064, where γ = 0.577 is the Euler–Mascheroni constant and

ψ"(1) = −2.404 is a particular value of the tetragamma function [110]. Within this model the

most probable rupture force is proportional to (ln r)μ.

A completely different model describing receptor–ligand unbinding was suggested by

Katletz and Titulaer [111] and refined by Katletz in his thesis [112]. This work is based on the

idea that dissociation of a molecule can be described by means of a thermally driven random

walk with an absorbing barrier. It was assumed that:

• The dissociation can be described by a single coordinate, and the energy profile is

harmonic, resulting in equally spaced energy levels En = hν(n +1/2), n = 0,. . .,

N − 1. The transition from level N − 1 to N leads to dissociation.

• Only transitions from one level to a neighbouring one can occur. The transition prob-

abilities per interaction is given by Pmn = Pnm = [
(m + 1)δn−1,m + mδn+1,m

]
P10.

The transition probabilities per unit time were given by

W̃n,n+1 = ZcPn,n+1 (15.23)

W̃n+1,n = Zce−β�EPn+1,n (15.24)

where Z is the number of collisions between the heat bath molecules and the reacting

molecule (with unit density), and c is the concentration of heat bath molecules. This fac-

tor can be eliminated by rescaling the time by (ZcP10)
−1. Here �E is the energy difference

between two adjacent energy levels.

Protein structure and binding rely on noncovalent weak molecular interactions whose

strength is on the order of the thermal energy. Consequently, the dissociation is described as a

thermally driven random walk through states with different numbers of bonds. The Subscript

of the transfer matrix is changed from energy level n used before to the number of bonds i =
N − n. In the ground state E0 all bonds are closed (i = N), whereas in the state EN all bonds are

open, i = 0, and dissociation occurs. Therefore the state EN is related to the activation energy

Ea. Within this context the probability that a bond breaks is proportional to the number of

intact bonds i, whereas the probability that an open bond closes again is proportional to the

number of open bonds, N − i:

Wi,i+1 = N − (i + 1) (15.25)

Wi+1,i = (i + 1)e−β�E (15.26)

In force spectroscopy experiments the complex of the interacting biomolecules is stressed by

an external force. Using the Bell ansatz [Eq. (15.15)] leads to a reduction of the activation
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energy by βFλ/i, where λ determines the interaction range and F is the external force acting

on the complex, which is equally distributed over i intact bonds:

Wi,i+1 = N − (i + 1) (15.27)

Wi+1,i = (i + 1)e
−β

(
�E− Fλ

i+1

)
(15.28)

In biology, individual bonds often act with respect to the state of other bonds (“cooperativ-

ity”). Thereby the behaviour is altered by the state of neighbouring bonds. Positive cooper-

ativity means that the bond is more stable if bonds next to it are established, in contrast to

negative cooperativity, where stability is reduced.

Cooperativity is introduced into the model by adapting the Ising model, which is used

to describe the collective properties of magnetic spins. Here, it is not sufficient to deal just

with the number of open bonds; instead, every possible configuration has to be taken into

account. A certain configuration of m weak bonds is represented as a sequence of 0’s and

1’s with length m, where 0 means that the weak bond is open and 1 that the weak bond is

established. This arrangement is identified with the number j whose binary representation is

given by this sequence. All possible configurations are given by the numbers 0,. . ., 2m − 1.

Here 2m − 1 is the ground state where all bonds are formed, and 0 is the highest-energy state

and represents the unbound complex. Again transitions are only allowed between adjacent

states that differ at a single position in the binary representation.

The elements of the cooperative transfer matrix WC correspond to the three elemental

types of reactions:

. . . 000 . . .
1
�
k

. . . 010 . . .

. . . 100(001) . . .
1
�
k/c

. . . 110(011) . . .

. . . 101
1
�

k/c2
. . . 111 . . .

It is assumed that the formation of a single bond has the same rate constant, set to 1 (because

of time rescaling), whereas the rupture of a single bond depends on the state of its neighbour-

ing sites. Every neighbouring bond contributes a factor 1/c to the rate constant. An external

force is included by modifying the rate constant according to the Bell ansatz and taking into

account that the force is distributed over the intact bonds.

For both models with and without cooperativity the transfer matrix W describes the

population of states according to a system of linear rate equations:

dxn

dt
=

∑
m

Wnmxm − Wmnxn =
∑

m

Anmxm (15.29)

with

Amn = Wnm − δnm
∑

l

Wln (15.30)
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The transition state n = 0 acts as an absorbing barrier, meaning that molecules reaching this

state are removed from the ensemble. In terms of mathematics this means

x0 = 0 (15.31)

Ai0 = 0 (15.32)

Equation (15.29) can be solved using different methods. First it can be numerically integrated.

Because this system of differential equations is stiff, care has to be taken in choosing the

right algorithm. Usually backward differentiation is a good choice, and a starting value for a

Boltzmann distribution should be used. With the solution of �x(t)it is easy to compute the ratio

of bound molecules as a function of time and then to determine the mean first passage time

τ. A second method is to make use of the fact that the system is linear. The solution can be

obtained by calculating the spectrum of A. The magnitudes of the eigenvalues vary greatly,

and a single decay is observed, as expected from the separation of time scales. Therefore the

most interesting eigenvalue is the smallest one. The mean first passage time is simply the

inverse of this eigenvalue τ. Because we are only interested in the smallest eigenvalue, a little

“trick” developed by Farkas was applied [113]: We are interested in the rate by which the

absorbing state gets populated. If all transitions into this state are fed back into the ground

state, a flow through the system emerges. The inverse of this flow is the mean first passage

time τ. Technically this flow is determined by calculating a new transition matrix A by adding

the first line Ai0 containing the transitions into the absorbing barrier to the last line of A. The
probability x0 is not in equilibrium and therefore not a variable of the system. Accordingly,

the first column and row are discarded, yielding the new submatrix A∗. This new matrix is

singular, corresponding to a stationary state:

d�x
dt

= A∗ · �xstat = 0 (15.33)

In addition, the probabilities xi must be normalized:

∑
i

xstat
i = 1 (15.34)

Solving this overdetermined linear equation system yields �xstat, which allows calculation of

the stationary rate given by

f =
∑

i

Aoixstat
i (15.35)

Combining both models allows a description of the interactions where N groups consisting

of m weak bonds interact cooperatively. The total number of weak bonds is accordingly N·m.

The resulting transfer matrix is

Wi,i+1 = N − (i + 1)

Wi+1,i = (i + 1)
(
τm

(
k,c, F

i+1

))−1 (15.36)
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where τm

(
k,c, F

i+1

)
is the lifetime of m weak bonds acting cooperatively with the parameters

k and c and subject to an external force F/(i + 1). The solution of the linear rate equation

system (15.29) with transition matrix W defined by Eq. (15.36) yields the lifetime τ of the

complex as a function of the external force F. The dissociation rate is given by

k(F) = koff
τ (0)

τ (F)
(15.37)

Inserting this equation into Eq. (15.14) allows us to calculate the distribution of rupture forces

numerically.

15.2.6. The Effect of Hidden Barriers on Kinetic Parameters

The energy landscape of molecular bonds incorporates the interactions of many molec-

ular groups, such as multiple hydrogen bonds and van der Waals interactions. Examples

are the high-affinity biotin–avidin complex [103], the biotin–streptavidin complex [114], and

other interactions described in Section 15.3. In many cases, the dissociation of the receptor–

ligand bond proceeds via one ore more intermediate states. The simplest picture is the two-

barrier model [103], in which the bound and the unbound states are separated along the

pulling coordinate by two barriers, with an intermediate state in between. Figure 15.7 shows

a conceptual, unperturbed energy landscape E(x) along the pulling coordinate x for such a

complex. In this case, the transition state is located at the outer (right) barrier. Applying a

small force F1 to the complex leads to a linear decrease of the potential by F1·x, and the new

combined potential is E(x) − F1·x with the transition state still located at the outer barrier.

Under a higher force F2 > F1, the main barrier switches from the initial transition state to the

inner transition state (inner barrier, left; combined potential E(x) − F2·x ). When the force

is increased further, F3 >> F1, the energy barrier is lowered to the level of the initial mini-

mum [combined potential E(x) − F3·x], which finally would allow unhindered dissociation

of the complex. The crossover in transition states leads to two distinct regimes with different

slopes in the loading rate dependence of the most probable unbinding force and hence to two

Figure 15.7. Conceptual free energy surface of the two-barrier model. For the unperturbed system, E(x), and for

small external forces, E(x) – F1x, the transition state is located at the outer barrier. For higher forces, E(x) – F2x,
the transition state shifts inward from the outer barrier to the inner barrier. Upon further increase of the force, E(x) –
F3x, the energy barrier is lowered to the level of the initial energy minimum, ending in the unhindered dissociation

of the bond.
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different off-rates and potential widths in the Bell model. However, the assignment of differ-

ent slopes, and therefore off-rates and potential to the position of the barrier along the pulling

coordinate, is not unique [43]:

We assume a two-barrier model with the transition rates [from the bound to the inter-

mediate state k−1(F), the backward rate k+1(F), and the rate from the intermediate to the

unbound state k2(F)] depending exponentially on the force, that is, ki(F) = ki(0)
eFxi/kT, with

the corresponding potential widths x−1, x+1 (negative for a transition opposite to the direction
of the applied force), and x+2, respectively. Following the formalism given in Ref. 43 for the

generalized master equation, we obtain the mean dissociation time for a fixed force as

τ (F) = k−1(F) + k+1(F) + k−2(F)
k−1(F)k−2(F)

(15.38)

Given this formula, one can classify typical cases for the dependence of the effective dis-

sociation rate τ-1(F) on the force (Figure 15.8). Because the intermediate state has a higher

energy than the ground state, k+1(0) >> k−1(0) (assuming an energy difference of a few kT)

holds. First we consider the cases in which the transition state from the intermediate to the

unbound state has a higher energy than the transition to the ground state, so that k+1(0) >>
k−2(0) also holds (Figure 15.8A, B). For the limit of small forces in Eq. (15.38) we get the

effective dissociation rate

τ−1(F) = k−1(0)k−2(0)

k+1(0)
eF(x−1−x+1+x−2)/kT (15.39)

Figure 15.8. Different types of the dissociation via an intermediate state induced by an external force. Left. Con-
ceptual energy landscapes. Right. Logarithm of the model transition rates k21(F), k11(F), and k22(F) as function
of force. The effective dissociation rate is indicated by a dotted line. The gray potential scheme corresponds to an

exchange of the functions k21(F) and k22(F), which does not change the effective dissociation rate. A. Two regimes

in the dissociation process appear. At small forces all three transition rates determine the process. At high forces

the transition from the ground to the intermediate state (from the intermediate to the unbound state, for the gray

potential scheme) is rate determining. B. Similar situation as in panel A, but the rate-determining (forward) transi-

tions cross over with increasing force. C, D. The intermediate state is only visited after the transition state with the

highest energy has been passed. Because the dynamics of the complex is overdamped and fluctuation driven, the

intermediate can still be dynamically relevant at an applied force (D). (From Strunz et al. [43].)

From Eq. (15.39) we can see that the exponential increase of the thermal dissociation rate is

governed by the distance of the bound state to the outermost barrier (= x−1 − x+1 + x+2).
When the force increases, the backward transition becomes negligible, k−1(0) >> k+1(0), and
the dissociation is dominated by either the transition rate to the intermediate state k−1(0) or
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to the unbound state k−2(0). On further increase of the force it is also possible that a sec-

ond transition occurs where the rate-dominating transition changes again (Figure 15.8B). For

example, if initially the rate is dominated by the transition from the bound to the intermedi-

ate state, the increasing force can lead to a domination of the rate by the transition from the

intermediate to the unbound state, leading to three distinct force intervals in the dissociation

rate.

Equation (15.39) describes the dissociation rate in the first interval for small forces; in

the second interval the dissociation rate is ∼k−1(F) [or k−2(F)]; and in the third interval it is

∼k−2(F) [or k−1(F)]. Only in this case all the parameters describing the two-state model (i.e.,

all three rates and potential widths) can be extracted directly by measuring the function τ(F).
However, interchanging the parameters describing the functions k−2(F) and k−1(F) does not
change τ(F), and therefore it is not possible to assign the measured parameters unambiguously

to a transition. In addition, it is possible that even when the transition state from the bound

to the intermediate state is the thermodynamically relevant transition state so that k+1(0) <
k−2(0) (Figure 15.8C, D), the intermediate state can be rate determining with an applied

force (Figure 15.8D).

The model with one intermediate state is the simplest model to explain the exper-

imentally observed behaviour of a receptor−ligand system like avidin–biotin [43]. The

actual energy landscape of the bond may still be more complicated because only the rate-

determining transitions are clearly detectable in the bond lifetime as a function of the force.

Generally, the low-force regime is always associated with the thermodynamically relevant

transition state, and the corresponding potential width is the distance to the bound state pro-

jected onto the direction of the applied force. The regimes at higher forces correspond to

rate-determining transitions that can be located anywhere along the mechanical separation

pathway.

15.2.7. Free Energy Surface Reconstruction from Nonequilibrium
Single-Molecule Pulling Experiments

Single-molecule pulling experiments are typically carried out under nonequilibrium

conditions because it is impossible to perform the pulling infinitely slowly. Is it still pos-

sible to extract equilibrium properties from such measurements that drive the system away

from equilibrium? From the second law of thermodynamics, it is well known that the aver-

age mechanical work of pulling will be larger than the free energy difference. Only if the

experiment is performed reversibly, that is, infinitely slowly, is the work is equal to the free

energy difference. From this point of view it appears only possible to obtain free energy dif-

ferences from such measurements by extrapolation to zero pulling velocity. However, this

state of affairs changed in 1997 when Jarzynski [115,116] discovered a remarkable identity

between thermodynamic free energy differences and the irreversible work required to switch

a system between two states (in terms of single-molecule pulling experiments, the folded and

unfolded states of a protein, or the bound and unbound states of a receptor and a ligand), thus

extending the inequality of the second law of thermodynamics. This identity, although not

directly applicable to AFM measurements, suggests that in principle one should be able to

extract free energy surfaces from repeated pulling experiments. In 2001, Hummer and Szabo

[117,118] adapted Jarzynski’s identity for the analysis of single-molecule pulling experiments,

which will be briefly reviewed in the following. Hummer and Szabo showed that Jarzynski’s

identity follows almost immediately from the Feynman–Kac theorem for path integrals.



428 Andreas Ebner et al.

Assume a system whose phase-space density evolves according to a Liouville-type

equation

∂f (x,t)
∂t

= Ltf (x,t) (15.40)

Here, Lt is an explicitly time-dependent evolution operator that has the Boltzmann distribu-

tion as a stationary solution, Lte−βH(x,t) = 0, with H(x, t) the time-dependent Hamiltonian

of the system, x the phase-space coordinates, and β−1 = kBT. The unnormalized Boltzmann

distribution at time t reads

p (x,t) = e−βH(x,t)∫
e−βH(x′,0)dx′ (15.41)

Because the distribution (15.41) is stationary (Ltp = 0) and ∂p
/
∂t = −β (∂H/∂t) p, it follows

that p(x, t) is a solution of the sink equation

∂p
∂t

= Ltp − β
∂H
∂t

p (15.42)

as can be easily verified by substitution. The solution of this sink equation (15.42) starting

from an equilibrium distribution at t = 0 can also be expressed as a path integral using the

Feynman–Kac theorem. By equating these two different solutions, one immediately gets

e−βH(x,t)∫
e−βH(x′,0)dx′ =

〈
δ(x − xt) exp

[
−β

∫ t

0

∂H
(
xt′ ,t′

)
∂t′

dt′
]〉

(15.43)

where δ(x) is the Dirac δ-distribution, and the average 〈...〉 is over an ensemble of trajectories

starting from the equilibrium distribution at t = 0 and evolving according to Eq. (15.40). In

this way, each trajectory is weighted with the Boltzmann factor of the external work wt done

on the system,

wt =
∫ t

0

∂H
(
xt′ ,t′

)
∂t′

dt′ (15.44)

Integrating both sides of Eq. (15.43) with respect to x results in Jarzynski’s identity [115,116],
and one gets the following relation between the equilibrium free energy difference �G(t) and
the Boltzmann-averaged work wt between times t and 0:

e−β�G(t) ≡
∫

e−βH(x,t)dx∫
e−βH(x,0)dx

= 〈
e−βwt

〉
(15.45)

Equation (15.45) allows us to reconstruct the underlying free energy surface from repeated

single-molecule AFM experiments, as sketched in Figure 15.9. On the assumption that the

cantilever vibrates in a harmonic potential with spring constant k, the corresponding Hamil-

tonian reads H(x, t) = H0(x) + k(q − z(t))2, with H0(x) being the Hamiltonian of the rest-

ing, unperturbed system. For t ≥ 0, z(t) = z(0) + vt is the position of the anchor of the

pulling spring (cantilever), and q = q(x) is the point of attachment of the molecular system

to the pulling spring projected on the pulling direction. By substituting this Hamiltonian into
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Figure 15.9. Schematic drawing of a single-molecule force spectroscopy experiment. The pulling apparatus (can-

tilever tip) is moved with a constant velocity v, where the controlled distance between the solid support and the

anchor of the cantilever is z(t) = z(0) + vt. In contrast, the molecular extension indicated by q(t), as well as the
instantaneous force F(t), underlies thermal fluctuations. (From Hummer and Szabo [117].)

Eq. (15.45), multiplying both sides by δ[q −q(x)], and integrating with respect to x and finally
taking the logarithm, we obtain

G0 (q) ≡ −β−1 ln

∫
δ
[
q − q (x)

]
e−βH0(x)dx∫

e−βH(x,0)dx
= −β−1 ln

〈
δ
[
q − q (x (t))

]
e−β�wt

〉
(15.46)

where G0 (q) is the unperturbed free energy profile along the pulling coordinate q and �wt
is the external work minus the instantaneous biasing potential, �wt = kv(vt2/2 − ∫ t

0 qt′dt′) −
k (qt − vt)2 /2. It is required that the initial conditions of pulling trajectories [x(t = 0)] are

chosen from an equilibrium distribution corresponding to the Hamiltonian H(x, 0) = H0(x) +
k(q − z(0))2 /2. Therefore, the cantilever should be equilibrated at a fixed position z(0) in all

trajectories.

For an infinite number of pulling traces, the entire free energy surface could theoreti-

cally be reconstructed from observations at a single time t. In practice, at any time t the trajec-
tories will be clustered near the location of the pulling spring, and therefore from observations

collected at time t one can find reliable estimates of G0 (q) only near q ≈ z (t). However, it is
possible to combine multiple histograms obtained for different times t to improve the estimate

of G0 (q) (weighted histogram method [117]), which leads to the following expression for the

free energy profile:

exp [ − β�GWH(q)] =
∑

t

〈
δ
[
q − q(t)

]
exp ( − βwt)

〉
〈exp ( − βwt)〉∑

t
exp ( − βV(q,t))
〈exp ( − βwt)〉

(15.47)
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where wt is the accumulated work calculated by

wt =
∫
C

Fdq + V
[
q(t),t

] − V
[
q(0),0

]
(15.48)

Here, F = k(z(t) − q(t)) denotes the restoring force, where k is the cantilever spring constant

and V
[
q(t),t

] = k (qt − vt)2 /2 is the harmonic biasing potential of the cantilever. The inte-

gral over q is along the position versus time contour connecting q(0) and q(t). If the cantilever
is relatively stiff, then most trajectories will be clustered near z(t), the position of the piezo

actuator. In this case one can approximate the weighted distribution of molecular extensions

by a Gaussian with mean

q̄t =
〈
q(t)e−βwt

〉〈
e−βwt

〉 (15.49)

and the corresponding variance σ 2
t = q2t − q̄2t [118]. Following this approximation

(momentum-based approach), we can calculate the first derivative of the potential of mean

force (i.e., the mean force) according to

G′
MF(q̄t) = F̄t =

〈
F(t)e−βwt

〉〈
e−βwt

〉 (15.50)

GMF(q) is then calculated by the cumulative integral of Eq. (15.50).

The equations were recently applied [119] to characterize the stability of the membrane

proteins bacteriorhodopsin (BR), halorhodopsin (HR), and the Na+/H+ antiporter NhaA by

calculating the unfolding free energies (i.e., the energy difference between the folded and

unfolded states) of their transmembrane helices from single-molecule force measurements.

In contrast to its application to protein unfolding, Jarzynski’s identity cannot be applied

in a straightforward manner to unbinding because the elastic behaviour of the linker molecules

that are used to tether the binding partners masks contributions of the latter. However the

energy difference between the bound and unbound states of the receptor–ligand complex can

be extracted by directly applying Jarzynski’s identity, Eq. (15.45), to the deflection, defl(t) =
z(t) − q(t), versus time curves obtained from repeated dissociation experiments to get the

equilibrium binding energy of the corresponding complex.

15.3. Applications of Dynamic Force Spectroscopy to Protein
Interactions

15.3.1. Load-Dependent Dynamics of Protein Interactions

Since their first application in 1992 [120] to measure the strength of individual hydrogen

bonds, single-molecule force spectroscopy measurements have yielded valuable information

on the mechanical properties of various biomolecules, the conformational transitions of poly-

mers, and the strength of intermolecular bonds and the control of binding mechanisms. In

this chapter, we limit ourselves to studies performed on the interactions of proteins with other

proteins or with small ligands.
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Ultimately, one wishes to use the data obtained from force spectroscopy to reconstruct

the energy landscapes that underlie reactions of interest. Although a full reconstruction of

energy landscapes of complex biological macromolecules is presently not feasible, the com-

bination of sensitive measuring setups, protein engineering, and theoretical models and sim-

ulations are beginning to provide valuable glimpses into these landscapes.

Evans and his group set the guidelines for extracting barrier location from force spec-

troscopy measurements carried out over a broad range of loading rates [10]. Adhering to

previous theoretical work, the authors used a biomembrane force probe (BFP) to probe bond

rupture between biotin and its high-affinity receptors avidin and streptavidin with ramps of

forces covering more than six orders of magnitude in rate [121]. As predicted by theory, and

in contrast to early studies that reported fixed values of bond strength [122,123], a contin-

uous spectrum of unbinding forces, ranging from 5 to 170 pN, was obtained as the loading

rate increased from 0.05 to 60,000 pN/s. Concomitantly, interaction lifetime diminished from

about 1 min to 0.001 sec, exposing the reciprocal relation between bond strength and life-

time anticipated for thermally activated processes subjected to a ramping force. Significantly,

for both avidin and streptavidin, the force spectra revealed that unbinding kinetics is dom-

inated by at least two prominent energy barriers located ∼0.1 and ∼0.5 nm, respectively,

from the energy minimum along the direction of the force. The position of these barriers was

found to match the location of transition states identified by force probe molecular dynam-

ics simulations that reproduce the pulling of biotin from its binding pocket in avidin [11] or

streptavidin [124] by means of external harmonic forces. The inner barrier was thus assumed

to reflect the detachment of the biotin ureido ring from a network of hydrogen bonds and non-

polar interactions at the bottom of the binding pocket of (strept)avidin. The outer barrier was

attributed to a subsequent disruption of interactions with the “3–4” loop of the two proteins,

which closes behind biotin in the bound state. This latter assignment was validated directly

by Yuan et al. [125], who showed that mutations of the W120 residue of this loop in strepta-

vidin lead to a significant decrease in the height of the outer barrier but have no effect on the

inner one.

Another interaction that was studied extensively by force spectroscopy is the one formed

between selectins and their leukocyte-expressed ligands [126–129]. Selectins constitute one

family of calcium-dependent lectin receptors present on the surface of endothelial cells.

Together with their ligands, they mediate the emergence of leukocytes from the blood stream

into sites of inflammation by modulating leukocyte rolling over the surface of the endothe-

lium. This rolling motion occurs under hydrodynamic shear from the flow of the blood,

rendering this an excellent system for investigation by a technique involving forces such as

dynamic force spectroscopy (DFS). As discussed later, the ability to extract mechanical prop-

erties from the force extension profiles using theoretical frameworks such as the worm-like

chain model provides important insights into the way in which mechanical properties relate

to function.

Fritz et al. [127] used AFM to study the interaction between P-selectin and its cognate

ligands—the leukocyte-expressed surface ligand P-selectin glycoprotein ligand-1 (PSGL-1).

The complexes formed between the two proteins were found to sustain forces of up to ∼160

pN and exhibited chain-like elasticity characterized by a persistence length of 0.35 nm. The

latter value is consistent with an extremely extended peptide conformation. This finding cor-

relates well with the ability of selectins and their ligands to maintain cells tethered over

very long distances, which necessitates adaptation of highly extensible structures. It was also

found that the adhesion probability between PSGL-1 and P-selectin increased with increasing

pulling velocities. This unusual dependence, which is typically reciprocal, is consistent with
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the initial increase of tethering probability with shear stress observed in rolling. Only a single

energy barrier was evident in the force spectra obtained in this study.

Using BFP, Evans et al. [128] studied of the interaction between PSGL-1 and another

member of the selectin family, selectin L. As in the case of their previous study on

strept(avidin)–biotin, the authors were able to probe bond strength over a very broad range of

loading rates extending from 10 to 100,000 pN/s. In the presence of Ca2+, the force spectra

revealed two energy barriers along the unbinding path: an outer barrier located at xβ ≈ 4 Å,

which impeded dissociation under slow detachment, and an inner, Ca2+-dependent barrier

positioned at xβ ≈ 0.6 Å, which dominated dissociation under rapid detachment. The differ-

ential response of the two barriers to the applied load was proposed to be important for the

recruitment of multiple bonds during selectin-mediated function.

More recently, Marshall et al. [129] used force-clamp AFM to directly measure bond

lifetimes of P-selectin–PSGL-1 complexes. Notably, the results indicated a biphasic relation-

ship with bond lifetimes initially increasing with force (“catch”) and, after reaching a maxi-

mum, decreasing (“slip”), revealing a force-induced switch from catch to slip bond behaviour.

This switch, which was not observed in the initial DFS studies performed on this complex,

was suggested to control leukocyte adhesion under varying shear stresses.

Another adhesion pair involved in leukocyte adhesion was studied by Wojcikiewicz,

et al. [130], who used AFM to unbind complexes formed by the leukocyte function-associated

antigen-1 (LFA-1) and its cognate ligands, intercellular adhesion molecules 1 and 2 (ICAM-1

and ICAM-2). The experimental setup consisted of LFA-1–expressing Jurkat T cells attached

to the end of the AFM cantilever and surface immobilized ICAM-1 or ICAM-2. For both

ICAM-1 and ICAM-2, the force spectra exhibited two linear regimes at fast and slow loading,

amounting, respectively, to a sharp, inner energy barrier (xβ ≈ 0.56 and 1.5 Å, for complexes

formed with ICAM-1 and ICAM-2, respectively) and a shallow, outer barrier (xβ ≈ 3.6 and

4.9 Å, respectively). Addition of Mg2+ led to an increase of the rupture forces measured in

the slow-loading regime, indicating an increment of the outer barrier in the presence of the

divalent cation. Comparison of the force spectra obtained for the complexes formed between

LFA-1 and ICAM-1 or ICAM-2 indicated that, in the fast-loading regime, the rupture of LFA-

1–ICAM-1 depends more steeply on the loading rate than does that of LFA-1–ICAM-2. The

difference in dynamic strength between the two interactions was attributed to the presence of

wider barriers in the LFA-1–ICAM-2 complex, which render the interaction more receptive to

the applied load. The enhanced sensitivity of complexes with ICAM-2 to pulling forces was

proposed to be important for the ability of ICAM-2 to carry out routine immune surveillance,

which might be otherwise be impeded due to frequent adhesion events.

The last interaction we discuss in this section is the one between antibodies and their

antigenic targets. Odorico et al .[131] used DFS to explore the energy landscape underlying

the interaction between a chelated uranyl compound and a monoclonal antibody raised against

the uranyl-dicarboxy-phenanthroline complex. To isolate contributions of the uranyl moiety

to the binding interaction, measurements were performed with and without the ion in the

chelating ligand. In the presence of uranyl, the force spectra contained two linear regimes,

suggesting the presence of at least two major energy barriers along the unbinding pathway.

To relate the experimental data to molecular events, the authors constructed a model with

a variable fragment of the antibody and used computational graphics to dock the chelated

uranyl ion into the binding pocket. The analysis suggested that the inner barrier (xβ = 0.5 Å)

reflects the rupture of coordination bonds between the uranium atom and an Asp residue,

whereas the outer barrier (xβ = 3.9 Å) amounts to the detachment of the entire ligand from

the antibody-binding site.
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In an earlier study, Schwesinger et al. [132] measured the unbinding forces between flu-

orescein and nine different monomeric Fv fragments derived from three unrelated antifluores-

cein antibodies. The on-rate, off-rate, equilibrium binding affinity, and activation energy for

unbinding were determined in solution for all fragments, which included six point-mutated

constructs that, together with the wild-type progenitors, provided a wide range of koff and
KD values. In contrast to the study described earlier, the force spectra obtained for two of the

constructs indicated a single energy barrier along the unbinding pathway. Extrapolation of the

most probable unbinding forces to zero force gave koff values very close to those measured in

solution. Moreover, unbinding forces measured for all nine constructs at a fixed loading rate

correlated well with the thermal off-rates of the constructs. This correlation held not only

within homologs derived from a single antibody, but also across the three unrelated antibody

species, suggesting a simple relationship between binding strengths and thermal off-rates that

is rather insensitive to the details of the underlying energy surface.

A good correspondence between dissociation rates derived from mechanical unbind-

ing experiments and from bulk assays was also reported by Neuert et al. [133]. In this case,

the experimental system consisted of digoxigenin and its specific antibody. This pair is used

as a noncovalent coupler in various applications, including forced unbinding experiments.

The force spectra obtained for the complex suggested that the unbinding path is traversed by

two activation energy barriers located at xβ = 0.35 and 1.15 nm, respectively. Linear fit of

the low-force regime revealed a dissociation rate at zero force of 0.015 sec–1, in close agree-

ment with the 0.023 sec−1 obtained from bulk measurements made on antidigoxigenin Fv

fragments.

The close agreement between dissociation rates derived from bulk measurements and

from mechanical unbinding experiments observed in the two studies just described, is how-

ever, an exception rather than the rule. In most cases, the rates derived from extrapolation

of the most probable unfolding forces to zero differs substantially from those measured in

solution assays. Partly this is because outer barriers, which govern spontaneous dissociation

kinetics, are not necessarily detected in force-probe experiments. This is particularly true if

one uses AFM, which is quite limited in the low-force regimes where these barriers often

reside. The second reason, which is more relevant to our discussion, is that the strict log-

arithmic dependence of the most probable force on the loading rate, which allows simple

derivation of off-rates from the force spectra by linear extrapolation, is valid only if the bar-

riers along the energy profile are sharp. However, if the curvature at the top of the barrier

is small, the position of the transition state along the reaction coordinate is expected to vary
with the force, which, in turn, changes with the loading rate. In such cases, derivation of

spontaneous off-rates and, more relevant to this section, xβ from the force spectra can be asso-

ciated with significant errors. Unfortunately, due to the limited range of loading rates avail-

able in AFM measurements and the usually limited number of data points used to construct

the force spectra, distinction between a strict and nonstrict logarithmic behaviour is not a

trivial task.

A way to overcome this problem is to fit the probability force distributions using

Kramers’ diffusion model. This approach was taken by Schlierf and Rief [134] to fit data

that could not be reproduced by the Bell model (Figure 15.10). Notably, although the posi-

tion of the transition state predicted by the Bell model was smaller than that predicted by the

Kramers analysis by 6 Å, the most probable unfolding forces showed an almost perfect loga-

rithmic dependence on the pulling velocity, indicating that great care should be taken before

the linear theory of DFS is applied. A failure to fit force distributions using a Bell model was

also reported in the digoxigenin-antidigoxigenin work described earlier, where poor matches
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Figure 15.10. A comparison between Bell’s and Kramers’ views for the analysis of protein unfolding data. A.
Force spectra of native ddFLN4 show a logarithmic behaviour within the experimental error. The inset shows a

schematic illustration of the experimental setup. B. Reconstruction of the energy landscape using the Bell model.

C. Measured force distributions at four different pulling velocities together with distributions calculated using the

Bell model (lines). D. Force spectra modelled using Kramers’ theory. E. The reconstructed energy landscape, which
shows detailed curvature along the unfolding/folding pathway. F. Reproduction of force histograms using Kramers’

model. (From Schlierf and M. Rief [134].)

were observed at high loading rates, as well as in the crossover region between the two lin-

ear regimes of the force spectrum. Some of these difficulties can be solved by using more

detailed analysis such as the ones suggested by Klafter and coworkers [108] and Evstigeenv

and Reimann [135], which are described in detail in Section 15.2.5.

DFS can be used to extract the number of bonds involved in an interaction by using the

microscopic binding model of Katletz and Titulear [111,112,136] (see also Section 15.2.4).

Such analyses can also yield information about cooperativity and activation barrier height. A

first application of this model was the investigation of hen egg-white lysozyme (HEL) inter-

acting with an antibody (HyHEL-10) [137]. It was found that the interaction consists of 6

cooperative groups, each made up of 3 bonds, for a total of 18 bonds. This latter value is in

close agreement with results obtained from X-ray crystallography and molecular dynamics

(MD) simulations, which indicated around 20 bonds. It is known that the antibody consists

of six recognition sites. Whether all six sites contribute to binding is undetermined. Alanine

screening indicated that at least four sites play a role in binding, whereas MD simulations

found that all six recognition sites participate in the interaction, in agreement with the DFS

data. The activation energy determined by DFS was lower than that derived from surface plas-

mon resonance measurements. A possible explanation for this discrepancy is that recognition
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of lysozyme by its antibody is a two-step process. First an encounter state is established, which

decays into the docking state. This decay takes place on a time scale comparable to that of the

force pulling experiment. Therefore, most likely, the energetically higher encounter state was

probed rather than the thermodynamically preferred docking state.

Another application of this theory was the interpretation of force spectroscopy data

of human rhinoviruses (HRV) interacting with the very low density lipoprotein receptor

(VLDLR) [138]. VLDLR exhibits a binding domain consisting of eight binding modules.

To probe the contribution of these repeats, rupture forces of HRV2 interacting with artificial

concatamers of VLDLR were measured. Force spectroscopy was carried out with different

receptor constructs containing all eight imperfect binding repeats (V1 to V8), the first three

binding repeats (V1, V2, and V3), and two (V33), three (V333), and five (V33333) copies

of the third binding repeat fused to maltose binding protein and to a His6 tag. The rupture

force distributions of concatemers consisting of two (V33), three (V333), and five (V33333)

copies of the third binding repeat were successfully fit to the statistical binding model. The

numbers of cooperative blocks were equal to the number of copies of the third repeat. Every

block consisted of six to seven bonds, which agreed well with X-ray crystallography data

[139]. The rupture forces for V1 to V3 and V33 were similar, indicating that only two mod-

ules were bound, in agreement with neutralisation studies [140], which showed that the first

binding repeat does not bind. Similar rupture forces for V1 to V8 and V33333 were found

too, indicating that only five repeats of V1 to V8 bind to the virus.

15.3.2. Energy Landscape Roughness of Protein Binding Reactions

The “new view” of proteins [141] sees protein folding and binding as diffusion-like

processes in which individual molecules reach their final state by gliding down the slopes of

a funnel-shaped free energy landscape along multiple coexisting routes [8,142–147]. These

energy landscapes are generally not smooth but rather are traversed by energy barriers

of varying heights that render them highly corrugated or rugged (Figure 15.11A). This is

because proteins have a complex, hierarchical structure whose energy minimization requires

the simultaneous relief of multiple constraints, which are often imposed by competing pro-

cesses occurring on different length and/or time scales [143,148–152]. Although proteins

have evolved such that most of these constraints are minimized, some residual frustration—

energetic or topological—always remains, leading to roughness [153,154]. Moreover, unlike

innate systems in which the origin of frustration is purely physicochemical, frustration in pro-

tein energy landscapes has an additional source, which is imposed by functional constraints

[155]. For example, the burial of polar or charged groups inside the hydrophobic core of glob-

ular proteins is energetically highly frustrating, yet such residues are often critical for bind-

ing. Another example is loops. The presence of loops in the structure acts to increase back-

bone flexibility, allowing breathing and correlated motions required for binding or catalysis.

However, the introduction of loops is accompanied by an entropic penalty, causing a “local-

ized” search problem due to the multiplicity of conformations that can be accommodated in

these regions. This, in turn, decreases the rate of folding and may decrease thermodynamic

stability.

The presence of multiple barriers in the free energy surface imposed by frustration

should have strong effects on the folding and binding of proteins as well as on their equilib-

rium behaviour. Superimposed on the slopes of the funnel, the barriers are expected to atten-

uate transition rates. Present at the bottom of the funnel, they determine transition dynam-

ics between conformational isomers and substates. Fluctuations between these isomers or
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Figure 15.11. Measurement of energy landscape roughness. A. A rough energy landscape of an unbinding reaction

driven by external mechanical force. Here ε and �F‡
0 are the overall scale of roughness and the height of the activa-

tion barrier, respectively. (From Nevo et al. [160].) (B) Dynamic force spectra of the streptavidin–biotin interaction

obtained at three different temperatures that were used to extract roughness using Eq. (15.54). The force spectra

clearly show the presence of two barriers at the high (inner barrier) and low (outer barrier) loading rates. (From Rico

and Moy [161].)

substates, in turn, define functional motions, such as those involved in catalysis or ligand

exchange. They also allow proteins to accommodate different conformations and, hence, to

have different properties that are important to their function.

From the foregoing description, it is clear that a full understanding of protein folding,

binding, and function requires that the roughness of the underlying energy surfaces be known.

However, experimental determination of roughness proved to be highly challenging. Thus,

although the perception that protein energy landscapes are rough emerged in the mid 1980s,

it was only in 2000 that the overall scale of roughness ε was estimated indirectly for the first

time. This was achieved by following the rate of loop closure for flexible peptides, from which

a value of ε/kBT ≈ 2 was inferred [156]. Three years later a theory suggesting how to measure

ε directly from force spectroscopy measurements was put forward, and two additional years

later this theory was tested experimentally.

The theory, published in 2003 by Hyeon and Thirumalai [157], is based on an earlier

analysis made by Zwanzig [158], who applied mean-first-passage-time analysis to study dif-

fusion in rough (1D) potentials. The results indicated that in such potentials the diffusion

coefficient D is replaced by an effective diffusion coefficient D∗, which can be significantly

smaller than D because of roughness. The effect was found to be particularly dramatic when

the fluctuations in the potential have a Gaussian distribution, leading to the following relation:

D∗ = D exp ( − ε2β2) (15.51)

where β = 1/kBT. This expression approximates the dependence of D∗ on roughness for

several other distributions as well, provided that εβ is relatively small [159].

Extending Zwanzig’s analysis, it was shown by Hyeon and Thirumalai that the rate

of protein unfolding or unbinding induced by the application of a constant force is retarded
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by roughness. Specifically, using Kramers‘ theory, they showed that (assuming a Gaussian

distribution of ε) the unfolding/unbinding rate under a constant force ku(f), is given by

log ku(f ) = log k0 − β(� F‡ − f �x) − ε2β2 (15.52)

where �F‡ is the height of the activation energy barrier for the (two-state) transition, �x
is the characteristic length scale of roughness, taken to be close to xβ [160], and k0 =
ωts(f)ω0(f)/2πγ, with ω0 and ωts denoting the angular frequencies at the minimum and tran-

sition states, respectively, and γ the damping relaxation rate. Roughness thus manifests itself

as a 1/T2 dependence of the unfolding rate, and therefore its amplitude can be extracted if log

ku(f) is measured over a range of temperatures. Note that the term ε2β2 can lead to significant

deviations from Arrhenius behaviour, particularly at low temperatures.

As discussed earlier in this chapter, most DFS experiments are not performed under

a constant force but instead use a constant loading rate. The result obtained by Hyeon and

Thirumalai indicates that, for this case, roughness manifests itself as an increase in the most

probable force for unfolding/unbinding f∗. Provided that �F‡, �x, and k0 are only weakly

dependent on the applied force, f∗scales with ε as follows:

f ∗ = kBT
�x (f ∗)

{
log

(
rf �x (f ∗)

νDe−β�F‡
0 (f ∗)kBT

)
+ ε2

�xkBT

}
(15.53)

Following this approximation, the roughness scale can be obtained by comparing the loading

rates that give rise to identical f∗ values at two different temperatures, T1 and T2. Slightly mod-

ifying the result to account for temperature dependence of �x (xβ), which is often observed

for proteins (i.e., Hammond or anti-Hammond behaviour), Nevo et al. obtained the following

expression [160]:

ε2 ≈ xβ (T) kBT1xβ (T2) kBT2

xβ (T2) kBT2 − xβ (T1) kBT1

[
�F

++
0

(
1

xβ (T1)
− 1

xβ (T2)

)

+ kBT1

xB (T1)
ln

rf (T1) xβ (T1)

νD (T1) kBT1
− kBT2

xβ (T2)
ln

rf (T2) xβ (T2)

νD (T2) kBT2

] (15.54)

Hyeon and Thirumalai’s theory was first used to derive the roughness of the energy land-

scape underlying the interaction between two proteins belonging to the soluble machinery that

mediates the transport of macromolecules between the nucleus and cytoplasm in interphase

eukaryotic cells. One of the proteins was the prototypic nuclear import receptor importin β1

(impβ), and the other was the abundant and highly conserved GTPase Ran, which serves as a

master regulator of nucleocytoplasmic exchange and is involved in various mitotic processes.

Following Eq. (15.54), measurements were performed at different loading rates, spanning

almost three orders of magnitude in scale, and at three temperatures: 7◦C, 25◦C, and 32◦C.
Justifying the modification made by Nevo et al., analysis of the slopes of the force spectra

indicated a movement of the transition state towards the bound state as temperature increases.

Values of ε were derived from nine f∗−T pair combinations and were found to be nearly the

same, yielding a value of ∼6kBT, which is about one fifth of the height of the major barrier

for unfolding, �F‡. The rather bumpy energy surface was attributed to the unusually high

flexibility of impβ, which is required to allow this protein to interact avidly with multiple

ligands that have grossly different structures and binding sites over it.
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More recently, the foregoing analysis was applied to derive ε for the well-studied

streptavidin–biotin interaction [161]. The temperatures used in the study were 17◦C, 24◦C,
and 37◦C and the pulling speed ranged from ∼100 to 38,000 nm/sec (Figure 15.11B). Analy-

sis of the Bell parameters revealed a considerable widening of the inner barrier for the transi-

tion with temperature, reflecting, perhaps, softening of the dominant hydrogen bond network

that stabilizes the ground state of the complex. In contrast, the position of the outer barrier

did not change significantly upon increase of the temperature. Estimations of ε were made

at four different forces—75, 90, 135, and 156 pN—with the first two forces belonging to the

first linear loading regime of the force spectrum (outer barrier) and the last two to the second

(inner barrier). The values obtained were consistent within each of the two regimes, averaging
at 7.5kBT and ∼5.5kBT along the outer and inner barriers of the transition, respectively. The

difference was attributed to contributions from the intermediate state of the reaction, which

is suppressed (along with outer barrier) at high loading rates. The origin of roughness was

attributed to a competition of solvent water molecules with some of the hydrogen bonds that

stabilize the complex and to the aforementioned “3–4” loop of streptavidin, which is highly

flexible and therefore may induce the formation of multiple conformational substates in the

complex. It was also proposed by the authors that the large roughness detected in the energy

landscape of streptavidin–biotin is a significant contributor to the unusually slow dissocia-

tion kinetics of the complex and may account for the discrepancies in the unbinding forces

measured for this pair.

In addition to the foregoing work, the theory of Hyeon and Thirumalai has also been

used to derive the roughness of energy landscapes underlying unfolding reactions. Two such

reactions were analyzed. The first was the forced unfolding of the fourth domain of the actin

cross-linking protein filamin of Dictyostelium discoideum (ddFLN4) [162]. For this domain,

which exhibited an anti-Hammond behaviour, application of Eq. (15.54) to the data yielded

ε/kBT ≈ 4. The authors, however, preferred to interpret the data in terms of a temperature-

dependant switch in the nature of the interactions that control the response of the domain

to the mechanical force rather than by effects produced by roughness. The other study used

the experimental scheme proposed by Hyeon and Thirumalai to derive the energy landscape

roughness of single transmembrane helices of the archaeal light-driven proton pump bacte-

riorhodopsin. The analysis, performed on five of the seven helices of the protein, yielded

roughness values ranging from ∼4kBT to ∼6kBT [163]. The somewhat unexpectedly high

magnitude of roughness obtained for these secondary structures was suggested to reflect topo-

logical and curvature-associated frustration imposed by the surrounding lipid bilayers.

15.3.3. Discrimination between Modes of Protein Activation

We conclude this part of the chapter by describing two experiments in which single-

molecule mechanical unbinding was applied to distinguish between alternative modes of pro-

tein activation. The activation of proteins by other proteins or by small ligands is a key process

in biology: Signalling pathways, enzyme activity, gating of ion channels, and gene activa-

tion and inactivation often depend on the switching of proteins between different functional

states. Two general mechanisms have been proposed to underlie this switching. The induced-

fit model assigns changes in protein activity to conformational changes triggered by effector

binding [164,165]. The population-shift model, on the other hand, ascribes these changes to

a redistribution of preexisting conformational isomers [166]. According to this model, known

also as the preequilibrium or conformational selection model, switching occurs through a
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shift in equilibrium between the existing isomers induced by the binding of the ligand to the

conformation most complementary to it [166].

Distinguishing between the two models of activation by conventional bulk methods

is typically hard because it requires that the distribution of conformational isomers in the

ensemble be known a priori. This information in turn is hard to derive from data obtained

from bulk assays because of ensemble averaging. If the populations are skewed, an accurate

probing of the ensemble becomes even harder. Consequently, there is relatively little experi-

mental evidence that distinguishes between the two activation modes (for notable exceptions,

see Refs. 167 and 168).

In an attempt to overcome the limitations associated with ensemble analyses, Nevo and

coworkers used DFS to study the activation of the complex discussed in the previous sec-

tion between impβ and the Ran [169,170]. The effector was the small Ran-binding protein

RanBP1, which functions in the dissociation of the complex in the cytoplasm. In the absence

of the effector, the complex between impβ and Ran loaded with a guanosine triphosphate

(GTP) analog populates two distinct states characterized by relatively low and high adhe-

sion strength, respectively. Notably, addition of free RanBP1 to the liquid cell diminished

the higher-strength population. Concomitantly, the lower-strength conformation became more

populated. The means of the distributions, however, did not change, indicating that the effec-
tor had not altered the strength of the interaction in the two states. These results fit a dynamic

population-shift mechanism in which RanBP1 binds selectively to the lower-strength confor-

mation of RanGTP–impβ, changing the properties and function of the complex by shifting

the equilibrium between its two states.

Continuing the analysis, the authors repeated the foregoing measurements, but this time

with GDP-loaded Ran. Loaded as such, Ran associates very weakly with impβ to form a single

bound state characterized by unimodal distributions of unbinding forces. Addition of RanBP1

to this complex resulted in a marked shift of the distributions to higher unbinding forces. It

also led to a significant increase in the number of unbinding events recorded for the complex,

reflecting the ability of the effector to facilitate association between the two binding partners.

These results are consistent with an induced-fit mechanism in which the binding of RanBP1

induces a conformational change in the complex, which, in turn, promotes and strengthens

the interaction between impβ and RanGDP.

In a more recent study, Ritco-Vonsovici et al. [171] used DFS and MD simulations to

elucidate the molecular basis underlying different activities of β-catenin, a multifunctional

protein that plays essential roles in two related cellular processes. The first is cell adhesion

and cytoskeletal organization, and the second is cell differentiation and development through

the Wnt signalling pathway, in which it acts as a transcriptional coactivator. It was hypothe-

sized by the authors that the two cellular functions are mediated by distinct molecular forms

of β-catenin. To test this hypothesis, they studied the interaction of β-catenin with its Wnt-

dependent target, transcription factor Tcf4. As in the case of impβ–Ran(GTP), unbinding

of Tcf4 from β-catenin gave rise to bimodal force distributions, indicating the presence of

two populations of molecular complexes. Each population exhibited a distinct dependence

on the loading rate, yielding unconventional force spectra containing two independent curves

(Figure 15.12). Upon addition of inhibitor of β-catenin and T cell factor (ICAT), a selec-

tive inhibitor of the interaction between β-catenin and Tcf4, the fractional occupancy of the

low-strength state was reduced by 30%–40% at low loading rates and vanished altogether

at high pulling speeds, strongly suggesting that binding of the inhibitor follows conforma-

tional selection mechanism. Comparative structural analysis and molecular dynamics simula-

tions suggested that the two complexes of β-catenin–Tcf4 originate from two conformational
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Figure 15.12. Molecular plasticity of β-catenin: New insights from single-molecule measurements. A population

shift is induced by the presence of inhibitor of β-catenin and T cell factor (ICAT), as seen in the statistical distribution

and force spectra of unbinding forces for the armadillo β-catenin/Tcf4 interaction. The presence of one population of

molecules in each histogram is evident by the fact that they have a single maximum. A. The low-strength complex

is populated in the absence of ICAT. B. However, in the presence of ICAT the high-strength population is favoured.

C. Force spectra corresponding to the two populations of bound armadillo β-catenin/Tcf4 complexes in the presence

(dashed lines) or absence of ICAT (solid lines). (From Ritco-Vonsovici et al. [171].)

isomers of β-catenin differing mainly in flexible regions of its binding site. In vivo, isomers of

β-catenin, like those detected in this work or others, may similarly interconvert when encoun-

tering different ligands, giving rise to different functional outcomes.
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16
Probing Single Membrane Proteins
by Atomic Force Microscopy

S. Scheuring, K. Tanuj Sapra, and Daniel J. Müller

Abstract In this book chapter, we describe the working principle of the atomic force

microscope (AFM), followed by the applications of AFM in high-resolution imaging and

single-molecule force spectroscopy of membrane proteins. In the imaging mode, AFM allows

observing the assembly of membrane proteins directly in native membranes approaching

a resolution of ~0.5 nm with an outstanding signal-to-noise ratio. Conformational devia-

tions of individual membrane proteins can be observed and their functional states directly

imaged. Time-lapse AFM can image membrane proteins at work. In conjunction with high-

resolution imaging, the use of the AFM as a single-molecule force spectroscope (SMFS) has

gained tremendous importance in recent years. This combination allows to locate the inter-

and intramolecular interactions of single membrane proteins. SMFS allows characterization

of interactions that guide the folding of proteins and describe the parameters that lead to their

destabilization, malfunction and misfolding. Moreover, it enables to measure the interactions

established by ligand- and inhibitor-binding and in membrane protein assemblies. Because

of its practical use in characterizing various parameters of membrane proteins in their native

environment, AFM can be aptly described as a ‘lab on a tip’ device.

16.1. Introduction

16.1.1. A Short Synopsis on Membrane Proteins

One of the crucial events leading to the formation of the first cell must have been the

development of the membrane (Alberts et al., 2002). From the pool of various saturated and

unsaturated lipids with different head groups, nature has very beautifully constructed the

thin, self-sealing, insulating boundaries that are used by cells to create various specialized

compartments. The Singer and Nicolson fluid mosaic model (Singer and Nicolson, 1972)

considered the cell membrane as a dynamic, fluid structure where most molecules are able

to diffuse freely about in the plane of the membrane, and not as a static structure as thought

previously. Since the presentation of this model, our understanding of the cell membrane has

advanced tremendously, to the point where we now know that the cell membrane is more

mosaic than fluid (Dupuy and Engelman, 2008; Engelman, 2005).
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Refinements in the cell barrier during the course of evolution must have led to the

insertion of proteins spanning the whole thickness of the hydrophobic membrane core for

energy-storage purposes and to the creation of ways to control information transfer across

this boundary. We can never hope to understand how cells work if we ignore the machiner-

ies and structure of the cellular membranes, because these connect the cells to their environ-

ment. Moreover, improving our understanding of membrane proteins would have a significant

impact on medicine. The pharmaceutical importance of membrane proteins stems from the

fact that they include structural proteins, channels, and receptors that are accessible through

the exterior of cells and thus are formidable drug targets. Mutations in genes encoding mem-

brane proteins are the causative agents of various diseases, including cystic fibrosis, retinitis

pigmentosa, congenital nephrogenic diabetes insipidus, arrhythmias, hearing loss, and amy-

loid diseases (Agre and Kozono, 2003; Sanders and Myers, 2004). A better understanding

of these defects is important for designing new therapies. For example, guanine nucleotide

protein–coupled receptors (GPCRs) form the largest known family of cell-surface recep-

tors, responding to diverse stimuli such as hormones, neurotransmitters, odorant molecules,

and light, thus implicating them in virtually all physiological processes and making them

targets for ∼60% of the new drug molecules. Ion channels, a diverse family of membrane-

spanning proteins, regulate the ionic flux in virtually all cells by permitting the passive flow

of ions down their electrochemical gradients. This process establishes the basis for membrane

excitability and neurotransmission essential for the proper functioning of neurons and cardiac

and muscle cells. The diverse physiological importance of ion channels makes them appro-

priate molecular drug targets as well (Overington et al., 2006). Thus, it is necessary to obtain

structural, biochemical and biophysical information to improve our understanding of these

fascinating machineries of the membrane and increase the efficiency of drug discovery.

The study of membrane proteins remains an important challenge for the structural

biologist. The molecular-level understanding of membrane proteins lags far behind that of

water-soluble proteins owing to experimental difficulties in obtaining high-resolution struc-

tural information due to their strict confinements in the lipid bilayer. Structure determination

of membrane proteins is an arduous task, as emphasized by the fact that <1% of the struc-

tures in the Protein Data Bank (Berman et al., 2000) are membrane proteins. The situation

has improved markedly in recent years, and we now know more than 168 unique structures

from about 30 families (White, 2008).

Membrane proteins are hard to handle, and consequently the purification of functional

protein in milligram quantities such as needed for structural determination using X-ray crys-

tallography is a major problem. A common problem that precludes the characterization of

many membrane proteins is their metastable nature once outside the membrane and their

tendency to aggregate in solution, which leads to rapid inactivation (Booth, 2003; Bowie,

2001). The complex nature of eukaryotic membrane proteins makes their expression, solubi-

lization, purification, and crystallization even more difficult. Therefore, it is conceivable that

many more years will elapse before high-resolution structures of eukaryotic transmembrane

proteins emerge.

However, understanding the function of a membrane protein requires much more than

structural knowledge. Over the years we have learned that membrane proteins dynamically

assemble into supramolecular structures to fulfill the functional tasks of the cell (Engelman,

2005; Rajendran and Simons, 2005). Within such assemblies membrane proteins and lipids

interact with each other, which in turn modulates the functional state of the membrane protein.

We are beginning to learn that the functional state of, for example, GPCRs is modulated by

homo- and heterodimerization and that the dimerization and functional tuning are controlled
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by the cell (Fotiadis et al., 2006; Park and Palczewski, 2005). Many answers in science beget

curiosity and further questions. What do membrane protein assemblies look like? How does a

cell control these assemblies? What are the mechanisms that guide the assemblies and finally

fine-tune the functional state of such important cellular machineries? Unraveling the answers

to these and related questions does not necessarily require an immediate structural knowledge.

Integrated approaches that combine biochemical, biophysical, and computational analyses

with low-resolution structures are likely to have increasingly important roles in providing

frameworks for the mechanistic understanding of membrane protein structure and function.

16.1.2. Atomic Force Microscope as a Multifunctional Tool for Characterizing
Membrane Protein Structure and Function

Soon after its introduction in 1986, the atomic force microscope (AFM) (Binnig et al.,

1986) was applied to study membrane proteins (Butt et al., 1990). Whereas these first exper-

iments were conducted in a dehydrated environment, the sample preparation and AFM

imaging procedures have been continuously developed toward imaging membrane proteins in

conditions simulating the in vivo environment. The AFM provides novel ways to characterize

structure–function relationships of live cells and cellular compartments down to the resolution

of single molecules (Drake et al., 1989; Engel and Müller, 2000; Muller and Dufrene, 2008;

Muller et al., 2006; Scheuring, 2006; Scheuring et al., 2005). The great advantage of AFM

is that the biological sample can be investigated in a buffer solution at ambient temperature

and pressure. Another key advantage is that AFM imaging bypasses the labeling procedures

required for studying biological specimens in fluorescence microscopy. Membrane proteins

exemplify the versatility of AFM in providing structural and functional insights into the dif-

ferent oligomeric and conformational states in their native environment that are difficult to

obtain with conventional approaches. The AFM allows imaging nonordered membrane pro-

teins directly in native membranes, a unique feature compared to the other techniques applied

in structural biology (Buzhynskyy et al., 2007b; Scheuring and Sturgis, 2005). Although the

AFM images only surfaces, having a lateral resolution of ∼0.5 nm and a vertical resolu-

tion of ∼0.1 nm with an outstanding signal-to-noise ratio enables the observation of single

membrane proteins in great details. Conformational deviations of individual membrane pro-

teins can be observed and their functional states directly imaged. Moreover, recently time

lapse AFM has been used to monitor the spatial and temporal dynamics of bacterial surface-

layer proteins (Müller et al., 1996), nuclear pore complexes (Stoffler et al., 1999), outer mem-

brane porins (Müller and Engel, 1999), gap junction hemichannels (Müller et al., 2002; Yu

et al., 2007), cytolysin pores (Czajkowsky et al., 2004), and potassium channel KirBac3.1

(Jaroslawski et al., 2007a) thus revealing functionally related conformational changes.

In recent years the AFM has emerged as an indispensable nanotechnological tool that

makes it possible to image biological specimens and at the same time to specifically probe

biological, chemical, and physical information (Gerber and Lang, 2006; Muller and Dufrene,

2008). The AFM is readily used to sense and locate biomolecular inter- and intramolecular

interactions of tissues, living cells, and single molecules. In conjunction with high-resolution

imaging, the use of AFM as a single-molecule force spectroscope (SMFS) has gained tremen-

dous importance in recent years (Borgia et al., 2008; Engel and Gaub, 2008; Kedrov et al.,

2007). This combination allows the characterization of interactions that stabilize functional

proteins, as well as those that destabilize proteins, leading to malfunction and misfolding

(Janovjak et al., 2006). Because of its practical use in characterizing various parameters of
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membrane proteins in their native environment, AFM can be aptly described as a “lab on a

tip” device (Müller et al., 2006).

In the following sections of this review we describe the working principle of the AFM,

followed by the applications of AFM in high-resolution imaging and single-molecule mechan-

ical unfolding and folding of membrane proteins. We end by describing the future prospects

of AFM-based methodologies.

16.2. The Atomic Force Microscope

The early 1980s saw the advent of scanning probe microscopy (SPM) when Binnig and

Rohrer invented the scanning tunneling microscope (STM) (Binnig et al., 1982). Albeit devel-

oped with the sole interest of studying the electrical properties of conducting surfaces, it was

soon discovered that the use of STM is not restricted to imaging but can also be extended

for manipulating single atoms. In 1986, the year Binnig and Rohrer won the Nobel Prize in

Physics, Binnig, Quate, and Gerber demonstrated the use of short-range interactions between

a scanning probe and an object to contour nonconducting and conducting surfaces at atomic

(or close to atomic) resolution (Binnig et al., 1986). This so-called scanning force microscope

(SFM) or atomic force microscope was the second member of the SPM family. The princi-

ple of scanning an atomically sharp probe over an object and detecting specific interactions

initiated the development of new SPM techniques that could be applied to characterize multi-

ple physical, chemical, and biochemical parameters of the object. AFM and all the following

SPM methodologies opened the floodgates to the nanoworld (Gerber and Lang, 2006).

16.2.1. Principle and Setup

The AFM works on a very simple principle, making it probably one of the easiest

forms of microscopy to understand. Figure 16.1 illustrates the main parts of an AFM setup. A

central component of the equipment is a micromachined (microfabricated or nanofabricated)

probe mounted at the end of a cantilever. A voltage-driven piezoelectric transducer/actuator

enables spatial positioning of the cantilever probe in the x, y, and z directions at subnanometer

precision. The fluid cell with the cantilever is mounted inside the so-called head of the AFM.

The AFM head houses the optical deflection system, consisting of a laser diode and a quadrant

photodetector. AFM images are created by scanning a sharp AFM probe in the x-y plane over
a sample surface. The interaction force between the probe and the sample is monitored by

measuring the deflection (vertical bending) of the cantilever, which is usually detected by

the laser beam focused on the upper part of the free end of the cantilever and reflected onto

a quadrant photodiode. Recording of the force at every pixel scanned in the x-y plane is

then used to reconstruct the surface topography. Of the many different AFM imaging modes,

the constant-force mode and the oscillation mode represent the two most commonly used

modes for biological applications. In the constant-force mode, the force detected between

the probe and the object is held constant by a feedback loop that moves the piezo element

in the z direction to keep the cantilever deflection, that is, the force, constant. The resulting

AFM image detects the height change for each pixel scanned and thus reflects the sample

topography. Oscillation mode AFM oscillates the AFM probe sinusoidally. A feedback loop

ensures that the sample surface is touched only at the very end of every downward movement

of the AFM probe. This interaction changes the amplitude of the cantilever, and the feedback

loop keeps this change constant by controlling the z direction of the piezo. The resulting AFM
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image corresponds to a topograph. However, many factors can influence the amplitude of

the oscillating probe, including surface charge (roughness), elasticity (material contrast), and

hydrophobicity. Thus, the factors causing the apparent topographic contrast are sometimes

difficult to interpret.

Whereas during AFM imaging the piezoelectric transducer or the cantilever is raster

scanned or oscillated along the object (Figure 16.1), for SMFS measurements the transducer

is moved only in the z (up–down) direction (Figure 16.2), thus enabling the measurement of

interaction forces over the probe-sample distance. The pattern of these force–distance (F-D)

curves is characteristic of the specific interactions occurring between the probe and the sam-

ple. Biochemical, chemical, or physical modification of the probe and/or support allows the

specific detection of inter- and intramolecular interactions of interest (Gerber and Lang, 2006;

Muller and Dufrene, 2008).

Figure 16.1. Setup of an atomic force microscope (AFM) instrument. A. The scheme shows the different parts

and working of an AFM. Piezoelectric transducer, laser, mirror, and photodiode are housed in the “head” of the

microscope. The cantilever (B) is fixed in a fluid cell (not shown) and placed inside the head, which is then placed

over the sample. A laser beam (emitting in the red or infrared range) is adjusted on the edge of the cantilever so as

to obtain a maximum sum signal on the photodiode. During raster scanning of the probe over the sample the beam

is deflected with the up–down movement of the cantilever. The voltage signal is converted to force (piconewtons) or

deflection (nanometers) with the help of a software. B. V- and bar-shaped cantilevers with pyramidal tips are used,

depending on the experimental task and the sample studied. (Cantilever images from http://www.veecoprobes.com.)

16.3. High-Resolution Imaging of Single Native Proteins

The AFM makes it possible to image water-soluble and membrane proteins at a lat-

eral resolution of 1 nm or better. The vertical resolution of high-resolution AFM topographs

can approach the Angström range. Much effort has been made to demonstrate that the

high-resolution AFM images represent the true structural features of the native unperturbed
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Figure 16.2. A typical force–distance (F-D) curve. Schematic representation of the F-D curve with the correspond-

ing stages in probe–sample interaction during the up–down movement of the piezoelectric transducer. The slope of

the region between B and D is used to determine the deflection sensitivity of the cantilever (volts/nanometer), which

in conjunction with the spring constant value of the cantilever is required to convert a voltage–displacement curve

into a force–displacement curve. It should be noted, however, that the F-D curve (solid line) shown here does not

represent the unfolding of a polypeptide chain but instead denotes an adhesion peak between the cantilever probe

and the surface.

protein. However, sample preparation and imaging conditions must be precisely fol-

lowed to prevent possible structural and functional distortion of the fragile biological

sample (Müller et al., 1997; Muller and Engel, 2007; Müller et al., 1999). Whereas oscil-

lation mode imaging is in most cases appropriate to obtain high-resolution AFM topographs

of water-soluble proteins and DNA (Hansma and Laney, 1996; Hansma et al., 1994), con-

tact mode imaging is used to reveal AFM topographs of membrane proteins down to the

subnanometer resolution (Möller et al., 1999; Scheuring et al., 1999). For several rea-

sons, such as increased sampling time for each pixel probed, contact mode topographs

of membrane proteins can approach a higher resolution than oscillation mode topographs.

Most important, however, is that membrane proteins are particularly well-suited for high

resolution imaging because they are embedded in a lipid bilayer that orients and stabi-

lizes them. Figures 16.3 and 16.4 show two examples of high-resolution topographs of

water-soluble proteins and membrane proteins in buffer solution, respectively. The reso-

lution achieved clearly allows one to observe characteristic substructures of the proteins.

The figures show only a selection of a plethora of proteins and nucleic acids that have been

imaged by AFM. For an overview see reviews by Müller et al. (2006) and Scheuring et al.

(2001, 2007c).

16.3.1. High-Resolution Imaging of Protein Assemblies

AFM-based high-resolution single-molecule imaging shows promising potential for

imaging individual membrane proteins for structural studies and obtaining information

on the dynamic processes of complex formation (Scheuring, 2006) and supramolecular
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Figure 16.3. High-resolution atomic force microscope (AFM) topographs of tubulin protofilaments. Shortly after

preparation (<0.5 hr), microtubules depolymerized into protofilaments that consist of α- and β-tubulins. The topo-

graph was recorded using oscillation-mode AFM in buffer solution (Elie-Caille et al., 2007).

Figure 16.4. High-resolution atomic force microscope (AFM) topographs of sodium-driven rotors from the F0F1
ATP synthase from Ilyobacter tartaricus. The topograph reveals the densely packed reconstitution of membrane-

embedded rotors. The exceptional signal-to-noise ratio allows one to structurally analyze individual rotors. Intact

rotors are composed of 11 subunits. The constant-force mode AFM topograph was recorded in buffer solution

(Stahlberg et al., 2001).

assembly (Fotiadis et al., 2003; Scheuring et al., 2004b). Most important, the assemblies of

membrane proteins can be characterized in their native membranes. Thus, it becomes possible

to monitor the assembly of different membrane proteins into functional units. The AFM is the

only technique that can provide such data on nonordered membrane systems. This is due to its

striking signal-to-noise ratio, which allows the structural identification of individual proteins

without the need of labeling. This approach has provided clear images of membrane pro-

tein assemblies in native chromatophore preparations from Rhodospirillum photometricum
(Scheuring et al., 2004a, b; Scheuring and Sturgis, 2005). These studies yielded striking and

novel findings concerning antenna heterogeneity, antenna domain formation, and complex

assembly. The majority of light-harvesting complexes 2 (LH2) assembled as nonameric rings.

However, on closer examination LH2 complexes of various sizes were found within the native

membranes. Diameter distribution and image processing analysis showed heterogeneity of the



456 S. Scheuring, K. Tanuj Sapra, and Daniel J. Müller

LH2 complex stoichiometry around the general nonameric assembly (∼70%) with smaller

octamers (∼15%) and larger decamers (∼15%). This finding was qualitatively corroborated

by examination of individual complexes in raw data images (Scheuring et al., 2004a). It seems

probable that a heterogeneous stoichiometry is an inherent feature of LH2, as it has also been

observed in Phaeospirillum molischianum (Gonçalves et al., 2005) and Rhodopseudomonas
palustris (Scheuring et al., 2006). In contrast to the heterogeneity found for LH2 complexes,

the reaction center–light-harvesting complex 1 (RC-LH1) core complexes appeared uniform

in size; each monomeric reaction center (RC) was surrounded by a closed elliptical assembly

of 16 LH1 subunits, with long and short axes of 95 and 85 Å, respectively, following the long

RC axis. Analysis of the distribution of the photosynthetic complexes of R. photometricum
showed significant clustering of both antenna complexes and core complexes. Membranes

were found that contained domains densely packed with photosynthetic proteins, in addition

to other regions composed of protein-free lipid bilayers. Clustering of complexes is a func-

tional necessity because each light-harvesting component must pass its harvested energy to a

neighboring complex and eventually to a RC (Scheuring et al., 2004a). There is no fixed struc-

tural assembly of LH2 and core complexes. Core complexes completely surrounded by LH2

(Figure 16.5A; 2) and core complexes making multiple core–core contacts (Figure 16.5A;

1) were found (Scheuring et al., 2004a; Scheuring and Sturgis, 2005). These high-resolution

topographs (Figure 16.5A) were used to compute reliable atomic models of the supramolec-

ular structures (Figure 16.5B) (Scheuring et al., 2007a). Detailed pair correlation function

analysis of the complex assembly showed that the most frequent assembly was two core com-

plexes separated by an intercalated LH2 (Scheuring and Sturgis, 2005).

Figure 16.5. High-resolution atomic force microscope (AFM) topograph of a high-light-adapted membrane of

Rhodospirillum photometricum. A. The mixture of light-harvesting complexes 2 (LH2), small nonameric rings with

∼50 Å diameter, and core complexes—elliptical reaction center–light-harvesting complex 1 (RC-LH1) assemblies

∼10 nm in diameter housing a central RC—are visualized in a non-ordered dense packing. Some core complexes are

completely surrounded by LH2 rings (2), whereas others make core–core contacts (1). [Adapted from Scheuring and

Sturgis (2005).] B. The high-resolution AFM topographs can be docked by the atomic structures, providing structural

models of protein ensemble machines. [Adapted from Scheuring et al. (2007a).]
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Adaptation of membrane architecture in response to changing environmental condi-

tions is a general process in living cells. In photosynthetic organisms membranes must

adapt to changing photon intensity. The adaptation of the supramolecular assembly of

the photosynthetic complexes in R. photometricum membranes can be observed through a

comparative study of membranes from cells grown under different light intensities. In mem-

branes from low-light adapted cells increased quantities of peripheral LH2 for better cap-

ture of the less abundant photons were found. Additional LH2 complexes were not randomly

inserted into the membrane but formed paracrystalline, hexagonally packed antenna domains

(Figure 16.6A). Core complexes remained in domains in which they were locally more highly

concentrated (LH2 rings/core complex • 3.5), when compared with the average density under

low-light cell growth (LH2 rings/core complex • 7). Indeed, these domains in the low-light-

adapted membranes resembled the high-light-adapted membranes in terms of protein compo-

sition and complex distribution (Scheuring and Sturgis, 2005). This indicated that complex

assembly followed a eutectic phase behavior with an ideal LH2 rings/core complex ratio of

∼3.5 independent of the growth conditions, and additional LH2 being synthesized under

low-light conditions was integrated in specialized antenna domains (Figure 16.6A). The LH2

packing (Figure 16.6B) in antenna domains was observed to be extremely dense (Scheuring

et al., 2007a) and rigid (Scheuring and Sturgis, 2006), probably excluding quinone/quinol dif-

fusion. RCs that are grouped together, independent of the growth conditions, and formation

of antenna domains under low-light conditions prevent photodamage under high-light condi-

tions and ensure efficient photon capture under low-light conditions (Scheuring and Sturgis,

2005).

Figure 16.6 High-resolution atomic force microscope (AFM) topograph of antenna domains in a low-light-adapted

membrane of Rhodospirillum photometricum. A. The raw data AFM topograph shows light-harvesting complexes 2

arranged in a paracrystalline hexagonal packing. This packing is the densest possible assembly of these complexes

ensuring efficient excitation energy transfer. [Adapted from Scheuring and Sturgis (2005).] B. The structural model of

the supramolecular antenna assembly used to compute the intercomplex pigment distances. [Adapted from Scheuring

et al. (2007a).]
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Moving on from bacterial systems, a challenging task is the study of supramolecular

membrane protein assemblies in mammalian membranes. Only a few examples of single-

component specialized membranes have been reported. A breakthrough study documented

the assembly of bovine rhodopsin in native rod outer segment disk membranes (Fotiadis et al.,

2003). Recently, the assembly of adenosine triphosphate (ATP) synthases in inner mitochon-

drial membrane (Buzhynskyy et al., 2007c) and of the voltage-gated anion channel (VDAC) in

outer (Gonçalves et al., 2007) mitochondrial membrane was studied. Only one high-resolution

AFM study of a multicomponent mammalian membrane has been reported—the special-

ized lens core cell membranes (Buzhynskyy et al., 2007b). To ensure its transparency and

to change its shape for focusing at different distances (accommodation) the eyes lens has

developed some remarkable adaptations (Donaldson et al., 2001). The avascular nature of

the lens minimizes light scattering. Furthermore, the lens cells have degraded organelles dur-

ing differentiation and contain a high concentration of crystalline proteins (Andley, 2007).

The cells are tightly packed to make intercellular distances smaller than the wavelength of vis-

ible light. Lacking organelles, notably mitochondria, the lens cells are very restricted in their

possibility of performing metabolic biochemical processes. To explain how such cells located

deeply inside the lens are nourished, an internal microcirculation model was proposed. In this

microcirculation system, solutes flow in the extracellular space, enter deeper-lying lens cells,

and flow through cell-to-cell channels back toward the lens periphery (Donaldson et al., 2001)

thus maintaining a flow of water, ions and metabolites.

Two types of membrane proteins—aquaporin-0 (AQP0) (Alcala et al., 1975) and con-

nexins (Cx) (Fleschner and Cenedella, 1991)—form cell-to-cell junctions ensuring metabolite

transport, waste evacuation, water homeostasis, and adhesion between fiber cells. Together,

AQP0 and connexons form junctional microdomains—functional platforms in the cell

membranes that warrant water, ion, and metabolite transport and facilitate cell adhesion

(Figure 16.7A). In these junctional microdoamins AQP0 forms extended square arrays that

are separated and confined by connexons (Figure 16.7B). Very rarely, individual connexon

molecules integrated in AQP0 arrays are found. The edge regions can either be terminated by

single rows of connexon channels or by connexons that are densely packed (Figure 16.7C).

In the densely packed regions, individual AQP0 tetramers were identified to mix with con-

nexons (Buzhynskyy et al., 2007b). Statistical analysis showed that ∼70% of the AQP0 array

circumference is lined by connexons that defined and confined the junctional microdomain

shape and size (Mangenot et al., 2008).

16.3.2. High-Resolution Imaging of Membrane Protein Diffusion

Time-lapse high-resolution AFM allows taking sequential snapshots of biological sys-

tems. Applied to membrane proteins, it was possible to follow how single membrane-spanning

rotors of the F0F1 ATP synthase diffused in the plane of the lipid bilayer (Müller et al., 2003).

Similarly, the movements of AQP0 in the lens membrane could be analyzed. Individual water

channel tetramers showed a clear tendency to adjust their position and rotational alignment

with respect to the optimal assembly of AQP0 into microdomain arrays (Buzhynskyy et al.,

2007b; Scheuring et al., 2007b) (Figure 16.8). The analysis of the single trajectories of diffus-

ing membrane proteins made it possible to determine their diffusion behavior in a supported

lipid bilayer. These examples demonstrate that high-resolution AFM imaging is promising not

only for imaging membrane proteins for structural studies, but also for obtaining information

on the dynamic processes of their assembly and complex formation.
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Figure 16.7. High-resolution atomic force microscope (AFM) analysis of junctional microdomains in native lens

core membranes. A. Junctional microdomains represent ensemble functional platforms in the cell membranes com-

prising of lens-specific water channel AQP0 and gap-junction connexons. B. The junctional microdomains consist

of extended AQP0 arrays edged by connexons. C. Connexons confine the junctional microdomains, which are either

densely packed or exist as single rows (arrowheads).

Figure 16.8. Time-lapse high-resolution atomic force microscope (AFM) topographs reveal the movements of

AQP0 in native lens membrane junctional microdomains. A, B. Consecutive high-resolution topographs. Arrow-

heads indicate the AQP0 tetramers that undergo the most significant movements. Displacement (C) and rotational

misalignment (D) of the AQP0 tetramers shown in panel A (crosses) and panel B (circles) with respect to a perfect

AQP0 lattice. Movement (E) and rotation (F) of AQP0 tetramers when comparing images shown in panels A and

B. Whereas tetramers in the center of the AQP0 array are essentially immobile, tetramers in the last two rows show

significant freedom to move. Rotational movements of the tetramers also increase with proximity to the edge of the

array.
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16.3.3. High-Resolution Imaging of Proteins at Work

Time-lapse high-resolution AFM imaging of biological macromolecules in their native

environment has the potential to allow their direct observation at work. Studies include bac-

terial surface layers (Müller et al., 1996), bacterial outer membrane pores (Müller and Engel,

1999), inwardly rectifying potassium channels (Jaroslawski et al., 2007b), gap junction com-

munication channels (Müller et al., 2002; Yu et al., 2007), and RNA polymerases (Guthold

et al., 1999). Commercial AFMs require ≥60 sec to record a high-resolution topograph. In

contrast, many biological processes take place on a much faster time scale. To circumvent this

limitation, high-speed AFMs have been developed that might soon be commercially available

(Ando et al., 2003; Humphris et al., 2005; Viani et al., 1999). Depending on the approach,

these high-speed AFMs can record up to 200 topographs in 1 sec. Such temporal resolution

combined with the high-resolution imaging capabilities of the AFM will open new avenues

for characterizing dynamic processes of biological systems. Breakthrough time-lapse imag-

ing studies using high-speed AFM setups reported protein interactions between molecular

chaperones GroEL/GroES (Viani et al., 2000) and the movement of motor proteins in real

time (Ando et al., 2007). Another molecular phenomenon observed using high-speed AFM

is protein diffusion, which was impressively shown by imaging individual loosely distributed

streptavidin molecules diffusing on a supported bilayer (Figure 16.9A) (Ando et al., 2008)

and by following the displacements of single molecule defects in two-dimensional lattices of

streptavidin (Figure 16.9B) (Yamamoto et al., 2008).

Figure 16.9. Protein diffusion visualized by high-speed atomic force microscope (AFM). A. Three consecutive

images (time range 352 ms) show diffusion of streptavidin molecules on biotin-containing lipid bilayers (DPPC-

DOPE-biotin). [Adapted from Ando et al. (2008).] B. Three consecutive images (time range 3 sec), showing the

fusion of two monovacancy point defects in a streptavidin two-dimensional crystal. [Adapted from Yamamoto et al.

(2008).]

16.4. Single-Molecule Force Spectroscopy of Membrane Proteins

The confines of the AFM are not limited to imaging. It is possible to detect interactions

at the single-molecule level by using a technique called single-molecule force spectroscopy

(SMFS). As the name implies, force is applied to a molecular system of interest attached
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between a cantilever probe and a well-chosen surface (Figure 16.10). Other single-molecule

tools such as optical or magnetic tweezers, where a dielectric or a magnetic bead is the probe,

can also be used to conduct SMFS experiments (Neuman and Nagy, 2008). In the following

we focus on SMFS with AFM. Unlike the tweezers techniques, AFM-based SMFS is the only

approach that can be successfully applied for simultaneously imaging protein motions and

detecting the interactions shaping the dynamic energy landscapes of membrane proteins. The

SMFS approach relies on a simple working principle: A biomolecule tethered to the AFM

probe is withdrawn from the surface, which might specifically or nonspecifically anchor the

biomolecule as well. As soon as the mechanical pulling force supersedes the stability of the

interactions that stabilize the biomolecule, the interactions are broken. The ensuing F-D curve

reveals the mechanical response of the biomolecule under an external force (Figures 16.2

and 16.11B). In the case of a receptor–ligand pair this approach allows the measurement of

binding strength, in the case of a DNAmolecule the F-D curve reveals the stretching behavior

of the nucleic acid as the force is increased, and in the case of an oligomeric protein construct

the F-D records the forces required to unfold individual proteins. Owing to the nature of

membrane protein unfolding the F-D signals can show a very unique response to the applied

force, as explained in the next sections.

Figure 16.10. Detecting biomolecular interactions using the molecular probe of an atomic force microscope (AFM).

Chemical modification of the AFM probe allows detection of various specific and nonspecific biological interactions.

Left to right, examples of detecting receptor–ligand interactions, mechanical properties of DNA, interactions stabi-

lizing Ig27 domains, and interactions of membrane proteins.

16.4.1. Detecting Unfolding Intermediates and Pathways

SMFS experiments on membrane proteins are performed by mechanically pulling on

a terminal end of the protein tethered to the AFM probe while separating the probe from

the membrane surface at a certain speed (Figure 16.11). In contrast to water-soluble pro-

teins, which merely unfold in one spontaneous event, it is a general observation that mem-

brane proteins unfold in a stepwise manner, each step representing an unfolding intermediate

(Figure 16.11) (Kedrov et al., 2007). The sequence of unfolding intermediates constitutes the

unfolding pathway of the membrane protein (Figure 16.12). With the possibility to investi-

gate membrane proteins in the native membrane and at physiological conditions, the SMFS

approach creates a range of possibilities to characterize the factors that influence the mechan-

ical unfolding pathways of membrane proteins. It can be shown that several unfolding path-

ways can coexist and that the probability of a membrane protein to choose certain unfolding
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Figure 16.11. Controlled unfolding of one bacteriorhodopsin from native purple membrane. A. Atomic force micro-

scope (AFM) topograph of the cytoplasmic purple membrane surface. Bacteriorhodopsins forming trimers (outlined)
are clearly visible. To select an individual protein we zoomed in (circled area) by reducing the pixel number and

frame size. After positioning, the AFM probe was kept in contact with the protein surface for ∼1 sec. Most of the

extension curves recorded on the cytoplasmic surface showed no adhesion peaks. However, 5% of the force–distance

curves showed discontinuous adhesion forces similar to that shown in panel B. The length of the force spectrum

extended up to 75 nm, corresponding to the length of an entirely unfolded bacteriorhodopsin (248 amino acids).

C. Topograph recorded after the force spectrum showed one bacteriorhodopsin missing (circle). Experiments were

performed in buffer solution at room temperature.

pathways depends on, for example, buffer solution, electrolyte, pH, temperature, oligomeric

assembly, mutation, drug binding, and specific protein interactions. In the following we pro-

vide a short overview of why it is important to characterize membrane protein folding and

unfolding and the advantages of doing so at single-molecule resolution.

16.4.2. Importance of Studying Membrane Protein (Un)Folding

Besides their pharmacological relevance, studying membrane protein folding in vitro
(Booth and Curran, 1999) is of considerable interest at the basic level. Like the folding of

water-soluble proteins, the folding of membrane proteins probably proceeds down a funnel-

shaped energy landscape to an energy minimum (Dill and Chan, 1997). A major difference

between soluble protein folding and membrane protein folding, however, is that the starting

point in membrane proteins is much more constrained because the secondary structure and

topology are set by the strict confines of the lipid membrane. Thus, the unfolded protein is

much farther down the folding funnel and closer to the folded state than in soluble proteins.

It seems clear that the folding-energy landscape is defined by a complex interplay among

various forces, including polypeptide partitioning in the bilayer, interactions between the lipid

chains and the protein, and interactions within the protein itself.

Protein folding studies are excellent starting points to help us understand the effects

of point mutations in membrane protein misassembly and misfolding in the cell, which can

be extremely complex processes involving insertion in the endoplasmic reticulum (ER), traf-

ficking to the Golgi, and quality control of the ER (ER-associated degradation or ERAD),

followed by degradation by proteasomes (Brodsky and McCracken, 1999; Tsai et al., 2002).

The exact mechanisms by which single–amino acid changes lead to disease phenotypes are

largely unknown. Many disease-linked mutations also occur in integral membrane proteins

causing the protein to misfold or misassemble (Sanders and Myers, 2004; Sanders and Nagy,

2000) and leading to diseases such as cystic fibrosis, retinitis pigmentosa, Charcot-Marie-

Tooth disease, and hereditary hearing loss (Aridor and Hannan, 2000, 2002; Cotton and

Horaitis, 2002). Knowledge of membrane protein folding mechanisms in vitro will take us

to the root of these problems and help us work toward strategies for disaggregating and fold-

ing proteins correctly. Their implication in varied functions and involvement in every cellular

process and many diseased states has galvanized research on membrane proteins.
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Figure 16.12. Assigning unfolding barriers, unfolding pathways, and unfolding probabilities of a membrane protein.

A. Force–distance (F-D) curves, each one recorded on unfolding a single bacteriorhodopsin from the native purple

membrane. B. The unfolding pathway described by each F-D spectrum. C. Whereas some unfolding barriers unfold

individually, others have a certain probability to unfold together with other barriers. D. Individual secondary structure
elements of the membrane protein can unfold in different pathways. In the simplest pathway, two helices and their

connecting loop unfold in one single step (thick line, black arrow). In other pathways the helices can unfold in single
steps (colored arrows). These unfolding steps reflect unfolding intermediates, and the sequence of the unfolding

intermediates represents the unfolding pathway. The probability with which a bacteriorhodopsin selects an individual

unfolding pathway depends on the environmental conditions, such as temperature, electrolyte, oligomeric assembly,

or structural modifications (Janovjak et al., 2003; Müller et al., 2002c; Sapra et al., 2006a).
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16.4.3. Why Study Membrane Protein (Un)Folding Under a Mechanical Load?

The use of sodium dodecyl sulfate (SDS) or lipid vesicles for studying membrane

protein folding and unfolding (Bowie, 2001; Seddon et al., 2004) poses the problem that

these do not mimic the in vivo folding environment (Booth, 2003; McKibbin et al., 2007).

In addition, these bulk assays do not take into account the protein–protein interactions that

crucially determine the folding and functional kinetics of a membrane protein (Engelman,

2005). Single-molecule AFM assays partially circumvent these problems. Importantly SMFS

the experiments are always performed with the membrane protein being inserted in its native

membrane, thus approaching physiological conditions. It was shown that AAA proteases

mechanically extract membrane proteins from mitochondrial and ER membranes in vivo
(Leonhard et al., 2000; Ye et al., 2001). Similar mechanisms have been previously proposed

for Escherichia coli protease FtsH (Kihara et al., 1999). Although the final stages of helix

insertion in the lipid bilayer involve lateral release of the helix (Sadlish et al., 2005; Xie et al.,

2007), the vectorial nature of mechanical unfolding is a close approximation to the vectorial

insertion of a helix facilitated by the translocons (Rapoport, 2007), Sec61 in the rough ER

(Van den Berg et al., 2004), or the bacterial SecYEG complex machinery (Breyton et al.,

2002). This highlights the fact that studying membrane protein unfolding under an applied

force is not an artifactual process and may offer advantages beyond those of conventional

methods.

16.4.4. Unfolding Forces Reflect Interactions That Stabilize
Structural Regions

As discussed in the previous section, the force peaks of a F-D spectrum denote

the unfolding intermediates of a membrane protein. These intermediates constitute stable

mechanical barriers that a membrane protein establishes against an external force. As soon

as the stability of a barrier is overcome by an externally applied pulling force, the structural

segment unfold spontaneously and the unfolding process is resolved within the detection limit

of the SMFS setup. Thus, the applied force required to initiate unfolding of a structural seg-

ment reflects the strength of stabilizing interactions in the segment. Figure 16.13 portrays a

map of stable structural segments detected in different membrane proteins. These stable struc-

tural segments can unfold in single events or together with adjacent structural segments. The

probability that structural segments unfold in individual or in grouped events depends on the

experimental conditions, such as temperature or loading rate (Janovjak et al., 2003; Janovjak

et al., 2004). In addition, it was shown that the origin of unfolding barriers established by

structural segments depends on the pulling direction, that is if the membrane protein is being

pulled from the N- or the C-terminal (Kedrov et al., 2004; Kessler and Gaub, 2006). Whereas

some common unfolding barriers were detected when unfolding the membrane protein by

pulling its C-terminal and N-terminal end, other barriers only showed up when pulling from

either one of the two termini. Thus, mechanically pulling different termini forces a membrane

protein along different unfolding pathways of its energy landscape.

16.4.5. Origin of Unfolding Forces

A change in the population of individual unfolding pathways of a membrane protein

with changing experimental conditions indicates altered dynamics of the protein’s inter- and

intramolecular interactions. Accordingly, the unfolding forces, which are a direct measure
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Figure 16.13. Single-molecule force spectroscopy (SMFS) locates molecular interactions stabilizing the structural

segments of membrane proteins. A. Mapping the secondary structure of halorhodopsin with structural segments that

establish unfolding barriers (Cisneros et al., 2005). Single halorhodopsin molecules were mechanically unfolded by

pulling their C-terminal end. Mapping the stable structural segments of bacteriorhodopsin detected on unfolding the

protein from the N-terminus (B) and the C-terminus (C) (Kessler and Gaub, 2006). Mapping NhaA with structural

segments detected on unfolding the protein from the C-terminus (D) and the N-terminus (E) (Kedrov et al., 2004).

F. Mapping stable structural segments of human aquaporin-1 from erythrocytes (Möller et al., 2003). G. Stable
structural segments of bovine rhodopsin (Sapra et al., 2006b).

of interactions, depend on the environment of the biological system. However, what exactly

does the mechanical rupture force signify? Intuitively, one would think the force magnitude

to be the strength of a bond. However, this is not the case. A good way to think about forced

unfolding is in the context of the lifetime of a bond. Weak bonds and structures with limited

lifetimes, toff, will dissociate under almost any level of force if pulled for modest periods of

time. If pulled apart faster than toff, a bond will resist detachment, leading to an increase in

the measured force. The detachment or unfolding force thus depends on the loading rate. This

arises from the fact that when loaded at higher rates a bond lifetime is decreased, and at low

loading rates it experiences longer lifetimes close to it’s natural lifetime (Evans, 1998, 2001).
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A bond under force can be described by using a classical two-state model. An energy

profile diagram of a two-state reaction involves a low-energy folded state and a high-energy

unfolded state separated by a barrier that needs to be crossed for conversion from one state to

the other (Figure 16.14).

Figure 16.14. Energy barrier under no force and an externally applied force. Shown is a simple two-state energy

profile that separates a folded state from an unfolded state. A bond (or folded state of a protein) is confined in a

potential well by an energetic barrier�Gu
∗ and can be broken (or unfolded in the case of a protein) with an unfolding

rate of ku via the transition state ts∗ at a distance xu from the bond (or folded) state. An externally applied force F
pulls the bond (or protein) at an angle θ to the molecular reaction coordinate x and adds a mechanical potential, –(F
cos θ )x, that tilts the energy barrier and lowers it to �G∗

u(F). The new unfolding rate under an externally applied

force F is ku(F). However, it is assumed that the distance to the transition state, xu, remains unchanged.

Within the framework of a two-state model it can be conceptualized that the rate of

a reaction under an externally applied force is increased due to the lowering of the energy

barrier by the external load (Figure 16.14). An external pulling force, F, lowers the energy

barrier, �G∗
u, at the transition state (x = xts),

�G∗
u(F) = �G∗

u − Fxu (16.1)

�G*
u(F) and �G∗

u represent the free energy difference between the native folded state and the

transition state under applied force and zero force, respectively, and xu = 〈xts cos θ〉 is the

thermally averaged projection (Evans, 2001).

The unfolding rate constant, ku, of a reaction under no force is given by

ku =
(
1

tD

)
exp

(
−�G∗

u

kBT

)
, �G∗

u = G∗ − Gn (16.2)

where G∗ is the free energy of the transition state, Gn is the free energy of the native state, tD
is the relaxation time, kB is the Boltzmann constant, and T is the absolute temperature. In his
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seminal work, Bell (1978) postulated the exponential increase of the rate of escape, koff, with
an externally applied force, F,

koff ≈
(

1

toff

)
exp

(
F
Fu

)
(16.3)

where Fu = kBT
xu

. For a reaction under force, a similar relation is obtained from Eqs. (16.1)

and (16.2),

ku(F) ∼=
(
1

tD

)
exp

(
−�G∗

u − Fxu
kBT

)
= ku exp

(
Fxu
kBT

)
(16.4)

16.4.6. Elucidating the Unfolding Routes of Membrane Proteins

Bacteriorhodopsin is a paradigm for studying membrane protein folding (Curnow and

Booth, 2007; Joh et al., 2008). This made it the protein of choice for the first proof-of-

principle experiment demonstrating the pulling of a single membrane protein by SMFS

(Oesterhelt et al., 2000). It was found that bacteriorhodopsin unfolded via different pathways

under mechanical force. Further detailed SMFS experiments revealed a number of interest-

ing facts about the mechanical unfolding pathways of this membrane protein (Müller et al.,

2002c). The varied pathways observed during the unfolding of single membrane proteins

support the “new view” of protein folding in which a protein slides along the folding funnel

to reach its final native folded state (Frauenfelder et al., 1991). Bulk unfolding experiments

employing the use of chemical or thermal denaturants do not allow the determination of

different populations of unfolding pathways in one experiment. In this section we give a com-

prehensive overview of what has been learned by unfolding membrane proteins by SMFS,

where we stand now, and what the open vistas are for the future.

16.4.7. Molecular Nature of Unfolding Intermediates

Mechanical unfolding experiments of membrane proteins show that certain structural

regions unfold stepwise, establishing unfolding barriers against unfolding. The rest of the

folded protein forms an unfolding intermediate along the unfolding reaction. However, what

stabilizes these unfolding intermediates? The experimental results strongly argue that the

amino acids of individual structural segments act collectively to form unfolding barriers and

unfold cooperatively over a certain threshold of applied force. There is no general consensus

on the number of amino acids required to form a stable structural segment. The results from

unfolding membrane proteins indicate that the smallest segment could contain ∼6 amino

acids and the largest segment up to 40 amino acids (Müller et al., 2002c). Stable structural

segments do not necessarily correlate with the secondary structure elements of the protein

because a transmembrane helix together with a polypeptide loop can establish a mechanical

unfolding barrier.

A key question is to determine the contribution of a single amino acid to the comprehen-

sive interactions stabilizing the intermediate. The first experiments investigating the influence

of single point mutations and multiple mutations on the stability of structural segments indi-

cated that there is no straightforward relationship between an amino acid and its contribution

towards the stability of a structural segment (Sapra et al., 2008a, b). For example, whereas

some mutations change the stability of the structural segments hosting them, other mutations
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influence the stability of distant structural segments. More experiments in conjunction with

molecular dynamic simulations are needed to shed light on these and related questions.

16.4.8. Membrane Proteins of Similar Structures Show Similar
Unfolding Patterns

Despite only ∼30% sequence identity between the topologically similar bacteri-

orhodopsin and halorhodopsin, the two structures unfold via very similar pathways under

an applied load (Cisneros et al., 2005). However, a new unfolding intermediate was detected

in helix E of halorhodopsin. This subtle difference introduced by a pi-bulk interaction located

between Ala178 and Trp183 in helix E points to an interesting fact. The comprehensive inter-

actions stabilizing the structural segments are disturbed by a local change in the protein

structure, thus inducing an interruption in the stabilization of the structural segment. This

emphasizes the significance of the evolutionary design of proteins for optimum folding and

function. Recently, Bowie and coworkers proposed a hypothesis that during the course of

evolution certain key residues in a protein may be replaced by other amino acids leaving

the structural constraints of the protein intact (Yohannan et al., 2004). The gist of this idea

is that the cumulative interactions of the surrounding amino acids maintain the structural

framework of a protein. This may, however, lead to the formation of proteins with very dif-

ferent functions. For example, substituting three key residues in bacteriorhodopsin—a light-

driven proton pump—makes it function as sensory rhodopsin II (SRII)—a phototactic recep-

tor (Sudo and Spudich, 2006). One would assume that more extensive substitutions in bac-

teriorhodopsin are needed to convert it to functional SRII, given that bacteriorhodopsin and

SRII share only 26% sequence identity. The similar pathways detected during unfolding of

bacteriorhodopsin, halorhodopsin (Cisneros et al., 2005), SRII (Cisneros et al., 2008), and

proteorhodopsin (Klyszejko et al., 2008) in SMFS experiments suggest that a minimum num-

ber of key residues are involved in the function of these proteins, and that despite their low

sequence identity these proteins use similar mechanisms to stabilize their folded functional

states. Using the same structural scaffold for different protein functions seems to be an effi-

cient way that nature has adopted to maximize the functional pool of proteins (Vendruscolo

and Dobson, 2005).

16.4.9. Detecting Intermediates and Pathways during Refolding
of Membrane Proteins

Conventional bulk assays study the folding of membrane proteins in detergent or lipid

micelles (Seddon et al., 2004). The denatured states in these assays can represent a broad

selection of undefined conformational states with residual helical content estimated to be up

to 50% (Hunt et al., 1997a; Riley et al., 1997). In many such folding and unfolding studies the

denatured state is merely described by the nonfunctional state of the protein determined by a

change in one of its physical properties, for example, a change in the fluorescence intensity.

In the absence of a well-defined denatured state, determining the thermodynamic and kinetic

stability may be ambiguous. A change in the physical property of the membrane protein

may not be a realistic indicator of its final natively folded functional state. To remove such

ambiguous parameters and to set the results on a comparable basis requires characterization

of the unfolding and refolding of membrane proteins between two well-defined folded and

unfolded states. Furthermore, it is crucial to study membrane protein folding and unfolding
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with the necessary boundary conditions in vitro that mimic the constraints experienced by a

membrane protein in vivo.
SMFS provides a unique opportunity to follow the folding of individually unfolded

polypeptides in the context of the lipid bilayer. Using the AFM cantilever as an anchor, it is

possible to refold single membrane proteins inside the lipid bilayer and determine the refold-

ing kinetics of individual structural segments. The refolding protocol consists in the simple

steps of mechanical unfolding of the membrane protein followed by relaxation of the partially

unfolded polypeptide, and then waiting for a certain refolding time. The final step is mechan-

ically to unfold the refolded polypeptide and to monitor which structural segments have been

folded during the waiting time (Figure 16.15). Because the starting unfolded conformation

of the protein is a well-defined stretched state, every experiment characterizing the refolding

of a single polypeptide starts from an identical condition. Besides membrane proteins this

methodology has been successfully used to determine the refolding kinetics of water-soluble

proteins (Li et al., 2000; Rief et al., 1997).

Figure 16.15. Refolding a single antiporter NhaA in the membrane bilayer. A. Experimental scheme. Single NhaA

molecules were partly unfolded by mechanically pulling their C-terminal end. The unfolded polypeptide was then

relaxed close (∼5 nm) to the membrane surface to allow spontaneous refolding (Kedrov et al., 2006a). B. Experimen-

tal data. Initial unfolding of a single NhaA resulted in a characteristic force–distance (F-D) curve (upper red curve).
After this, the unfolded polypeptide was relaxed; the relaxation F-D curve is shown in blue. Repeated pulling of the

polypeptide (red curve) after a certain refolding time provided information on which structural domains have been

refolded (Kedrov et al., 2006a). Individual force peaks were fitted with the worm-like chain (WLC) model (black
lines and numbers above) to locate reestablished structural domains.

The refolding kinetics of membrane proteins was first determined using this strategy

for NhaA (Figure 16.15) (Kedrov et al., 2006a) and later for bacteriorhodopsin (Kessler et al.,

2006). Characteristic folding rates of structural segments from NhaA ranged from 0.3–2.2

sec–1 and were comparable to the folding rates obtained from ensemble folding studies

(0.002–13 sec−1) (Booth, 2000). However, transmembrane helix V had the fastest folding

rate of ∼50 sec−1, and it could refold even under an external load of ∼30 pN. This struc-

tural segment formed the folding core, which was followed by the folding of other structural

segments. Helix V hosts two highly conserved residues, Asp163 and Asp164 (Hunte et al.,

2005), which carry a negative charge in vivo and form an important part of the ligand-binding

pocket of NhaA. Under the acidic conditions of the experiment (pH 4.0) these residues are
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protonated in the unfolded conformation of the polypeptide, which promotes the rapid folding

of helix V. Similar effects were observed while investigating the folding kinetics of bacteri-

orhodopsin transmembrane α-helix C (Hunt et al., 1997b). The polypeptide’s hydrophobicity

was tuned via pH-driven protonation of Asp residues to promote proper folding and mem-

brane insertion of helix C. In the case of NhaA it was suggested that, the primary sequence

of helix V (Hunte et al., 2005) may have been fine-tuned during evolution to ensure folding

priority and stability of the functional NhaA domain.

In agreement with the two-stage folding model (Popot and Engelman, 1990), structural

segments of NhaA folded and inserted stepwise in the membrane bilayer. Individual pairs of

transmembrane helices that have their connecting polypeptide loop at the opposite membrane

surface predominantly folded and partitioned into the lipid bilayer as a single structural unit.

Folding of individual helices was observed at a much lower probability. This important trend

was previously observed in ensemble folding studies (Engelman et al., 2003; Popot and Engel-

man, 1990) and molecular dynamic simulations (Khutorsky, 2003). A possible explanation for

this phenomenon may be that the pairwise insertion of transmembrane helices is energetically

favorable for the transfer of the connecting hydrophilic loop across the hydrophobic core of

the bilayer.

The refolding of bacteriorhodopsin was studied under an external load of several

piconewtons (Kessler et al., 2006). Unlike the NhaA kinetic measurements, refolding of bac-

teriorhodopsin was carried out to obtain mechanistic insights into the refolding process of

individual transmembrane helices. It was found that helices E and D exerted a force of ∼50

pN on the AFM cantilever during insertion into the lipid bilayer. The area between the snap-

in curve and the worm-like chain (WLC) fit provided an estimate of the work done (8kBT
to 43 kBT) during the folding of the helical hairpin constituted of helices E and D. The esti-

mated free energy gain of ∼0.84kBT per residue for the helical hairpin E and D (Kessler

et al., 2006) was in good agreement with the values estimated at a membrane–water inter-

face (0.2kBT to 0.69 kBT per residue) (Ladokhin and White, 1999; Wieprecht et al., 2002),

from helix insertion experiments of M13 coat protein (0.58kBT per residue) (Soekarjo et al.,

1996), and an artificially designed transmembrane peptide (0.17kBT per residue) (Ladokhin

and White, 2004).

16.4.10. Dynamic Energy Landscape

The energy landscape model put forth the “new view” of protein folding (Bryngel-

son et al., 1995; Oliveberg and Wolynes, 2006; Wolynes et al., 1995). The energy landscape

model is based on the premise that unfolded polypeptides from a high-energy state travel in an

entropy funnel along different trajectories until they finally reach the energy minimum of the

natively folded state. This multidimensional energy landscape is rough and made of bumpy

paths with high barriers and deep kinetic traps that a folding polypeptide has to overcome

to reach its low-energy destination at the bottom of the funnel. The roughness of the energy

landscape has important implications in determining the functional and structural dynamics

of a protein. For example, the ruggedness of the landscape is indicative of the coexisting

conformational substates of a protein and thus the conformational flexibility of the structure.

Consequently, competing interactions stabilizing these substates cannot be simultaneously

minimized into a single or a few conformations resulting in an energetically frustrated land-

scape. Whereas a flexible structure is defined by a rough energy landscape exhibiting numer-

ous energy minima separated by low-energy barriers, a smooth energy surface with one or

a few minima is indicative of a rigid protein with all of its energetic interactions satisfied
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simultaneously (Oliveberg and Wolynes, 2006). Such an energy landscape is supposed to be

minimally frustrated.

A relevant experimental approach for mapping the one-dimensional energy landscape is

dynamic force spectroscopy (DFS). DFS induces the unfolding a protein toward the mechan-

ical pulling trajectory at increased pulling speeds (Evans, 1999). Plotting the most probable

unfolding force Fp versus loge(loading rate) maps the most prominent energy barriers in the

energy landscape along the force-driven unfolding pathway (Evans, 1998; Evans and Ritchie,

1997). Fp can be described by

Fp = kBT
xu

ln

(
xu · rf

kBT · ku

)
(16.5)

with rf the loading rate, xu the distance between the folded and the transition states, and ku
the unfolding rate in the absence of an externally applied force load. DFS can be used to

determine the distance between the transition state and the folded state, xu, and the unfolding
rate ku of the structural segments of membrane proteins (Janovjak et al., 2004; Sapra et al.,

2008a, c). These parameters denote useful values for characterizing individual unfolding bar-

riers taken along an unfolding pathway.

The unfolding energy landscape of bacteriorhodopsin determined by DFS revealed

some detailed insights into the stability and folding of the membrane protein (Janovjak et al.,

2004). It was found that the unfolding of all structural segments, such as single helices, paired

helices with connecting loops, and individual loops, can be described by a two-state process

with unfolding rates under zero applied force in the range of 10−6 − 10−2 sec−1. Single trans-

membrane helices of bacteriorhodopsin showed comparable stability to that observed for the

mechanically induced unfolding of small globular proteins like barnase (2.3 × 10−5 sec−1)

(Best et al., 2001) and titin immunoglobulin 27 (1.2 × 10−4 sec−1) (Carrion-Vazquez et al.,

1999; Williams et al., 2003). The unfolding probability of transmembrane helices was highly

dependent on the loading rate. Increasing the loading rates favored the helices unfolding indi-

vidually, whereas on decreasing the loading rates the helices unfolded in a pairwise fashion

(Janovjak et al., 2004). This pairwise unfolding that is favored near equilibrium conditions is

in confirmation with the helical hairpin hypothesis of Engelman and Steitz, which proposes

that pairwise association of helices plays an important role in stability and folding (Engelman

and Steitz, 1981). The distance to the transition state provides a direct measure of the distance

that an α-helix has to be stretched for spontaneous unfolding to be initiated. This pulling dis-

tance was on the order of a few amino acids (0.3−0.9 nm) and was independent of the length

of the structural segment pulled.

Single-molecule DFS can also be applied to determine the energy landscape roughness.

Hyeon and Thirumalai have proposed that the energy landscape roughness can be estimated

from DFS experiments at different temperatures (Hyeon and Thirumalai, 2003). Recently, the

energy landscape roughness of individual transmembrane helices of bacteriorhodopsin was

estimated by DFS to be ∼5kBT (Janovjak et al., 2007).

16.4.11. Following the Unfolding Contours of Mutant Proteins
in an Energy Landscape

Protein folding has been studied in part to decipher the mechanisms of how and why

proteins misfold in certain cases and not in others. A misfolded protein might be thermo-

dynamically more, less, or equally stable as the native folded protein. However, the low
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resolution and ensemble nature of bulk unfolding measurements can sometimes be mislead-

ing in determining the mechanistic details of such a complicated process as protein folding.

Because of the difference in unfolding energy landscapes of proteins in vivo and in vitro
(bulk assays or under an external load), a comparison of single-molecule experiments with

bulk experiments is a futile attempt in many cases (Brockwell et al., 2002; Carrion-Vazquez

et al., 1999). Here, we present a case study illustrating this point using bacteriorhodopsin as

a model system.

The influence of alanine substitutions on the structure and thermodynamic stability of

bacteriorhodopsin was recently tested (Faham et al., 2004). Unfolding of bacteriorhodopsin

in micelles was induced by increasing the detergent (SDS) concentration. Point mutations

(Figure 16.16) were found that increased, decreased, or had no effect on the thermodynamic

stability of bacteriorhodopsin. The most destabilizing mutant, Y57A in α-helix B, altered the

unfolding free energy, ��Gu, by −3.7 ± 0.5 kcal/mol (Faham et al., 2004). Surprisingly, an

adjacent mutation M56A increased the stability of the protein (��Gu = 1.4 ± 0.1 kcal/mol).

However, these energetic changes in bacteriorhodopsin were not accompanied by major struc-

tural alterations. A number of proline residues at transmembrane α-helix kinks were also

replaced by alanine (Yohannan et al., 2004). P50A in α-helix B had no effect on stability,

whereas both P91A (α-helix C) and P186A (α-helix F) were found to be somewhat destabiliz-

ing, with associated changes in ��Gu of −1.3 ± 0.3 and −0.9 ± 0.1 kcal/mol, respectively.

Similar to Y57A and M56A, none of the proline substitutions altered the structure of the pro-

teins beyond local adjustments near the kinks (Faham et al., 2004; Yohannan et al., 2004).

Figure 16.16. Point mutations inserted to characterize their influence on bacteriorhodopsin stability, unfolding path-

ways, and energy landscape. A. Bacteriorhodopsin monomer showing the mutations P50A (red), M56A (blue), and
Y57A (green) in α-helix B (yellow), P91A (orange) in α-helix C (purple), and P186A (cyan) in α-helix F (red). B. Top
view of the bacteriorhodopsin trimer from the extracellular surface. None of the mutations were at the monomeric

interface within the bacteriorhodopsin trimer (Protein Data Bank code 1BRR) (Mitsuoka et al., 1999), and thus they

did not affect the integrity of the bacteriorhodopsin assembly (Sapra et al., 2006a). Blue values denote the amino

acid positions at which major force peaks (occurring with 100% frequency) were detected in the force–distance

curves during single-molecule force spectroscopy (SMFS) unfolding. Values in brackets give amino acid positions

as counted from the C-terminal, that is, the direction of pulling by SMFS.

The unfolding response of all of these mutations was studied using DFS (Sapra et al.,

2008a). The aim was to characterize the changes in molecular interactions between and within

structural segments of bacteriorhodopsin introduced by the above mentioned mutations and

to investigate the effect of those changes on the unfolding pathways and the energy landscape
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of bacteriorhodopsin. Statistical analyses of all unfolding pathways of the bacteriorhodopsin

mutants showed the existence of a major pathway and an exponentially decreasing distribution

of all other pathways. The bacteriorhodopsin mutants did not unfold via all of the pathways

occurring during wild-type bacteriorhodopsin unfolding. Whereas several unfolding path-

ways were missing for the mutants, they could also unfold via new alternative pathways. The

probabilities of unfolding pathways of wild-type and mutated bacteriorhodopsin were clearly

different.

The distance of the transition states from the energy minima of the folded states of the

structural segments and the associated changes in the heights of energy barriers in a two-

state energy profile were estimated. Interestingly, it was observed that the free energies of the

transition states of the bacteriorhodopsin mutants decreased as the distance of those transition

states to the folded intermediate states decreased. These results imply that irrespective of

the point mutant �Gu
∗ changed proportionally with a change in xu. Figure 16.17 gives an

example of such an energy profile of α-helices B and C along an unfolding path. Previously,

Figure 16.17. Free energy diagram for the mechanical unfolding of transmembrane α-helices B and C in wild-type

(WT) and mutant bacteriorhodopsin (BR). A. Unfolding barrier heights, �Gu
∗, and distance to the transition states,

xu, were estimated from the dynamic force spectroscopy data. For the bacteriorhodopsin mutants, P50A, P91A,

P186A, M56A, and Y57A, the transition states are significantly shifted toward the folded states of α-helices B and

C. All mutations decrease the heights of the unfolding energy barriers. B. Quantitative relation between the shift

of energy barriers and the decrease in kinetic stability. The plot shows that in the structural segment constituted

by transmembrane α-helices B and C of the mutants, xu increases with increasing �Gu
∗. Here xu_WT and ku_WT

represent parameters from wild-type bacteriorhodopsin, and �xu and �ln (ku) denote the respective differences

between the values of these parameters between wild-type and mutant bacteriorhodopsin.
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a similar relationship between xu and �Gu
∗ was reported for force measurements on single

DNA molecules (Strunz et al., 1999) and single antibody–antigen complexes (Schwesinger

et al., 2000). Thus, all bacteriorhodopsin mutants exhibited a so-called Hammond behavior.

To our knowledge this is the first experimental proof showing that point mutations force single

proteins to populate certain unfolding pathways over others (Sapra et al., 2008a).

Taking into account that the difference in the thermodynamic stabilities between the

wild-type and mutant proteins is due to changes in molecular interactions, it is safe to specu-

late from the results that in some cases the populations of major unfolding pathways change

with a change in the �Gu or �Gu
∗ of the mutants. However, for P50A, which exhibits a

thermodynamic stability similar to that of wild-type bacteriorhodopsin, a change in occur-

rence probabilities of unfolding pathways was still noted, suggesting a possible kinetic role.

It is of crucial interest to note in this regard that the presence or absence of proline changes

helix–bilayer interactions (Chia et al., 2000; Kobayashi et al., 2000) and has been suggested

to influence bacteriorhodopsin folding (Lu et al., 2001). Regardless of whether the balance is

under thermodynamic or kinetic control, the probability distribution of the unfolding path-

ways clearly points to a change in the ratios of many unfolding pathways for the mutant.

The origin of this phenomenon may be attributed to mutations altering the transition barrier

heights in the energy landscape such that certain unfolding pathways are observed more or

less frequently than others.

16.4.12. Protein Rigidity, Function, and Energy Landscape

The bovine rhodopsin structure provides opportunities to identify regions critical for

proper folding by computational approaches (Jacobs et al., 2001; Rader et al., 2004). The

extracellular domain, which is also the folding core of rhodopsin, is tightly coupled function-

ally and structurally to the transmembrane domain of the molecule (Rader et al., 2004). The

identification of amino acids in the rigid and soft cores of rhodopsin has allowed deeper

study into the folding and functional mechanisms of this important class of membrane

proteins (Tastan et al., 2007).

The parameters xu and ku obtained from DFS measurements can be used to determine

the stiffness of individual structural segments (Figure 16.18). Recently, the stiffness of all

structural segments of bovine rhodopsin and bacteriorhodopsin were estimated and compared

(Sapra et al., 2008c). Whereas bovine rhodopsin shows the presence of rigid cores, these cores

are absent in bacteriorhodopsin. Computational studies of Klein-Seetharaman and coworkers

(Rader et al., 2004; Tastan et al., 2007) predict similar trends in the rigid cores of rhodopsin

and bacteriorhodopsin. The presence of rigid cores in rhodopsin points to an interplay of

long-range interactions in a cooperative folding mechanism, in contrast to bacteriorhodopsin,

where short-range interactions are supposed to drive the individual folding and insertion of

helices such as described by the two-stage folding process (Popot and Engelman, 1990).

The signaling mechanism of a GPCR involves the transfer of stimulus from its extra-

cellular to the cytoplasmic domain through an event of well-coordinated conformational

changes or changes in dynamic interactions. The conformational changes demand a pre-

cise orchestration of helix movement. The presence of both rigid and flexible structural seg-

ments (Figure 16.18) suggests that this may help the protein to work as an efficient signaling

molecule. The evolution of different regions of a protein to different rigidities may help a

protein toward optimization of a smooth synergistic working mechanism.

To test the hypothesis that mechanical rigidity is crucial for a protein’s function, we

compared the stiffness of all structural segments of a triple mutant of bacteriorhodopsin
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Figure 16.18. Mechanical and energetic properties of rhodopsin. A. A two-state unfolding energy profile of a

structural segment in a membrane protein. The energy profile is assumed to have a parabolic potential well and a

sharp energy barrier. The rigidity of a structural segment depends on the curvature of the potential well (red, green).
B. The values of xu and �Gu

∗ obtained from dynamic force spectroscopy experiments were used to calculate the

spring constant κ of each structural segment of rhodopsin. The dashed trace in panel A shows that an increase in xu
decreases the rigidity of the structural segment. In general, the height of the energy barrier can increase or decrease

with an increase in xu. C. The rigidity κ of structural segments is mapped onto the crystal structure of bovine

rhodopsin (Protein Data Base code 1U19) (Okada et al., 2004). Segments are colored from white to blue, with white

representing the most flexible region (κ = 0.9 N/m) and blue representing the most rigid region (κ = 4.2 N/m). The

rigidity of the segments is also indicated by the thickness of the chain, with thicker lines corresponding to higher

rigidity.

(E9Q/E194Q/E204Q, 3Glu), with that of wild-type bacteriorhodopsin (Sapra et al., 2008b).

3Glu bacteriorhodopsin is known to have altered functional characteristics compared to those

of wild-type bacteriorhodopsin. Glutamate residues E9, E194, and E204 located in the extra-

cellular region of bacteriorhodopsin are involved in a network of hydrogen bonds and are

suggested to form part of the proton release pathway (Lanyi, 1997; Luecke et al., 1998).

The importance of the extracellular Glu residues and their photoelectrochemical role in bac-

teriorhodopsin (Bondar et al., 2004; Lazarova et al., 2000; Sanz et al., 2001) provided the

rationale for mutating Glu to Gln. Of interest, the stiffness of the structural segments host-

ing the mutations E194Q and E204Q in 3Glu bacteriorhodopsin decreased as compared to

those in wild-type bacteriorhodopsin. Moreover, the same structural segment in 3Glu bacte-

riorhodopsin unfolded via a new unfolding pathway, with an occurrence probability of 15%.
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These results show that the functional capacity of a protein is dictated by its mechanical

integrity. Moreover, the results give some of the first experimental evidence that the energy

landscape of a protein is not only a component of its energetic properties but also a manifes-

tation of its mechanical characteristics.

16.4.13. Screening Membrane Proteins for Small-Molecule Binding

Secondary active transport is mediated by the uniport, symport, or antiport of ions or

small molecules. These transporters play a central role in human health and disease by con-

trolling the amount of solutes and toxins inside a cell. Regulation of proton (H+) and sodium

(Na+) gradients is involved in virtually every physiological process. Na+/H+ antiporters regu-

late intracellular pH, cellular Na+ concentration, and cell volume of eukaryotic and prokary-

otic organisms. In Escherichia coli, two antiporters, NhaA and NhaB, specifically exchange

Na+ and Li+ ions for H+, helping the cell to adapt to high environmental salinity and to grow

at an alkaline pH (Padan et al., 2001).

Na+ is a natural ligand of NhaA and binds to helix V bridging amino acids Asp163

and Asp164 at pH 7 (Figure 16.19). This binding manifests itself as an extra force peak in

the F-D spectrum of NhaA (Figure 16.19). The appearance of a new force peak is sugges-

tive of new interactions on ligand binding to the protein. The conformity of these results

was shown by the reversible nature of the force peak, that is, the force peak disappeared on

reducing the pH from 7.7 to 3.8 in the same experiment. The specific nature of these interac-

tions was confirmed by SMFS experiments done in the absence of Na+ ions at pH 7.7. When

unfolded without Na+ ions the new force peak was not detected in the F-D curves. Based on

the frequency of the new peak appearance as a function of pH, the activation pH of NhaA

was determined to be between 6 and 7, in excellent agreement with biochemical measure-

ments (Taglicht et al., 1991). These studies were further extended by SMFS experiments for

Figure 16.19. Activation of NhaA establishes molecular interactions in the ligand-binding pocket. A. The ligand

(Na+ ion) binds to the ligand-binding pocket and establishes interactions at Asp163 and Asp164 at helix V. For

clarity, only transmembrane NhaA helices IV, V, IX, and XI are shown. B. Single-molecule force spectroscopy

(SMFS) data recording interactions of inactive NhaA at pH 3.8. C. SMFS data detecting the additional interaction

(ellipse) established on Na+ binding in helix V of the ligand-binding pocket. NhaA was activated by shifting the pH

of the buffer solution containing NaCl (Kedrov et al., 2005).
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detecting inhibitor binding, differentiating ligand and inhibitor binding (Kedrov et al., 2006b),

estimating binding constants, and even elucidating the inhibition mechanism (Kedrov et al.,

2006b). Recently, Kedrov et al. (2008) compared the dynamics of the energy landscapes of

NhaA and NhaA–inhibitor complex. The binding of the inhibitor to α-helix IX stabilized the

helix kinetically and entropically by setting it in a narrow potential well, ∼9.3kBT deeper

than the potential well of helix IX in the free NhaA state. This consequently led to a decrease

in the functionally important structural flexibility of α-helix IX in the inhibitor complex as

compared to that in the free NhaA state.

16.5. Outlook

AFM imaging in membrane biology covers a resolution range that bridges high-

resolution structure determination techniques (X-ray crystallography, electron crystallogra-

phy, and nuclear magnetic resonance) and modern light microscopy. The high-resolution

techniques can resolve structures of individual proteins but cannot analyze the functional

assemblies of several proteins working together. On the other hand, optical microscopy can

analyze the global distribution of membrane proteins in a cell but cannot depict detailed

supramolecular assemblies due to its limitations in resolution. The AFM, with its outstanding

signal-to-noise ratio, occupies a unique position in being able to directly visualize functional

assemblies in native membranes. As AFM imaging becomes faster and more sensitive, the

information output will become better. We have only been able to reveal high-resolution AFM

images of membranes extracted from cells. AFM is also restricted to rather specialized mem-

branes that contain a limited number of protein species. However, the potential for imaging

membrane protein ensemble machines from prokaryotes (Scheuring and Sturgis, 2005) and

eukaryotes (Buzhynskyy et al., 2007a) is clear. Furthermore, AFM imaging can help to visu-

alize how the supramolecular assemblies of membrane proteins adapt to fulfill the functional

needs of the cell (Scheuring and Sturgis, 2005). Many questions remain to be answered: How

do cells control membrane protein assembly? What are the underlying interaction mecha-

nisms and physical laws? How does a membrane protein assembly modulate the functional

state of its constituting membrane proteins? To answer these questions, high-resolution AFM

imaging of living cells must be developed. Certainly, AFM will have to be combined with

multifunctional measurements to explain how membrane protein assemblies form to fulfill

their functional tasks. Similarly, information complementing structural insights is required to

understand the structure–function and assembly–function relationships. In the future, high-

resolution AFM imaging may be combined with molecular recognition (Hinterdorfer et al.,

1996), single-molecule force spectroscopy (Kedrov et al., 2005), and/or nanomechanical sens-

ing (Sahin et al., 2007) to reveal valuable insights into how membrane proteins work in the

complexity of the cellular membrane.

16.5.1. Characterizing Factors That Sculpt the Energy Landscape

The SMFS and DFS experiments reviewed here may have significant physiological

relevance. Protein folding/misfolding in the ER happens via multiple steps involving both

chemical reactions and multiple protein molecules. Different combinations of these steps

give rise to multiple folding and misfolding pathways, as observed in vitro with SMFS. The

modest folding efficiency for wild-type eukaryotic integral membrane proteins (Kopito, 1999;

Seibert et al., 1997) indicates that the energetic balance between folding and misassembly
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pathways for many proteins is delicate enough to be tipped in a pathological direction by var-

ious mutations (Sanders and Myers, 2004). It has been shown that a number of proteins not

implicated in diseases could form amyloid-like plaques if given the optimum environmental

factors of pH, temperature, and solvent (Dobson, 2003; Fandrich et al., 2003). How do muta-

tional changes and changes in physical conditions sculpt the energy landscape can be studied

by SMFS. This includes characterizing the effect of small molecules or other environmental

factors that shift the unfolding landscape of the mutated protein to that of the native one.

An example of such an SMFS-based approach is Zn2+ binding to rhodopsin, which stabilizes

the native Cys110–Cys187 disulfide bridge in the protein, increasing the population of native

molecules as compared to molecules without the disulfide bond, which is the implicated dis-

eased state (Park et al., 2007).

Because the (mis)folded (Oberhauser et al., 1999) and functional states of individual

proteins can be determined with SMFS (Kedrov et al., 2007), the presented approach may be

applied in future to determine which energetic pathways favor membrane protein malfunc-

tion, destabilization, and misfolding. More elaborate experimental work in conjunction with

molecular dynamic simulations is needed to shed light on the contribution of each pathway

in the folding, misfolding, and misassembly of a protein.

16.5.2. Approaches to Screening Drug Targets with Molecular Compounds

GPCRs form a sizeable population of all drug targets (Overington et al., 2006). Their

ubiquitous physiological importance has necessitated the development of assays for the

screening of drugs, ligands, or other small-molecule libraries. Screening potential lead com-

pounds from a library of molecules is indeed a challenging task. The hurdle is not only to

get the right compound, but also to expedite the process. To overcome this difficulty, an inge-

nious AFM design was constructed recently (Struckmeier et al., 2008). This SMFS robot is a

fully automated machine that integrates a buffer exchange, autoalignment and autocalibration,

drift compensation, and temperature control system with the advantage of easy analysis in a

user-friendly interface. We foresee such SMFS robots as potential tools for screening small

libraries of compounds to identify potential drug targets for GPCRs and ion channels in the

near future.
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17
High-Speed Atomic Force Microscopy

Toshio Ando and Takayuki Uchihashi

Abstract Biological macromolecules are responsible for the vital activities of life. Among

the various approaches to understanding their functional mechanisms, the most straight-

forward approach is to directly visualize the structure and dynamic action of biological

macromolecules at high spatial and temporal resolution. However, the microscopy needed

to enable such visualization was not available until the recent development of high-speed

atomic force microscopy (AFM). This allows the recording of images of biological samples

at 30–60 ms/frame without disturbing delicate biomolecular interactions and hence the delin-

eation of time-series events that occur in biomolecules at work. This chapter describes var-

ious devices and techniques developed for high-speed AFM and imaging studies performed

on several protein systems.

17.1. Introduction

The dynamic aspect of biological macromolecules is one of the essential attributes.

Their functions are produced through their dynamic structural changes and dynamic interac-

tions with other molecules. Furthermore, their functions are produced at the single-molecule

level. Therefore, it is important to observe their dynamic behaviors straightforwardly at the

single-molecule level to understand their functional mechanisms. As seen in other chapters in

this book, single-molecule fluorescence microscopy has been widely exploited for this type

of observation. It enables the measurement of translational or rotational motions of individual

fluorophores attached to biological molecules and in some cases the measurement of associ-

ation and dissociation reactions between biological molecules. However, it requires bridging

the gap between the recorded fluorescence images and the actual behavior of the labeled

biological molecules.

The atomic force microscope (AFM) is capable of directly visualizing unstained bio-

logical samples in liquids at nanometer resolution. However, unlike fluorescence microscopy,

its imaging rate is low, and hence it cannot trace the fast dynamic processes within the sam-

ple. The low imaging rate mainly arises from the fact that AFM uses mechanical sensing

and mechanical scanning to detect the sample height at each pixel. Another weak point of
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AFM also results from the mechanical sensing: The mechanical tip–sample interaction tends

to disturb delicate samples and, in the worst-case situation, disrupts fragile samples. In the

last decade, various efforts have been made to increase the scan speed, although little atten-

tion has been paid to reconciling the fast imaging capability with low-invasiveness imaging.

Recent efforts toward this reconciliation have given rise to high-speed AFM, which enables

the observation of dynamic biomolecular processes at an imaging rate of 30–60 ms/frame

without significantly disturbing delicate biomolecular interactions.

Because this new microscopy has appeared only recently, the user population and the

number of successful imaging studies are still limited. We hope that this situation will change

in a few years in line with the increase in the availability of commercial high-speed AFM. In

this chapter, we first describe the imaging rate as a function of various parameters and also

discuss key devices and techniques for high-speed imaging. Next, we give some examples

of the successful imaging of dynamic biomolecular processes and describe some techniques

and problems associated with the imaging. For the history of high-speed AFM development

and the future prospects of high-speed AFM studies in biological research, see recent review

articles (e.g., Ando et al., 2007; 2008a, b).

17.2. Basic Principle of AFM and Various Imaging Modes

A typical AFM setup is depicted in Figure 17.1. The sample surface is touched with

a sharp tip attached to the free end of a soft cantilever while the sample stage is scanned

horizontally (x and y directions). On touching the sample, the cantilever is deflected. Among

several methods of sensing this deflection, optical beam deflection (OBD) sensing is often

used because of its simplicity; a collimated laser beam is focused onto the cantilever and

reflected back into closely spaced photodiodes (a position-sensitive photodetector [PSPD])

whose photocurrents are fed into a differential amplifier. The output of the differential ampli-

fier is proportional to the cantilever deflection. During the raster scan of the sample stage, the

detected deflection is compared with the target value (set-point deflection), and then the stage

is moved in the z direction to minimize the error signal (the difference between the detected

and set-point deflections). This closed-loop feedback operation can maintain the cantilever

deflection (hence, the tip–sample interaction force) at the set-point value. The resulting three-

dimensional (3D) movement of the sample stage approximately traces the sample surface, and

hence a topographic image can be constructed, by using a computer, from the electric signals

that are used to drive the sample stage scanner in the z direction. In the operation mode just

described (constant-force mode; one of the direct current [DC] modes or contact modes), the

cantilever tip, which is always in contact with the sample, exerts relatively large lateral forces

on the sample because the spring constant of the cantilever is large in the lateral direction.

To avoid the foregoing problem, tapping-mode AFM (one of the dynamic modes) was

invented (Zhong et al., 1993), in which the cantilever is oscillated in the z direction at (or

near) its resonant frequency. In this mode, the tip intermittently taps the sample surface at

the end of bottom swings. Therefore, little lateral tip force is exerted on the sample, provided

that the velocity of the sample stage lateral movement is not too high compared with that of

cantilever movement in the z direction. The cantilever oscillation amplitude is reduced by the

repulsive interaction between the tip and the sample. Therefore, this mode is also called the

amplitude modulation (AM) mode. The amplitude signal is usually generated by a root mean

square (RMS)-to-DC converter and is maintained at a constant level (set-point amplitude) by

a feedback operation. In AM-AFM, the cantilever oscillation amplitude decreases not only
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Figure 17.1. Schematic presentation of the tapping-mode AFM system. In the constant-force mode, the excitation

piezoelectric actuator and the root mean square-to-direct current (RMS-to-DC) converter are omitted.

by energy dissipation due to the tip–sample interaction, but also by a shift in the cantilever

resonant frequency caused by the interaction (Tamayo and García, 1996; Bar et al., 1997;

Cleveland et al., 1998). The repulsive interaction produces a positive shift in the resonant fre-

quency because the apparent spring constant kc of the cantilever is changed by the gradient

of the interaction force (k ≡ ∂f/∂z; k is negative for the repulsive interaction). As the exci-

tation frequency is fixed at (or near) the resonant frequency, this frequency shift produces a

phase shift of the cantilever oscillation relative to the excitation signal. When this phase shift

is maintained by a feedback operation and an image is constructed from the electric signals

used for driving the z-scanner, the imaging mode is called the phase modulation (PM) mode.

Alternatively, one can construct a phase-contrast image from the phase signal while maintain-

ing the amplitude at a constant level by a feedback operation. More details of the PM mode

and phase-contrast imaging are given in Sections 17.4.7 and 17.5.5. Instead of using a fixed

frequency, it is possible to set the excitation frequency automatically to the varying resonant

frequency of the cantilever by using a self-oscillation circuit (Albrecht et al., 1991; Giessibl,

1995). In this case, the phase of the cantilever oscillation relative to the excitation signal is

always maintained at –90◦, and the resonant frequency shift is maintained at a constant level

by feedback operation. This mode is called the frequency modulation (FM) mode.
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17.3. Imaging Rate and Feedback Bandwidth

AFM users do not seem to well understand how a high imaging rate is possible with a

given AFM instrument. In this section, on the basis of an idea previously presented (Kodera

et al., 2006), we derive the quantitative relationship between the feedback bandwidth and the

various factors involved in AFM devices and the scanning conditions in the tapping mode.

17.3.1. Image Acquisition Time and Feedback Bandwidth

Instrumental factors that determine the maximum possible imaging rate are the feed-

back bandwidth and the maximum frequency at which the scanner can operate without pro-

ducing unwanted vibrations. As the latter factor is obvious, we only describe the feedback

bandwidth. Supposing that a frame is acquired in time T over the scan range W × W with N
scan lines, then the scan velocity Vs in the x direction is given by Vs = 2WN/T. Assuming that

the sample has a sinusoidal shape with periodicity λ, we see that the scan velocity Vs requires

feedback operation at frequency f = Vs/λ to maintain the tip–sample distance. The feedback

bandwidth fB should be greater than or equal to f and can therefore be expressed as

fB ≥ 2WN/λT (17.1)

Equation (17.1) gives the relationship between the frame acquisition time T and the feedback

bandwidth fB. For example, for T = 30 ms with W = 240 nm and N = 100, the scan velocity is

1.6 mm/s. When λ is 10 nm, fB ≥ 160 kHz is required to attain this scan velocity. Note that the

maximum scan velocity achievable under a given feedback bandwidth depends on the spatial

frequency contained in the sample topography, and therefore it is not an appropriate index for

evaluating the instrument speed performance.

17.3.2. Feedback Bandwidth as a Function of Various Factors

Various devices are contained in the feedback loop (closed loop) (see Figure 17.1).

The sum of the time delays (�τ ) that occur with these devices is called “open-loop time

delay.” Note that the time delay (or phase delay θ ) of the closed-loop feedback control is

different from the open-loop time delay (or phase delay ϕ). There is the relationship θ ∼ 2ϕ

when the feedback gain is maintained at ∼1 (Ando et al., 2008b). Thus, θ ∼ 2πf(2�τ ) =
4πfΔτ , where f is the feedback frequency. In tapping-mode AFM, the main delays are the

time (τa) required to measure the cantilever oscillation amplitude, the cantilever response time

(τc), the z-scanner response time (τs), the integral time (τI) of error signals in the feedback

controller, and the parachuting time (τp). Here, “parachuting” means that the cantilever tip

completely detaches from the sample surface at a steeply inclined region of the sample and

cannot quickly land on the surface again. The minimum τa is given by 1/(2fc), where fc is the
cantilever’s fundamental resonant frequency. Cantilevers and the z-scanner are second-order
resonant systems. Therefore, τc and τs are expressed by Qc/(πfc) and Qs/(πfs), respectively,
where fs is the resonant frequency of the z-scanner and Qc and Qs are, respectively, the quality

factors of the cantilever and the z-scanner. The τI and τp are functions of various parameters,

the approximate analytical expressions of which will be given later. The feedback bandwidth

fB is usually defined by the feedback frequency that results in a phase delay of π/4. On the

basis of this definition, fB is approximately expressed as
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fB = α
fc
8

/

(
1 + 2Qc

π
+ 2Qsfc

π fs
+ 2fc

(
τp + τI + δ

))
(17.2)

where δ represents the sum of other time delays and α represents a factor related to the phase

compensation effect given by the D component in the proportional integral derivative (PID)

feedback controller or in an additional phase compensator. According to our experience, α

∼ 2.8. Thus, from Eqs. (17.1) and (17.2), we can estimate the maximum possible imaging rate

in a given tapping-mode AFM setup by examining the open-loop time delay �τ . However,

this estimation must be modified depending on the sample to be imaged because the allowable

maximum phase delay depends on the strength or fragility of the sample. In the next section,

we determine the allowable maximum phase delay.

17.3.3. Feedback Operation and Parachuting

To maintain the amplitude of an oscillating cantilever at a constant level while the

sample stage is being raster-scanned in the xy directions, the detected amplitude is compared

with the set-point amplitude. Their difference (error signal) is fed to a PID feedback controller.

The PID output is fed to a voltage amplifier to drive the z-piezoactuator. This is repeated until
the error signal is minimized. To reduce the tapping force exerted from the oscillating tip

to the sample, the set-point amplitude should be set close to the cantilever’s free oscillation

amplitude. However, under this condition, the tip tends to detach completely from the sample

surface, particularly at a steep downhill region of the sample. Once detached, the error signal

is constant (i.e., saturated at a small level) irrespective of how far the tip is separated from

the sample surface. The gain parameters of the PID controller can be increased to reduce the

parachuting time. However, such large gains in turn produce an overshoot in the uphill region

of the sample, which promotes parachuting around the top region of the sample and leads to

instability in the feedback operation.

As has been seen, parachuting is problematic, particularly for high-speed bioAFM in

which the tapping force must be minimized. During parachuting, the information of sample

topography is completely lost. Here, we determine the conditions that cause parachuting, and

obtain a rough estimate of the parachuting time and its effect on the feedback bandwidth

(Kodera et al., 2006). The theoretical results obtained here are compared with experimental

data to refine the analytical expression for the parachuting time.

When a sample having a sinusoidal shape with periodicity λ and maximum height h0 is
scanned at velocity Vs in the x direction, the sample height S(t) under the cantilever tip varies
as

S (t) = h0
2

sin (2π ft) (17.3)

where f = Vs/λ. When no parachuting occurs, the z-scanner moves as

Z (t) = −h0
2

sin (2π ft − θ) (17.4)

The feedback error (“residual topography”�S) is thus expressed as

�S (t) = S (t) + Z (t) = h0 sin
θ

2
cos

(
2π ft − θ

2

)
(17.5)
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Figure 17.2. The residual topography to be sensed by a cantilever tip under feedback control. When the maximum

height of the residual topography is greater than the difference 2A0(1−r), the tip completely detaches from the sur-

face at an area around the bottom. The untouched areas are shown in gray. The average tip-surface separation <d> at

the end of the cantilever’s bottom swing is given by< d >= 1
2 t0

∫ t 0−t 0

[−2A0 (1 − r) + h0 sin (θ/2) cos (2π ft)
]

dt,

where t0 = β/2π f (see text). This integral results in < d >= 2A0 (1 − r) (tanβ/β − 1).

The cantilever tip feels this residual topography (Figure 17.2) in addition to a constant

height of 2A0(1 – r), where A0 is the free oscillation amplitude of the cantilever and r is the
dimensionless peak-to-peak amplitude set-point. When the set-point peak-to-peak amplitude

is denoted as As, we have r = As/(2A0).

Because of feedback error, an extra force is exerted onto the sample, the maximum value

of which corresponds to a distance of h0 sin (θ/2) . Therefore, an allowable maximum phase

delay θa, which depends on the sample strength, is determined by this distance. The ampli-

tude set-point r is usually determined by compromising between two factors: (1) decrease in

tapping force with increasing r, and (2) decrease in the feedback bandwidth with increasing

r owing to parachuting. Therefore, the allowable maximum extra force approximately corre-

sponds to ∼2A0(1 – r), which gives the relationship sin (θa/2) ∼ (2A0/h0)(1 – r).
When �S (t) + 2A0 (1 − r) > 0, no parachuting occurs. Therefore, the maximum set-

point rmax for which parachuting does not occur is given by

rmax = 1 − h0
2A0

sin
θ

2
(17.6)

Equation (17.6) indicates that rmax decreases with increasing h0/2A0 and with increasing

phase delay in the feedback operation.

The parachuting time is a function of various parameters, such as the sample height

h0, the free oscillation amplitude A0 of the cantilever, the set-point r, the phase delay θ , and

the cantilever resonant frequency fc. Its analytical expression cannot be obtained exactly. As

a first approximation, we assume that during parachuting, Eq. (17.5) holds and the z position
of the sample stage does not move. During parachuting, the average separation between the

sample surface and the tip at the end of the bottom swing is given by 2A0(1 − r)(tan β/β − 1)

(see Figure 17.3), where β is given by

β = cos−1{2A0(1 − r)/[h0sin(θ/2)]} (17.7)

The feedback gain is usually set to a level at which the separation distance of 2A0(1 − r)
decreases to approximately zero in a single period of the cantilever oscillation. Therefore, the

parachuting time τ p is expressed as

τp = ( tanβ/β − 1)/fc (17.8)
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Figure 17.3. Feedback bandwidth as a function of the set-point r and the ratio 2A0/h0 of the free oscillation peak-

to-peak amplitude to the sample height. The number attached to each curve indicates the ratio 2A0/h0. The feedback
bandwidths were obtained under the following conditions: cantilever resonant frequency, 1.2 MHz; Q factor of can-

tilever oscillation, 3; resonant frequency of z-scanner, 150 kHz; Q factor of z-scanner, 0.5. The black lines are the

experimentally obtained feedback bandwidths using a mock atomic force microscope; the gray lines are the theoret-

ically derived feedback bandwidths.

However, the assumptions under which the average separation during parachuting was derived

are different from the reality. As mentioned later (Section 17.3.4), the analytical expression

for τ p should be modified in light of the experimentally obtained feedback bandwidth as a

function of r and h0/A0.

The main component of PID control is the integral operation. It is difficult to the-

oretically estimate the integral time constant τI with which the optimum feedback control

is attained. Intuitively, τI should be longer when a greater phase delay exists in the feedback

loop. In other words, when a long phase delay exists, the gain parameters of the PID controller

cannot be increased. Therefore, τI must be proportional to the height of residual topography

relative to the free oscillation amplitude of the cantilever. Because the error signals fed into

the PID controller are renewed every (half) cycle of the cantilever oscillation, τI must be

inversely proportional to the resonant frequency of the cantilever. The feedback gain should

be independent of parachuting because the gain is maximized so that optimum feedback con-

trol is performed for a nonparachuting regime. Thus, τI is approximately expressed as τI =
κh0 sin(θ /2)/(A0fc), where κ is a proportion coefficient.

17.3.4. Refinement of Analytical Expressions for τp and τI

We experimentally measured the feedback bandwidth as a function of 2A0/h0 and r
using a mock AFM system containing a mock cantilever and z-scanner (Kodera et al., 2006)
(Figure 17.3). The mock cantilever and z-scanner are second-order low-pass filters whose

resonant frequencies and quality factors are adjusted to have the corresponding values of a

real cantilever and z-scanner. The experimentally obtained feedback bandwidths are shown

by the black lines in Figure 17.3. Feedback bandwidths are theoretically calculated using
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Eq. (17.2) with κ and β as variables and known values of the other parameters. From this

analysis, we obtained the following refined expressions for β and τI:

β = cos−1{A0(1 − r)/[5h0 sin (θ/2)]} (17.9)

τI = 4h0 sin (θ/2)/(A0fc) (17.10)

Feedback bandwidths calculated using these refined expressions are shown by the gray lines

in Figure 17.3. They approximately coincide with the experimental data.

17.4. Devices for High-Speed AFM

17.4.1. Small Cantilevers and Related Devices

The cantilever resonant frequency affects the feedback bandwidth via two terms: the

amplitude detection time and the cantilever response time [see Eq. (17.2)]. Therefore, can-

tilevers are the most important devices in high-speed AFM. The resonant frequency fc and

the spring constant kc of a rectangular cantilever with thickness d, width w, and length L are

expressed as

fc = 0.56
d
L2

√
E
12ρ

(17.11)

and

kc = wd3

4L3
E (17.12)

where E and ρ are Young’s modulus and the density of the material used, respectively.

Young’s modulus and the density of silicon nitride (Si3N4), which is often used as a material

for soft cantilevers, are E = 1.46 × 1011 N/m2 and ρ = 3,087 kg/m3, respectively. To attain

a high resonant frequency and a small spring constant simultaneously, cantilevers with small

dimensions must be fabricated.

The small cantilevers recently developed by Olympus are made of silicon nitride and

are coated with gold of ∼20 nm thickness. They have a length of 6–7 μm, a width of 2 μm,

and a thickness of ∼90 nm, which result in resonant frequencies of ∼3.5 MHz in air and

∼1.2 MHz in water, a spring constant of ∼0.2 N/m, and Q ∼ 2.5 in water. These values in

water give the minimum τa = 0.42 μs and τc = 0.66 μs. We are currently using this type of

cantilever, although it is not yet commercially available.

The tip apex radius of the small cantilevers developed by Olympus is∼17 nm (Kitazawa

et al., 2003), which is too large for the high-resolution imaging of biological samples. We

usually use electron-beam deposition (EBD) to form a sharp tip extending from the original

tip. A piece of phenol crystal (sublimate) is placed in a small container, the top of which is

perforated with holes ∼0.1 mm in diameter. The container is placed in a scanning electron

microscope (SEM) chamber, and cantilevers are placed immediately above the container’s

holes. Spot-mode electron beam irradiation onto the cantilever tip produces a needle on the

original tip at a growth rate of ∼50 nm/sec. The newly formed tip has an apex radius of



High-Speed Atomic Force Microscopy 495

∼25 nm and is sharpened by plasma etching in argon or oxygen gas, which decreases the

apex radius to ∼4 nm.

We developed an OBD detector for small cantilevers (Ando et al., 2001) (Figure 17.4);

a laser beam reflected back from the rear side of a cantilever is collected and collimated using

the same objective lens as that used for focusing the incident laser beam onto the cantilever.

The focused spot is 3–4 μm in diameter. The incident and reflected laser beams are separated

using a quarter-wavelength plate and a polarization splitter. Our recent high-speed AFM is

integrated with a laboratory-made inverted optical microscope with robust mechanics. The

focusing objective lens is also used to view the cantilever and the focused laser spot with the

optical microscope. The laser driver is equipped with a radio-frequency (RF) power modula-

tor to reduce noise originating in the optics (Fukuma et al., 2005). The photosensor consists

of a four-segment Si PIN photodiode (3 pF, 40 MHz) and a custom-made fast amplifier/signal

conditioner (∼20 MHz).

Figure 17.4. Schematic drawing of the objective-lens-type optical beam deflection detection system. The collimated

laser beam is reflected up by the dichroic mirror and is incident on the objective lens. The beam reflected at the

cantilever is collimated by the objective lens, separated from the incident beam by the polarization beam splitter and

the λ/4 wave plate, and reflected onto the split photodiode.

In addition to the advantage of achieving a high imaging rate, small cantilevers have

other advantages. The total thermal noise depends only on the spring constant and the tem-

perature and is given by
√

kBT/kc , where kB is Boltzmann’s constant and T is the temper-

ature in kelvins. Therefore, a cantilever with a higher resonant frequency has a lower noise

density. In the tapping mode, the frequency region used for imaging is approximately the

imaging bandwidth (its maximum is the feedback frequency) centered on the resonant fre-

quency. Thus, a cantilever with a higher resonant frequency is less affected by thermal noise.

In addition, shorter cantilevers have higher OBD detection sensitivity because the sensitivity

is �φ/�z = 3/2L , where �z is the displacement and �φ is the change in the angle of a free

cantilever end. A high resonant frequency and a small spring constant result in a large ratio

fc/kc, which gives the cantilever high sensitivity to the gradient k of the force exerted between
the tip and the sample. The gradient of the force shifts the cantilever resonant frequency by

approximately −0.5kfc/kc. Therefore, small cantilevers with large values of fc/kc are useful

for phase-contrast imaging. The practice of phase-contrast imaging using small cantilevers is

described in Section 17.5.5.
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17.4.2. Tip–Sample Interaction Detection

Tip–sample interactions change the amplitude, phase, and resonant frequency of the

oscillating cantilever. They also produce higher harmonic oscillations. In this section, we

describe methods for detecting the amplitude and the interaction force. A fast detection

method of phase shifts is described in Section 17.4.7.

Amplitude Detectors

Conventional RMS-to-DC converters require at least several oscillation cycles to output

an accurate RMS value. To detect the cantilever oscillation amplitude at the periodicity of half

the oscillation cycle, we developed a peak-hold method; the peak and bottom voltages are

captured and then their difference is output as the amplitude (Figure 17.5) (Ando et al., 2001).

The sample/hold timing signals are usually produced using the input signals [shown at (i) in

Figure 17.5] (i.e., sensor output signals) themselves. Alternatively, external signals [shown at

(ii) in Figure 17.5] that are synchronized with the cantilever excitation signals can be used to

produce the timing signals. This is sometimes useful for maximizing the detection sensitivity

of the tip–sample interaction because the detected signal is affected by both the amplitude

change and the phase shift. This is the fastest amplitude detector, and the phase delay has

a minimum value of π. A drawback of this amplitude detector seems to be the detection of

noise because the sample/hold circuits capture the sensor signal only at two timing positions.

However, the electric noise detected in this peak-hold method is less than that produced by

the thermal fluctuations of the cantilever oscillation amplitude.

Figure 17.5. Circuit for fast amplitude measurement. The output sinusoidal signal from the split-photodiode ampli-

fier is fed to this circuit. The output of this circuit provides the amplitude of the sinusoidal input signal at half the

periodicity of the oscillation signal. 2ch; two-channel.

A different type of amplitude (plus phase) detector can be simply constructed using

an analog multiplier and a low-pass filter. The sensor signal s(t) ∼ Am(t) sin[ω0t + ϕ(t)] is
multiplied by a reference signal 2 sin(ω0t + φ) that is synchronized with the excitation signal.

This multiplication produces a signal given by

Am(t){cos [ϕ(t) − φ] − cos [2ω0t + ϕ(t) + φ]} (17.13)
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Figure 17.6. Noise levels of two amplitude detection methods (peak-hold method and Fourier method). The upper

trace represents the input signal. (a) Electric noise. A clean sinusoidal signal mixed with white noise was input to the

detectors. The root mean square voltage of white noise was adjusted to be the same magnitude as that of the optical

beam deflection photosensor output. (b) Variations in the detected cantilever oscillation amplitude.

By adjusting the phase of the reference signal and placing a low-pass filter after the mul-

tiplier output, we can obtain a DC signal of ∼Am(t) cos[�ϕ(t)], where �ϕ (t) is a phase shift
produced by the tip–sample interaction. In this method, the delay in the amplitude detection

is determined mostly by the low-pass filter. In addition, electric noise is effectively removed

by the low-pass filter.

A Fourier method for generating the amplitude signal at the periodicity of a single

oscillation cycle has been proposed (Kokavecz et al., 2006). In this method, the Fourier sine

and cosine coefficients A and B are calculated for the fundamental frequency from the deflec-

tion signal to produce
√

A2 + B2 . The electric noise level in the Fourier method is similar

to that in the peak-hold method (Figure 17.6a). However, regarding the accuracy of amplitude

detection, the performance of the Fourier method is better because the cantilever’s thermal

deflection fluctuations can be averaged in this method (Figure 17.6b).
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Force Detectors

A physical quantity that affects the cantilever oscillation is not the force itself but the

impulse (∼peak force × time over which the tip interacts with the sample). In the tapping

mode, the interaction time is short (∼one-tenth the oscillation period). Consequently, the peak

force is relatively large and therefore must be a more sensitive indicator of the interaction than

the amplitude change. The impulsive force F(t) consists of harmonic components and there-

fore cannot be detected directly because the cantilever’s flexural oscillation gain is lower at

higher harmonic frequencies. F(t) can be calculated from the cantilever’s oscillation wave z(t)
by substituting z(t) into the equation of cantilever motion and then subtracting the excitation

signal (i.e., inverse determination problem) (Stark et al., 2002; Chang et al., 2004; Legleiter

et al., 2006). To ensure that this method is effective, the cantilever oscillation signal with a

wide bandwidth (at least up to ∼5fc) must be detected, and fast analog or digital calculation

systems are necessary for converting z(t) to F(t). In addition, a fast peak-hold system is neces-

sary to capture the peak force. We are now attempting to build a peak-force detection circuit

with a real-time calculation capability.

Recently, a method of directly detecting the impulsive force was presented (Sahin, 2007;

Sahin et al., 2007). The torsional vibrations of a cantilever have a higher fundamental resonant

frequency (ft) than that of flexural oscillations (fc). Therefore, the gain of torsional vibrations
excited by impulsive tip–sample interaction is maintained at ∼1 over frequencies higher than

fc. Here, we assume that flexural oscillations are excited at a frequency of ∼fc. To excite

torsional vibrations effectively, “torsional harmonic cantilevers” with an off-axis tip have

been introduced (Sahin, 2007; Sahin et al., 2007). Oscilloscope traces of torsional vibration

signals indicated a time-resolved tip–sample force. We recently observed similar force signals

using our small cantilevers with an EBD tip at an off-axis position near the free beam end.

After we filtered out the fc component from the sensor output, periodic force signals appeared

clearly (Figure 17.7). To use the sensitive force signals for high-speed imaging, we again need

a means of capturing the peak force or a real-time calculation system to obtain it.

Figure 17.7. Force signal directly obtained from the torsional signal of a small cantilever with an off-axis tip. The

cantilever was excited at its first flexural resonant frequency (∼1 MHz) in water. The off-axis tip was intermittently

contacted with a mica surface in water. The upper trace shows the torsional vibrations of the cantilever. The lower

trace shows the force signal obtained by filtering the torsional signal using a low-pass filter to remove the carrier

wave (1 MHz). The torsional signal appears even under free oscillation owing to cross-talk between flexural and

torsional vibrations.
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17.4.3. High-Speed Scanner

The high-speed driving of mechanical devices having macroscopic dimensions tends

to produce unwanted vibrations. Therefore, among the devices used in high-speed AFM,

the scanner is the most difficult to optimize for high-speed scanning. Several techniques are

required to realize high-speed scanners: (1) a technique to suppress the structural vibrations,

(2) a technique to increase the resonant frequencies, (3) an active damping technique to reduce

the resonant vibrations of the piezoelectric actuators, and (4) a technique to attain small cross-

talk between the three axes.

Counterbalance

The quick displacements of a piezoelectric actuator exert impulsive forces onto the sup-

porting base, which cause vibrations of the base and the surrounding framework and, in turn,

of the actuator itself. To alleviate the vibrations, a counterbalance method was introduced

for the z-scanner (Ando et al., 2001); impulsive forces are countered by the simultaneous

displacements of two z-piezoelectric actuators of the same length in the counter direction

(Figure 17.8a). In this arrangement, which we are currently using, the counterbalance works

effectively below the first resonant frequency of the piezoelectric actuators. Because the res-

onant frequencies originating in the scanner structure are generally lower than those of piezo-

electric actuators, structural vibrations are almost completely suppressed. In the arrangement

depicted in Figure 17.8a, we can use the maximum displacement of the piezoelectric actuator.

However, the resonant frequency becomes approximately half the resonant frequency of the

piezoelectric actuator under free oscillation.

Figure 17.8. Various configurations of holding piezoelectric actuator for suppressing unwanted vibrations. The

piezoelectric actuators are shown in light gray, and the holders are shown in black. (a) Two actuators are attached to

the base. (b) An actuator is glued to the solid base at the rims parallel to the displacement direction, top (i) and side

(ii) views. (c) The two ends of an actuator are held with flexures in the displacement direction.

Figure 17.8b shows a different counterbalance method that we recently developed

(Fukuma et al., 2008). A piezoelectric actuator is glued to (or pushed into) a circular hole

of a solid base so that the four side rims parallel to the displacement direction are held. Even

when held in this way, the actuator can be displaced almost up to the maximum length attained

under the load-free condition. In this method, the available maximum displacement becomes

approximately half the maximum displacement of the piezoelectric actuator. However, the

resonant frequency is almost unchanged from that under free oscillation. This method can

also be used for the x- and y-scanners.
Figure 17.8c shows a counterbalance method that we are using for the x-scanner

(although we will change it to the rim-holding method described earlier). A piezoelectric

actuator is sandwiched between two flexures in the displacement directions. To ensure that
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this method is effective, the flexure resonant frequency must be increased, and hence a large

spring constant of the flexures must be used, which results in the reduction of the maximum

displacement of the scanner.

Mechanical Scanner Design

The structural resonant frequency can be enhanced by adopting a compact structure

and a material that has a large Young’s modulus–to-density ratio. However, a compact struc-

ture tends to produce interference (cross-talk) among the three scan axes. To achieve small

cross-talk, we can use flexures (blade springs) that are sufficiently flexible to be displaced

but sufficiently rigid in the directions perpendicular to the displacement axis (Kindt et al.,

2004; Ando et al., 2005). The scanner mechanism, except for the piezoelectric actuators,

must be produced by monolithic processing to minimize the number of resonant elements. We

have used an asymmetric structure in the x and y directions; the slowest y-scanner displaces
the x-scanner, and the x-scanner displaces the z-scanner, as in our currently used scanner

(Figure 17.9). With this scanner, the maximum displacements (at 100 V) of the x- and

y-scanners are 1 and 3 μm, respectively. Two z-piezoelectric actuators (maximum displace-

ment, 2μm at 100 V; self-resonant frequency, 360 kHz) are used in the configuration shown in

Figure 17.8a. The gaps in the scanner are filled with an elastomer to passively damp the vibra-

tions. This passive damping is effective in suppressing low-frequency vibrations. To minimize

the hydrodynamic pressure generated by the quick displacement of the z-scanner (Ando et al.,
2002), we have been using glass sample stages with a circular-trapezoid (or pillar) shape and

a small top surface of 1–2 mm diameter.

Figure 17.9. Sketch of the high-speed scanner currently used for imaging studies. A sample stage is attached at the

top of the upper z-piezoelectric actuator (the lower z-piezoelectric actuator used for counterbalancing is hidden). The
dimensions (W × L × H) of the z-actuators are 3 × 3 ×2 mm3. The gaps are filled with an elastomer for passive

damping.

17.4.4. Active Damping

As mentioned later, the most advanced high-speed scanner has the lowest resonant fre-

quency of ∼500 kHz and the maximum displacement of ∼1 μm in the z direction. Therefore,
we do not need to expand much effort to actively damp the z-scanner vibrations because its
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feedback scan (∼150 kHz for video-rate imaging) would not excite the z-scanner resonance
of such a high frequency. Here, we describe simple active damping techniques among those

developed previously. Because notch filtering, which can be effectively used for eliminating

a single clean resonance, is simple, it is not described here.

Feedback Q Control

In the feedback damping method (Figure 17.10a), the feedback operator H(s) converts
the resonant system G(s) to a target system R(s) expressed as

R (s) = G (s)
1 − G (s) H (s)

(17.14)

Figure 17.10. Active damping methods for suppressing the unwanted vibrations of the scanner. (a) Feedback control
method. (b) Feedforward control method. (c) Feedback Q-control system with a mock scanner. G(s) represents the
transfer function of the scanner to be controlled, and M(s) represents the transfer function of the mock scanner. M(s)
is similar to the transfer function G(s). H(s) represents the transfer function of the controller for active damping.

In the first step, let us consider the simplest case, where G(s) consists of a single resonant

element with resonant frequency ω1 and quality factor Q1. The target system is expressed as

a single resonator with resonant frequency ω0 and quality factor Q0. For these systems, H(s)
is expressed as

H (s) = 1

G (s)
− 1

R (s)
=

(
s2

ω2
1

+ s
Q1ω1

+ 1

)
−

(
s2

ω2
0

+ s
Q0ω0

+ 1

)
(17.15)

To eliminate the second-order term from H(s), ω0 should equal ω1, which results in

H (s) = −
(

1

Q0
− 1

Q1

)
s

ω1
(17.16)

This H(s) is identical to a derivative operator with a gain of −1 at the frequency

ω̂ = Q0Q1ω1/(Q1 – Q0). By adjusting the gain parameter of the derivative operator, we can

arbitrarily change the target quality factor Q0. This method is known as “Q-control” and is

often used for controlling the quality factor of cantilevers (Anczykowski et al., 1998; Gao

et al., 2001; Tamayo et al., 2001). Here, note that when the Q-controller is applied to the

z-scanner, we must measure the displacement or velocity of the z-scanner. However, this is
difficult. This problem is solved by using a mock scanner M(s) (a second-order low-pass fil-
ter) characterized by the same transfer function as the z-scanner (Figure 17.10c) (Kodera et al.,
2005). The practical use of this technique is described in the next section.

Real scanners often exhibit multiple resonant peaks, and therefore the simple Q control

just described does not work well. When elemental resonators are connected in series, we

must use mock scanners M1(s), M2(s),. . ., each of which is characterized by a transfer function
representing each elemental resonator. Each mock scanner is controlled by a corresponding
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Q-controller. For example, when the scanner consists of two resonators connected in series,

the composite transfer function T(s) of the total system is expressed as

T (s) = 1

1 − M1(s)H1(s)
× 1

1 − M2(s)H2(s)
× G1(s)G2(s) (17.17)

Because M1(s) and M2(s) are the same as (or similar to) G1(s) and G2(s), respectively,
Eq. (17.17) represents a target system consisting of damped resonators connected in series.

When the scanner consists of elemental resonators connected in parallel, active damp-

ing becomes more difficult. Although it does not work perfectly, we can use a mock scanner

with two resonators connected in parallel. This gives a better result compared with the case

in which the mock scanner with a single resonator is used. More sophisticated methods are

described elsewhere (Ando et al., 2008b).

Feedforward Active Damping

The feedforward control type of active damping (Figure 17.10b) is based on inverse

compensation [i.e., H(s) ∼ 1/G(s)]. Generally, inverse compensation–based damping has an

advantage, in that we can extend the scanner bandwidth. This damping method is much easier

to apply for the x-scanner than for the z-scanner because for the former, the scan waves are

known beforehand and are periodic (hence, the frequencies used are discrete, integral multi-

ples of the fundamental frequency) (Schitter et al., 2004; Hung et al., 2006). Here, we only

describe the damping of the x-scanner vibrations. The waveforms of the x-scan (as a func-

tion of time) are isosceles triangles characterized by amplitude X0 and fundamental angular

frequency ω0. Their Fourier transform is given by

F (ω) = 2πX0

[
1

2
δ (ω) − 2

π2

+∞∑
k=−∞

1

k2
δ (ω − kω0)

]
(k:odd) (17.18)

To move the x-scanner in the isosceles triangle waveforms, the signal X(t), which drives the

x-scanner characterized by the transfer function G(s), is given by the inverse Fourier transform
of F(ω)/G(iω), and is expressed as

X (t) = X0

2
− 4X0

π2

+∞∑
k=1

1

k2
1

G (ikω0)
cos (kω0t) (k:odd) (17.19)

In practice, the sum of the first ∼10 terms in the series of Eq. (17.19) is sufficient. We can cal-

culate Eq. (17.19) in advance to obtain numerical values of X(t) and output them in succession

from a computer through a D/A converter.

Practice of Active Damping of the Scanner

In this section, we describe the active damping applied to the scanners that we are

currently using (one type is shown in Figure 17.9) and to another scanner under development.

Here, we first show the effect of feedforward active damping applied to the x-scanner having a
large resonance at ∼60 kHz. When the line scan was performed at 3.3 kHz without damping,

its displacement exhibited vibrations (Figure 17.11a). When it was driven by a waveform
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Figure 17.11. Effect of feedforward active-damping control on the x-scanner vibrations. (a) The x-scanner dis-
placement driven by triangular waves without damping. (b) The x-scanner displacement driven by triangular waves

compensated by feedforward control.

calculated using Eq. (17.19) with the maximum term k = 17 in the series, the x-scanner moved

approximately in the isosceles triangle waveform (Figure 17.11b).

In the z-scanner that we are currently using for imaging studies, the z-piezoelectric
actuators have a resonant frequency of 410 kHz under free oscillation. The counterbalance

method employed is depicted in Figure 17.8a. With this method of counterbalancing, no struc-

tural resonances appear at frequencies lower than the first resonant frequency (171 kHz) of

the two identical z-piezoelectric actuators (gray lines in Figure 17.12). The resonant frequency
of 171 kHz is derived from the fact that one end of each piezoelectric actuator is attached to

the base (410/2 = 205 kHz) and the other end is attached to a sample stage (or a dummy

stage). Higher resonant frequencies also appear at around 350 kHz. Judging from the phase

spectrum (gray line in Figure 17.12b), the two main resonant elements are connected in par-

allel. For the active damping of these resonant vibrations, we employ the simple Q-control

method (Figure 17.10c) described in the subsection Feedback Q Control. In addition, to com-

pensate for the phase delay produced by active damping, a (1+ derivative) circuit is inserted

between the Q-controller and the piezodriver. Although this method does not work perfectly,

we use a mock z-scanner with two resonator circuits connected in parallel. With this method

of Q control, the first resonance completely disappears (the black line in Figure 17.12a), and

the phase delay is not significantly deteriorated (the black line in Figure 17.12b). Because

the quality factor is reduced significantly, the z-scanner response time is markedly improved,

from 17.1 μs to 0.93 μs (Figure 17.13). The slight ringing observed at the rising and falling

edges are due to the remaining resonances at around 350 kHz. These resonances could be

removed using a notch filter or a low-pass filter, but we do not remove them because such

filtering increases the phase delay. In practice, these remaining resonances negligibly disturb

the imaging of protein molecules, even at an imaging rate of 30 ms/frame over a scan range

of 240 nm with 100 scan lines.

We recently attempted to develop other types of scanners in which a z-piezoelectric
actuator is held at the four side rims parallel to the displacement direction (Fukuma et al.,

2008) (method depicted in Figure 17.8b). The gain and phase spectra of the mechanical

response of the z-scanner are shown by the black lines in Figures 17.14a, b. The z-scanner
exhibited large resonant peaks at 440 and 550 kHz. The resonant frequency of 440 kHz is

very similar to that of the free oscillation of the piezoelectric actuator. Judging from the
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Figure 17.12. Frequency spectra of mechanical response of the z-scanner. (a) Gain spectra. (b) Phase spectra. Gray
lines represent the response without feedback Q control, and black lines represent the response with feedback Q
control.

phase spectrum, the two resonators are connected in series. We used two active Q-control

circuits connected in series [see Eq. (17.17)]. The resulting gain and phase spectra are shown

by the gray lines in Figures 14a, b, respectively. The peak at 440 kHz is almost completely

removed, and the frequency that gives a 90◦ phase delay reaches 250 kHz.

17.4.5. Dynamic PID Control

Dynamic PID Controller

Various efforts have been made to increase the AFM scan speed. However, little atten-

tion has been directed toward reducing the tip–sample interaction force. This reduction is

quite important for biological AFM imaging. The most ideal scheme is the use of noncon-

tact AFM (nc-AFM), but, to date, high-speed nc-AFM has not been exploited. It is unknown

whether the high-speed and noncontact conditions can be reconciled with each other. We pre-

viously discussed this matter (Ando et al., 2008a, b). There are several methods of reducing

the force in tapping-mode AFM: (1) use of softer cantilevers, (2) enhancement of the qual-

ity factor of small cantilevers, and (3) use of a shallower amplitude set-point (i.e., r is close
to 1). However, none of these methods appears to be compatible with high-speed scanning.

The most advanced small cantilevers developed seem to have reached their limit of balanc-

ing high resonant frequency with a small spring constant, and, hence, softer cantilevers can
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Figure 17.13. Cantilever deflection responses to rectangular variation of the set-point of the proportional integral

derivative controller. (a) Trace 2 is obtained without active damping of the z-scanner vibrations. (b) Trace 2 is

obtained with active damping. Traces 1 represent the rectangular set-point variation.

be obtained only by sacrificing the resonant frequency. Although the tapping force decreases

with increasing Q in the cantilever, so does its response speed.

The last possibility—a shallower amplitude set-point—promotes “parachuting” during

which the error signal is saturated at 2A0(1 – r), and therefore the parachuting time is pro-

longed with increasing r, resulting in a decrease in the feedback bandwidth. This difficult

issue was resolved by the invention of a new PID controller, the “dynamic PID controller,”

whose gains are automatically changed depending on the cantilever’s oscillation amplitude

(Kodera et al., 2006). Briefly, a threshold level Aupper is set at or slightly above the set-point

amplitude As = 2A0r. When the cantilever peak-to-peak oscillation amplitude Ap-p exceeds

this threshold level, the feedback gain is increased, which either shortens the parachuting time

or avoids parachuting entirely. As mentioned in the next section, the dynamic PID controller

can avoid parachuting even when r is increased to ∼0.9. Note that to ensure that this dynamic

PID controller is effective even when the set-point r is very close to 1, the amplitude signal

should not contain noise greater than ∼2A0(1 – r)/3.
Similar manipulation of the error signal can also be performed when Ap-p is smaller

than As. In this case, a new threshold level Alower is set with a value sufficiently lower than As.

When Ap-p becomes lower than Alower, the feedback gain is increased. This can prevent the

cantilever tip from pushing into the sample too strongly, particularly at steep uphill regions of

the sample.
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Figure 17.14. Frequency spectra of the mechanical response of the z-scanner. (a), (b). The gain and phase spectra,

respectively, of a z-scanner whose piezoelectric actuator is held at the four rims parallel to the displacement direction

(see Figure 17.8b). Black lines represent the responses without feedforward active damping, and gray lines represent

the responses with feedback Q control.

Performance of Dynamic PID Control

Dynamic PID control significantly enhances the feedback bandwidth, particularly when

the set-point r is close to 1 (dotted curves in Figure 17.15). The feedback bandwidth becomes

independent of r, provided r is less than ∼0.9, indicating that parachuting does not occur. The

superiority of the dynamic PID control is also clear from captured images of a mock sample

with steep slopes (Figure 17.16a). The images were obtained using a mock AFM. Here, a

mock cantilever with Q = 3 oscillating at its resonant frequency of 1.2 MHz is scanned

over a mock sample surface (rectangular shapes with two different heights) from left to right

at a scan speed of 1 mm/sec (frame rate of 100 ms/frame). Here, the height of the taller

rectangle is 2A0, and As is set at 0.9 × 2A0. When the conventional PID controller was used,
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Figure 17.15. Feedback bandwidth as a function of the set-point r, measured using the mock atomic force micro-

scope (AFM) system. The solid curves show the feedback bandwidths measured using the mock AFM system with

a conventional proportional integral derivative (PID) controller. The dotted curves show the feedback bandwidths

measured using the mock AFM system with the dynamic PID controller. The solid curves and the dotted curves are

aligned from top to bottom according to the ratio 2A0/h0 = 5, 2, 1, and 0.5, respectively.

Figure 17.16. Pseudo–atomic force microscope (AFM) images of a sample with rectangles of two different heights.

(a) Mock AFM sample. (b), (c) The images were obtained using a conventional proportional integral derivative (PID)

controller and the dynamic PID controller, respectively. The simulations with the mock AFM system were performed

under the following conditions: cantilever resonant frequency, 1.2 MHz; quality factor of cantilever oscillation, 3;

resonant frequency of z-scanner, 150 kHz; quality factor of z-scanner, 0.5; line scan speed, 1 mm/sec; line scan

frequency, 1 kHz; frame rate, 100 ms/frame; ratio of 2A0 to total sample height, 1; and r = 0.9

the topographic image became blurred (Figure 17.16b) due to significant parachuting at steep

downhill regions. On the other hand, the use of the dynamic PID controller resulted in a clear

image (Figure 17.16c), indicating that almost no parachuting occurred. Dynamic PID control

improves both the feedback bandwidth and the tapping force simultaneously and is therefore

indispensable in the high-speed AFM imaging of delicate samples.
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17.4.6. Drift Compensator

The drift in the cantilever excitation efficiency poses a problem, particularly when r is
close to 1 (i.e., As is set close to 2A0). For example, as the efficiency is lowered, 2A0 decreases

and, concomitantly, Ap-p decreases. The feedback system interprets this decrease in Ap-p as an

overly strong interaction of the tip with the sample and therefore withdraws the sample stage

from the cantilever; this is an incorrect operation. This withdrawal tends to dissociate the

cantilever tip completely from the sample surface. For example, when 2A0 = 5 nm and As =
4.5 nm (r = 0.9), their difference is only 0.5 nm. The satisfactory operation of dynamic PID

control under such a set-point condition requires high stability of the excitation efficiency.

The stabilization of the excitation efficiency was previously attempted (Schiener et al., 2004)

by using the second-harmonic amplitude of the cantilever oscillation to detect drifts. The

second-harmonic amplitude is sensitive to the tip–sample interaction, and therefore the drift

in A0 is reflected in the second-harmonic amplitude averaged over a period longer than the

image-acquisition time. To compensate for drift in the cantilever excitation efficiency, we

also used the second-harmonic amplitude of cantilever oscillation, but instead of controlling

As, we controlled the output gain of a wave generator (WF-1946A, NF Corp., Osaka, Japan)

connected to the excitation piezoelectric actuator (Kodera et al., 2006). We only used an I-

controller whose time constant was adjusted to 1–2 sec (about ten times longer than the image

acquisition time). By this drift compensation method, we achieved very stable imaging, even

with a small difference (2A0 – As) of 0.4 nm.

17.4.7. High-Speed Phase Detector

The material property map is obtained by measuring the phase difference between the

excitation signal and the cantilever oscillation (Tamayo and Garcia, 1996; Bar et al., 1997;

Cleveland et al., 1998). The phase difference is related to several material properties, such

as viscoelasticity, elasticity, adhesion, hydrophobicity/hydrophilicity (Tamayo and Garcia,

1996), and surface charge (Czajkowsky et al., 1998). The energy dissipation of an oscillating

cantilever due to inelastic tip–sample interactions is considered to be the main mechanism in

the generation of phase contrast (Cleveland et al., 1998). Combining the information on these

properties with a topographic video image with unprecedented temporal resolution would

provide a deeper insight into biomolecular functional mechanisms and dynamic processes.

For high-speed phase-contrast imaging, we need a fast phase detector. As mentioned

in Section 17.4.1, the cantilever resonant frequency shifts by approximately −0.5kfc/kc by

energy-conservative tip–sample interaction. The frequency shift results in a phase shift as

the excitation frequency is fixed. For a given frequency shift, the phase shift increases with

Q. With conventional cantilevers, the frequency shift is generally around 50 Hz. Therefore,

phase-contrast imaging had been possible only with a large Q (hence only at a low imag-

ing rate). Because the ratio fc/kc with the most advanced small cantilevers is ∼1,000 times

larger than that with conventional cantilevers, we can expect a large shift of ∼50 kHz. There-

fore, even with a small Q, a relatively large phase shift occurs. Even in the energy-dissipative

tip–sample interaction, we can expect a large phase shift with small cantilevers because of a

relatively small damping effect of the surrounding medium. Thus, we do not need to detect

the phase shift using a very sensitive yet slow phase detector such as a lock-in amplifier. To

explore the possibility of high-speed phase-contrast imaging, a fast phase detector was devel-

oped (Uchihashi et al., 2006) on the basis of a previous design (Stark and Guckenberger,

1999). Figure 17.17 shows the operational principle of the fast phase detection. A two-channel
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Figure 17.17. Schematic diagram of the fast phase-detection system for the atomic force microscope. S/H, sample-

and-hold.

waveform generator produces sinusoidal and sawtooth waves with a given phase difference.

The sinusoidal wave is used to oscillate the cantilever. The cantilever oscillation signal is fed

to a phase detector composed of a high-pass filter, a variable phase shifter, a zero-crossing

comparator, a pulse generator, and a sample-and-hold (S/H) circuit. A pulse signal is gener-

ated at either the rising or falling edge of the output signal of the zero-crossing comparator.

The pulse signal acts as a trigger for the S/H circuit. When the trigger is generated, the ampli-

tude voltage of the sawtooth signal is captured and retained by the S/H circuit. Thus, the

sawtooth signal acts as a phase-voltage converter. The variable phase shifter enables us to

vary the timing of the trigger signal generated within the cantilever oscillation cycle. This

function is essential for obtaining the optimum phase contrast because the phase contrast

markedly depends on the trigger timing, as will be described in Section 17.5.5.

The bandwidth of the fast phase detector reached 1.3 MHz. However, its sensitivity was

not as high as that of a lock-in amplifier. The main noise source of the fast phase detector is

jitter originating from voltage noise contained in the PSPD output. The RMS value of jitter

�tRMS for a sinusoidal wave containing broadband white noise VRMS is given by

�tRMS = VRMS

2πAfosc
(17.20)

Here, A and fosc are the amplitude and frequency of the sinusoidal wave, respectively. The

jitter gives rise to timing fluctuations in the trigger pulse for the S/H circuit, and therefore the

phase error �PRMS (in degrees) is given by

�PRMS = VRMS

2πA
× 360◦ = 360◦

2π × SNR
(17.21)
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where SNR is the signal-to-noise ratio of the sensor output (i.e., A/VRMS). In the actual exper-

iment, SNR < 10 due to the thermal fluctuations of the cantilever under a low-Q condition.

Therefore, the intrinsic phase noise is expected to be larger than 5.7◦. However, because the
bandwidth of 1.3 MHz is much higher than the imaging bandwidth (approximately 100 kHz),

the phase noise can be reduced by using a low-pass filter.

17.5. High-Speed Bioimaging

High-speed AFM imaging studies performed thus far are classified into three cate-

gories: early, middle period, and recent studies. In the early stage, imaging studies were

carried out to find devices and techniques to be improved. The most serious obstacle we

encountered in this stage was that the tip–sample interaction was too strong. Fragile sam-

ples such as microtubules and actin filaments were destroyed during imaging. This was due

not only to the insufficient feedback speed, but also to the large tapping force exerted by the

oscillating tip on the sample. A prototype dynamic PID controller (Ando et al., 2003) and

an active damping technique for the z-scanner (Kodera et al., 2005) were developed during

this period. Using the dynamic PID controller, the tapping force was greatly reduced and the

feedback bandwidth was enhanced. For example, the unidirectional movement of individual

kinesin molecules along microtubules was observed without disassembling the microtubules

(Ando et al., 2003).

In the middle period, imaging studies were performed to confirm whether biological

processes that had been known or predicted to occur would indeed be visualized. For exam-

ple, the gliding movement of actin filaments over a surface densely coated with myosin V

was captured on video (Ando et al., 2005; 2006). However, when the myosin V density was

lowered, actin filaments did not appear in the images, suggesting that they were removed by

the scanning and oscillating tip. Another example is the stem movement of dynein C in the

presence of adenosine triphosphate (ATP). The video image revealed that the stem moved

back and forth between two positions while the stalk and head remained stationary (Ando

et al., 2005; 2006). The two positions approximately corresponded to the nucleotide-free and

adenosine diphosphate (ADP)-vanadate bound states (Burgess et al., 2003). In this period,

we developed a method of combining flash photolysis of caged compounds with high-speed

AFM. Attenuated high-frequency laser pulses (∼50 kHz, 355 nm) were applied while the

y-scan was performed toward the starting point after the completion of one frame acquisi-

tion. During this y-scan period, the sample stage was withdrawn from the cantilever tip. This

method allowed us to observe the rotational movement of the myosin V head around the

head–neck junction that occurred immediately after ultraviolet application to the caged ATP-

containing solution (Ando et al., 2006). We also applied this method to observe the height

changes in chaperonin GroEL on binding to ATP and GroES (Ando et al., 2005; 2006).

More recently, full-scale imaging studies have been carried out to explore the potential

of high-speed AFM, some of which have proved that the current state of our high-speed

AFM can be used to reveal functional mechanisms of proteins, although further improvements

are still necessary, particularly on the reduction in the tip–sample interaction force. In the

following sections, we describe some recent imaging studies.

17.5.1. Chaperonin GroEL

Here, we show that a long-lasting controversial question regarding a biomolecular reac-

tion was quickly solved by directly observing the reaction dynamics. Chaperonin GroEL
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consists of 14 identical ATPase subunits that form two heptameric rings stacked back to back

(Braig et al., 1994; Xu et al., 1997). A series of biochemical studies (e.g., Burston et al., 1995;

Yifrach and Horovitz, 1995) showed that there is positive cooperativity regarding the binding

and hydrolysis of ATP in the same ring, whereas there is negative cooperativity between the

two rings. Owing to this negative cooperativity, it has been presumed that GroEL binds to

GroES at one ring while releasing GroES from the other (Lorimer, 1997; Rye et al., 1997;

1999). This alternate on–off switching appears to exclude the concomitant binding of GroES

to both rings of GroEL. However, this issue had remained controversial (e.g., Azem et al.,

1994; Grallert and Buchner, 2001) because some electron micrographs showed a complex

of GroES-GroEL-GroES with a football shape. To place GroEL on a substratum in a side-

on orientation so that both rings are accessible to GroES, we prepared GroEL biotinylated

at the equatorial domains (Taguchi et al., 2001). GroEL was attached to streptavidin two-

dimensional (2D) crystal sheets prepared on planar lipid bilayers containing a biotin lipid.

We were able to capture the GroES alternate association and dissociation at the two GroEL

rings. Surprisingly, before the alternate switching took place, a football structure appeared

with a high probability (unpublished data). Thus, the high-speed AFM observation clearly

solved the controversial issue.

17.5.2. Lattice Defect Diffusion in Two-Dimensional Protein Crystals

For protein crystal formation, the protein–protein association energy must be in an

appropriate range. However, the association energy at each contact point had not been

assessed experimentally. Here, we show that high-speed AFM imaging can enable its esti-

mation. During protein crystal growth, vacancy point defects are sometimes formed. When

their size is small, particularly in the case of monovacancy point defects, they cannot be eas-

ily filled with protein molecules floating in the bulk solution. Consequently, they must remain

in the crystal. However, in reality, they are mostly removed. Here, we show that high-speed

AFM imaging can reveal the defect-removal mechanism.

As mentioned in the previous section, to observe GroEL-GroES associa-

tion/dissociation dynamics, we prepared streptavidin 2D crystals on supported planar lipid

bilayers (Darst et al., 1991). When we observed the crystal surfaces with orthorhombic C222
symmetry, we noticed that lattice defects sometimes formed at a few places and moved in the

crystal (Figure 17.18). This movement is caused by exchanges between the defect (empty) site

and one of the surrounding filled sites, because no free streptavidin exists in the bulk solution.

To study the vacancy defect mobility and its participation in the crystal growth, monovacancy

defects in the streptavidin 2D crystals were systematically produced by increasing the tapping

Figure 17.18. Movement of point defects in two-dimensional streptavidin crystal formed on a supported lipid planar

bilayer containing biotinylated lipid. The point defects indicated by arrowheads are maintained as point defects during

the observation. Scan range, 150 nm; imaging rate, 0.5 sec/frame.
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force onto the sample from the oscillating tip. Unexpectedly, the movement of the created

monovacancy defects had a preference for one direction over the other (Yamamoto et al.,

2008). The movement projected onto each lattice axis showed a time–displacement relation-

ship characteristic of Brownian motion, but the diffusion coefficients differed, depending on

the axes.

Streptavidin is a homotetramer with subunits organized in dihedral D2 symmetry.

Therefore, in the 2D crystals, biotin only binds to the two subunits facing the planar lipid

bilayers (Figure 17.19a). There are two types of subunit–subunit interactions between adjacent

streptavidin molecules: interactions between biotin-bound subunits and interactions between

biotin-unbound subunits (Figure 17.19b). One crystallographic axis (a axis) is comprised

of contiguous biotin-bound subunit pairs, whereas the other axis (b axis) is comprised of

contiguous biotin-unbound subunit pairs. A previous study on the formation of streptavidin

2D crystal on supported planar lipid bilayers suggested that the interaction between biotin-

unbound subunits is stronger than that between biotin-bound subunits (Ku et al., 1993),

whereas another study suggested the reverse relationship (Wang et al., 1999). For a strep-

tavidin molecule to move to the adjacent monovacancy defect site along the a axis, two

biotin-free subunit–subunit contacts and one biotin-bound subunit–subunit contact must be

broken. On the other hand, to move along the b axis, two biotin-bound subunit–subunit con-

tacts and one biotin-free subunit–subunit contact must be broken. Therefore, the preferential

diffusion of the monovacancy defects along the b axis indicates that the association between

biotin-bound subunits is weaker than that between biotin-free subunits. In addition, from

the diffusion constant ratio (Db/Da ∼ 2.4), the difference in the association free energy of

the two types of subunit–subunit contacts (Gu-u and Gb-b for the biotin-unbound and biotin-

bound pairs, respectively) are quantified to be Gu-u – Gb-b ∼ –0.88kBT (T ∼ 300 K), which

corresponds to –0.52 kcal/mol (Yamamoto et al., 2008). The aspect ratio of the streptavidin

C222 crystal is known to be ∼2 at neutral pH (Yatcilla et al., 1998). Supposing that the aspect

ratio of a crystal is proportional to the ratio of the free energies of attractive interactions that

occur along the crystal axes [Wolff’s rule (Wulff, 1901)], we find that Gu-u/Gb-b is approxi-

mately 2. This relationship and Gu-u – Gb-b ∼ –0.88kBT result in Gb-b ∼ –0.88kBT and Gu-u ∼
–1.76kBT.

Figure 17.19. (a) Schematic of a streptavidin molecule on biotinylated lipid bilayer. Two biotin-binding sites occu-

pied by biotin are indicated by the closed circles. The open circles indicate biotin-binding sites facing the aqueous

solution and are biotin-free. (b) Schematic of streptavidin arrays in C222 crystal. Unit lattice vectors are indicated.

The a axis includes rows of contiguous biotin-bound subunits, whereas the b axis includes rows of contiguous biotin-

unbound subunits.
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The fusion of two point defects into a larger point defect was often observed. On the

other hand, the fission of a multivacancy point defect into smaller point defects was rarely

observed (Yamamoto et al., 2008). We believe that fission often occurs but cannot easily be

observed because the two point defects formed immediately after fission are quickly fused

again. During the formation of streptavidin 2D crystals in the presence of free streptavidin in

the bulk solution, small point defects such as mono- and divacancy defects do not have easy

access to the free streptavidin molecules and hence have a tendency to remain in the crystals

(Figure 17.20a). However, the fusion of small point defects into a larger point defect facili-

tates its access to the free streptavidin molecules and thereby promotes the removal of small

point defects from the crystals (Figure 17.20b). Of interest, the defect mobility increases with

increasing defect size (Yamamoto et al., 2008). The higher mobility of larger point defects

increases their probability to encounter other point defects to form yet larger point defects

with further higher mobility. During the crystal growth in the presence of free streptavidin in

the bulk solution, this acceleration effect also promotes the removal of point defects from the

crystalline regions.

Figure 17.20. Filling vacancy defects in streptavidin two-dimensional crystal with free streptavidin molecules in

the bulk solution. Small point defects (a) such as mono- and divacancy defects are not easily accessible the free

streptavidin molecules, whereas larger point defects (b) are easily accessible to them and hence are removed from

the crystal.

17.5.3. Myosin V

Here, we show that lively dynamic behavior of a motor protein can be captured by high-

speed AFM. Myosin V is a double-headed, actin-based molecular motor that functions as an

organelle transporter in various cells and moves processively along actin tracks (Sakamoto

et al., 2000). After attaching to an actin filament, it can move on the actin filament over a

long distance without dissociation. By single-molecule fluorescence microscopy studies, it

has been established that the movement proceeds in 36-nm steps and in a hand-over-hand

fashion (Yildiz et al., 2003; Forkey et al., 2003; Warshaw et al., 2005; Syed et al., 2006); the

two heads alternate between the leading and trailing positions.

In physiological-ionic-strength solutions, myosin V tended to attach to the mica surface.

In higher-ionic-strength solutions, it mostly remained free from the surface, but the affinity

of myosin V for actin was lowered. To circumvent this problem, we reduced the cantilever

free oscillation amplitude from the usual ∼5 nm to ∼1 nm, thereby reducing the tip–sample
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interaction force but sacrificing the feedback bandwidth. With such small amplitude and in a

high-ionic-strength solution containing a low concentration of ATP, the processive movement

of myosin V was captured on video at 0.1 sec/frame. The two heads of a myosin V molecule

alternated between leading and trailing positions with a walking stride of ∼72 nm, that is,

in a hand-over-hand manner (unpublished data). High-speed AFM revealed the movement in

greater detail than fluorescence microscopy. The lead lever arm bent immediately before the

rear head detached from the actin filament. This bent form was similar to that shown previ-

ously by electron microscopy (Burgess et al., 2002). The detached rear head rotated around

the junction between the two lever arms and then attached to a frontward actin. Immediately

after the attachment, the new lead head hopped and sometimes moved forward or backward

by 5–10 nm along the actin filament. In the absence of nucleotide or in the presence of ADP,

only one head of a myosin V molecule attached to an actin filament. From the orientation of

the bound head, it was clear that the bound head was in the trailing position. On the other

hand, in the presence of a medium concentration of adenylyl-imidodiphosphate (AMP-PNP),

both heads were associated with an actin filament for a long time. This indicates that on

binding to AMP-PNP, the lead head conformation adapts itself so that it is able to bind to

actin by rotating around the head–neck junction. Therefore, when myosin V is bound to an

actin filament at both heads in an ATP-containing solution, the trailing head must contain

ADP (or no nucleotide at a low ATP concentration) and the lead head must contain ATP

or ADP–inorganic phosphate. After the phosphate is released, the lead head rotates back to

the previous orientation, which is unfavorable for actin binding. However, the lead head can-

not dissociate from the actin because, in the ADP-bound state, the head has a high affinity

for actin. This energetically unfavorable conformation causes the lead neck to bend forward,

thereby pulling the trailing head, so that it detaches from the actin and is then conveyed for-

ward. By these mechanical processes along the chemical reaction pathway, the two heads

alternate their positions to walk along an actin filament.

17.5.4. Intrinsically Disordered Regions of Proteins

Here, we show that high-speed AFM imaging also is useful for identifying structurally

flexible regions of proteins.

Biomolecular binding specificity had been described for a quite while by the famous

“lock and key” mechanism, which postulated that a protein must be folded to give a high

degree of geometrical precision in molecular binding. This concept has recently being over-

turned by a surprising yet credible finding that many proteins in the cell appear to be unfolded

most of the time. Unstructured segments mostly comprise flexible linkers that play impor-

tant roles in the assembly of macromolecular complexes and in the recognition of smaller

biomolecules. The functional importance of intrinsically disordered (ID) regions has recently

been recognized, particularly in transcription, translation, and cellular signal transduction

(Demarest et al., 2002; Minezaki et al., 2006). However, there are no useful techniques for

analyzing unstructured segments of this sort at the single-molecule level. Indeed, X-ray crys-

tallography and electron microscopy do not allow the direct observation of the ID regions.

Conventional slow AFM also cannot reveal such a thin and flexible entity. Under ambient

conditions, thin and flexible unstructured polypeptides tend to form lumps or become flat-

tened due to their strong attachment to a surface. Such flattened polypeptides are difficult to

visualize by AFM. In addition, they are not easily adsorbed onto substrate surfaces in solu-

tion, even with the assistance of adhesive chemicals. Recently, we observed the facilitates

chromatin transcription (FACT) protein in solution by high-speed AFM (Miyagi et al., 2008).
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FACT is a heterodimer and displaces histone H2A/H2B dimers from nucleosomes, thereby

facilitating RNA polymerase II transcription (Belotserkovskaya et al., 2003; Reinberg and

Sims, 2006) and chromatin remodeling (Shimojima et al, 2003). The image of oligomerized

FACT clearly revealed undulating tail-like structures protruding from the main body of FACT

(Figure 17.21). The image of a FACT monomer indicated that FACT contains two tail-like

structures of different lengths. This finding coincided with the ID regions predicted from the

amino acid sequences. In fact, the AFM images of deletion mutants lacking either of the two

predicted ID regions showed either the shorter or the longer tail-like structure. The macro-

scopic contour lengths of the shorter and longer ID regions showed wide distributions and

were, on average, 17.8 and 26.2 nm, respectively. We analyzed mechanical properties (stiff-

ness) of the observed tail-like structures by estimating the macroscopic persistence length

and Young’s modulus. The persistence length was approximately 11 nm for both tail-like

structures. Young’s modulus was approximately 9–58 MPa. This Young’s modulus is two to

Figure 17.21. Successive atomic force microscope images of oligomerized facilitates chromatin transcription

(FACT) protein captured at an imaging rate of 6 frames/sec. The scan range was 150 nm ×150 nm. A lumpy shape

and four tail-like structures can be seen (see the schematic inset in panel (a). The position of the tail-like structures

fluctuated markedly over time. The images were processed using brightness-equalizing software.
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three orders of magnitude smaller that those reported for globular proteins but similar to that

reported for carbonate anhydrase II incubated in the presence of 2–6 M guanidine HCl (Afrin

et al., 2005), suggesting that the structures of the ID regions are similar to those of denatured

proteins.

17.5.5. High-Speed Phase-Contrast Imaging

Compositional Mapping on Blended Polymers

To demonstrate that high-speed phase-contrast imaging is possible using small can-

tilevers and the fast phase detector described in Section 17.4.7, we first imaged poly(styrene-

butadiene-styrene) (SBS) block copolymers as a test sample because SBS films are often used

for phase imaging by tapping-mode AFM. Figure 17.22 shows typical (a) topographic and (b)

phase images obtained simultaneously at a rate of 84 ms/frame in distilled water. Here, the

phase detection timing was set at a regime in which the tip approached the surface. Clear

phase-contrast images were obtained even at such a high imaging rate. In the phase-contrast

images shown in Figures 17.22b, d, darker regions correspond to an advanced phase with

an average shift of approximately +6◦ relative to the phase at brighter regions. Because the

image contrast in the error signal is faint, the phase contrast predominantly reflects the com-

positional heterogeneity of the SBS film. To identify the compositions of different regions

in the topographic image, the peak-to-peak set-point amplitude was reduced from 11 nm to

7 nm during imaging. Figures 17.22c, d show topographic and phase-contrast images obtained

with the reduced set-point amplitude, respectively. The higher topographic region shown in

Figure 17.22a was dented by the increased loading force, as shown in Figure 17.22c. The

Figure 17.22. (a, c) Topographic and (b, d) phase-contrast images of a poly(styrene-butadiene-styrene) film cap-

tured at 84 ms/frame in pure water. The scan area is 200 × 200 nm2 with 100 × 100 pixels. (a), (b). The amplitude

set-point r is 0.85, and the peak-to-peak free amplitude is 13 nm. (c), (d). The amplitude set-point is reduced to

0.54. Solid and broken lines correspond to the cross-sectional profiles (e), (f) obtained before and after reducing the

amplitude set-point, respectively. Broken lines in panels a–d indicate the positions at which the cross sections were

obtained.
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cross-section height profiles shown in Figure 17.22e reveal that it was dented by more than

5 nm. Thus, the compositions of the higher and lower regions in Figure 17.22a are identified

to be the less stiff polybutadiene (PB) and the stiff polystyrene (PS) domains, respectively.

The darker (advanced phase) area in the phase-contrast image shown in Figure 17.22d is wider

than that in Figure 17.22b. This is because the contact area between the tip and the surface

was increased by the increased loading force. However, the magnitude of the phase shift is

independent of the loading force, as can be seen in the cross-sectional phase profiles shown

in Figure 17.22f. Therefore, the observed phase contrast is caused by only compositional het-

erogeneities and is independent of the surface topography.

We found that phase contrast largely depends on the phase-detection timing within

a cantilever oscillation cycle (Uchihashi et al., 2006). A large relative phase advance was

observed in the PB region when the cantilever tip approached the surface. On the other hand,

only a faint phase contrast was observed when the cantilever tip was withdrawing from the

surface. After analyzing this detection-timing dependence, we reached the following conclu-

sion. A phase advance produced by energy-conservative repulsive interaction decays within

one oscillating cycle due to the low Q factor of the cantilever, whereas a phase delay pro-

duced by the adhesive force does not decay quickly within a single oscillation cycle because

of the energy-dissipative interaction. For more details, see the literature (Uchihashi et al.,

2006; Ando et al., 2008b).

Phase-Contrast Imaging of Myosin Filaments

To demonstrate the performance of the simultaneous topographic and phase-contrast

imaging of biological systems, here we show images obtained using myosin filaments in a

buffer solution. Figures 17.23a, b show typical topographic and phase-contrast images, respec-

tively, obtained at an imaging rate of 4 sec/frame. The scan area was 2 μm × 2 μm, which

was relatively large for high-speed imaging, and therefore the imaging was performed at rel-

atively slow speed. The surfaces of the myosin filaments appear smooth in the topographic

image. On the other hand, the phase-contrast image shows the structures of the filaments in

more detail. Here, the trigger timing was tuned so that the maximum phase contrast was

Figure 17.23. (a), (b) Topographic and phase-contrast images, respectively, of myosin filaments captured at 4

sec/frame in buffer solution. The scan area is 2 × 2 μm2 with 256 × 256 pixels.
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obtained. Note that the phase on the myosin filaments is delayed relative to that on the

mica surface. This is due to a large difference in the mechanical properties between the

biological sample and the mica. The phase contrast on the myosin filaments indicates that

the subtle variations in the mechanical properties such as elasticity and viscoelasticity exist

in the myosin filaments.

Figure 17.24. Successive atomic force microscope images of GroEL taken in (a–d) the amplitude modulation mode

and (e–h) the phase modulation mode. Scan area is 400 × 400 nm2. Imaging rate is 800 ms/frame.

Figure 17.25. High-resolution image of GroEL taken in the phase modulation mode. Scale bar, 10 nm; imaging

rate, 480 ms/frame.
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Phase-Contrast Imaging of GroEL

Chaperonin GroEL was used as a test sample to show that the phase shift is more sen-

sitive to the tip-sample interaction than the amplitude change, as its stacked ring structure

is fragile and is often bisected by strong tip forces. Figures 17.24a–d show successive topo-

graphic images taken in the AM mode at 800 ms/frame. The set-point amplitude was approx-

imately 90% of the peak-to-peak free amplitude of 7.5 nm. In these images, a large fraction of

GroEL molecules are bisected and are sometimes dislodged by the scanning tip. On the other

hand, in the PM mode (phase signal is used for feedback control of the tip–sample distance),

the bisection of GroEL rings rarely occurred, as shown in Figures 17.24e–h. In addition, the

hole centered on the ring structure is more clearly observed in the PM mode than in the AM

mode, and the subunits are resolved in the PM mode (Figure 17.25).

17.6. Substrata for Observing Dynamic Biomolecular Processes

To visualize dynamic biomolecular processes, the substratum surfaces on which a sam-

ple is placed should meet various requirements; for example, (1) the surface must have an

appropriate association affinity for the sample so that the sample does not move too rapidly

on it, (2) the functional activity of the sample should be retained on the surface, (3) the

surface should selectively attach a specific component in a multicomponent sample, and (4)

the sample should attach to the surface in a desired orientation. Mica (natural muscovite or

synthetic fluorophlogopite) has frequently been used as a source substratum owing to its sur-

face flatness at the atomic level over a large area. It has net negative charge and is therefore

quite hydrophilic. A bare mica surface adsorbs various proteins by electrostatic interactions.

Except in some cases (such as GroEL attachment in an end-up orientation), the orientation

of adsorbed proteins is not unique, and the selective attachment of a specific species is not

expected. When the dynamic process of a single species of protein is to be observed without

other proteins, a mica surface is useful. We can control the affinity for a specific protein by

varying the ionic strength or pH or by varying the concentration of divalent cations such as

Mg2+. However, interesting biomolecular processes often occur in multicomponent systems.

It is desired to have, in the first step, a surface that does not initially attach to the sample.

Then, this surface is modified so that only a specific species of molecules can attach to it via a

linker in a desired orientation. A membrane surface with zwitterionic polar head groups such

as phosphatidyl choline (PC) and phosphatidyl ethanolamine (PE) is known to resist protein

adsorption (Zhang et al., 1998; Vadgama, 2005). Streptavidin is also useful for the specific

attachment of a biotinylated protein because it also resists nonspecific protein adsorption.

Mica-surface-supported planar lipid bilayers (Sackmann, 1996) can be easily formed from

liposomes because their structure is disrupted by the strong hydrophilic interaction with the

mica surface (Reviakine and Brisson, 2000). Various lipids with functional groups that are

attached to polar groups [e.g., biotin attached to PE, Ni-nitrilotriacetic acid attached to phos-

phatidylserine] are commercially available. They enable the specific attachment of proteins

labeled with biotin or his-tags onto planar lipid bilayers.

Dioleoyl-phosphatidyl-choline (DOPC) is useful for the preparation of 2D streptavidin

crystals when it is used together with biotinylated lipids (Scheuring et al., 1999; Reviakine

and Brisson, 2001). It contains an unsaturated hydrocarbon in each of the two alkyl chains,

which causes the bending of the chains that weakens the interaction between neighboring

DOPCs. This weak interaction lowers the phase transition temperature of DOPC lipid to
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about −20◦C, thereby affording considerable fluidity to the planar bilayer at room tempera-

ture and thus facilitating the 2D crystal formation of streptavidin (Figure 17.26). The densely

packed streptavidin does not diffuse easily. If less diffusibility is necessary, the packed strep-

tavidin can be cross-linked using glutaraldehyde, which does not affect its ability to bind to

biotin.

Figure 17.26. AFM images of streptavidin 2D crystals with (a) P2 (b) C222 symmetries formed at pH 5.8 and 7.4,

respectively, on supported planar lipid bilayers containing biotin-lipid. The lipid compositions are DOPC, DOPS and

1,2-dioleoyl-sn-glycero-3-phosphoethanol-amine-N-(cap-biotinyl) at 7:2:1 molar ratio.

Dipalmitoyl-phosphatidyl-choline (DPPC) contains no unsaturated hydrocarbons in the

alkyl chains; therefore, its phase transition temperature is high (∼41◦C), and it is suitable for

preparing planar lipid bilayers with low fluidity. For example, when planar bilayers are formed

using DPPC at a high temperature (∼60◦C) together with a suitable fraction of DPPE-biotin,
streptavidin, which is sparsely attached to the surface, negligibly diffuses at room tempera-

ture (Ando et al., 2008a). We can anchor a biotinylated protein sparsely on this lipid bilayer

surface and observe the dynamic interaction of the anchored protein with a floating counter-

part protein. When the counterpart protein contains a flexible structure, it exhibits very rapid

Brownian motion even when it is in contact with the anchored protein. Because such a rapidly

moving structure cannot be imaged even by high-speed AFM, it is necessary to find appro-

priate lipid polar groups to slow the motion. In addition, the anchored protein may rapidly

rotate around the biotin–streptavidin connection, which often hampers the observation of the

protein–protein interaction events. To solve this problem, the protein to be anchored must

be biotinylated at two appropriate sites, or the lipid polar groups should have an appropriate

affinity for the anchored protein.
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Recognition Imaging Using Atomic
Force Microscopy

Andreas Ebner, Lilia Chtcheglova, Jilin Tang, David Alsteens,
Vincent Dupres, Yves F. Dufrêne, and Peter Hinterdorfer

Abstract Recognition imaging using atomic force microscopy (AFM) offers a wealth of new

opportunities in biophysical research, such as its ability to localize specific chemical groups

and biological receptors on biosurfaces and to measure their molecular-scale interactions. By

attaching well-defined chemical groups on tips, it is possible to map chemical properties and

interactions on cell surfaces on a scale of a few functional groups. Single-molecule force

spectroscopy with tips functionalized with relevant bioligands provides a means of localizing

individual receptors and measuring their specific binding forces. Alternatively, recognition

sites may also be mapped with unprecedented temporal resolution using dynamic recog-

nition imaging, in which molecular recognition signals are detected during dynamic force

microscopy imaging. These AFMmodalities, which all have functionalization of the tips with

specific molecules in common, provide new avenues for understanding the structure–function

of cell surfaces in connection with medical and physiological issues.

18.1. Introduction

Molecular recognition involving the specific interaction between receptors and their

cognitive ligands plays a pivotal role in life sciences. Signalling cascades, enzymatic activity,

genome replication and transcription, cohesion of cellular structures, interaction of antigens

and antibodies, and metabolic pathways are just some examples of processes which critically

rely on specific recognition. In addition to these specific interactions, nonspecific intermolec-

ular interactions, such as hydrophobic and electrostatic forces, also play essential roles in bio-

logical events, such as protein folding and cell adhesion. Force-measuring techniques such as

the surface forces apparatus and the optical and magnetic tweezers have been developed to

measure these noncovalent intermolecular forces. Although very powerful, these approaches

are limited by their poor lateral resolution, meaning that they cannot resolve the spatial distri-

bution of (bio)chemical sites or their interactions. Accordingly, localizing specific chemical
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groups and receptor sites on biological samples and measuring their molecular-scale interac-

tions represents a major challenge in current biophysical research.

In recent years, atomic force microscopy (AFM) has become a powerful tool for prob-

ing biosurfaces on the nanoscale [1–5]. Whereas AFM imaging provides three-dimensional

views of specimens with (sub)molecular resolution and with minimal sample preparation,

AFM force spectroscopy measures the forces within or between single molecules, thereby

providing new insights into the molecular basis of crucial biological events such as protein

folding and cell adhesion. The AFMworks by scanning a sharp tip over the surface of the sam-

ple while sensing near-field physical interactions between the tip and the sample. This allows

three-dimensional images to be directly generated, even in aqueous solution. The sample

is mounted on a piezoelectric scanner that ensures three-dimensional positioning with high

accuracy. While the tip (or sample) is being scanned in the (x, y) directions, the force inter-
acting between tip and specimen is monitored with a sensitivity on the order of piconewtons.

This force is measured by the deflection of a soft cantilever that is detected by a laser beam

focused on the free end of the cantilever and reflected into a photodiode. AFM cantilevers

and tips are typically made of silicon or silicon nitride using microfabrication techniques.

The most widely used imaging mode is contact mode, in which sample topography can be

measured in two ways. In constant-height mode, the cantilever deflection is recorded while

the sample is scanned at constant height. It is often necessary to minimize large deflections

to reduce the forces applied to the sample and thus prevent damage. This is achieved in the

constant-force mode, in which the sample height is adjusted to keep the deflection of the

cantilever constant; thus, the force applied to the tip is maintained at a constant level using a

feedback loop. In dynamic or intermittent mode, also known as tapping mode, a tip is oscil-

lated near its resonance frequency and scanned over the surface. The amplitude and phase of

the cantilever are monitored and taken as signals for imaging.

In force spectroscopy modalities, such as chemical force microscopy (CFM) and single-

molecule force spectroscopy (SMFS), the cantilever deflection is recorded as a function of

the vertical displacement of the scanner, that is, as the sample is pushed toward the tip and

retracted. This results in a cantilever deflection versus scanner displacement curve, which

can be transformed into a force–distance curve by using the appropriate corrections. To gain

accurate knowledge about the measured forces, it is important to experimentally determine

cantilever spring constants because they may substantially differ from values quoted by the

manufacturer [6]. The characteristic adhesion (or unbinding) force between tip and sample

observed during retraction may then be used to detect chemical groups (CFM) and recep-

tor sites (SMFS). A few years ago, a novel molecular recognition imaging mode was intro-

duced in which molecular recognition signals were detected during dynamic force microscopy

imaging (topography and recognition imaging). This chapter focuses on available molecu-

lar recognition AFM modalities, emphasizing methodologies and applications in biophysical

research.

18.2. Chemical Force Microscopy

Noncovalent interactions, such as hydrophobic and electrostatic interactions, play

essential roles in nature because they mediate crucial events such as protein folding and cel-

lular interactions. For the first time, CFM enables researchers to measure these interactions

on biosurfaces with nanoscale lateral resolution.
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18.2.1. Methods

The principle of CFM, which was introduced in 1994, is to use AFM tips with well-

defined chemistry for measuring adhesion (or friction) and for imaging surfaces [7,8]. The

surface chemistry of commercial tips is poorly controlled and often contaminated with gold

and other materials. Therefore, reliable CFM measurements require functionalizing tips with

organic monolayers terminated by specific functional groups (e.g., OH or CH3). A common

method is based on the formation of self-assembled monolayers (SAMs) of alkanethiols on

gold surfaces [9]. This procedure involves coating microfabricated cantilevers with a thin

adhesive layer (Cr or Ti) via thermal evaporation, followed by a 15- to 100-nm-thick Au layer.

The coated cantilevers are immersed in dilute (0.1–1 mM) ethanol solutions of the selected

alkanethiol, followed by a rinse with ethanol, and dried using a gentle nitrogen flow. Although

the protocol is fairly simple, it is important to validate the quality of the surface modification,

which can be accomplished by treating model supports (glass, mica) in the same way as

the tips and by characterizing them by means of surface analysis techniques (e.g., contact-

angle measurements or X-ray photoelectron spectroscopy). To minimize surface contamina-

tion and alteration it is important to use the functionalized tips immediately after they are

prepared.

A CFM experiment typically involves measuring the adhesion strength between chem-

ical groups via force spectroscopy. The cantilever deflection is recorded as a function of the

vertical displacement of the piezoelectric scanner, yielding a raw “voltage–displacement”

curve that can be converted into a “force–distance” curve. Using the slope of the curves in

the region where tip and sample are in contact, one can convert the voltage into a cantilever

deflection. The cantilever deflection is then converted into a force F using Hooke’s law: F =
– k × d, where k is the cantilever spring constant. The curve can be corrected by plotting F
as a function of (z – d). The zero separation distance is then determined as the position of

the vertical linear parts of the curve in the contact region. The hysteresis or “pull-off” force

observed during retraction is used to estimate the adhesion (unbinding) force between tip and

sample. Adhesion force maps can be obtained by recording spatially resolved force–distance

curves in the (x, y) plane.
Although hydrophobic forces have been known for 70 years and are of prime impor-

tance in biology (e.g., in protein folding and aggregation), their detailed mechanisms remain

poorly understood. Recently, CFM was shown to be a powerful tool for measuring hydropho-

bic forces at biological interfaces and for resolving their nanoscale distribution. Figure 18.1

shows the proof of such CFMmeasurements on model surfaces [10]. SAMs of CH3- and OH-

terminated alkanethiols mixed in different proportions were probed using water contact-angle

measurements and CFM with hydrophobic, CH3-terminated tips. Consistent with expecta-

tions (work of adhesion, Young equation), the contact angle and adhesion force values mea-

sured on mixed SAMs increased gradually with the molar fraction of CH3-terminated alka-

nethiols (Figure 18.1A, B), yielding a linear relationship between the adhesion force and the

cosine of the contact angle (Figure 18.1C). This excellent agreement demonstrates that the

measured adhesion forces reflect surface hydrophobicity. We point out that, interpretation

of the data in terms of interfacial thermodynamics indicated that the measured adhesion

forces do not originate from true, direct tip–sample interactions but rather reflect entropy

changes associated with the restructuration of water near hydrophobic surfaces. This work is

also of practical interest as it shows that CFM can be used for quality control of chemically

modified tips, which is not possible when using common analytical techniques. As we dis-

cuss later, further interpretation of cellular data requires expressing the measured adhesion
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Figure 18.1. Measuring hydrophobic forces using chemical force microscopy. A. Water contact angle (θ) values

measured for self-assembled mixed monolayers of CH3- and OH-terminated alkanethiols as a function of the molar

fraction of CH3-terminated alkanethiols. B. Histograms of adhesion forces measured on the mixed self-assembled

monolayers (SAMs) using hydrophobic CH3 tips. C. Variation of adhesion forces as a function of the cosine of the

water contact angle. D. Adhesion force as a function of the surface fraction of CH3-terminated alkanethiols computed

using Cassie’s law. (Reprinted with permission from Alsteens et al. [10].)

force as a function of the surface fraction of CH3-terminated alkanethiols, determined

using Cassie’s law and contact-angle values (Figure 18.1D). CFM with tips bearing charged

groups can likewise be used to probe surface charge and electrostatic forces in aqueous

solutions [11,12].
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18.2.2. Chemical Imaging of Live Cells

CFM was recently used in imaging hydrophobic groups on the surface of the human

opportunistic pathogen Aspergillus fumigatus (Figure 18.2) [9, 13]. Topographic images

revealed the presence of regularly arranged rodlets on dormant spores. These structures are

composed of hydrophobins, a family of small, moderately hydrophobic proteins that favour

spore dispersion by air currents and mediate adherence to host cells. Force curves recorded

across these surfaces with a hydrophobic tip showed large adhesion forces of ∼3,000 pN

magnitude. Comparing the data obtained on reference surfaces (Figure 18.1D) indicated that

the conidial surface has a marked hydrophobic character, corresponding to a surface com-

posed of ∼10 CH3 and ∼15 OH groups, which is fully consistent with the presence of an

outermost surface layer of hydrophobins and provides direct indications as to their putative

functions as dispersion and adherence structures. In agreement with the uniform surface struc-

ture, adhesion maps were rather homogeneous, supporting the notion that the conidial surface

is homogeneously hydrophobic.

Dramatic changes of hydrophobic properties can be tracked in real time [14].

A temperature-controlled AFM was used to obtain high-resolution images of the same

A. fumigatus spore during the course of germination (Figure 18.2). Significant structural

alterations were observed, and the rodlet layer changed into a layer of amorphous mate-

rial, presumably reflecting the underlying polysaccharides. In addition, adhesion maps with

hydrophobic tips revealed a dramatic loss of hydrophobicity over time. After 2-hr ger-

mination, heterogeneous hydrophobic contrast was observed, reflecting the coexistence of

hydrophobic rodlets and hydrophilic polysaccharides. The observed changes are likely to be

function related. Whereas the hydrophobic rodlets promote spore dispersion and adhesion

to surfaces, the very hydrophilic nature of the germ tube cell wall is likely to favour hyphal

growth in aqueous environment.

The impact of drug treatments on the chemical properties of microbes can also be

studied using this technique. For instance, the surface of mycobacteria was shown to be

uniformly hydrophobic, reflecting the presence of an outermost layer of hydrophobic mycolic

acids [10]. This finding is of biomedical relevance because these hydrophobic constituents

are thought to represent an important permeation barrier to common antibacterial agents. By

contrast, treatment of the cells with drugs targeting specific cell wall constituents lead to a

dramatic decrease of cell surface hydrophobicity, attributed to the removal of the mycolic

acid layer [15].

In addition to hydrophobicity, surface charge also plays an important role in controlling

antigen–antibody, cell adhesion, cell–virus, cell–drug, and cell–ion interactions. This trait can

be probed on the nanoscale by using tips functionalized with ionizable carboxyl groups. For

the yeast, Saccharomyces cerevisiae, force–distance curves were strongly influenced by pH

[12]: Whereas no adhesion was measured at neutral/alkaline pH, reflecting the electrostatic

repulsion between the negatively charged surfaces, multiple adhesion forces were recorded at

low pH values, which are attributed to hydrogen bonding between the protonated tip surface

and cell surface macromolecules. These changes were shown to be related to differences

in the ionization state of the cell-surface functional groups: The adhesion force versus pH

curve was correlated with microelectrophoresis data, with the pH of the largest adhesion

force corresponding to the cell isoelectric point.

Hence, CFM is a powerful tool for imaging and quantifying the local hydrophobic and

electrostatic properties of cells, thereby complementing the range of methods available for
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Figure 18.2. Chemical force microscopy of single live cells. Series of high-resolution deflection images (left)
and adhesion force maps (right) recorded with a hydrophobic tip on a single Aspergillus fumigatus spore during



Recognition Imaging Using Atomic Force Microscopy 531

assessing cell surface properties. A unique feature of CFM is its ability to resolve nanoscale

chemical heterogeneities on single live cells.

18.3. Recognition Imaging Using Force Spectroscopy

Single-molecule force spectroscopy (SMFS) provides unique possibilities for localizing

individual receptors on biosurfaces. In addition, SMFS can measure molecular recognition

interactions at the level of single molecules, providing valuable information on molecular

dynamics within complexes.

18.3.1. Methods

Molecular recognition studies imply functionalizing the tips (and supports) with rel-

evant biomolecules. Several issues should be considered. The forces that immobilize the

molecules have to be stronger than the intermolecular force being studied. The attached

biomolecules should have enough mobility so that they can freely interact with comple-

mentary molecules. The contribution of nonspecific adhesion to the measured forces should

be minimized. Attaching biomolecules at a low surface density is recommended to ensure

single-molecule detection. Site-directed coupling may be desired to orientate all the interact-

ing molecules in the same way. Immobilization strategies commonly used for making such

biological tips are illustrated in Figure 18.3. Using the nonspecific adsorption of biotinylated

bovine serum albumin (BBSA), it is possible to measure the interaction between biotin and

avidin (or streptavidin) down to the single-molecule level [16,17]. The adsorbed BBSA layer

can actually further react with avidin/streptavidin to attach biotinylated molecules [18]. A

second approach relies on the strong binding of thiols on gold-coated tips. Whereby pro-

teins, oligonucleotides, and carbohydrates that bear thiol groups can directly be attached on

the gold surfaces [19,20], they can also be covalently attached onto SAMs of functionalized

alkanethiols on gold by using 1-ethyl-3-(3-dimethylaminopropyl)carbodiimide (EDC) and N-
hydroxysuccinimide (NHS) [21]. In this context, an interesting approach is to mix long-chain

alkanethiols with COOH-terminal functions in a matrix of shorter OH-terminated alkanethi-

ols, which ensures a certain mobility of the attached biomolecules and minimizes nonspecific

adsorption [22]. We would like to point out that, it is possible to orientate all biomolecules

in the same way by attaching recombinant histidine-tagged proteins onto an AFM tip coated

with nitrilotriacetate (NTA)-terminated alkanethiols [23]. This coupling approach offers the

advantage of allowing optimal exposure of the C-terminal or N-terminal domains, but it is

limited by the rather low binding strength of the NTA–His bond. A third approach is to

covalently anchor biomolecules on silicon tips by using various amine-functionalization pro-

cedures [24,25]. The amino-terminated surfaces are reacted with a cross-linker that provides

the ligands with motional freedom and prevents their denaturation. Cross-linkers typically

�
Figure 18.2. (continued) germination. Within less than 3 hr, the crystalline rodlet layer changed into a layer of amor-

phous material, presumably reflecting inner-cell-wall polysaccharides. After 2 hr, both rodlet and amorphous regions

were found to coexist (separated by dashed line). Consistent with this structural dynamics, substantial reduction of

adhesion contrast was noted with time (right images), reflecting a dramatic decrease of hydrophobicity. After 2 hr,

heterogeneous contrast was observed in the form of hydrophobic patches (dashed line), surrounded by a hydrophilic
sea. (Reprinted with permission from Dague et al. [14].)
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Figure 18.3. Strategies commonly used for modifying atomic force microscope tips with biomolecules. Left to
right. Physisorption of proteins such as biotinylated bovine serum albumin (BSA), chemisorption of alkanethiols on

gold, and covalent coupling of silanes on silicon oxide. NTA, nitrilotriacetate; PEG, poly(ethylene glycol). (Adapted

with permission from Hinterdorfer and Dufrene [4].)

carry two different functional ends. This can be, for instance, an amine-reactive NHS group

on one end for the coupling to tip surfaces and a 2-pyridyldithiopropionyl (PDP) or vinyl

sulfone group on the other end, which can be covalently bound to thiol groups contained in

ligands.

For cell adhesion studies, animal and microbial cells can be attached onto AFM can-

tilevers, allowing microscopists to probe various types of cellular interactions. Microbial cells

have been immobilized by using glutaraldehyde treatments to create covalent cross-linking

between cells and tips [26] or by attaching single cells with a small amount of glue [27].

However, these treatments are likely to affect the structure and properties of the cell surfaces.

Alternatively, bacteria can be physically adsorbed onto poly-L-lysine–coated glass beads fol-

lowed by attachment of the cell-coated beads to a cantilever by using a small amount of

epoxy resin [28]. Another elegant approach is to attach individual cells to an AFM cantilever

via lectins such as wheat germ agglutinin or concanavalin A, which then allows the measure-

ment of the specific adhesion forces between two adjacent cells [29] or between cells and

immobilized ligands [30].

18.3.2. Measuring Molecular Recognition Forces

Essentially, molecular recognition using SMFS implies recording force curves between

the modified tip and sample, assessing the unbinding force between complementary receptor

and ligand molecules from the adhesion “pull-off” force observed upon retraction, and dis-

playing the values either as a histogram or an adhesion map. A typical force curve obtained

by using a biotin-modified AFM tip and surface-attached avidin molecules is shown in

Figure 18.4A [31]. If the ligand on the tip does not form a specific bond with the receptor on

the cell surface, the recognition event is missing and the retrace (Figure 18.4B, blue line) looks

like the trace (Figure 18.4B, red line). In addition, the specificity of ligand–receptor binding

is usually demonstrated by blocking experiments with free ligands, which are injected into
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Figure 18.4. Typical molecular recognition force spectroscopy data using a biotinylated tip and an avidin-modified

surface. A. A force–distance circle exhibiting an unbinding event in the retraction period (blue line). B. This unbind-
ing event disappears when the tip is blocked by adding free streptavidin. C. The probability density function (pdf) of
the unbinding forces (blue line) shows a clear maximum and a high binding probability. In contrast, the streptavidin-

blocked tip has a significant lower and broader peak due to the hindered avidin–biotin complex formation. (Adapted

from Ebner et al. [31].)

the solution to block the receptor sites on the surface. As a consequence, almost all specific

recognition signals completely disappear and only occasional adhesion events are observed.

After acquiring hundreds of force curves, one can construct empirical probability den-

sity functions (pdf’s) from the detected unbinding forces (Figure 18.4C). The maximum of

the distribution reflects the most probable force on which a single ligand–receptor bond dis-

sociates under the force ramp used. An overall binding probability, which is the probability

to record an unbinding event, of 19% ± 6% (Figure 18.4C, blue line) was obtained. Block-

ing experiments performed by injecting free streptavidin molecules in solution reduced this

probability to 2% ± 1% (Figure 18.4C, red line). No binding was found at all when a bare tip
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was used instead of a ligand-coated tip. These results strongly support the specificity of the

binding events observed.

Based on such force spectroscopy experiments, a variety of ligand–receptor forces

have been measured at the single-molecule level, including those associated with

avidin/streptavidin [16,17] antibodies [24,32], DNA [19,33,34], cadherins [35], and bacte-

rial adhesins [23]. Knowledge of these forces contributes to the refinement of our under-

standing of the molecular basis of molecular recognition events such as those mediating

cell adhesion and immunological processes and offers promising prospects in nanobiotech-

nology for the rapid detection of bioanalytes. Several reports showed that unbinding forces

between receptors and ligands depend on the loading rate, that is, the rate at which the force

is applied to the bond. We want to point out that, the interaction time may also shift the

distribution of adhesion forces towards larger values. For VE-cadherins, this phenomenon

was ascribed to the time-dependent association of the protein into complexes with higher-

order adhesion strengths [35,36]. For the bacterial adhesin heparin-binding haemagglutinin

adhesin (HBHA), the prolonged contact time required to establish strong interaction with

heparin was suggested to reflect the time necessary for conformational changes within both

molecules to allow an optimal fitting between charged groups [23]. Hence, it is essential in

molecular recognition force measurements to vary the loading rate and interaction time to

provide reliable data and assess kinetic parameters of the unbinding process.

18.3.3. Molecular Recognition Imaging Using SMFS

Molecular recognition imaging using SMFS is comprised of recording arrays of force

curves in the x, y plane on an area of given size, assessing the unbinding force values for all

curves, and displaying them as grey pixels [37]. This method has been applied to different cell

types, including red blood cells [38], osteoclasts [39], and endothelial cells [40]. In microbi-

ology, molecular recognition imaging may be used to map adhesion proteins on live bacteria

(Figure 18.5) [23]. Bacterial infections are generally initiated by the interaction between

adhesins, that is, cell adhesion proteins, on the bacterial pathogen and specific receptors on

the host cell surface. A key example is Mycobacterium tuberculosis, which adheres to hep-

aran sulphates on epithelial cells via the HBHA. To shed new light on the molecular basis

of this interaction, Mycobacterium bovis bacillus Calmette-Guérin (BCG) cells expressing

HBHA were immobilized on a polycarbonate membrane, an approach that allows live cells to

be imaged without using any drying or fixation step (Figure 18.5A). High-resolution images

revealed a smooth and homogeneous surface (Figure 18.5B), consistent with earlier scan-

ning electron microscopy observations. Adhesion force histograms (Figure 18.5C) and maps

(Figure 18.5D) recorded on cells with a heparin-modified tip revealed adhesion events (bright

pixels on the maps) in about half of the locations. The adhesion force magnitude was very

close to the value expected for a single HBHA–heparin interaction, supporting the notion

that single HBHAs were detected. This was confirmed by showing that a mutant strain lack-

ing HBHA did not bind to the heparin tip. Of interest to, the HBHA distribution was not

homogeneous but apparently concentrated into nanodomains, which may promote adhesion

to target cells by inducing the recruitment of receptors within membrane rafts. In the future,

these molecular recognition studies may help in the development of new drugs capable of

blocking bacterial adhesion.

SMFS with antibiotic-modified tips may be used to gain insight into the architecture

of bacterial cell walls, as well as into the action mode of antibiotics. In the first such study,

AFM tips bearing vancomycin molecules were used to localize single D-Ala-D-Ala–binding
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Figure 18.5. Imaging single-cell adhesion proteins on live bacteria using spatially resolved single-molecule force

spectroscopy. A. Topographic image showing two living mycobacteria on a polymer support. B. Higher resolution
of the cell surface revealing a smooth morphology. C, D. Adhesion force histogram and adhesion force map, respec-

tively, recorded on a single cell with a heparin-modified tip. In localized regions, the map reveals adhesion events

(clear pixels) due to the presence of adhesion proteins, which seem to be concentrated into nanodomains. (Reprinted

with permission from Dupres et al. [23].)

sites up on dividing Lactococcus lactis cells [41]. Topographic images of the cells revealed

a smooth and elongated cell morphology, as well as a well-defined division septum. Please

note, that adhesion force maps recorded with vancomycin-terminated tips demonstrated that

the vancomycin-binding sites were essentially located in the septum region, suggesting that

newly formed peptidoglycan was inserted in these regions. This was in excellent agreement

with fluorescence microscopy images obtained using a fluorescent vancomycin probe.

SMFS also enables researchers to map the distribution of polysaccharides on cell sur-

faces and to probe their adhesion, elasticity, and conformational properties [42]. For instance,

lectin-modified tips were used to pick up and stretch single mannan polysaccharide chains on

the two brewing yeast strains, Saccharomyces carlsbergensis and S. cerevisiae (Figure 18.6)

[43]. Polysaccharides were clearly more extended on S. cerevisiae, suggesting that not only
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Figure 18.6. Localization and conformational analysis of single polysaccharide molecules on yeast using single-

molecule force spectroscopy (SMFS). A, D. Superimpositions of retraction force curves recorded on Saccharomyces
carlsbergensis (A) and Saccharomyces cerevisiae (D) yeast cells with an atomic force microscope tip functionalized

with the lectin concanavalin A. B, E. Three-dimensional maps of polymer properties for S. carlsbergensis (B) and
S. cerevisiae (E), showing very different spatial distributions of adhesion forces (false colors; yellow means more

adhesive) and of rupture distances (z levels). C, F. Schematics of the SMFSmeasurements: Whereas only the mannan

oligosaccharides (red) are stretched on S. carlsbergensis, both the oligosaccharide (red) and polypeptide (blue) chains
of mannoproteins are pulled on S. cerevisiae. This may explain why, unlike S. carlsbergensis (bottom-fermenting

brewing strain), S. cerevisiae tends to associate with CO2 bubbles (top-fermenting brewing strain). (Reprinted with

permission from Alsteens et al. [43].)

oligosaccharides, but also polypeptide chains of the mannoproteins were stretched. These

major differences in polymer properties could explain the very different aggregation proper-

ties of the two organisms. In another study, the method was used to reveal the coexistence

of polysaccharide chains of different nature on surface of the clinically important probi-

otic bacterium Lactobacillus rhamnosus GG [44]. These SMFS measurements offer exciting

prospects for understanding the molecular mechanisms of cell adhesion.

Molecular recognition imaging using SMFS is limited by its poor temporal resolution.

The time required to record a molecular recognition image is about a 10 minute segment,

depending on the acquisition parameters, which is much greater than the time scale at which

dynamic processes usually occur in biology. In the future, progress in developing faster adhe-

sion mapping modes, like the jumping mode [45], will help to circumvent this problem.

18.4. Topography and Recognition Imaging

In contrast to common recognition imaging using force spectroscopy, a recently devel-

oped imaging technique termed topography and recognition imaging (TREC) [46–52] over-

comes some of the limitations regarding lateral resolution and imaging speed by using

dynamic force microscopy with a functionalized sensor tip that is oscillated during scanning

across the surface.
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18.4.1. Methods

As a first step, the AFM tips must be upgraded into a molecular sensor by coupling

a ligand molecule to the outer end of the scanning tip, preferably through a flexible tether

such as poly(ethylene glycol) (PEG) [53]. Because it is an important parameter for adjusting

the optimal oscillation amplitude, the length of the PEG tether plays a critical role here. It

can range from 8 to 25 ethylene glycol units, corresponding to 3–10 nm of stretched tether

length. The immobilization of the sensor molecule via the PEG tether gives the ligand the

freedom to adopt the correct orientation so as to facilitate binding to the target molecule

on the surface, while the sensor tips scan across the surface. In this approach, the so-called

MacMode (Agilent, USA) is used. A magnetically coated cantilever is oscillated through an

alternating magnetic field. In contrast to “normal” MacMode imaging, in TREC only the

lower part of the oscillation is used to drive the feedback loop for obtaining the topography

image. The upper part of the oscillation is used for the generation of the recognition image.

One-dimensional linear scans [52] allow a clear investigation of the nature of the topog-

raphy and recognition signals. For this purpose, lysozyme molecules were immobilized onto

a sample surface at a concentration at which they were singly distributed. The surface was

scanned with a bare and with an antilysozyme (HyHel5) functionalized tip, respectively.

Figure 18.7A shows the raw signal of a 7-kHz oscillation over a time range of 4 ms. In a

presentation of significantly larger time spans of these traces (1 sec, corresponding to one

full scan line of 500 nm) the oscillations appeared highly compressed, and only the enve-

lope with the characteristic maxima and minima of each oscillation period remained visible

(Figure 18.7B, C). Figure 18.7B shows the result of a scan with a bare tip, that is, a tip con-

taining no antibody. The z positions of the minima varied significantly, and as a result singly

distributed bulges with 10–15 nm width and about 1 nm in apparent height appeared along

the scan axis. These bulges reflect single lysozyme molecules that resist the further down-

ward movement of the tip towards the mica surface. Their widths and heights are a measure

of the apparent molecule size (10–15 nm width, about 1 nm height), and their separation is

a measure of the distance between the molecules on the surface (about 35 nm on average).

In contrast, the positions of the oscillation maxima remained constant, aside from the minor,

randomly occurring variations caused by the thermal noise of the cantilever.

Apparently, the information of the surface topography measured with a bare tip is

solely contained in the minima of the cantilever oscillations, and cross-talk between min-

ima and maxima does not exist at the conditions used (Q factor of the cantilever ∼1) [54].

Distinct minima were also clearly detected with an AFM tip carrying a specific antibody

(Figure 18.7C), indicating that the topography information can also be obtained by using these

chemically modified tips. In addition, however, the maxima were also significantly affected

(Figure 18.7C). The antibody of the AFM tip binds to the specific antigenic sites on lysozyme

during scanning, and the physical connection temporarily established between tip and sub-

strate thereby reduces the upstroke of the cantilever oscillation. As a further consequence,

recognition of lysozyme by the tip-conjugated antibody results in reduction of the oscillation

maxima, which allows for detection of the lateral position of specific binding sites.

Topography and recognition images can be simultaneously obtained using a specially

designed electronic circuit (PicoTREC, Agilent, Chandler, Arizona). The principle of TREC

(Figure 18.8A) is hereafter explained. The time-resolved deflection signal of the oscillating

cantilever is low-pass filtered to remove the thermal noise, DC-offset levelled, and amplified

before it is split into the lower (Udown) and (Uup) upper parts of the oscillations. The signal

passes a trigger threshold on each path, and the lower and upper peak of each oscillation
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Figure 18.7. Deflection signals of magnetically oscillated cantilevers using disabled feedback. A. Oscillations sig-
nals over a time range of 4 sec with a peak-to-peak amplitude of ∼5 nm. B, C. Full line traces over 500 nm (in 1 sec)

with a bare tip and using a ligand-tethered tip, respectively. (Reprinted with permission from Stroh et al. [52].)
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period is determined by means of sample and hold analysis. Succeeding peaks result in a

staircase function, which is subsequently filtered and fed into the controller of the microscope,

with Udown driving the feedback loop to record the height (i.e., topography) image and Uup

providing the data for constructing the recognition image. If cantilevers with low Q factor

(∼1 in liquid) driven at frequencies below resonance are used, both types of information are

independent. In this way, topography and recognition images can be recorded simultaneously

and independently.

TREC imaging was applied to singly distributed avidin molecules by using a biotiny-

lated tip (Figure 18.8B, C). The tip oscillation amplitude (8 nm) was chosen to be slightly

Figure 18.8. Topography and recognition imaging (TREC) signal processing. A. The raw cantilever deflection sig-

nal is fed into the TREC box, where the maxima (Uup) and the minima (Udown) of each oscillation period are depicted

and used for the recognition and the topography image, respectively. AFM, atomic force microscope; MAC, mag-

netic alternating current mode. (Reprinted with permission from Stroh et al. [52].) B, C. Topographic and recognition
images, respectively, using a biotin-functionalized tip. In the topographic image, single avidin molecules electrostat-

ically adsorbed to mica are observable. In the simultaneously acquired recognition image, recognition events appear

as black spots, showing a good correlation to the corresponding topography. (Reprinted with permission from Ebner

et al. [66].)
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smaller than the extended PEG cross-linker length (10 nm) through which the biotin was cou-

pled to the AFM tip. Thus, both the biotin remained bound while passing a binding site and

the reduction of the upwards deflection was of sufficient significance compared to the ther-

mal noise. Because the spring constant of the polymeric cross-linker increases nonlinearly

with the tip–surface distance, the binding force is only sensed close to full extension of the

cross-linker (given at the maxima of the oscillation period). Therefore, the recognition signals

are well separated from the topographic signals arising from the surface both in space (�z ∼
5 nm) and time (half-oscillation period ∼0.1 ms).

The visible bright dots with 2–3 nm in height and 15–20 nm in diameter in the topog-

raphy image (Figure 18.8B) represent single avidin molecules stably adsorbed onto the flat

mica surface. The recognition image shows black dots at positions of avidin molecules

(Figure 18.8C) because the oscillation maxima are lowered due to the physical avidin–biotin

connection established during recognition. The lateral positions of the avidin molecules

obtained in the topography image are spatially correlated with the recognition signals of the

recognition image. (circles in the images (Figure 18.8B, C)). Recognition between the biotin

on the tip and the avidin on the surface took place for almost all avidin molecules (for excep-

tion, see dotted circle in Figure 18.8C). Thus, one would assume to have almost all binding

epitopes oriented away from the mica surface and accessible to the biotin on the tip, resulting

in a high binding efficiency.

In addition, the tether length (10 nm) via which the biotin was bound to the AFM tip

was greater than the oscillation amplitude (8 nm) so that the biotin on the tip always had a

chance to bind to the avidin when passing a binding site during lateral scans. Biotin–avidin

recognition resulted in a reduction of the oscillation amplitude, and, indeed, due to the close

proximity of the tip to the surface, the binding efficiency was high. It is important to note

that topography and recognition images can be recorded at speeds typical for standard AFM

imaging and are therefore considerably faster than conventional force mapping.

18.4.2. Applications of TREC Imaging

Chromatin

The fundamental particle of the chromatin structure—the nucleosome—is a self-

assembled complex of basic histone proteins wrapped by approximately two turns of DNA.

Using conventional AFM, it is challenging to identify and distinguish the single components

because this technique only yields the shape and volume of the structures, which does not

heavily depend on the molecular weight. In contrast, TREC allows recognition of a specific

type of molecule in a complex structure while simultaneously yielding high-resolution topo-

graphic images. This strategy recently localized, histones H3 in remodelled chromatin struc-

tures [48]. For this procedure, nucleosomal arrays containing the mouse mammary tumor

virus (MMTV) promoter region were salt-reconstituted and subsequently deposited on glu-

taraldehyde aminopropyltriethoxysilane (GD-APTES)–treated mica. Polyclonal anti–histone

H3 antibodies were thiolated and attached to a PEG tether on the end of an AFM tip. Topo-

graphic and recognition images of nucleosomal arrays were simultaneously recorded using

this tip. The dark recognition patches and the pattern in which they occur clearly coincided

with the positions of the nucleosomes in the topographic image because histone H3 is one of

the proteins that constitute the core of each nucleosome.

The specificity of the recognition process was tested by injecting exogenous proteins

into the liquid cell in which the sample was imaged. When a BSA solution was added, the
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recognition image remained unaffected. However, if a similar concentration of a peptide cor-

responding to amino acids 1–20 of the N-terminal tail of histone H3 was injected into this

sample, the recognition signal was completely abolished. Thus, the ability of the tip-tethered

antibody to produce a recognition signal was blocked by an excess of its specific antigen in

solution, demonstrating that the recognition signals came from specific interactions between

the antibody on the tip and its antigen on the surface. The major impact of TREC comes

from its ability to monitor specific components in heterogeneous samples while they undergo

biological processes. In such experiments, hSwi-Snf and chromatin were incubated together

and then deposited onto mica. In situ images of the same nucleosomal arrays were taken

before ATP was added (hSwi-Snf is inactive) and after ATP addition (hSwi-Snf is activated).

The progress of remodelling was therefore tracked on individual molecules. Comparison of

recognition images before and after ATP addition showed a variety of remodelling and com-

positional changes.

TREC on chromatin was also explored using another kind of recognition molecule, the

DNA aptamer [55]. These are small, stem-loop, single-stranded DNA molecules generated

via systematic evolution of ligands by exponential enrichment. Aptamers consist of a single

strand of DNA and are therefore easy to synthesize and store. They are easily folded by

thermal annealing in an appropriate buffer and can also be easily attached to an AFM tip by

using commercially available DNA that is chemically modified at one end. Aptamers may

be as specific as antibodies and have a high affinity for some small molecules. A proof-of-

principle TREC study using aptamers as ligands with immunoglobulin E as receptor was

performed [55] before histone H4 aptamers were investigated to elucidate their specificity to

different histone classes [56].

Using an in vitro selected aptamer for histone H4, a series of recognition imaging exper-

iments against recombinant histone H3, H2A, and H2B were performed. It was shown that the

H4 aptamer recognized the H4, H3, H2A, and H2B proteins with recognition efficiencies of

80%, 29%, 3%, and 5%, respectively. The low level of recognition to the H2A and H2B pro-

teins correlated with previous affinity measurements performed on the histone tail sequences.

Comparison of different tail sequences revealed a GGX motif that was present, twice in H4

tails and once in H3 tails, but was absent from the H2A and H2B tail sequences. It thus

appeared likely that this motif is important in aptamer binding. Because it was found that

DNA aptamers represent a viable alternative to traditional antibodies in recognition imag-

ing microscopy, it was suggested that this approach could be used to study key epigenetic

modifications involved in chromatin remodelling [56].

Bacterial Surface Layers

Crystalline bacterial surface layers (S-layers) represent a unique self-assembly system

optimized during billions of years of biological evolution [57–60]. The intrinsic ability of

S-layers to self-assemble allows for in vitro formation of isoporous two-dimensional (2D)

protein lattices in suspension, on lipid films, on liposomes, and on solid supports [57,61].

Strep-tagII, an eight–amino acid peptide and artificial ligand for Strep-Tactin (a genetically

engineered streptavidin variant with higher affinity towards Strep-tagII than streptavidin

[62]), was fused to a C-terminally truncated form of the S-layer protein SbpA of Lysinibacillus
sphaericus CCM 2177. SbpA is one of the most extensively studied S-layer proteins, with the

ability to self-assemble into a square (p4) lattice [57,61,63,64]. In previous studies, it was

found that the fused Strep-tagII did not interfere with the self-assembly properties of S-layer
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fusion protein SbpA–Strep-tagII and that the Strep-tagII was located on the exposed surface

of the S-layer lattice [65].

We applied TREC for lateral imaging of the recognition sites on the nanoarray, to

identify the location of Strep-tagII in the square S-layer lattice with nanoscale resolution.

The AFM tip was covalently functionalized with Strep-Tactin via a short, elastic linker.

The topography images of the nanoarrays with mixed S-layer proteins rSbpA–Strep-tagII

and SbpA were acquired with MAC mode AFM. The 2D nanoarrays of mixed S-layer pro-

teins with square lattice and with a center-to-center spacing of ∼14 nm, typical for the

S-layer protein SbpA [60,65], could be observed in the topography images (Figure 18.9A).

Figure 18.9B shows the simultaneously acquired recognition image generated by scanning

with a Strep-Tactin–coupled AFM tip over the surface of mixed rSbpA–Strep-tagII/wild-type

SbpA (1/7) lattice. When Strep-Tactin on the tip recognized Strep-tagII, the oscillating tip

response was altered, and this change was converted into a recognition signal [48,66] that dis-

played the location of Strep-tagII in the S-layer nanoarrays. The dark spots in the recognition

image (Figure 18.9B) indicate where recognition events between Strep-Tactin and Strep-tagII

occurred and reflect the distribution of the fusion protein rSbpA–Strep-tagII in the cocrys-

tallized S-layer lattice consisting of rSbpA–Strep-tagII/wild-type SbpA. Although the dark

Figure 18.9. Topography and recognition images of surface-layer in the absence and presence of blocking agents. A,
B. Topographic and recognition images, respectively, of the surface-layer proteins rSbpA–Strep-tagII and wild-type

SbpA cocrystallized (in a molar ratio of 1:7) on a silicon chip. C, D. Topographic and recognition images acquired

after Strep-Tactin on the atomic force microscope tip was blocked by adding free Strep-tagII.
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spots were located all scattered over the nanoarray surface of the cocrystallized S-layer pro-

teins, they were randomly located. The specificity of the recognition signals was proven by

acquiring topography and recognition images at the same place after blocking Strep-Tactin on

the tip (Figure 18.9C, D). The dark spots in the recognition image were completely abolished

after injection of free Strep-tagII into the AFM fluid cell during imaging (Figure 18.9D).

In this case, the ability of the tip-tethered Strep-Tactin to acquire a recognition signal was

blocked by the excess of Strep-tagII in solution. This proved that the recognition signals

shown in Figure 18.9B arose from specific interaction between Strep-Tactin coupled to the

AFM tip and Strep-tagII on the surface of the cocrystallized S-layer lattice.

Subsequently, a smaller scan area on the surface of the cocrystallization of rSbpA–

Strep-tagII and SbpA was imaged to increase the lateral resolution. Figure 18.10A, B show

the simultaneously acquired topography and recognition images, with a scan size of 216 nm.

To precisely localize the position of Strep-tagII, a “center-of-mass” approach was used. In

this case, the center-of-mass approach determined the position of the symmetry point, which

was identified as the recognition site. Even though the diameter of the recognition spot

was on the order of two times the length of PEG and protein (∼7 nm), the position of the

recognition spots was determined with accuracy of less than 1 nm. By overlaying the position

of Strep-tagII in recognition spots and the topography image (Figure 18.10C), 88% of the

position of Strep-tagII in recognition spots were found on the corner of the square lattice,

which indicated the location of Strep-tagII in the lattice of S-layer. Figure 18.10D shows a

schematic drawing of the cocrystallization of rSbpA–Strep-tagII and wild-type SbpA and

Figure 18.10. A, B. Topographic and recognition images, of the surface-layer proteins rSbpA–Strep-tagII and SbpA

(in a molar ratio of 1:7) cocrystallized on a silicon chip. C. Superimposition of a recognition map of Strep-tagII onto

the corresponding topographic image. D. Schematic drawing of cocrystallized rSbpA–Strep-tagII and wild-type

SbpA.
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represents the square area in Figure 18.10C. The red spot indicates where the Strep-tagII

was located in correspondence to the dark spots in the recognition image. These results

demonstrate that Strep-tagII was exposed on the surface of the S-layer lattice and located in

the corner of the square S-layer lattice.

Membranes

In a recent study, the distribution of cystic fibrosis transmembrane regulator (CFTR)

molecules in red blood cell membranes was investigated. CFTR is a chloride channel and a

regulator protein for several membrane conductases [67]. It maintains the salt and water bal-

ance on the epithelium and regulates processes such as cell volume regulation [68]. CFTR

dysfunction results in a severe disease, namely cystic fibrosis (CF). It is the most common

genetic disease in people and is characterized by impaired epithelial transport mainly in the

respiratory system, pancreas, and liver. The most typical mutation is the deletion of the amino

acid phenylalanine at position 508, resulting in the misfolded protein (F508del CFTR). This

leads to impaired trafficking to the plasma membrane. As a result, the number of CFTR

molecules in the plasma membrane is strongly reduced [69,70]. There is strong evidence

that CFTR is not only expressed in epithelia but also in human erythrocytes [71–76]. In this

context, TREC imaging was used to accurately map CFTR sites directly on erythrocyte mem-

branes.

Before starting with the TREC experiments the erythrocyte membrane preparation was

investigated by dynamic force mode imaging by using a bare cantilever. The membranes

appear as round, flat structures with a diameter of ∼10 μm and up to 25 nm in height.

For TREC imaging, an anti-CFTR antibody was covalently coupled to an AFM tip via

a lysine residue. The TREC measurements were performed on erythrocyte membranes of

healthy (non-CF) and CF-positive patients, respectively. Topographic images of both non-CF

(Figure 18.11A) and CF (Figure 18.11D) erythrocyte membranes revealed similar structures

protruding out of the membranes with 10–12 nm in height, representing membrane proteins.

These structures were comparable to the topographic measurements using an unmodified

AFM tip with similar specifications. Visualization at single-molecule level was achieved

without compromising its topographic imaging performance, despite the fact that the tip was

carrying a tethered antibody. The simultaneously acquired recognition images (Figure 18.11E)

showed dark spots, corresponding to interactions between the specific anti-CFTR antibody on

the tip and the CFTR membrane proteins. These binding sites can be assigned to particular

topographic structures, allowing the identification of CFTR among the abundance of different

proteins present in the membrane.

The size of recognition spots for CF and non-CF membranes was 32 ± 5 and 33.5 ±
8 nm, respectively. The lateral resolution of TREC is limited by PEG-antibody-ligand system,

which causes a lateral mobility of the antibody restricted by the linker length. The configu-

ration used allows an antigen–antibody binding in a distance of up to ∼12 nm (linker length

plus antibody) to the tip apex. Because the recognition signals were recorded relative to the tip

position, a single antigen could generate a recognition spot with a diameter of up to 24 nm.

The tip radius also contributes to the signal broadening, so that the overall diameter of a

recognition spot could be up to 30–35 nm. Taking this into account, we see that the observed

recognition spots with diameters of about 33 nm revealed the presence of at least one CFTR

molecule. Although the cluster formation plays an important role, the exact number of CFTR

molecules in one recognition spot cannot be given. Nevertheless, it could clearly be shown
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Figure 18.11. Topographic and recognition images of isolated erythrocyte membranes. Non–cystic fibrosis (CF)

(A) and CF-positive (D) erythrocyte membranes show molecular recognition events (B, E) when scanned with an

anti–cystic fibrosis transmembrane regulator (CFTR)–functionalized sensor tip. Specificity proof experiments using

free anti-CFTR antibodies in solution show no recognition events (C, F). Scale bar × nm.

that CF samples (Figure 18.11E) clearly revealed fewer recognition spots compared to non-

CF ones (Figure 18.11B). Quantification of the recognition events revealed values of 6.2 ±
1.29 (n = 4) and 1.9 ± 0.90 (n = 12) CFTR molecules per μm2 for non-CF and CF ery-

throcytes, respectively (mean ± SD). By extrapolation to the total erythrocyte surface area of

130 μm2, one can estimate∼800 CFTRmolecules/erythrocyte for non-CF samples and about

250 CFTR molecules/erythrocyte for CF samples (if multimeric clustering in one recognition

spot is neglected).

To test the specificity of recognition, an excess of free anti-CFTR antibodies was

injected into the measurement fluid chamber. This resulted in a hindering of tip–antibody

surface–antigen complex by forming a CFTR–anti-CFTR antibody complex. Thus the free

CFTR antibodies were bound to the membrane-embedded CFTRs, which hindered tip–

antibody surface–antigen complex formation. As a result, in the TREC measurements, the

recognition spots disappeared in the recognition image with an efficiency of more than 90%

due to abolishment of the reduction of the upper oscillation amplitude (Figures 18.11C, F),

whereas the sample topography was unaffected.

TREC recognition imaging allowed an accurate identification of CFTR within the

plasma membrane at the single-molecule level. This provides considerable advantages

because it removes the data-averaging drawback inherent in the conventional techniques that

record measurements over large ensembles of molecules. With further advances in the TREC

technique (increasing spatial resolution, improving sample preparation) this method provides

more detailed information on protein clustering in native membranes. Moreover, elucidat-

ing the distribution of single proteins and their organization within the plasma membrane

becomes feasible.



546 Andreas Ebner et al.

Cells

Real-time visualization and quantification of receptor-binding sites on cell surfaces is

a fundamentally challenging task in molecular cell biology. The first TREC studies on cells

were performed on microvascular endothelial cells of mouse myocardium (MyEnd) to locally

identify vascular endothelial (VE)-cadherin binding sites and colocalize the receptor position

with membrane topographic features [50] (Figure 18.12A). White VE-cadherin belongs to the

widespread family of cadherins, transmembrane glycoproteins are known to play an impor-

tant role in calcium-dependent homophilic cell-to-cell adhesion. VE-cadherin is located at

intercellular junctions of essentially all types of endothelium, where VE-cadherin molecules

are clustered and linked through their cytoplasmic domain to the actin cytoskeleton. The

cadherin cis-dimer, which is formed by the association of two extracellular domains in physi-

ological Ca2+ concentration (1.8 mM), represents a basic structural functional unit to promote

a homophilic bond between cells [77].

To avoid lateral diffusion of VE-cadherin and increase the stability of the cell mem-

brane, cells were gently fixed with glutaraldehyde, which is not only suitable for prevent-

ing the lateral mobility of receptors on the cell surface, but also maintains cell volume and

generally preserves the filamentous structure on the cell cortex. TREC measurements were

conducted with magnetically coated AFM tips (MAC tips), which were functionalized with

a recombinant VE-cadherin–Fc cis-dimer via a soft and long (∼8 nm) PEG linker. Recog-

nition signals correspond to the amplitude reduction due to a binding between VE-cadherin

molecules on the AFM tip and the cell surface when specific trans-interaction occurs (seen

as dark spots in recognition image). These dark spots are distributed nonuniformly and rep-

resent microdomains with dimensions from ∼10 to ∼100 nm (Figure 18.12B). Figure 18.12B

illustrates high recognition efficiency, which remains practically unalterable on subsequent

rescans. The addition of 5 mM ethylenediaminetetraacetic acid (Ca2+-free conditions) leads

to the disappearance of almost all binding events in the recognition image, whereas no change

in the topography image is observed. A closer look at some recognition spots reveals that they

consist of one to two large domains (50–80 nm) surrounded by smaller domains (10–20 nm) or

even single-molecule spots (typically 1–4 pixels long; 1 pixel ∼4 nm) (Figure 18.12B). Given

the size of the VE-cadherin cis-dimer (diameter 3 nm) and the free orientation of PEG linkers

leading to specific binding even before/after (8 nm) the binding-site position, the dimensions

of the single sites reflect the expectation. More than 600 single events were recognized and

∼6,000 active cis-dimers were estimated over the scanned area (4 μm2). The shapes and the

positions of VE-cadherin domains were correlated with topographic features of MyEnd cell

surfaces. The topography of a scanned MyEnd cell surface area represents a complex picture

of linear and branched filamentous structures, likely representing filaments of the peripheral

actin belt and some globular features as well. We point out that, a few VE-cadherin domains

were found directly on top of filaments. Nevertheless, most domains were located near and

between filaments, indicating that at this stage of cell maturation (day 1 or 2 after seeding),

clustering of VE-cadherin was incomplete.

In another study, TREC was used to visualize vascular endothelial growth factor recep-

tors (VEGFRs) [78] on vascular endothelial cells. VEGFR is a transmembrane receptor tyro-

sine kinase, which is primarily expressed in vascular endothelial cells and plays an important

role in mechanosensory functions such as focal adhesion turnover, actin cytoskeletal remod-

elling, and angiogenesis. Intermittent blocking of VEGFR2 in vascular endothelial cells pro-

motes rapid blood vessel regression in animal models, but new strategies to inhibit/promote

this signalling require enhanced understanding of VEGFR2 distribution and binding kinet-
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b

Figure 18.12. A. Scheme of dynamic recognition imaging for visualizing VE-cadherin–binding sites (here single

cis-dimers and/or clusters) on a gently fixed MyEnd cell surface. B. Simultaneously recorded topography and recog-

nition (TREC) images of a MyEnd cell surface obtained with VE-cadherin-Fc–functionalized tip. The addition of

5 mM ethylenediaminetetraacetic acid led to the disappearance of recognition clusters as the active VE-cadherin-

Fc cis-dimers on the atomic force microscope (AFM) tip dissociated into inactive monomers, thereby abolishing

specific VE-cadherin trans-interaction. After blocking experiments, topography remains unchanged, indicating that

blocking does not affect membrane topography. Red stars in the topographic images show the AFM scanner lateral

drift of ∼5 nm/min. +, ++, Examples of recognition spots magnified from recognition image. Recognition areas are

depicted by threshold analysis (threshold = – 1.7 nm) and bordered by white lines. Single VE-cadherin cis-dimers

can be clearly detected (arrows). PEG, poly(ethylene glycol).
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ics with biological or synthetic molecules. To identify VEGFR2 receptors, TREC imag-

ing was performed on chemically fixed human umbilical vein endothelial cells (HUVEC)

that endogenously express VEGFR2. By scanning the cell surface with a MAC tip tethered

with monoclonal anti-VEGFR2 antibodies, dark regions with a diameter of 45.9 ± 8.9 nm

were observed. These domains were assumed to be putative receptor locations that were

consequently confirmed through the demonstration of binding specificity. The introduction

of soluble anti-VEGFR2 to the imaging solution lead to a significant decrease in the number

of recognitions sites over 60 min postblocking.

In addition, this nanoscale imaging showed that available VEGRFR2 receptors are

nonuniformly distributed over 2-μm2 regions, with a close spatial association to the underly-

ing cortical cytoskeleton. This finding supports the current hypothesis that VEGRFR2 func-

tion is closely related to that of transmembrane integrin complexes transmitting force from the

extracellular matrix to the actin cytoskeleton. Analysis of recognition images (1.5 × 1.5 μm2)

indicated about 9.8 sites per μm2 and hence about 1.5 × 105 VEGRFR2 receptors per cell.

This determination of receptors among individual cells is in reasonable agreement with cell

population–averaged measurements through radiolabelled ligands.

TREC images were also acquired with MAC tips coated with antibody anti-Kv11.1

(against epitope tags present on the human ether-á-go-go-related gene [hERG] subunits) via

PEG linker (Figure 18.13A). The recognition map represents an amplitude reduction due to

specific binding between anti-Kv11.1 on the tip and epitope tags on the cell surface (dark

spots) (Figure 18.13B). These dark spots (amplitude reduction up to 2 nm) were distributed

nonuniformly and reflect microdomains with dimensions from ∼30 up to ∼350 nm, with a

mean ± SD of 99 ± 81 nm (n = 25) for the long domain axis. During several subsequent res-

cans recognition maps of hERG channels remained unchanged. Hereafter, ErgTx1 was very

slowly (50 μL/min) injected in the fluid cell while scanning the same sample. After the first

and second injection of ErgTx1 (concentration of ∼400 nM), no visual change in the recogni-

tion maps was observed. However, the recognition clusters partly disappeared after the third

injection of ErgTx1 (∼1 μM), whereas no change in the topography image was observed. The

specific binding between anti-Kv11.1 and cellular surface was abolished when free ErgTx1

molecules bound to the hERG channels and thus blocked the antibody access to interact with

epitope tags on hERG subunits. The topography of a scanned cell surface areas shows a

complex picture of linear and branched filamentous structures with some globular features.

Most domains are found to be located near and between filaments. TREC results suggest that

ErgTx1 not only interacts with the extracellular surface of the pore domain (S5–S6), but also

might interact with the voltage-sensing domains (S1–S4) of the hERG K+ channel. These

findings indicate a possibly new binding site of ErgTx1 in the voltage-sensing domain of the

hERG K+ channel. TREC is a suitable method for obtaining information about the structure

and function of hERG K+ channels on the cellar surface. The outcome of this study reveals

that voltage-sensing domains (S1–S4) of hERG K+ channel might be one of the binding sites

of ErgTx1.

18.5. Immunogold Imaging

Immunogold labels, well known in electron and optical microscopy, may also be useful

for discriminating specific molecules on a biological sample. The idea is to first incubate the

sample with monoclonal antibodies directed against specific constituents, then further incu-

bate it with the corresponding gold-conjugated secondary antibodies, and finally image the
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Figure 18.13. A. Schematic representation of recognition imaging to visualize human ether-á-go-go-related gene

(hERG) K+ channels (here binding sites at extracellular epitope between the S1 and S2 domains of hERG subunit

[light grey]) on a gently fixed hERG HEK-293 cell surface. B. Topography and recognition imaging maps obtained

on a hERG HEK-293 cell surface with anti-Kv11.1–functionalized tip. The most-pronounced recognition clusters

are indicated by white lines. The presence of 400 nM ErgTx1 had practically no effect on the recognition map

(data not shown), whereas the recognition clusters partly disappeared after the third injection of ErgTx1 (∼1 μM).

Blocking experiments do not affect membrane topography. Scale bars on all images are 170 nm. AFM, atomic force

microscope; PEG, poly(ethylene glycol).



550 Andreas Ebner et al.

gold particles using AFM topographic imaging. The feasibility of using immunogold labels

as cell-surface markers in AFM studies was first demonstrated on human lymphocytes [79].

Individual immunogold particles were clearly made visible on the cell surface, thus deter-

mining the location of antigens. More recently, a similar AFM-based immunogold technique

revealed types I and II collagen fibers on rat fibroblasts and human chondrosarcoma cells

[80]. Although well designed, these studies were performed in the dried state, which shows

no clear benefit in using AFM over conventional immunogold electron microscopy.

Recently, this method was applied to hydrated bacteria, with the aim of localizing spe-

cific cell wall constituents (Figure 18.14) [15]. M. bovis BCG cells were treated with drugs to

expose lipoarabinomannan (LAM) on the cell surface, then incubated with monoclonal anti-

LAM antibodies, and further incubated with the corresponding gold-conjugated secondary

antibodies. Images were obtained for native and treated cells, comparing contact and tapping

(phase) modes. Gold particles were never seen in contact mode, emphasizing the need to use

tapping (phase) mode for such in situ immunogold studies. With tapping mode, the surface

Figure 18.14. Localizing specific cell surface constituents by using immunogold atomic force microscopy. Contact

mode (deflection) images (A, C) and tapping mode (phase) images (B, D) of immunogold-labelled Mycobacterium
bovis bacillus Calmette-Guérin (BCG) cells. A, B. Native cells. C, D. Cells treated for 24 hr with isoniazid. All cells
were incubated with monoclonal anti-lipoarabinomannan (LAM) antibodies, followed by another incubation with

the corresponding gold-conjugated secondary antibodies. (Reprinted with permission from Alsteens et al. [15].)
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of native cells showed essentially no labelling, indicating that LAM was not exposed at the

surface. This finding was consistent with the uniform distribution of hydrophobic mycolic

acids measured on native cells. By contrast, drug-treated cells revealed a substantial coverage

of gold particles, indicating that LAM was exposed. Particles were poorly resolved and rather

fuzzy in tapping mode, presumably reflecting energy dissipation of the oscillating tip. These

observations, which correlate with topographic and CFM data, demonstrate that antimycobac-

terial drugs lead to the massive exposure of LAM at the cell surface, thereby contributing to

our understanding of their action modes. Hence, tapping mode imaging of immunogold labels

is a valuable approach for localizing specific antigens on biosurfaces.
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Atomic Force Microscopy
of Protein–Protein Interactions

Xiaohui Zhang, Felix Rico, Amy J. Xu, and Vincent T. Moy

Abstract Since its invention in 1986, the atomic force microscope (AFM) has emerged

as a flexible and powerful tool for exploring a variety of biological processes, including

cell adhesion, protein folding, and protein–protein interactions. This review focuses on the

application of the AFM to studies of protein–protein interactions. It describes the commonly

used methodologies and reviews the theoretical framework used to analyze single-molecule

protein–protein unbinding measurements. Finally, the chapter summarizes recent progress in

the field and shows that the AFM provides an excellent tool for probing interactions on the

cell surface and for understanding the energy landscapes that govern the dynamics of protein

interactions.

19.1. Introduction

In recent years, new technologies have been developed to directly measure the dynamic

processes of biological interactions at high spatial and temporal resolutions. In particular,

single-molecule approaches such as atomic force microscopy and optical tweezers, with their

ultrahigh resolutions down to subnanometer and submicrosecond levels, have opened new

avenues to measuring individual molecular interactions in real time (1,2). This chapter focuses

mainly on the application of the atomic force microscope (AFM) (3,4), a widely used single-

molecule tool, to the study of protein interactions.

Proper protein–protein interactions are essential to normal physiological function in

biological systems (5). Until recently, studies of protein–protein interactions usually involved

biochemical methods that determine binding affinities or rate constants. Although these bulk

measurements offer averaged estimates of interaction rates and free energies, they often miss
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important features of interaction dynamics that uncover various intermediate states or alter-

native reaction pathways. Single-molecule approaches, however, avoid the intrinsic ensemble

average of bulk methods and make it possible to follow the trajectories of individual inter-

acting molecules in real time (1,6). Single-molecule methods, therefore, have become bet-

ter tools for understanding the structure of the energy landscape governing the association,

dissociation, and intermediate states of protein interactions (2,7). Moreover, on the cell sur-

face, external forces continuously stretch molecules. For example, traction forces induce the

cell surface adhesion receptors to undergo cycles of adhesion and de-adhesion as the cells

migrate (8). Conventional techniques cannot reveal the influence of these internal and exter-

nal forces associated with protein–protein interactions (9). Now, however, by using such force-

measuring single-molecule tools as the AFM, optical tweezers, and biomembrane force probe,

one can directly measure the forces holding protein complexes together and can access the

stresses and strains associated with these reactions (2). Although each method has its merits,

this chapter only discusses the use of the AFM in measuring protein interactions.

19.2. AFM Experimentation

19.2.1. AFM Principles

The essential components of an AFM are the cantilever; the tip; the sample stage; the

piezoelectric translator, which accurately displaces the sample stage or cantilever; and the

optical deflection system, comprising a laser and a photodetector, which records the changes

in cantilever deflection (Figure 19.1).
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Figure 19.1. Schematic of the atomic force microscope (AFM). A beam of laser light is directed onto the cantilever

and is reflected into a split photodiode. The difference (A-B) signal reports the forces exerted on the tip. Because the

cantilever obeys Hooke’s law for small displacements, the interaction force between the tip and the sample can be

determined from the photodiode signal after a proper calibration of the spring constant of the cantilever.
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Originally designed as an imaging tool (3), the AFM acquires topographic images

by scanning the specimen with a flexible cantilever. In imaging mode, the AFM scans its

tip, which is mounted to the end of a soft cantilever, over the specimen in the x, y plane

(Figure 19.1). A piezoelectric element constantly corrects the position of the cantilever while

scanning, to keep the deflection constant. Atomic-level resolution is acquired by translating

the positioning of the cantilever into a topographic image of the sample surface.

Two formats are used to probe sample surfaces: a traditional design, which couples

the sample stage to the movement of a three-dimensional piezoelectric translator, and a

newer design, which instead scans the cantilever mounted on a piezo over a fixed sample

(Figure 19.1). In the second approach, the AFM head is usually placed on the stage of an

inverted optical microscope, allowing simultaneous acquisition of optical and AFM images.

Therefore, the latter design is more feasible for working with living cells because it allows

simultaneous visualization of cell shape and morphology.

The difference (A-B) signal from the photodetector reports the bending of the AFM

cantilever due to forces exerted on the tip. The cantilever must be calibrated in order to trans-

late its deflection into units of force. To this end, it is necessary to determine the spring

constant of the cantilever, kC. Different techniques are used for cantilever calibration (10) —

measuring the cantilever’s deflection (x) with the application of a constant known force (F)
(11), or measuring of the cantilever’s thermal oscillation resonant frequency (12). The most

popular method for cantilever calibration, based on Hutter and Bechhoefer (12), treats the

cantilever as a simple harmonic oscillator whose power spectrum of thermal fluctuations can

be used to derive the spring constant. Since each vibration mode of the cantilever receives

the thermal energy commensurate with one degree of freedom, kBT/2, the measured variance

of the cantilever’s deflection 〈x2〉 can be used to calculate its spring constant, that is,1/2kBT =
1/2kC〈x2〉, where kB and T are Boltzmann’s constant and the absolute temperature, respectively.

19.2.2. AFM Measurement of Single-Molecule Interactions

The AFM can also be operated in force scan mode to measure interactions between two

apposing surfaces at the single-molecule level. In this mode, a soft cantilever, usually with

a spring constant of 10–100 mN/m and functionalized with a protein ligand, is positioned

a few microns above a sample surface decorated with the molecule (such as a protein) of

interest. The pyramid-shaped AFM tip, with a rounded apex of 10–50 nm in diameter, limits

the contact between the two interacting surfaces so that it is possible to restrict the interac-

tion between the surfaces to a single protein–protein bond (13). Figure 19.2 illustrates how

unbinding experiments are performed.

When the cantilever is withdrawn from the surface, the unbinding forces of an individ-

ual protein–protein complex are determined experimentally from retraction curves by mea-

suring the force jumps relative to the “zero-force” offset (Figure 19.2). In many experiments,

force curves are obtained at cantilever velocities that can be as high as tens of microns per

second. Due to the drag force exerted by the surrounding medium, the cantilever experiences

a constant bending proportional to the applied velocity during its free approach and retraction.

This hydrodynamic effect adds a systematic bias to the measured unbinding forces that has to

be corrected when high velocities are applied. The drag force depends not only on the can-

tilever velocity and on the viscosity of the medium, which varies with temperature, but also

on the geometry of the cantilever, the topography of the sample, and the relative separation

between cantilever and sample (14,15). It is, thus, crucial to correct for this effect by sys-

tematically determining the viscous drag at each experimental condition. A straightforward
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Figure 19.2. A representative unbinding trace. A representative atomic force microscope (AFM) force scan (i.e.,

optical signal vs. piezo displacement) under force scan mode. The two interacting surfaces are the AFM tip func-

tionalized with streptavidin and an agarose bead with immobilized biotin. When the measurements started, the piezo

first expanded and moved the agarose bead closer to the cantilever. Before the bead and cantilever touched, the

deflection/force signal maintained a stable baseline level corresponding to “zero force.” When the bead touched the

cantilever, the cantilever bent upward, leading to a positive change of the deflection/force signal. The piezo ceased to

expand when a preset compression force was reached (200 pN in this case). During the preset contact duration, the

streptavidin and biotin had time to interact with one another. Adhesive contact created during this time was revealed

by a downward deflection of the cantilever when the piezo started to contract and gradually moved the bead to its

initial position. Further retraction movement of the bead resulted in a gradual increase of tension applied to the

avidin–biotin bond(s) until the bond(s) were ruptured, indicated by a sharp vertical transition in the retraction trace,

after which the cantilever returned to its original “zero-force” resting position.

approach to determining the viscous drag force is to measure the force shift just after the jump

between the “zero force” values of the approach and retraction traces.

Using the force scan mode of an AFM, Lee et al. (16) and Florin et al. (13) directly

measured the unbinding force of a single avidin–biotin interaction. Since the method was

first reported in 1994, hundreds of different protein–protein interactions have been studied

using this or similar methods. Table 19.1 provides a partial list of the unbinding forces and

Bell–Evans model parameters of measured protein interaction pairs.

19.2.3. Tip and Sample Preparation

In studies of protein–protein interactions, the protein or ligand is immobilized on the

surface of an AFM cantilever tip while its cognate binding partner is attached to a suitable

substrate. After bringing the two surfaces into contact, the interaction force is acquired from

the deflection of the cantilever during its withdrawal from the substrate. Therefore, proper

tip and sample preparation is essential for the success of this type of study. The techniques

commonly used to functionalize cantilevers involve either physisorption (13) or covalent cou-

pling of the ligand to the tip via an extended linker (17). The linker between the tip and the

ligand lends greater mobility and access to receptors on the surface being probed. Figure 19.3

outlines both methods for functionalizing tips.

Similar to tip functionalization, samples may be immobilized to surfaces by using

physisorption or covalent coupling methods. Mica, polystyrene, and glass are widely used

substrates for physisorption of proteins. Commonly used covalent coupling methods include

thiol surface chemistry after gold deposition and cross-linking molecules of interest with a

silanized surface.

Although the protocols for tip and surface functionalization are well established, one

should bear in mind that coupling efficiency varies among different types of cantilevers or
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Table 19.1. Summary of reported atomic force microscope unbinding studies

Ligand–Receptor Pair Loading Rate (pN/sec) Rupture forces (pN) Barrier width (Å) Ref.

α5β1/fibronectin 50–50,000 40–170 0.9, 4 27

Aptamer/IgE 12,000–1,700,000 50–190 0.91, 2.54 53

Avidin-biotin 0.05–60,000 5–170 1.2, 3, 30 25

Azurin/cytochrome c551 7,000–150,000 50–150 1.4 54

Con A/D-mannose 400–5000 80–125 2.7 32

Digoxigenin/antibody 30–63,000 20–80 0.35, 1.15 55

GTPase Rap/impβ 300–80,000 40–90, 75–1601 N/A 30

LFA-1/ICAM-1 50–50,000 20–320 0.2, 2 26

LFA-1/ICAM-2 50–60,000 20–120 0.31–4.5 40

L-Selectin/PSGL-12 10–100,000 20–160 0.6, 4 24

L-Selectin/sLeX2 10–100,000 10–180 0.6, 4 24

Mannuronan/AlgE 4 300–30,000 73–144 2.3 56

p53/azurin 3 nN/s 70 N/A 57

PDZ domain/peptide 3,800–140,000 40–220 0.4, 2.1 58

Plant lectin/asialofetuin 100–30,000 37–65 4–6 59

P-Selectin/PSGL-1 –3 110–170 2.5 60

P-selectin/PSGL-1 100–10,000 30–220 1.4 61

P-selectin/sLeX 70–100,000 20–220 0.8, 4.5 28

SfiI/DNA 2,100–630,000 25–100 1.8 62

Streptavidin–biotin 0.05–60,000 5–170 1.2, 5 25

TGF-β-1/receptor 100–13,000 40–200 0.73, 2.93 63

Transferrin(holo)/receptor 400–70,000 40–140 1.5, 9.3 29

Transferrin(apo)/receptor 500–40,000 25–40 8.1 29

VE-cadherin pair –3 30–50 5.9 64

VLA-4/VCAM-1 (WT) 30–200,000 15–130 1, 5.5 65

VLA-4/VCAM-1 (D40A) 300–100,000 25–70 5.9 65

VLA-4/VCAM-1 (Q38G) 200–100,000 25–100 1.7, 5.8 65

VLA-4/VCAM-1 (L43K) 200–100,000 20–100 1.5, 5.7 65

VLA-4/VCAM-1 (D143A) 300–200,000 25–140 0.95, 5.8 65

Anti-γ-GT/γ-GT N/A 131 ± 44 N/A 66

Antiferritin/ferritin N/A 49 ± 10 N/A 67

Anti-HSA/HSA N/A 240 ± 48 N/A 68

Anti-βhCG/βhCG N/A 100 ± 47 N/A 69

Glycoprotein csA pair N/A 23 ± 8 N/A 37

GroEL pair N/A 420 ± 100 N/A 70

ICAM-1/anti-ICAM-1 N/A 100 ± 50 N/A 34

Insulin pair N/A 1,340–1,350 N/A 71

Meromyosin/actin N/A 15–25 N/A 72

Ocular mucin pair N/A 100–4,000 N/A 73
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Table 19.1. (continued)

Ligand–Receptor Pair Loading Rate (pN/sec) Rupture forces (pN) Barrier width (Å) Ref.

Proteoglycan pair N/A 40 ± 15 N/A 74

α5β1/GRGDSP peptide N/A 32 ± 2 N/A 31

αvβ3/Osteopontin N/A 50 ± 2 N/A 31

Con A, concanavalin A; βhCG, β subunit of human chorionic gonadotropin; GRGDSP, Gly-Arg-Gly-

Asp-Ser-Pro; γ-GT, γ-glutamyl-transpeptidase; GTP, guanosine triphosphate; HAS, heat-stable anti-

gen; ICAM-1, -2, intercellular adhesion molecules 1 and 2; IgE, immunoglobulin E; impβ, nuclear

import receptor importin β1; LFA-1, leukocyte function-associated antigen-1; N/A, not available;

PSGL-1, P-selectin glycoprotein ligand-1; TGF-β-1, transforming growth factor beta 1; VCAM-1, vas-

cular cell adhesion molecule-1; VLA-4, very late antigen-4.
1The authors reported two populations of unbinding forces, reflecting the existence of two conforma-

tion states in the Rap/impβ complexes.
2Studies using biomembrane force probe.
3The authors reported unbinding forces versus different pulling velocities; we were unable to convert

the velocity to loading rates.
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Figure 19.3. Schematics of surface chemistries commonly used for modifying atomic force microscope (AFM)

tips. A. Functionalization of AFM tips with streptavidin using physisorption. B. Covalent coupling of proteins via

a heterobifunctional poly(ethylene glycol) (PEG) cross-linker: The amine-reactive N-hydroxysuccinimide (NHS)

end of the cross-linker reacts with amines on the silicon tip, yielding a stable amide bond, and the reactive 2-

[pyridyldithio]propionate (PDP) group forms a bond with free thiols presented by cysteines in the protein, resulting

in a stable disulfide bond. UV, ultraviolet.

surfaces, as well as among different molecules of interest. Thus, before performing force

measurements, a detailed validation of the quality of functionalized tips and coupled samples

is strongly recommended.
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19.3. Determination of the Energy Landscape
from the AFM Measurements

An AFM unbinding measurement (Figure 19.2) reveals the force required to break

a ligand–receptor bond under a constant retraction velocity of the piezoelectric translator.

For most of the measurement, the tension applied to break the bond increases linearly with

time. The rate of change in tension, rf = df/dt, is known as the “loading rate” and can be

experimentally controlled by varying the cantilever retraction velocity and/or the spring con-

stant of the cantilever. For many ligand–receptor interactions, the unbinding force has been

shown to change as the loading rate varies. In these studies, dependence of the unbinding

forces on the measured loading rate can be used to reveal the energy landscape of the ligand–

receptor complex.

The theoretical framework for understanding how a pulling force affects the dissocia-

tion of a protein–protein complex was first formulated by Bell in 1978 (18) and later expanded

on by Evans and other researchers (19). Although recent refinements and generalizations have

been developed (20–22), the Bell–Evans model can be seen as a first approximation to deter-

mining the energy landscape properties. The Bell–Evans model describes the influence of

an external force on the rate of bond dissociation. This model is based on the conventional

transition-state theory, in which a molecular complex needs to overcome an activation energy

barrier before final separation. If only a single barrier dominates the dissociation process, the

dissociation rate of this interaction is given by

koff = α
kBT

h
exp

(−�G0

kBT

)
(19.1)

where�G0 is the activation energy, T is the absolute temperature, kB is Boltzmann’s constant,

h is Planck’s constant, and α is a prefactor that characterizes the energy potential well. When

the complex is exposed to a pulling force, the applied force adds a –fx term to the potential

of the system. If the potential barrier is steep, adding this term to the free energy reduces the

activation barrier by approximately fγ , where γ is the width between the bound state and the

transition state along the reaction coordinate. Thus, the force-dependent dissociation rate of

the complex is given by

koff( f ) = α
kBT

h
exp

(−(�G0 − f γ )
kBT

)
= ko exp

(
f γ

kBT

)
(19.2)

where ko is the unstressed dissociation rate. Hence, the model predicts that the dissociation

rate of the complex increases exponentially with a pulling force. The two parameters ko and

γ are often referred to as the Bell model parameters. These two parameters characterize the

energy potential of the protein–protein complex. The depth of the potential is characterized

by ko, and γ characterizes the width of the potential and dictates the force resistance of a

molecular complex. If a complex has a small γ (i.e., the activation potential is narrow), then

an external force will have less effect on its force-dependent dissociation rate koff(f). On the

other hand, if the activation potential is wide, the complex will be more sensitive to an external

force because fγ adds a larger term to the intermolecular potential.

Equation (19.2) describes how bond dissociation is changed by a constant pulling

force. However, a constant pulling force is difficult to maintain in an AFM experiment.

Instead, a dynamic force approach is generally used to characterize the forced dissociation
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of ligand–receptor complexes (19,23). Under conditions of constant loading rate rf, the prob-
ability density function for the forced unbinding of an adhesion complex is given by

P(f ) = ko exp

(
γ f

kBT

)
exp

{
kokBT
γ rf

[
1 − exp

(
γ f

kBT

)]}
(19.3)
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Figure 19.4. Dynamic force spectroscopy. A. Effects of an applied force on a protein–protein interaction potential

consisting of two transition states, TS1 and TS2. In the absence of an applied force (top), the dissociation kinetics

of the complex is determined by the outer energy barrier (i.e., TS2). An external force tilts the energy potential and

suppresses the outer barrier (middle). Further increase in force results in a potential that is governed by the properties
of the inner energy barrier (i.e., TS1) (bottom). B. Two linear regimes are predicted for a cascade of two sharp energy

barriers. The increase of slope indicates that the outer barrier has been suppressed and the inner barrier has become

the dominant kinetic impedance to detachment. C. Dynamic force spectra of the P-selectin/sLeX interactions (28).

The best-fit curves (solid lines) were obtained using Eq. (19.4) applied to each of the two loading regimes. Error bars

are the standard error of the mean (SEM). Some error bars are smaller than the symbols.
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From (19.4), the most probable unbinding force f∗ [i.e., the maximum of the distribution

∂P( f )/∂f = 0] is

f ∗ = kBT
γ

ln

(
γ

kokBT

)
+ kBT

γ
ln (rf) (19.4)

Equation (19.4) shows that f∗ is a linear function of the logarithm of the loading rate. The Bell

model parameters are obtained from the plot of f∗ versus ln(rf), the dynamic force spectrum

(DFS) of the complex (19).

The energy landscape of a complex may consist of multiple sharp activation barriers

(Figure 19.4A) (19,23). In this case, the DFS is predicted to have multiple linear regimes with

ascending slopes, as shown in Figure 19.2B. The increase in slope from one regime to the

next indicates that an outer barrier has been suppressed by force and that an inner barrier

dominates the dynamic response of the complex (Figure 19.3A). This theory is supported by

recent experiments from different groups (24–27). Multiple activation barriers were found

in a number of protein–protein systems, including the (strep)avidin/biotin complexes and all

tested integrin/ligand complexes. A partial list of these studies is tabulated in Table 19.1.

19.4. Recent Applications

The following sections present some noteworthy and recent progress in using the AFM

for protein–protein interaction studies.

19.4.1. Molecular Basis for Multiple Energy Barriers along
with Protein–Protein Dissociation

Hundreds of protein pairs have been studied using the AFM. With the DFS approach,

the dissociation of many protein complexes has been found to involve one or multiple poten-

tial energy barriers (Table 19.1). Recent experiments using site-directed mutagenesis and/or

different physiological conditions have yielded important insight into the molecular and struc-

tural components that make up these energy barriers. This section highlights three stud-

ies investigating the molecular basis of protein interactions, with applications ranging from

leukocyte extravasation, to iron transport, to receptor-mediated transport between the nucleus

and cytoplasm.

The interaction between α4β1 and vascular cell adhesion molecule-1 (VCAM-1) criti-

cally mediates leukocyte adhesion onto the vascular endothelium, and this interaction exhibits

remarkable mechanical strength in resisting the large shear forces imposed by the blood-

stream. To understand the molecular basis by which the α4β1/VCAM-1 complex resists

a pulling force, we employed single-molecule DFS to reveal that the dissociation of the

α4β1/VCAM-1 complex involves at least two activation potential barriers: a steep inner bar-

rier granting the complex tensile strength to withstand large pulling forces (>50 pN) and a

more elevated outer barrier that is stabilized by integrin activation (Table 19.1) (28). This

special kinetic profile may reflect a biophysical basis permitting a dual physiological func-

tion (i.e., cell rolling and firm adhesion) of the α4β1/VCAM-1 interaction. To correlate such

features in the dissociation potential with molecular determinants, site-directed mutagenesis

was applied to VCAM-1. Both using Mg2+ ion chelation and mutating Asp40 to the neutral

residue alanine (D40A) suppressed the unbinding forces of the α4β1/VCAM-1 complex, sup-

porting the hypothesis that the inner barrier in the α4β1/VCAM-1interaction is largely due
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to the interaction between the chelated Mg2+ ion of the β1 domain and the Asp40 residue of

VCAM-1, an electrostatic interaction implicated by previous biochemical studies as most cru-

cial to the stabilization of the complex. Mutagenesis of other residues in the C-D loop of D1

of VCAM-1 yielded smaller unbinding forces in both the slow- and fast-loading regimes, sug-

gesting that variation in the dynamic strength of C-D loop mutants is due to differing widths

of the inner barrier. In contrast, mutations in the D2 of VCAM-1 suppressed the unbinding

force in the slow-loading regime but had no effect on forces in the fast-loading regime, sug-

gesting that D2 of VCAM-1 helps to stabilize the activation energy of the outer barrier of the

α4β1/VCAM-1 complex (Table 19.1) (28). These DFS studies of D1 and D2 mutants provide

a molecular explanation for the functionally relevant kinetic properties of the α4β1/VCAM-1

interaction.

Multiple energy barriers have also been implicated in interactions between the iron

transporter protein transferrin (Tf) and its receptor (TfR). In most mammalian cells, Tf R

binds iron-loaded Tf (holo-TF) and transports it to endosomes, where acidic pH favors iron

release. After returning to the cell surface, iron-free Tf (apo-TF) dissociates from TfR. Using

an AFM tip functionalized with holo-Tf or apo-TF to probe TfR on both mica and cell sur-

faces, Yersin et al. (29) revealed striking differences between holo-Tf–TFR and apo-Tf–TfR

interactions. Consistent with the accepted model of TfR cycling, the forces necessary to

unbind holo-TF and TfR were always stronger than the unbinding forces required for the apo-

Tf–TfR interaction, and the apo-Tf–TfR interaction was found to be pH dependent. Moreover,

DFS measurements indicated that the dissociation of holo-Tf–TfR complexes involves over-

coming two energy barriers, whereas apo-Tf–TfR complex dissociation involves overcoming

only one. These distinct energy landscapes support a model of different binding points for

holo-Tf–TfR and apo-Tf–TfR interactions.

Single-molecule studies have also yielded insight into the functional control of receptor-

mediated transport of macromolecules between the nucleus and cytoplasm. The small GTPase

Ran regulates the assembly and disassembly of receptor–cargo complexes by binding to the

nuclear import receptor importin β1 (impβ) in its guanosine triphosphate (GTP)–bound form.

Release of Ran from impβ is induced by effector proteins; however, it is unknown whether

this change in stability is effected through an induced fit model whereby ligand binding trig-

gers structural alterations or through dynamic population shifts in which changes in protein

function and properties result from redistributions of preexisting conformational substates

in response to binding. Using DFS to measure unbinding forces between single Ran–impβ

pairs, Nevo et al. (30) found that Ran-GDP forms a single, weak complex with impβ, whereas

Ran associated with the nonhydrolyzable GTP analog GppNHp leads to two distinct bound

states whose fractional occupancy can be altered by applying mechanical force. The RanQ69L

mutant, known for its markedly lowered GTPase activity, yielded a similar force spectrum to

the wild-type analog when loaded with GDP. However, the mutant gave rise to a unimodal

distribution of rupture forces in its GTP-bound form, suggesting that only the lower-strength

state is accessible to GTP-bond RanQ69L. These data support a model of allosteric interac-

tions regulating dynamic shifts between preexisting conformational isomers, extending the

concept of multiple conformational states to macromolecular complexes.

19.4.2. AFM Measurements on Living Cells

Because the properties of purified molecules may not be the same as when they are in

physiological conditions, it is best to study protein–protein interactions on living cells. How-

ever, the surface of a living cell is far more complicated than that of a bead or of mica coated
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with protein. Furthermore, the low density of receptors on the cell surface and its nonspecific

interactions introduce additional challenges. Lehenkari and Horton (31) were able to mea-

sure RGD (arginine-glycine-aspartic acid)-integrin binding on the surface of osteoblasts and

osteoclasts, and we measured the binding force between concanavalin A and its receptor on

the surface of NIH-3T3 fibroblasts (32).

Recent experiments in affinity imaging point to promising directions for studying

protein–protein interactions with the AFM. Affinity imaging combines the force measure-

ments of ligand–receptor interaction with the imaging function of the AFM. When the can-

tilever tip is coated with a specific protein, the AFM can provide an adhesion map detailing

the density of the binding partner on a surface (33). Affinity images of antigens immobilized

on a substrate were obtained using antibody-functionalized cantilevers (34). This technique

has been extended to cell surfaces. Based on the specific interaction between Helix pomatia
lectin and group A red blood cell plasma membrane proteins, Grandbois et al. (35) were able

to discriminate group A from group O red blood cells. Similarly, the Dufrene group mapped

numerous cell surface molecules on living bacteria (36).

The AFM has also been adapted for cell–cell adhesion studies (37,38). These exper-

iments differed from those discussed earlier, in that a cell was attached to the end of the

cantilever and used as a probe in cell adhesion studies. This approach allowed the study of

both the ligand and the receptor under conditions close to their native environment. Potential

applications of this approach include the study of modulated adhesion following cell activa-

tion. An example of such experiments is shown in Figure 19.5, in which a single leukocyte

was attached to a concanavalin-A–functionalized cantilever. Using this protocol, we were able

to measure the unbinding force of individual integrin leukocyte function–associated antigen-1

(LFA-1)/ICAM-1 (28,39,40) and integrin α5β1/fibronectin (27) bonds. Several other groups

have also reported studies on different types of cell–cell interactions (41,42).

B

A

receptor
cell

AFM cantilever

ligand

cell

cantilever
20 μm

Figure 19.5. Study of protein–protein interactions in living cells. A. A live cell coupled to the atomic force micro-

scope (AFM) cantilever. The cell expresses cell surface receptors, which will bind to the ligands immobilized on the

tissue culture dish. B. Micrograph of a live leukocyte attached to the AFM cantilever. The bar is 20 μm.



566 Xiaohui Zhang et al.

19.4.3. Energy Landscape Roughness of Protein–Ligand Interaction

In its simplest representation, the energy landscape of molecular interactions between

receptors and ligands is described by a barrier of certain height and width that determines

the dissociation rate of the complex, as well as its dynamic strength. Some interactions, how-

ever, require a more complex landscape with additional barriers. Moreover, the surfaces of

the energy landscape describing molecular interactions have been shown to be generally not

smooth but to have varying heights that render them highly corrugated or rugged (43,44).

This roughness slows down the dissociation kinetics of the interaction and contributes to its

dynamic strength (45). Recently, it was shown that an estimate of the energy landscape rough-

ness of protein–ligand interactions can be obtained from single-molecule dynamic force spec-

troscopy experiments conducted at different temperatures (46). These studies predicted that

surface roughness increases the unbinding force of a protein–ligand complex at a given load-

ing rate because it retards the unbinding process. As noted, the effect of surface roughness is

temperature dependent, thus making it possible to estimate the energy roughness from AFM

single-molecule measurements acquired at two temperatures T1 and T2. Specifically, the sur-

face roughness ε of a protein–ligand interaction can be computed using Nevo’s modification

of the Hyeon and Thirumalai approximation,

ε2 ≈ xβ (T1)kBT1xβ (T2)kBT2

xβ (T2)kBT2−xβ (T1)kBT1

[
�G0

(
1

xβ (T1)
− 1

xβ (T2)

)
+ kBT1

xβ (T1)
ln

rf(T1)xβ (T1)

ko(T1)kBT1
− kBT2

xβ (T2)
ln

rf(T2)xβ (T2)

ko(T2)kBT2

]

which takes into account the possible temperature dependence of the Bell model parameters

xβ (T) and kº(T) (45,46). Here, �G0 is the height of the potential and rf(T1) and rf(T2) are the

respective loading rates at the two different temperatures that give rise to the same unbinding

force.

Using this approach, we recently obtained energy roughness values of ∼5.6kBT and

7.5kBT for the inner and outer barriers of the streptavidin–biotin complex, respectively (47).

Similar values have been obtained for other systems, such as the unbinding of GTPase

Ran from its receptor importin-β (5.7kBT), the unbinding of complementary DNA strands

(10kBT), and the unfolding of the transmembrane helices of bacteriorhodopsin (4kBT to 6kBT)
(46,48,49). In addition, when a force clamp technique was used to measure the unfolding rate

of ubiquitin, Brujic et al. obtained a power-law distribution of unfolding rates that could be

explained by assuming an exponential distribution of energy barriers with mean value of

6.6kBT (50). The similarity in the results on such dissimilar systems suggests the possibil-

ity of a common origin for the roughness, perhaps due to the oversimplification involved in

reducing the tridimensional dissociation pathway into a single reaction coordinate.

19.5. Concluding Remarks

Although the AFM is under improvement to enhance sensitivity (4), the major challenge

for AFM research may stem from its availability, which is restricted to a limited number of

laboratories. With the completion of various genome projects (including mapping the human

genome, as well as the genomes of other animals and of plants), many gene sequences have

been revealed. However, the proteins that genes encode do most of the work, such as building

cells and running living organisms (51). Understanding how proteins interact with each other

is a new frontier that may provide important insights into a variety of disease processes (52).
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In the future, an AFM-based force spectroscopy approach will become increasingly impor-

tant to elucidating the biophysical properties of many more protein–protein complexes. This

methodology will also be increasingly adapted by biologists from different fields.
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20
A New Approach to Analysis
of Single-Molecule Force Measurements

Evan Evans, Ken Halvorsen, Koji Kinoshita, and Wesley P. Wong

Abstract A common aim in probing single molecular bonds or the structural stability of

proteins is to measure the kinetic rates at which a bond dissociates or a protein changes

conformation under conditions of changing force. Using sample data taken from tests of

ligand–receptor unbinding and protein unfolding/refolding, we show that populations of “sin-

gle molecule” events, arranged into statistical arrays expressing the numbers of bonds or

initial conformers remaining as a function of time and cumulated into histograms of tran-

sitions over fixed time increments, provide the bases for a model-independent assay of the

kinetic rates of transition throughout the course of an experiment. Most important, this assay

for kinetic rates can be employed with any deterministic mode of force spectroscopy, whether

the pulling force increases or decreases with time.

20.1. Introduction

In tests of molecular complexes or structures with force probes, the common objec-

tive is to measure the kinetic rate k→ at which a single complex (bond) dissociates or a

single molecule changes conformation when subjected to a pulling force. As such, success

in molecular force measurements requires an experimental approach that will produce a

high probability of single-molecule events plus reliable criteria for excluding contaminat-

ing events that arise from irrelevant (nonspecific) and multiple molecule attachments. After

briefly discussing ways to best satisfy these requirements, we show that arranging the refined

population of putative “single-molecule” events into (1) an array N(ti) expressing the num-

bers of bonds or initial conformers remaining as a function of time and (2) its histogram

�Nk(tk) of transition events cumulated over fixed time increments �t together establish a

direct (model-independent) assay for the kinetic rates of transition, k→(tk) ≈ (�Nk/�t)/N(tk)
defined at the mean sample times tk. Although formulated here in terms of the ratios of prob-

ability density/probability for a two-state molecular transition [i.e., p(tk)/S(tk) = k→(tk)],
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the statistics-based approach can be readily extended to encompass more hierarchal and

complex transitions if backed by appropriate evidence. Of fundamental significance, the

experimental assay for kinetic rates provides a general method to analyze results obtained

with any deterministic mode of force spectroscopy, f(t), whether the pulling force increases

or decreases with time. Using examples of ligand–receptor unbinding and protein unfold-

ing/refolding, we demonstrate that plotting the experimental assay for kinetic rates on a log-

arithmic scale versus pulling force f(tk), and invoking Arrhenius phenomenology, k→(f) = k0
exp[–�G(f)/kBT],1 reveals both the impact of force on the chemical energy barrier govern-

ing the kinetics of single-molecule transitions, �G(f)/kBT, and the rate prefactor, k0 = 1/t0,
characterizing persistence of the force-free state. As a preface to these examples, we first out-

line principles of instrument design and procedures for data processing that lead to reliable

assays of molecular transitions—the obvious challenge being to acquire “single-molecule

events”.

20.2. Force Probe Design and the Quest for Single-Molecule Statistics

A molecular force probe is an ultrasensitive “spring” with a reactive tip that initiates

the attachments to be tested. Thus, touched repeatedly to a target surface, the probe tip is pre-

pared with a very low concentration of the initiator molecule to ensure rare discrete attach-

ments. Since the reacting molecules on a tip and target surface are usually limited in range

of mobility, the likelihood of forming attachments on touch depends primarily on the area

of contact and to a much lesser extent on contact time. Consequently, the probe instrument

should be designed to touch the target surface with a small (less than a few piconewtons)

compressive force regulated by feedback. With both the impingement force and duration of

touch controlled, the conditions leading to attachments will be nearly identical for every touch

to a target, allowing the rare events to be viewed as a stationary-random process (amenable

to characterization by Poisson statistics as described later). Equally important for the assay

presented here, a probe must have sufficient precision to report forces with ∼1-pN accu-

racy over a wide range from minus a few piconewtons to +100 pN or more. Thus, to achieve

this accuracy, the probe transducer should have a low spring constant (less than or equal to

a piconewton per nanometer), as well as a nanometer-precision system for tracking its tip

displacement.

As an example, a biomembrane force probe (BFP) [1,2] was used to test the ligand–

receptor bonds described later, providing the force–time traces seen in Figure 20.1. With a

tunable spring constant set typically between 0.3 < κf < 0.5 pN/nm and with 3- to 4-nm

precision in video tracking of its tip, the BFP can measure forces in the range from –30

to +300 pN with a standard deviation (SD) of ±1–2 pN. As other examples, two types of

laser optical trap force probes (OTFP) were used to test the unfolding/refolding of polypro-

tein domains [3,4]. With spring constants set typically between 0.005 < κf < 0.1 pN/nm,

the fast video tracking systems in these OTFP instruments, one with 2- to 3-nm preci-

sion [3] and the other with <1-nm precision [4,5], provide much better force accuracy,

SD < ±0.1 pN, as demonstrated in Figure 20.2 (also later in Figure 20.9), than a BFP.

1 Thermal energy kBT is ∼4.08 × 10–21 J at room temperature.
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Figure 20.1. Force–time traces obtained from biomembrane force probe (BFP) in tests of ligand–receptor bonds:

The left trace is at a slow (7 pN/s) ramp and the right trace is at a fast (700 pN/s) ramp of pulling force. A tenfold

break in time axis separates the two traces to illustrate the major reduction in bond lifetime (i.e., from ∼7 sec to

∼0.1 sec) that accompanies the increase in its mechanical strength (i.e., from ∼40 pN to ∼60 pN) when ramps

increase from slow to fast rates. Stars mark feedback control of the soft impingement (∼–10 pN) and a brief, 0.1-sec

period of contact ending with piezo retractions of the microsphere targets at fixed speeds. The red traces are five-

point moving averages of the direct traces (blue) obtained at a sampling rate of 1,500/sec. Limited by uncertainty

(∼±4 nm standard deviation [SD]) in video tracking of the BFP tip deflection, the spread in force (∼± 2-pN SD;

blue traces) increases and decreases, in proportion to the spring constant kf chosen for the experiments (here set to

0.5 pN/nm by micropipet suction).

However, smaller ranges of force are usually accessible to optical trap instruments, for exam-

ple, –10 to +50 pN. Since rates of molecular transitions increase rapidly when subjected

to increasing force, probe instruments have to provide high levels of precision at very fast

sampling frequencies, which are limited to ∼2–3 × 103/sec by viscous damping for the

BFP and OTFP.

In most of the experimental examples described here, molecules were stressed by

retracting a tip or target away from contact at fixed speed vpull, resulting in a “force ramp.”

Although programmed to achieve a ramp of κfvpull, the actual ramp produced by steady speed

retraction depends on the effective stiffness κeff of the probe spring in series with the tip–

target interfacial structure. For tests exhibiting linear force increases with time (cf. Figures

20.1 and 20.2), the tip–target interfaces respond like elastic springs, κt∼t, and therefore, κeff
= κfκt∼t/(κf + κt∼t). Thus, the ratio of observed ramp/nominal ramp, crf = rf /(κfvpull), pro-
vides a direct assay of the tip–target interfacial stiffness, κt∼t = κf crf /(1 – crf). As an exam-

ple, using amino- or mercapto-silane and hetero-bifunctional polymer linkers to immobilize

proteins on glass microspheres, one finds the ratios crf to depend on the molecules chosen,

typically exhibiting values between 0.7 and 0.9 with small SD (<±0.1). Close to 1, this range

of values shows that the tip–target interface is much stiffer than the probe spring.
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Figure 20.2. Force–time trace from a laser OTFP test. Replacing a biomembrane force probe (BFP) as the trans-

ducer in a nearly identical apparatus, the probe is a microsphere confined by a focused laser beam [3]. Controlled by

feedback and moved by a piezo as in Figure 20.1, a target microsphere was driven to contact the probe with ∼–8-pN

impingement (star) for 0.1 sec, then retracted at a fixed speed to stress an attachment with a ramp of 90 pN/sec

until rupture. The red trace is a five-point moving average of the direct trace (blue) obtained at a sampling rate of

1,500/sec. Limited by the uncertainty (∼± 2-nm standard deviation [SD]) in video tracking of the probe deflection,

the narrow spread in force (∼±0.1-pN SD, blue trace) demonstrates the better precision obtained with the softer

OTFP spring constant (here, kf ∼ 0.05 pN/nm) set through control of the laser intensity.

20.3. Identifying Events Arising from Nonspecific
and Multiple-Specific Attachments

Even using the type of probe instrument just described and controlling contact condi-

tions, we still need to define procedures for dealing with the contaminating events that arise

from nonspecific interactions and multiple-molecule attachments. Used to great advantage

in testing unfolding/refolding of polyprotein domains with atomic force microscopy (AFM),

one approach has been to accept only force–time traces showing “sawtooth” patterns with

force increases and sharp drops equal to or less than the number of domains present in

a single protein chain. Similarly, in testing weak molecular bonds, force traces with obvi-

ous multiple force drops are rejected. Yet, this method of inspection will not identify non-

specific attachments. Moreover, because of limits in time resolution, probe response, and

fluctuations in force, a significant fraction of multiple attachments seem to escape detec-

tion2 when compared to predictions from Poisson statistics (described later). Consequently,

2 Subjected to large forces, preemptive failure of one component in a cluster of attachments will immediately transfer

the load to the remaining components, resulting in an extremely rapid sequence of failures with little separation in

time [6]. Because of probe response and fluctuations, only the final outcome of this sequence of events—a single

drop to zero force—is likely be detected in most force–time traces. The only evidence of the multiple bonds is the

large magnitude of breaking force reported by the probe.
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we will demonstrate a simple conservative procedure to identify the major subset of “raw

statistics” that most likely contains the “single-molecule” events. After describing the pro-

cedures, we will illustrate their impact on “raw statistics” with data from tests of molecular

unbinding.

20.3.1. Dealing with Nonspecific Events

Performed under the same conditions of target impingement and retraction speed as

in the tests of functional properties, we employ control experiments to identify which bins

in histograms are likely to contain significant numbers of nonspecific events. Since nonspe-

cific interactions in controls arise mainly at low forces, the simplest approach is to ignore

this low range of forces in histograms when the numbers become significant. Although the

approach is unsophisticated, we will show that ignoring these short-time statistics has no

effect on the assay for transition rates at longer times and higher forces. The procedure

merely sets a lower bound to the range of data analyzed. Most of the studies to be described

here involve molecules immobilized on rigid surfaces at concentrations adjusted to yield

<15%–20% specific attachments from thousands of repeated contacts. With these prepa-

rations, control experiments typically yield tenfold fewer attachments. As a demonstration

relevant to later examples, Figure 20.3 shows force histograms obtained from tests in NaCl

buffer plus 5 mM ethylenediaminetetraacetic acid (EDTA) between a microsphere tip linked

covalently with intercellular adhesion molecule-1 (ICAM-1) and a microsphere target pre-

senting recombinant β2-integrin lymphocyte function-associated antigen-1 (LFA-1) held by

a covalently linked activating antibody (240Q [7,8]). Touched ∼1,400–1,800 times at a force

of –10 pN (for 0.1 sec), less than 1%–2% of the tip–target contacts in EDTA indicated an

attachment.

In marked contrast to microsphere targets, even when performed with the same soft

touch and brief contact, controls for interactions at surfaces of biological cells yield much

higher frequencies of nonspecific attachments and larger ranges of forces affecting statis-

tics. Strongly dependent on the speed of target retraction, the increased number of nonspe-

cific attachments and range of forces are primarily consequences of a much larger area of

contact at a cell surface and the stronger hydrodynamic coupling (“suction”) that accompa-

nies fast retraction of the “soft” target [2]. Demonstrating the enhanced nonspecific interac-

tion with cell surfaces, Figure 20.4 shows another set of controls relevant to LFA-1 inter-

actions in which a probe linked with an irrelevant protein (bovine serum albumin) was

touched against human neutrophilic leukocytes (PMNs), this time in buffer plus 2 mMMn2+.

Although large numbers of nonspecific forces are seen at fast retraction speeds in Figure

20.4, well-defined populations of specific-integrin attachments can be observed beyond the

range contaminated by nonspecific events when a probe decorated with low concentration of

ICAM-1 is touched to PMNs in Mn2+. As we show in a later example (Figure 20.8), sim-

ply ignoring this initial force range leaves the prominent peak of specific events amenable to

analysis.

20.3.2. Dealing with Multiple-Specific Events

Unlike nonspecific interactions, the procedure for identifying and excluding hidden

events that originate from multiple attachments is not benign and must be considered

carefully. Since definitive observational criteria are usually not available for rejecting events,
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Figure 20.3. Controls for nonspecific interactions in tests of lymphocyte function-associated antigen-1 interac-

tions that involve immobilized constructs on glass microspheres. Performed at three force rates in NaCl buffer plus

5 mM ethylenediaminetetraacetic acid, force histograms show the numbers of nonspecific attachments (scaled per

104 touches) obtained from 1,400–1,800 touches between a biomembrane force probe tip linked covalently with inter-

cellular adhesion molecule-1 and the microsphere targets presenting recombinant αLβ2 integrin held by a covalently

linked activating antibody (240Q [6]).

the primary objective in all experiments should be to establish a stationary-random process

for formation of attachments, employing sensitive feedback to control the initial contact and

reducing the concentration of molecular reactants to achieve rare events. Once accomplished,

the attachment frequency Aω can be used to define the probability P0 = (1 – Aω) for no

attachment, from which Poisson estimates follow for the probabilities of a single attachment,
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Figure 20.4. Controls for nonspecific interactions in tests of lymphocyte function-associated antigen-1 (LFA-1)

interactions at the surfaces of human neutrophilic leukocytes (PMNs). Performed at three force rates in buffer plus

2 mMMn2+, force histograms show the numbers of nonspecific attachments (scaled per 104 touches) obtained from

∼1,000 touches between a biomembrane force probe tip linked covalently with an irrelevant protein (bovine serum

albumin) and PMNs expressing LFA-1.

P1 = (Aω – 1) ln(1 – Aω), and all multiples, Pn≥2 = Aω + (1 – Aω) ln(1 – Aω). Since multiple

attachments share the applied force (albeit with unknown distribution), we expect their tran-

sitions (detachments or conformational changes) to occur at unusually long times and very

large forces.Hence, we use the probability for multiples to conservatively identify a small

fraction of events Pn≥2/Aω (typically ∼10%–15% or less) to be excluded at the longest transi-

tion times (largest forces). Although there are only a few events, we show next that truncating

“raw statistics” by this precise fraction produces arrays of events N(ti) with appropriate con-

vergence at long times.
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20.4. Establishing Estimators for Initial State Probability
and Distribution of Transitions

Using data from tests between a BFP linked with ICAM-1 and microsphere targets

linked with recombinant LFA-1 (αLβ2-LZ [9]), we will first demonstrate how to obtain

estimators for initial state probability and its probability distribution of transitions.3 As noted

in the introduction, these two observables form the basis for the direct assay of the kinetic

rates in force probe experiments. Figures 20.5A, B show examples of the arrays N(ti) (open
blue circles) defining unnormalized probabilities of bond survival, which were obtained by

excluding a small number of “Poisson multiples” at the terminus (long-time tail) of each

“raw data” set (open black circles). Equivalent to time (i.e., f = rft), the numbers of integrin

attachments N(ti) that survived in 2 mM Ca2+ are plotted as a function of force in Figure

20.5A for a ramp of 770 pN/sec. Based on 417 attachments from 1,703 cycles of approach-

touch-retraction, the Poisson fraction Pn≥2/Aω ≈ 0.134 marked 56 events for exclusion from

the “raw data” tail. Similarly, the numbers of integrin attachments that survived in 2 mM

Mg2+ are plotted in Figure 20.5B as a function of force for a ramp of 89 pN/sec. In total, 375

attachments were detected from 1,804 cycles of approach-touch-retraction. Again from the

attachment frequency, the Poisson fraction Pn≥2/Aω ≈ 0.112 marked 42 events for exclusion

from the “raw data” tail. Establishing unnormalized estimators for initial state probabilities

[S1(ti)], the arrays N(ti) (open blue circles) in Figures 20.5A, B are expected to be enriched

significantly in “single-molecule” events, which is consistent with the rapid convergence

in statistics observed at large forces (long times). Plotted directly below in Figures 20.5C,

D, histograms of the “raw data” show the bins of events that were excluded at long times

(cross-hatched), as well as the few nonspecific events expected from controls (gray bins) at

low forces. As described later, the intervening (bright yellow) bins represent the numbers

�Nk of unbinding transitions within fixed sampling periods �f (= rf �t), providing the

estimators for probability density p(tk) and the rate of decrease in the initial state probability,

p(tk) = –[dS1/dt]k. Unless supported by additional evidence, more-aggressive truncations

of the raw data to obtain these estimators would be unsubstantiated and likely to introduce

artifacts in the assay of kinetic rates.

20.5. Two-State Transitions and the Direct Experimental Assay
for Kinetic Rates

Applicable to many types of single-molecule tests, the estimators for initial state prob-

ability, i.e., S1(t) ≈ N(ti)/N(0), characterize the likelihood that single-molecular complexes or

conformers remain in the initial state throughout the course of an experiment. Treated here as

a two-state transition, a first-order Markov equation describes the temporal evolution of this

initial state to a subsequent state S2(t) of molecular dissociation or new conformation, that is,

dS1(t)/dt = −k→(t)S1(t) + k←(t)[1 − S1(t)]

S2(t) ≡ [1 − S1(t)]

3 Used in this chapter to illustrate the analysis of force distributions in ligand–receptor dissociation under force

ramps, the sample data for interactions between ICAM-1 and β2-integrin (LFA-1 on leukocytes and recombinant

αLβ2-LZ heterodimer) are taken from a two manuscripts describing many tests of LFA-1 integrin interactions,

which have been submitted to the Biophysical Journal for publication.



Analysis of Single-Molecule Force Measurements 579

Figure 20.5. Unbinding intercellular adhesion molecule-1 attachments to αLβ2 immobilized on microspheres with

ramps of force. A. Tests in 2 mM Ca2+ at a ramp rate of 770 pN/sec produced 417 attachments from 1,703 contacts.

Thus, a Poisson fraction of 56 putative multiples was marked for exclusion from the “raw statistics” (black open
circles), yielding the unnormalized estimator N(fk) for initial-state probability (blue open circles). B. Tests in 2 mM

Mg2+ at a ramp rate of 89 pN/sec produced 375 attachments from 1,804 contacts. Thus, a Poisson fraction of 42

putative multiples was marked for exclusion from the “raw statistics,” again yielding the unnormalized estimator

N(fk) for initial-state probability. C, D. Histograms of the “raw data” appearing in panels A and B. The cross-hatched

bins identify the events truncated from the “raw statistics” at long times to obtain the unnormalized estimator for

initial state probability N(ti). The gray bins represent the nonspecific events expected from controls scaled to match

the appropriate number of contacts. The bright-yellow bins containing the majority of events represent the numbers

�Nk of transitions occurring within fixed sampling periods �f (= rf �t), yielding the unnormalized estimators for

probability density, p(tk) = (rf/�f)�Nk, at the bin centers fk = rftk. (The closed yellow circles in panels A and B

identify interpolation points.)

Governing the two-state dynamics are the instantaneous frequencies of forward k→(t) and
reverse k←(t) transitions. Since application of pulling forces with a “soft” spring eliminates

reverse transitions [10,11], we approximate k← as ∼0 and reduce the two-state dynamics to

a first-order decay process, dS1(t)/dt ≈ –k→(t)S1(t), the solution of which reflects the cumu-

lated frequency of forward transition, that is, S1(t) = exp[–
∫
0→t k→(t′) dt′ ]. As such, the

probability density p(t) now represents the “instantaneous” rate, k→(t)S1(t), at which forward
transitions drain the initial state, and the ratio of probability density/probability becomes

equivalent to the forward kinetic rate, k→(t), at any time. Hence, equally important in our

approach to data analysis, the numbers of events �Nk in histograms, cumulated over discrete
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time differences �t, provide key estimators for probability density, p(tk) ≈ (1/�t)[�Nk/N(0)],
at the bin center times tk. Interpolating among the array N(ti) to obtain the values N(tk) (iden-
tified by solid yellow circles in Figures 20.5A–B), we establish the ingredients needed to

specify ratios p(tk)/S(tk) of probability density/probability and to directly assay the forward

kinetic rates, k→(tk). Perhaps most significant, this generic assay for kinetic rates is valid even

when transition rates vary over time, which allows the approach to be applied in all modes of

force spectroscopy as long as the history of force follows a precise function in time f(t). Since
the estimator for probability density/probability, (1/�t) [�Nk/N(tk)], is independent of N(0),
the results do not depend on the initial force (i.e., time) where we commence the analysis,

which allows us to simply ignore bins at low forces in histograms containing large numbers

of nonspecific events.

In the sections that follow, we will demonstrate this method of analysis using data from

a variety of experiments. Along with the requirement for a well-defined population of single-

molecule transitions, the key assumption underlying validity of the two-state approach is that

the internal dynamics of transitions (e.g., pausing at metastable states or involving multiple

reaction pathways) must be orders of magnitude faster than the mean time needed to reach the

end state. Even so, prominent consequences of internal transitions can be perceived through

exploring a large range of force or force ramps, as recognized some time ago [12].

20.6. Experimental Example: Dissociating ICAM-1 from β2-Integrin with
Force Ramps

20.6.1. Microsphere Targets

In analyzing data from force ramp experiments, we employ an equivalent and very

useful transformation that replaces the statistical estimators based on transition times with

those based on forces, that is, p(tk)/S(tk) ≡ rf p(fk)/S(fk).4 By changing from transition times

tk to force statistics fk = rftk, we will determine the ratios of probability density/probability,

p(tk)/S(tk) ≈ (rf /�f)[�Nk/N(fk)], from the bin contents in force histograms �Nk and values

for N(fk) obtained at the bin centers fk by interpolation among the initial state statistics N(fi).
Finding these ratios from data at several ramps like the examples shown in Figure 20.5, we

plot the results on a logarithmic scale in Fig. 20.6A, B to expose the dramatic increases in

off-rates that accompany increases in the forces. Moreover, starting from their intercepts at

zero force, the off-rates of ICAM-1 from LFA-1 are seen to differ significantly in the two

divalent cation environments. Extended to higher and lower forces with ratios from faster

and slower ramps (solid green, magenta, red circles in Fig. 20.6A, B), the marked difference

in kinetics becomes clear when comparing the linear regressions superposed on each data

set. Converted to a linear scale, the fits yield exponentials: koff ≈ (2/sec) exp(f /9.6 pN) for

activation in Ca2+ and koff ≈ (0.007/sec) exp(f /6.8 pN) for activation in Mg2+. Differing more

than 100-fold, the force-free dissociation rates obtained from the single-molecule assay are

found to be consistent with results (k0 ∼1/sec in Ca2+ and ∼0.01/sec in Mg2+) known from

previous solution-based assays [13].

4 Note, after we submitted this chapter, a similar version of the approach described here based on analysis of force

histograms was published independently by Dudko, Hummer, and Szabo (in Proc. Natl. Acad. Sci.105: 15755–
15760, 2008). Included in their paper are excellent applications to data from tests of nanopore unzipping of DNA

hairpins and tests of unfolding a protein attached by flexible linkers to an atomic force microscope.
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Figure 20.6. Rates of unbinding of intercellular adhesion molecule-1 (ICAM-1) attachments to αLβ2 immobilized

on microspheres under slow to fast ramps of force. (Examples of the experimental estimators defining these ratios

are shown in Figure 20.5 for one ramp rate.) Plotted on logarithmic scales versus unbinding force, the ratios of

probability density/probability defining off rates (A) for tests in 2 mM Ca2+ at 76 and 770 pN/sec (plus those up to

55 pN at 7,000 pN/s) and (B) for tests in 2 mM Mg2+ at 7, 90, and 740 pN/sec. The regression lines superposed on

the data reveal that the off-rates of single-molecular complexes in both cation environments increase exponentially

over these ranges of pulling force (expressions for the off-rate dependences appear in the text). Scales at the right

quantify the shifts in activation energy of ICAM-1 bonds to αLβ2 produced by force, decreasing by nearly 8 units of

thermal energy (∼20 kJ/M) relative to the force-free state.

Viewed in the context of Arrhenius phenomenology, that is, ln[koff(f)] – ln(k0) =
–�G(f)/kBT, the single-molecule force assays in Figures 20.6A, B reveal that large reductions

in the activation energies account for the enormous increases in off-rates (note the scales

added at the right). The thermal force fβ for lowering an activation energy by one kBT char-

acterizes the length gained in a molecular transition[10,11], which, based on the regressions

in Figures 20.6A, B, are ∼0.4 and 0.6 nm, respectively. At the same time, the correlations

to off-rates (like those plotted in Figures 20.6A, B) provide a direct check on the quality and

self-consistency of each assay. Converted to analytical expressions for forward transition rates

k→(f), the correlations predict initial state probabilities, S1(f) = exp[-(1/rf)
∫

0→f koff(f’) df’],
that can be compared directly to the statistics from all experiments.

Even when one is matching data from tests over a large span in ramps, a subsequent

prominent deviation from the expected initial state probability at faster ramps can reveal a

significant change in the energy landscape or pathways governing the kinetic rate. This out-

come is demonstrated in Figures 20.7A, B with results for the LFA-1 interactions obtained at

very fast ramps, 7,000 pN/s in Ca2+ and 8,400 pN/s in Mg2+, respectively. Coinciding with

the departures of the experimental statistics N(t) (open blue circles) from the statistics N0S1(t)
(black dashed curves) predicted by off-rates at ramps <1,000 pN/s, broad wings of forces in

distributions are found to extend beyond >55 pN in tests at 7,000 pN/s with Ca2+ and beyond

>75 pN in tests at 8,400 pN/s with Mg2+ (bin locations marked by red-rimmed white circles

in Figures 20.7A, B). Including measurements of forces and times at the very fast ramps,

we see in Figures 20.7C, D that a new branch of off-rates (open red circles) has emerged

from the results at ramps <1,000 pN/sec. The off-rates now increase little with increase in

force, suggesting a significant alteration in the kinetic pathway for dissociation. [Note that, as

demonstrated by the sharp drops in N(t) beyond the last bin analyzed (last red-rimmed white

circle), the largest forces arising from the emergent pathway ultimately became obscured by

the Poisson fraction of putative multiples marked for exclusion. Hence, to obtain an accurate

picture of any emergent pathway, it is essential to have a reliable (and conservative) procedure

for truncating the “raw statistics”.]
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Figure 20.7. Rates of unbinding of intercellular adhesion molecule-1 attachments to αLβ2 immobilized on micro-

spheres under extremely fast ramps of force. Plotted on a log scale versus force, experimental statistics for bond

survival (open blue circles) for (A) tests in Ca2+ at 7,000 pN/sec and (B) for tests in Mg2+ at 8,400 pN/sec, both sets

of data showing marked deviations from the statistics N0S1(t) (black dashed curves) predicted by off-rate correla-

tions at ramps <1,000 pN/sec. Coinciding with these deviations and identified by red-rimmed white circles for the

bin centers, histograms of the data yield broad distributions of forces that extend well beyond the ranges expected

from results in Figures 20.6A, B. By incorporating statistics from tests at these very fast ramps, the added ratios of

probability density/probability (red open circles) are seen (C, D) to branch abruptly from the correlations at ramps

<1,000 pN/sec, suggesting a significantly altered or reconfigured kinetic pathway for dissociation.

20.6.2. PMN Targets

For comparison to the experiments with recombinant β2-integrin immobilized on

microspheres, the following example demonstrates application of the approach to tests of

LFA-1 interactions at the surfaces of human neutrophilic leukocytes (PMNs). Designed to

quantify the impact on off-rates of a phenomenon called “inside-out” signaling in cells, the

data presented in Figure 20.8 were taken from tests of an ICAM-1 probe against PMN sur-

faces following suspension in a buffer containing 2 mM Mg2+ plus soluble IL-8 (recombi-

nant human chemokine, interleukin-8). With attachment frequency decreasing monotonically

following exposure to IL-8, experiments had to be performed as quickly as possible (typically

within a window of 5–10 min) after chamber preparation. By doing this, sufficient num-

bers of events were collected to clearly define narrow peaks like that seen in Figure 20.8A.
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Figure 20.8. Rates of unbinding intercellular adhesion molecule-1 (ICAM-1) attachments to lymphocyte free

antigen-1 (LFA-1) expressed on neutrophilic leukocytes (PMNs) under force ramps when stimulated by the

chemokine interleukin-8 (IL-8). A. Obtained in 10 nM IL-8 plus Mg2+, the histogram of “raw data” at 2,300 pN/sec

illustrates the experimental estimator for probability density. B. Plotted directly below ( on a log scale versus force

are the corresponding statistics that characterize probability of bond survival (open blue circles). C. With ratios of

probability density/probability from tests at three ramps in IL-8 plus Mg2+, the off-rates reveal that unbinding of

ICAM-1 from LFA-1 on PMNs stimulated by chemokines is dramatically slower than unbinding from LFA-1 on

microspheres in Mg2+. D. Providing a critical check on the assay for off-rates, the experimental statistics obtained at

all the ramps are compared on a log-log scale versus time to the unnormalized probabilities N0S1(t) (black dashed
curves) predicted by the off-rate correlation in panel C, i.e., koff(f) ≈ (0.0001/sec) exp(f /5.5 pN).

Narrow peaks in force ramp distributions reveal precipitous shortening in the lifetime of the

bonds under the rising force, which appears as very rapid attenuation in long-time tails of the

arrays N(t) as shown in Figure 20.8B. Again with the ratios of probability density/probability
provided by these experimental estimators, we plot the values on a logarithmic scale in

Figure 20.8C to assay the off-rates of ICAM-1 from LFA-1 on chemokine-stimulated PMNs

in Mg2+. When compared to the results in Figure 20.6B for LFA-1 on microspheres in Mg2+,

the outcome demonstrates that chemokine stimulation and the “inside-out” signaling process

dramatically increase the lifetime and strength of a single LFA-1 interaction. Again as a check

on quality of the assay, the experimental statistics for different ramps are compared on a log-

log scale versus time in Figure 20.8D to the unnormalized probabilities N0S1(t) (black dashed
curves) predicted by the correlation in Figure 20.8C.
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20.7. Experimental Example: Unfolding/Refolding of a Polyprotein
with Force Ramps

Demonstrating the diversity of this approach, our final examples illustrate applications

to unfolding and refolding of polyproteins. Created by Jane Clark at Cambridge University

[14], the polyprotein in this example was an eight-mer sequence of four heterodimers: the

R16 triple-helical repeat from chicken brain spectrin, followed by an I27 domain from car-

diac muscle titin. Pulling on these polyproteins with an AFM, the creators showed that the

spectrin triple-helical repeats unfold at forces between ∼30 and 50 pN under pulling speeds

in a range from ∼1–4 × 103 nm/sec [14]. Yet, as expected from earlier studies (see references

in Ref. 15), the I27 domains remain tightly folded until several-times larger forces are reached

(∼150–180 pN). Less well established in probe tests of weak domains like R16, the objec-

tive here is to demonstrate a direct assay for rates of unfolding and refolding polyproteins

using the experimental statistics and histograms of transitions obtained under ascending and

descending ramps of force, respectively.

To achieve the precision in force and time needed to quantify these kinetic rates, the

poly-R16/I27 construct was tested with two arrangements of a laser OTFP, one providing

data at frequencies of 1,500/sec for fast-pulling experiments (see Figure 20.2 and Ref. 3) and

the other providing data at slower frequencies of ∼200/sec but with subnanometer precision

in chain length displacements (see Figure 20.9 and Refs. 4 and 5). Tethered to glass tar-

gets through linkages to a cysteine residue at the C-terminus, the polyprotein attachments

in tests were obtained by capturing the polyhistidine residues at the N-terminus with an

anti-His–linked OTFP microsphere. Illustrating the kinematics of unfolding and refolding

four R16 domains, Figure 20.9 shows the changes in length (upper panel) of a single poly-

R16/I27 protein produced by the cycle of positive–zero–negative force ramps seen in the lower

panel.

20.7.1. Unfolding Kinetics

Examining unfolding first, we focus on forces obtained from traces showing one or more

unfolding events at two ramp rates (10 and 473 pN/sec). Unfortunately, when tested at the fast

ramp, preemptive failure of the noncovalent linkages left just over half of the traces showing

only one unfolding event, with the next significant population showing two unfolding events;

taken together, the two types of traces accounted for nearly 90% of the results. Based on

statistics of the first unfolding events at 473 pN/sec, Figures 20.10A, B demonstrate the force

histogram and the experimental statistics characterizing the fastest unfolding kinetics in the

OTFP experiments. For more slowly unfolding kinetics, we use the forces for two unfolding

events from experiments performed with the high-resolution instrument at the slow ramp

10 pN/sec, where most traces contained more than two unfolding events. Under slow loading,

longer times are needed to unfold domains and the events occur at lower forces. Finding ratios

of probability density/probability from both sets of data, we plot two assays for unfolding

rates on a logarithmic scale versus force in Figure 20.10C. As shown by gray dashed lines in

Figure 20.10C, both assays correlate well with a common exponential dependence on force

[i.e., ∼exp(f/2.8 pN)], separated by approximately twofold difference in the preexponential

factors describing “spontaneous” unfolding rates. This shift is qualitatively consistent with

the different numbers of unfolding events treated in the two cases. However, not knowing

the total number of folded domains in the attachments prior to test, we can only estimate the

frequency for unfolding a single spectrin R-16 domain. Thus, assuming that four folded and
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Figure 20.9. Changes of length (blue traces, upper panel) produced in a single poly-R16/I27 protein by a sequence
of positive– zero–negative force ramps (red traces, lower panel). Performing repeated cycles of pulling and relax-

ing attached chains parallel to the optical axis of an inverted microscope, the OTFP apparatus employed reflection

interference contrast optics and unique image analysis software to measure displacements of the probe microsphere

with subnanometer precision [4,5]. Centered well above the coverglass floor of a microchamber, the strength of the

trapping potential was varied by controlling the laser intensity. Because of the large distance to the trap center and the

soft confinement along the optical axis, the force history applied to the microsphere was unaffected by the increases

and decreases in length of the polyprotein, appearing only as extremely small blips in the red force trace. Correlated

to the length increases in unfolding (upward red arrow) and decreases in refolding (downward green arrow), sepa-
rations between the black dashed curves are predicted by adding a length Lc ∼ 37 nm at each step to the thermally

fluctuating contour length described by a “worm-like chain” with persistence length b ∼ 0.7 nm while, at the same

time, substracting 5 nm to account for the folded domain.

noninteracting domains were present in each attachment, the correlation for first unfolding

events in the fast ramp test (red closed circles, Figure 20.10D) implies an unfolding rate of

0.009/sec ÷ 4 ≈ 0.0023/sec for a single domain, which is close to results from solution-based

assays [16]. Again checking the quality and self -consistency of the assays, experimental

statistics from both tests are compared on a log-log scale versus time in Figure 20.10D to

the unnormalized probabilities N0S1(t) (black dashed curves) predicted by the probability of

folded domains, S1(t) = exp[–(1/rf)
∫

0→f kunfld(f’) df’], and the correlations to unfolding rates
at each ramp.
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Figure 20.10. Rates of unfolding weak domains in poly-R16/I27 proteins under ramps of force. Used to assay

the fastest unfolding rates at 473 pN/sec [3], the histogram of first unfolding events (A) provides the estimator for

probability density; the corresponding array of statistics (B) provides the unnormalized estimator for the probability

of remaining folded at different forces. [Again of no consequence in our analysis, we ignore the bins (marked by

yellow meshes at low forces). The events in the cross-hatched bins (∼13% of total) have been truncated from the

“raw statistics” to obtain the array N(t). The Poisson fraction of putative multiples was determined from an attachment

frequency of ∼26%.] Plotting the ratios of probability density/probability obtained at a fast and a slow [4] ramp on

a logarithmic scale (C), we see that the unfolding rates produced by the two ramps follow parallel lines (slope ∼2.8

pN) with a slight separation reflecting an approximate twofold difference in force-free unfolding rates (0.009/sec

vs. 0.004/sec). D. Providing a critical check on quality of the assay for unfolding rates, experimental statistics for

probabilities of remaining folded at the fast and slow ramps are compared on a log-log scale versus time to the

unnormalized probabilities N0S1(t) (black dashed curves) predicted by the linear fits for unfolding rates (gray lines

in panel C), that is, N0 exp[–(1/rf)
∫

0→f kunfld(f’) df’]. The close match between the data and predictions reveals

the major impact of ramp speed on unfolding kinetics.

20.7.2. Refolding Kinetics

Emphasizing the generality of our approach, we end by demonstrating that statistics of

reverse transitions obtained with negative force ramps also provide a direct assay for refolding

rates. Starting from an initial force f0, each negative ramp applied to the unfolded chain in

Figure 20.9 was produced by a fixed period of steady reduction in the trapping force at a rate

–rf, that is, f(t) = f0 – rf t. Accurately controlled in this way by laser power, the unloading

process allowed the collapse and refolding of polyprotein domains previously unfolded by

force. Usually, refolding is only likely to occur in a reasonable period of time when low

levels of force are reached. Yet, at the same time, much larger forces are usually needed to

initially unfold the domains. Thus, the sequence of positive– zero–two negative force ramps
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was developed for the purpose of unfolding and refolding the R-16 domains, as illustrated in

Figure 20.9.

In this example of refolding, we will use estimators for ratios of probability den-

sity/probability that characterize refolding from the level “2” to “1” identified by the labels

above black dotted lines sketched in Figure 20.9. As seen throughout the slow negative ramp

in Figure 20.9, transient up/down jumps appear along the length trace at all levels. Sum-

marized by histograms in Figure 20.11A for unloading at –0.37 pN/s, the downward refold-

ing events from a state of two to one unfolded domain (“2>1”) appear as yellow bins, the

intermittent-upward unfolding events returning to two unfolded domains (“2<1”) as blue

bins, and the downward refolding events from three to two unfolded domains (“3>2”) as

red bins. [The histrogram (“3<2”) containing a few transient returns to the state of three

unfolded domains is left out of Figure 20.11A for clarity.] Careful analysis (4) of the down/up

jumps (e.g. “3<2” and “2<1”) has revealed that refolding R-16 domains involves a long-

lived metastable intermediate (mean lifetime ∼0.3 s). Although complicated by the multi-

level dynamics, we show that approximating the refolding process as a two-state transition

provides a lower bound to the rates of refolding. As such, the statistical array N(f) for refold-

ing from “2>1” plotted in Figure 20.11B becomes the un-normalized estimator for probability

of two unfolded domains, which diminishes monotonically with increase in time or equiva-

lently decrease in force. Using the arrays N(f) and histograms of transitions (“2>1”) obtained

with three negative ramps, we have plotted values (closed red, green, blue circles) of the

approximation for ratios of probability density/probability on a logarithmic scale as a func-

tion of force squared (f 2/kBT) and on a linear scale of rate versus force in Figure 20.11D.

The estimates of refolding rates for the three negative ramps follow a negatively sloped line

with a zero force intercept implying a spontaneous refolding rate of ∼400/s from a state of

two unfolded domains. Also plotted in Figure 20.11B is the un-normalized probability “N

S2” derived from summation of all transitions to/from level “2” at –0.37 pN/s. Obtaining

un-normalized probabilities in this way for each negative force ramp (details to appear else-

where), and computing the true estimators for probability density/probability, the outcome

(red dotted lines in Figures 20.11C, D) reveals that refolding actually occurs at much faster

rates because of the transitions to/from the intervening metastable state. As indicated by the

true estimators for probability density/probability (open red circles) from the fast unloading

rate of –1.36 pN/s, the true refolding rates and the two-state approximation begin to converge

when refolding rates greatly exceed the rate of transient unfolding from the metastable state.

The reason for correlating the results to f 2/kBT is that the unfolded domains are very floppy

at low forces, and thus the energetics governing changes of end-to-end length is described by

a harmonic potential [∼– f 2/(2κchain)]. Also following from polymer physics, the spring con-

stant of the floppy chain κchain approximately equals the spring constant for a single unfolded

domain κunfld divided by the number of unfolded domains, κchain ≈ κunfld /nunfld. Hence, the
activation energy for refolding one domain is expected to be augmented by the difference in

elastic energy required to shorten the chain, �[f 2/(2κchain)]/�n ≈ f 2/(2κunfld). Correlated

to f 2/kBT, the slopes obtained from linear regressions to the approximate and true refolding

rates in Figure 20.11C yield apparent spring constants (0.22 and 0.28 pN/nm respectively)

that characterize the apparent harmonic-energy barrier. These slopes bracket the harmonic

stiffness, 3kBT/(2bLc) ≈ 0.236 pN/nm, based on persistence length (b ∼ 0.7 nm) and contour

length (Lc ∼ 37 nm) used to match the force-distance response of the poly protein with all four

R-16 domains unfolded. Converting the refolding kinetics in Figure 20.11C to a linear-linear

scale, Figure 20.11D demonstrates the major suppression of refolding kinetics that accompa-

nies pulling force.
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Figure 20.11. Rates of refolding (previously unfolded) domains in poly-R16/I27 proteins under negative ramps of

force. Needed to assay the rates of refolding from level “2” to “1” in Fig. 9, histograms in A (plotted as forces)

illustrate refolding and unfolding transitions that determine the un-normalized probability for being in a state with

two unfolded and two folded domains under a negative ramp of –0.37 pN/s. Yellow bins show the downward refolding

transitions to the state of one unfolded domain (“2>1”); blue bins show the intermittent-upward unfolding transitions

returning to the state of two unfolded domains (“2<1”). Red bins show the downward refolding transitions to the state

of two unfolded domains (“3>2”) that seed level “2”. [Not shown for clarity is the histrogram (“3<2”) of transient

returns to the state of three unfolded domains.] The statistical array N(f) of forces for refolding from “2>1” is plotted

in B along with the un-normalized probability “N S2” for being in level “2” computed from summation of all the

transitions to/from this level. Naively approximating the refolding as a two-state process, the array N(f) plotted in B
becomes the un-normalized estimator for probability of two unfolded domains, which diminishes monotonically with

increase in time corresponding to the decrease in force. Using the arrays N(f) and histograms of transitions (“2>1”)

obtained with three negative ramps, we have plotted values (closed red, green, blue circles) for the approximate

ratios of probability density/probability on a logarithmic scale as a function of force squared (f 2/kBT) (C) and on a

linear-linear scale versus force in D. The approximate refolding rates follow a negatively sloped line with a zero force

intercept implying a spontaneous refolding rate of ∼400/s given two unfolded domains. Also plotted for comparison,

the outcome (red dotted lines) derived from the full multilevel analysis (details to appear elsewhere) shows that the

two-state approximation provides a lower bound for the refolding rates at all forces. Illustrated by the true ratios of

probability density/probability (open red circles) from the fast unloading rate of –1.36 pN/s, the true refolding rates

approach the two-state approximation once refolding rates greatly exceed the rate of transient unfolding from an

intervening metastable state.
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21
Single-Molecule Recognition: Extracting
Information from Individual Binding
Events and Their Correlation

Cheng Zhu, Veronika I. Zarnitsyna,
Wei Chen, and Krishna Sarangapani

Abstract Communication between cells via their surface receptors can be studied by

ultrasensitive single-molecule techniques designed to operate with two apposing surfaces.

Two-dimensional (2D) kinetics measured with this approach is physically distinct from

and biologically more relevant than three-dimensional kinetics with at least one interact-

ing molecule in the fluid phase. Two assays for measuring 2D kinectics are reviewed: the

adhesion frequency assay and the thermal fluctuation assay. Both techniques allow one to

extract force-free 2D kinetics parameters. The adhesion frequency assay measures the bind-

ing frequency as a function of contact duration, which is nonlinearly fitted with a probabilistic

model. The thermal fluctuation assay detects bond formation/dissociation by monitoring the

reduction/resumption of the thermal fluctuation of the force sensor. Both techniques record

the outcomes in a time sequence of events. Different events in the sequence can be inde-

pendent from or correlated between each other, depending on the molecular interaction. The

strategy for analyzing statistical properties of the sequence by a mathematical model to test

whether the i.i.d. assumption (i.e., all measurements in the sequence are identical yet inde-

pendent from each other) is valid in the interaction in question is reviewed.

21.1. Introduction

Communication between cells with each other and their environment is mediated

via specific molecules on their surfaces called receptors. Although unraveled genomes for

key organisms have provided a lot of information about different surface molecules as
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corresponding gene products, only a fraction of them have a function assigned, and even fewer

have been studied in detail. Traditionally, receptor–ligand interactions are characterized by

ensemble assays with at least one of the molecules purified from the cell membrane and added

to the fluid phase, namely, three-dimensional (3D) assays, e.g., using the surface plasmon res-

onance technique. This interaction is described in terms of a chemical reaction through recep-

tor and ligand concentrations, kinetic rates, and binding affinity. While sufficient for a proper

description in homogeneous solution, these properties by themselves are often insufficient

for determining the interaction of the same molecules residing in their natural environment

on the cell membranes. This is because cell surface molecules can be clustered, partitioned

in cell surface structures such as membrane rafts, or linked to cytoskeleton directly or via

other docking molecules, which can impact binding by signaling that changes molecular con-

formations. On the cell, molecules of interest may be abundant but inactive due to specific

cellular environment, or the same molecules may exhibit different activities in different areas

or times. These features make ensemble assays insufficient, even if they are carried out on

the cell surface, because the properties so measured represent ensemble averages only. It

also calls for single-molecule studies because these experiments probe molecular interactions

one by one, thereby allowing for measurement of not only average properties, but also their

distributions.

Another important feature of receptor-mediated cell adhesion is that molecular inter-

actions take place in two dimensions (2D) as both receptors and ligands are anchored to

the respective surfaces of two apposing cells or a cell and a substrate surface. This situa-

tion is ideal for single-molecule force techniques because the sensitive force probes can be

functionalized with interacting molecules. A molecular interaction manifests as a mechani-

cal force through a receptor–ligand bond that physically connects two surfaces, one of which

can be the force probe (the other is referred to as the target surface in this chapter). Single-

molecule biomechanical experiments with atomic force microscopy (AFM) or other ultra-

sensitive force techniques for measuring unbinding forces for dynamic force spectroscopy

analysis or unbinding of protein domains are discussed in other chapters of this book. In this

chapter, we will focus on extracting other information from the binding events. Specifically,

we will discuss an adhesion frequency assay (Chesla et al. 1998) and a thermal fluctuation

assay (Chen et al. 2008) along with the analyses that allow for extracting kinetic informa-

tion of the receptor–ligand interaction from these experiments. Both assays obtain the infor-

mation from sequential binding events. Statistical analysis of the data has previously been

based on the assumption that all measurements in a sequence are identical yet independent

from each other, i.e., the i.i.d. assumption. If this assumption is violated, i.e., measurements

from different positions in a test sequence are correlated, data should be segregated into sub-

groups for separate analyses. Thus, we will also discuss a model that allows us to check

the validity of, and to measure the deviation from the i.i.d. assumption (Zarnitsyna et al.

2007).

21.2. Adhesion Frequency Assay

The simplest mechanical measurement is the detection of the presence of adhesion

mediated by specific receptor–ligand bond(s) at a given time, regardless of how many bonds

are involved, how long they last, and how big a force is required to detach the adhesion.

It is desirable, but not required, that the observed adhesion is mediated by a single bond. To



Single-Molecule Recognition 593

achieve single-bond measurement requires the use of a force probe with sufficient sensitiv-

ity for single-bond detection and experimental conditions that limit multibond interactions,

e.g., using low site densities (compared to the 2D Kd) of receptors and ligands on the respec-

tive surfaces such that binding events become rare, which is a necessary but not a sufficient

condition (Zhu et al. 2002). Although this simplest measurement produces only a random

binary readout of either adhesion (scored Xi = 1 for the ith test) or no adhesion (scored Xi =
0 for the ith test), it can be used to estimate the probability of adhesion, e.g., from the fre-

quency of adhesion, i.e., the average of adhesion scores, from repeated measurements. When

adhesion becomes infrequent and requires a probabilistic description for its presence, the

number of molecular bonds that mediate adhesion must be low and should follow a Poisson

distribution (Piper et al. 1998):

Pn = 〈n〉a

n! exp (−〈n〉) (21.1)

where pn is the probability of having n bonds and <n> is the average number of bonds, which

can be smaller than 1 under infrequent-adhesion condition. The probability of adhesion Pa is

Pa = 1 − p0 = 1 − exp (−〈n〉) (21.2)

The average number of bonds is a statistic equivalent to the density of bonds, which increases

with increasing densities of receptors and ligands due to mass action and changes during a

kinetic process depending on time and the kinetic rate constants. For a simple bimolecular

interaction,

R + L �
k+1

k−1
B (21.3)

where R, L, and B denote, respectively, the receptor, ligand, and bond, k+1 and k−1 denote

the respective on- and off-rate constants, <n> obeys the following kinetic equation and initial

condition:

d〈n〉
dte

= mrm1Ack+1 − k−1 〈n〉 and 〈n〉∣∣te=0 = 0 (21.4)

where Ac is the contact area and tc is the contact duration. The solution is

〈n〉 = mrm1AcKa[1 − exp (− k−1tc)] (21.5)

where Ka = k+1/k−1 is the binding affinity. Substituting Eq. (21.5) into Eq. (21.2) yields

(Chesla et al. 1998)

Pa = 1 − exp{−mrm1AcKa[1 − exp (− k−1tc)]} (21.6)

Unlike 3D assays, where soluble molecules in the fluid phase can diffuse to the vicinity of the

counter-molecules, 2D assay requires that the force probe and the target surface be brought

into contact because interaction would not be physically possible if the two surfaces are sepa-

rated by distances greater than the span of the receptor–ligand complex. Thus, the initiation of

interaction is, in a sense, “staged” by the experimenter who puts the two surfaces into contact

and controls the area and duration of the contact. Equation (21.6) states that the likelihood of
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observing adhesion, Pa, depends on the time when the observation is made relative to the time

when the contact is made, i.e., the contact duration, tc. If the adhesion frequency is measured

over a range of contact durations, fitting Eq. (21.6) to the measured Pa vs. tc binding curve

then allows estimation of the 2D kinetic rates and binding affinity, provided that the receptor

and ligand densities are measured from independent experiments.

A set of example data of the adhesion frequency assay for measuring 2D binding kinet-

ics is shown in Figure 21.1 (Huang et al. 2007). The receptor–ligand pair studied was CD8,

a coreceptor expressed on T lymphocytes from monoclonal T cell receptor (TCR) transgenic

mice, and a noncognate peptide bound to mouse major histocompatibility complex (pMHC)

molecule coated on the surface of a human red blood cell (RBC). The RBC was aspirated

by a micropipette via a small suction pressure (see Figure 21.2), which formed an adhesion

sensor as originally developed by Evans (Evans et al. 1991). Note that a single set of kinetics

parameters enable the model to best fit the data with varied surface densities of receptors and

ligands.

Figure 21.1.Adhesion frequency vs. contact duration plots. Data (points) from three sets of site densities (indicated),

each obtained from 15 to 29 pairs of CD8+ T cells and noncognate pMHC-coated red blood cells contacting 50 times

each, were presented as mean ± SEM at each contact duration. Equations, (21.6) was globally fit (curves) to all three

data sets with k−1 = 1.12 ± 0.15 s−1 and AcKa = 6.66 ± 0.36 × 10−6 μm4. [Reproduced from Huang et al. (2007)

with permission.]

Although the adhesion frequency assay was originally proposed using the micropipette

technique (Figure 21.2) (Chesla et al. 1998), it can be implemented using other ultrasensi-

tive force techniques, such as optical tweezers (Thoumine et al. 2000), biomembrane force

probe (BFP; see Figure 21.10 in Section 21.3) (Chen et al. 2008), and AFM (Figure 21.3).

The receptor–ligand pairs studied in the AFM experiment were L- or P-selectin reconsti-

tuted in glass-supported lipid bilayer (Marshall et al. 2003) interacting with an endoglycan–

immunoglobulin chimeric molecule captured on the AFM cantilever tip by protein G

(Sarangapani et al. 2004).

Thus, despite the simple binary outcome of each single-molecule biomechanical test-

ing, proper design of the experiment and analysis of the data result in useful information.
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Figure 21.2. Micropipette-aspirated red blood cell (RBC) adhesion sensor. (A, B) A T cell was aspirated by a

micropipette (left) and driven by a computer-programmed piezoelectric translator to make a controlled contact with

a RBC coated with pMHC ligand, held stationary by another pipette (right). At the end of the contact phase, the

translator retracted the left pipette to the starting position. (C) If adhesion results, the RBC apex would be stretched.

(D) If adhesion is not present at the end of the contact, the RBC would restore its shape without extension. Images

in panels C and D are chosen at the same instant after retraction. [Reproduced from Zarnitsyna et al. (2007) with

permission.]

0.4

0.3

0.2

0.1

0
0 2 4

Time (s)

A
dh

es
io

n 
pr

ob
ab

ili
ty

 P
a

6 8 10

Figure 21.3. Adhesion probability vs. contact duration plots. Endoglycan–immunoglobulin captured on an atomic

force microscope cantilever tip precoated with protein G (Sarangapani et al. 2004) was driven to repeatedly contact

L-selectin (◦) or P-selection (•) reconstituted in glass-supported lipid bilayer (Marshall et al. 2003). Data (points)

were fitted (curves) by Eq. (21.6) with k−1 = 3.55 s−1 and mtm1AcKa = 0.19 for L-selectin and k−1 = 1.57 s−1 and

mtm1AcKa = 0.42 for P-selectin.

21.3. Thermal Fluctuation Assay

The adhesion frequency assay discussed in the preceding section extracts kinetic infor-

mation from the dependence of adhesion frequency Pa on contact duration tc (Chesla et al.

1998). Adhesion is measured mechanically by separating the force probe (pressurized RBC

or AFM cantilever) from the target to detect the presence of a receptor–ligand bond or bonds

that connect the two surfaces at the end of a contact but not when a bond forms or dissociates

during the contact. Therefore, kinetics of molecular interaction must be inferred from fitting

a model, e.g., Eq. (21.6), to the Pa vs. tc data (Figure 21.1 and 21.3) (Chesla et al. 1998). By
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comparison, a recently developed thermal fluctuation assay can pinpoint the association and

dissociation events at the single-bond level during the contact period without separating the

two surfaces (Chen et al. 2008).

The idea of the thermal fluctuation assay is as follows. Due to their ultrasensitivity, force

probes used for single-molecule experiments are usually susceptible to thermal fluctuations.

Indeed, thermal fluctuation analysis is commonly used to calibrate the spring constant of the

force probe, kp, based on the equipartition theorem (Hutter and Bechhoefer 1993)

1

2
kPσ 2 = 1

2
kBT (21.7)

where σ is the standard deviation of the thermally excited random displacements of the force

probe, kB is the Boltzmann constant, and T is the absolute temperature. Formation of a molec-

ular bond spanned across the gap between the force probe and the target physically connects

the two surfaces together, which reduces the thermal fluctuation of the force probe. This is

because bond formation adds mechanically the molecular spring km to the force probe spring

kp, thereby resulting in a stiffer system spring ks that is equivalent to two springs in parallel

(Wu et al. 2005):

ks = kp + km (21.8)

Indeed, this idea has been used to measure the molecular elasticity of L- and P-selectins from

the decreased thermal fluctuations in an AFM cantilever caused by bond formation (Marshall

et al. 2006). In this work, the AFM cantilevers have a nominal spring constant of kp ≈ 10

pN/nm and the molecular spring constants are km ≈ 4 and 1 pN/nm for L- and P-selectins,

respectively (Marshall et al. 2006). Adding a molecular spring constant of this magnitude in

parallel to the cantilever spring constant results in a 40% or 10% increase in the system spring

constant and a 40% or 10% decrease in the thermal fluctuations. This is shown in Figure 21.4,

where cantilever deflection versus time (Figure 21.4A and B), 15-point sliding deviation of the

cantilever deflection versus time (Figure 21.4C and D), and their corresponding histograms

(Figure 21.4E and F) for L-selectin (Figure 21.4A,C and E) and P-selectin (Figure 21.4B,D

and F), are respectively shown. The differences in the deflection fluctuations (as directly visu-

alized or measured by sliding standard deviations) between the free and bound cantilevers are

more distinct for L-selectin (Figure 21.4A and C) than for P-selectin (Figure 21.4B and D).

Two separate histograms are overlaid in each panel, one corresponds to the thermal fluctu-

ations of a free cantilever and the other to those of a cantilever linked to the surface via a

selectin–ligand bond (Figure 21.4E and F). Using Eq. (21.8), we can determine the molecular

spring constants for L-selectin and P-selectin respectively from the differences in the peak

locations of the two histograms from the respective panels. However, there are significant

overlaps between the subpopulations under the two peaks due to the small differences in the

spring constants of the free and bound cantilevers. The difference is greater for L-selectin

than for P-selectin, resulting in a more distinct separation of the two subpopulations in the

former case (Figure 21.4E) than the latter case (Figure 21.4F) because restraining the can-

tilever tip by the stiffer L-selectin increases the system spring constant more than that by

the softer P-selectin. However, the significant overlaps prevent the events of bond formation

and dissociation from being detected reliably with sufficient temporal resolution, i.e., without

averaging over long periods.
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Figure 21.4. Comparison of thermal fluctuations of bound and free cantilever. Cantilever deflection x vs. time t
curve of L-selectin/PSGL-1 interaction (A) or P-selectin/endoglycan interaction (B) in an experiment that measures

bond lifetime at constant force. (C, D) Sliding standard deviations σ of 15 consecutive points of the cantilever

deflection data in panels A and B, respectively. (E, F) Histograms of the σ data in panels C and D, respectively.

This difficulty can be overcome by using softer force probes with much smaller spring

constants than that of the molecules, such as optical tweezers or BFP (Chen et al. 2008).

A BFP is a high-tech version of a micropipette system, which includes a probe bead glued to

the apex of the aspirated RBC as a picoforce transducer (Figure 21.5, left). Observed under an

inverted microscope, the position of the probe bead is tracked by a high-speed camera with

0.8-msec temporal resolution. With advanced image analysis software, the spatial resolution

of the bead position tracking can be achieved at ∼5 nm. A target bead is aspirated by an

apposing micropipette (Figure 21.5, right). A piezo translator with capacitive feedback control

brings the receptor-coated target bead to briefly contact the ligand-coated probe bead, retracts
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Figure 21.5. Photomicrograph of a biomembrance force probe. A micropipette-aspirated red blood cell with a bead

(probe) glued to its apex (left) was aligned against another bead (target) aspirated by another pipette (right). The right
pipette was driven by a computer-programmed piezoelectric translator to move in a repcated approach-push-retract-

hold-return test cycle. The left pipette was held stationary, but the position of the probe was tracked by a high speed

camera and analyzed by advanced tracking software. [Reproduced from Chen et al. (2008) with permission.]

it to a desired position with 1nm precision, holds it there for a given duration, and returns

it to the original position. This cycle is repeated many times to acquire an ensemble of data

for statistical analysis as in the adhesion frequency assay. The position of the probe bead is

continuously recorded and analyzed for detection of events of formation and dissociation of

receptor–ligand bonds (Chen et al. 2008).

Two such test cycles are exemplified Figure 21.6A and B for PSGL-1 interacting with

L-selectin and P-selectin, respectively. The BFP probe was initially pushed 150 nm by the

target, returned to ∼0 nm after the target was retracted, and held to allow contact with the

probe via thermal fluctuations but not by compression, where its mean position may be pulled

toward the target by bond formation, and remained at ∼0 nm (Figure 21.6A), when the target

was retracted again (when no bond was present at that time) or was pulled ∼90 nm away

by the retracting target (when a bond or bonds were present at that time) and then sprung

back to ∼0 nm after adhesion between the probe and target was ruptured (Figure 21.6B).

Thermal fluctuations were measured by a sliding standard deviation of 15 consecutive points

from the time course data (Figure 21.6C and D). For a BFP spring constant of kp = 0.15

pN/nm, an expected standard deviation of ∼5.2 nm is predicted from the equipartition the-

orem for a free probe at room temperature, Eq. (21.7). Pressing the target against the probe

suppressed the thermal fluctuations. Nonrandom long-distance travels driven by the piezo-

electric translator resulted in artificially large sliding standard deviations when the probe

was pushed or pulled by the target. After discarding these, three intervals (arrows) were still

clearly seen in Figure 21.6A where thermal fluctuations lower than 3 nm (horizontal solid

line in Figure 21.6C and D, which is a set threshold of one standard deviation lower than that

expected for a free probe when the probe was neither pushed nor pulled), suggesting the pres-

ence of a bond or bonds in these intervals. Indeed, the mean deflections in these periods were

shifted upward due to bond formation across a mean gap distance that was slightly larger than

the length of the L-selectin/PSGL-1 complex. The threshold method also allowed for deter-

mination of two periods in Figure 21.6D in which a bond or bonds were present despite the

fact that no upward shift of the mean deflection was observed in Figure 21.6B, presumably

because the mean gap distance between the two surfaces was no larger than the length of the

L-selectin/PSGL-1 complex. The suggested absence or presence of a bond or bonds imme-

diately prior to the target retraction was confirmed by the observation that the probe was not

(Figure 21.6A) or was (Figure 21.6B) pulled by the retracting target.
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Figure 21.6. Thermal fluctuation method. (A, B) Horizontal position x of the right edge of the probe is plotted

vs. time t for a representative test cycle measuring interactions of PSGL-1 coated on the probe with L- (A) or

P-selectin (B) coated on the target. Two periods of high positions in panel A are indicated by arrowheads. (C, D)

Sliding standard deviations σ of 15 consecutive points of the position data in panels A and B, respectively. (E, F)

Histograms of the σ data in panels C and D (bars), respectively. Also superimposed on each panel are two histograms

of σ values calculated from x(t) data of two unencumbered probes recorded for the same duration (dotted curves).
One unencumbered probe had the same spring constant of kp = 0.15 pN/nm as the probe used to acquire the data in

panels C and D. The other unencumbered probe had spring constant of kp = 1.7 (E) or 0.8 (F) pN/nm. All histograms

were normalized to have a unity area. The vertical dashed line σU = 3.8 nm on each panel is one standard deviation

(1.3 nm) to the left from the peak at 5.1 nm. The vertical solid line σL = 3.15 nm on each panel is 1.5 standard

deviation to the left from the same peak. These thresholds are marked in panels C and D as horizontal lines to

identify bond association/dissociation events, which are marked by the respective down and up arrows. Arrowheads

indicate intervals deemed indeterminate for whether they corresponded to free or bound probes because data lay

between the two thresholds. [Reproduced from Chen et al. (2008) with permission.]

Figure 21.6 is similar to Figure 21.4; however, the much softer spring constant of

the BFP compared to the AFM resulted in much clearer changes in the deflection fluctua-

tions when a bond is formed or dissociates (Figure 21.6A and B vs. Figure 21.4A and B),

which manifests as a sudden decrease or increase in the standard deviations (Figure 21.6C

and D vs. Figure 21.4C and D), enabling us to pinpoint the time when bond formation or

dissociation occurs even when the force probe is placed so close to the target that bond

dissociation does not result in a significant shift in the mean displacement (Figure 21.6B

vs. Figure 21.6A and Figure 21.4A and B). The two peaks in each of the standard devia-

tion histograms corresponding to the free and bound force probe are clearly separated with
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minimal overlaps (Figure 21.6E and F vs. Figure 21.4E and F). Similar to the observation

from Figure 21.4E and F, the displacement standard deviations that resulted from bond forma-

tion are shifted further left for L-selection than for P-selectin. This is consistent qualitatively

with the fact that P-selectin has a smaller molecular spring constant than L-selectin and the

amounts of left shift agree quantitatively with the spring constants of the BFP, L-selectin,

and P-selectin according to Eqs. (21.7) and (21.8). This suggests that the thermal fluctuation

assay can distinguish the type of bonds in addition to identifying the bond formation and dis-

sociation events. In addition, these data suggest that the number of bonds present is no more

than one because multiple bonds result in multiple springs in parallel, which should further

decrease the thermal fluctuations, which was not observed.

A series of tests were performed by Chen et al. (2008) to validate the thermal fluctuation

assay. The correlation (or lack thereof) between the two methods of determining the presence

of a bond—by the target pulling during its retraction and by the reduced thermal fluctuations

immediately prior to the retraction—can be used to test the reliability of the thermal fluctua-

tion method to determine the presence of a bond at a particular moment. In 725 tests similar

to those shown in Figure 21.6, it was found that ∼10% were too close to call because their

thermal fluctuations immediately prior to the target retraction were between the upper and

lower bounds chosen to separate a free probe from a probe linked to the target by a bond (e.g.,

at the level similar to those indicated by the arrowhead in Figure 21.6A). In the remaining

90% of the tests, >96% of the times the thermal fluctuation method reported correctly either

having or not having a bond as confirmed by the pulling method (Figure 21.7,two diagonal

bars). False-positive events (scored as having a bond by the thermal fluctuation method but

not confirmed by the pulling method) and false-negative events (scored as not having a bond

by the thermal fluctuation method but shown to have a bond by the pulling method) were

<3.5% (Figure 21.7, two off-diagonal bars). These results support the reliability of determin-

ing bond formation and dissociation events based on the reduction and resumption of thermal

fluctuations.

Figure 21.7. Correlation between two methods for determining the presence of a bond. [Reproduced from Chen

et al. (2008) with permission.]
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The ability to pinpoint when bond formation and dissociation take place enables mea-

surement of 2D receptor–ligand binding kinetics. The period from the instant of dissociation

of an existing bond to the instant of formation of the next bond is the waiting time tw, and
the period from the instant of bond formation to the instant of bond dissociation is the bond

lifetime t1. Their statistics contain information regarding on- and off-rates because the faster

the on-rate (or off-rate), the shorter is the waiting time (or lifetime). In addition, the higher

the densities of receptors and ligands on the respective surfaces of the force probe and the

target, the shorter is the waiting time. Assuming first-order kinetics of irreversible association

of single bonds governed by

dPa

dtw
= mtm1Ack+1(1 − Pa) and Pa|tw=0 = 0 (21.9a,b)

we can analyze a pooled collection of waiting times by the solution

Pa = 1 − exp (−mtm1Ack+1tw) (21.9c)

Here 1 – Pa is the probability for no bond to form during the interval [0, t]. Taking the natural
log of (1 – Pa) linearizes the exponential waiting-time distribution given by Eq. (21.9c). The

negative slope of the ln(# of events with a waiting time≥ t) vs. tw plot provides an estimate for

mtm1Ack+1 (Figure 21.8A). Similarly, assuming first-order kinetics of irreversible dissociation

of single bonds governed by

dPb

dt1
= k−1Pb and Pb|t1=0 = 1 (21.10a,b)

we can analyze a pooled collection of bond lifetimes by the solution

Pb = exp (− k−1t1) (21.10c)

Here Pb is the probability for a bond formed at time 0 to remain bound at time t. Taking the

natural log of Pb linearizes the exponential bond lifetime distribution given by Eq. (21.10c).

Figure 21.8. (A) Exponential distributions of pooled bond waiting times and (B) bond lifetimes of PSGL-1 inter-

acting with L- and P-selectin, respectively. [Reproduced from Chen et al. (2008) with permission.]
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Thus, the negative slope of the ln(# of events with a lifetime ≥ t) vs. t1 plot provides an

estimate for k−1 (Figure 21.8B). Note that Eqs. (21.9c) and (21.10c) each contains only a single

fitting parameter, which makes their respective curve fitting of the waiting-time distribution

(Figure 21.8A) and lifetime distribution (Figure 21.8B) more robust and the best-fit parameters

more reliable.

The linear appearance of the data seen in Figure 21.8 corroborates the observation

in Figure 21.6 and supports the hypothesis that formation and dissociation of single bonds

were measured in these experiments. If the negative slopes of the linear fits to the data in

Figure 21.8A and B indeed represent respective cellular on-rates and off-rates, then the for-

mer should increase linearly with, and the latter should be independent of, the site densities

of the receptors and ligands, provided that observed interactions reflect predominately single

bonds. Chen et al. (2008) tested this prediction by measuring L-selectin–PSGL-1 interaction

kinetics using four different site densities. The cellular association rate constant, mtm1Ack+1,
was found to be proportional to the site densities of L-selectin and PSGL-1 (Figure 21.9A),

as expected from second-order forward reaction (Eqs. 21.3 and 21.9a). The slope of the linear

fit in Figure 21.10A gives the average on-rate, Ackon, of 5.9 × 10−5 μm4s−1. The off-rate

constant was found to be independent of the site densities (Figure 21.9B), as expected from

Eq. (21.10a). The mean off-rate, <k–1>, is 10.2 s−1.

Figure 21.9. Kinetic parameters of PSGL-1 interacting with L- and P-selectins, respectively. [Reproduced from

Chen et al. (2008) with permission.]
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Figure 21.10. Comparison of the thermal fluctuation assay and the adhesion frequency assay. [Reproduced from

Chen et al. (2008) with permission.]

The validity of the thermal fluctuation assay can be tested by the sensitivity of the

kinetic parameters estimated to the molecular interactions assayed, e.g., L-selectin vs. PSGL-

1 and P-selectin vs. PSGL-1. Histograms of waiting times and lifetimes of these two inter-

actions at comparable site densities are compared in Figure 21.8A and B. It clearly shows

that P-selectin has a faster on-rate but a slower off-rate to PSGL-1 than does L-selectin.

The kinetic rates are compared in Figure 21.9C, and are consistent with previous finding

that P-selectin has much higher affinity and slower off-rate to PSGL-1 than does L-selectin

(Nicholson et al. 1998).

The thermal fluctuation method can be further validated by comparing the 2D kinetic

rates measured by this method with those measured by the adhesion frequency assay (Chesla

et al. 1998), which has been extensively used to determine many receptor–ligand interactions.

As described in the previous section, rather than measuring rupture forces, the adhesion fre-

quency assay estimates the likelihood of adhesion, or adhesion probability, Pa, from the fre-

quency of adhesion enumerated from a large number of repeated controlled contacts. Pa is

related to the contact time tc through a probabilistic model described by Eq. (21.6) in Section

21.2 (Chesla et al. 1998).

Using the same BFP, same reagents, same site densities, and experiments prepared in

the same way as those in the thermal fluctuation method, Chen et al. (2008) measured adhe-

sion frequencies in a range of contact durations for both L-selectin and P-selectin interacting

with PSGL-1. The Pa vs. tc data (points) are shown in Figure 21.10. Frequencies of adhesion

mediated by PSGL-1 interacting with L-selectin (�) or P-selectin (◦) were measured at indi-

cated contact times (points, mean ± s.e.m. of three probe-target pairs) from 100 test cycles

per probe–target pair. Theoretical adhesion frequencies as functions of contact time were pre-

dicted (curves) by Eq. 21.6 using the kinetic rates from Figure 21.9C and molecular densities

measured from independent experiments (mtm1 = 0.2 and 0.15 × 105 μm−4 for the L- and

P-selectin cases, respectively). It is evident that the predictions agree with the data reasonably

well for both the L-selectin and P-selectin cases (Figure 21.10), further supporting the validity

of the thermal fluctuation method.
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We have used kinetic measurements to illustrate the thermal fluctuation assay. Whereas

these measurements can also be performed using the adhesion frequency assay (Section 21.2),

it has to acquire the information on whether a bond is present at a given time by terminating

the contact at that time. By comparison, the thermal fluctuation assay can additionally mon-

itor continuously when a bond forms and dissociates without any experimental intervention

This greatly enhances the quantity, quality, and reliability of the information obtained, which

makes kinetic measurements much simpler and more robust.

21.4. Analysis of Correlation among Outcomes from Sequential Tests

The adhesion frequency assay and thermal fluctuation assay discussed in the previ-

ous sections are similar to other single-molecule biomechanical measurements discussed in

other chapters of this book, in that they are inherently stochastic. This is because molecular

events (e.g., unfolding of a globular protein domain or unbinding of a receptor–ligand bond)

are determined not only by the weak noncovalent interactions (within a single molecule or

between two interacting molecules), but also by thermal excitations from the environment.

For example, in a particular adhesion test both positive and negative outcomes are possible.

When adhesion does occur, its detachment force or lifetime can be any positive value. The

stochastic nature of the data demands a large number of measurements for statistical analy-

sis. For example, to estimate the adhesion probability requires averaging a large number of

adhesion scores (Chesla et al. 1998). To estimate the probability distribution of single-bond

unbinding forces or lifetimes requires histogram analysis of a large number of measurements.

These are most often obtained by sequentially repeating the measurement many times using

the same force probe and target to yield a sequence of random numbers {Xi, i = 0, 1,. . .},

e.g., random sequence of 0’s (Xi = 0 for no adhesion) and 1’s (Xi = 1 for an adhesion)

in the case of the adhesion frequency assay. Without high-throughput techniques to enable

simultaneous parallel testing, the sequential testing protocol is much more efficient than

the consecutive parallel testing protocol that uses a large number of force probe–target sur-

face pairs but tests each pair just once, e.g., for adhesion/no adhesion, which would be very

time-consuming.

A crucial assumption that allows probability to be calculated from an ensemble of mea-

surements is that all measurements are identical yet independent from each other, i.e., they are

i.i.d. random variables. It seems reasonable to accept the i.i.d. assumption for measurements

collected from parallel tests. It is also a common practice to accept the same assumption for

measurements collected from sequential tests. But is this assumption always valid? Can it be

tested? How can the degree of deviation from the i.i.d. assumption or the level of correlation

among different measurements be measured? What may be the reasons for the i.i.d. assump-

tion to be violated? Can a violation of the i.i.d. assumption reveal intrinsic properties of the

interacting cells or molecules under study? In this section we describe a recently published

analysis that models the sequential tests as a one-step Markov process to extract information

from the correlation of the binding events in the sequence, which has addressed some of these

questions (Zarnitsyna et al. 2007).

Zarnitsyna et al. (2007) analyzed data from the adhesion frequency assay by developing

a model for size distribution of consecutive adhesion events expected for a one-step Markov

process. Fitting the model to experimental data allows one to quantify the magnitude and

direction of deviation from the i.i.d. assumption in terms of a “memory” index. Here, memory

represents the ability of the system to remember the result of the previous test as evidenced
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by a change in the likelihood of outcome in the subsequent test. It was found that nature has

provided examples for all three theoretically possible scenarios: no memory, positive memory,

and negative memory.

To illustrate this analysis, let us consider the micropipette adhesion frequency

data for three receptor–ligand systems shown in Figure 21.11: lymphocyte function–

associated antigen 1 (LFA-1) interacting with intercellular adhesion molecule 1 (ICAM-1)

(Figure 21.11A), TCR/pMHC interaction (Figure 21.11B), and homotypical C-cadherin inter-

action (Figure 21.11C). The result of n (= 50) repeated tests is a random sequence whose

value Xi at the ith position is either 0 or 1. In previous analysis (Chesla et al. 1998), the run-

ning adhesion frequency was defined as Fi = (X1 + X2 + . . . + Xi)/i (1 ≤ i ≤ n). Three running
adhesion frequencies Fi vs. test cycle index i plots are shown in Figure 21.11A–C. Fi fluctu-

ates when i is small because of small–number statistics, but it should approach an asymptotic

curve as i approaches n unless the sequence is too short. For sequences of sufficient length, Fn

is the average adhesion frequency, which is the best estimator for the probability of adhesion

in each test if the i.i.d. assumption holds, i.e., the obtained sequence could be described by a

Bernoulli process. For the three molecular systems studied, Fi approaches a plateau equal to

the averaged adhesion probability Pa.

Another way to visualize the sequences in Figure 21.11 A–C is to plot the nonzero

XiFn vs. i (Figure 21.11D–F). The zero scores for no-adhesion events have been omitted for

clarity. Three molecular systems are shown: LFA-1/ICAM-1 interaction (Figure 21.1A,D),

TCR/pMHC interaction (Figure 21.1B,E), and homotypic interaction between C-cadherins

(Figure 21.1C,D). For each interaction, three sequences were obtained using three pairs

Figure 21.11. Running adhesion frequencies (A–C) and scaled adhesion score sequences (D–F) plotted vs. the test

cycle index i. The measured adhesions were mediated by LFA-1/ICAM-1 interaction (A, D), TCR/pMHC interaction

(B, E), or homotypic C-cadherin interaction (C, F). Matched symbols are used to show corresponding test sequences

in panels A–C with those in panels D–F. Each sequence represents n (= 50) repeated tests using a single pair of cells

performed under identical experimental conditions. The average of the three averaged adhesion frequencies is shown

as a solid line on each of panels E–H. [Reproduced from Zarnitsyna et al. (2007) with permission.]
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of cells tested under the same conditions. Symbols in Figure 21.11D–F match those in

Figure 21.11A–C. To compare different receptor–ligand interactions, data sets were chosen

to have similar mean adhesion levels (solid lines, Figure 21.11D–F).

Three distinct behaviors seem apparent even at a brief glance at the adhesion score

sequences. Compared to those for the LFA-1/ICAM-1 interaction (Figure 21.11D), the

sequences for the TCR/pMHC interaction (Figure 21.11E) appear more “clustered,” whereas

those for the C-cadherin interaction (Figure 21.11F) are less “clustered.” Here, cluster refers to

consecutive adhesion events without interruption by no-adhesion events. In Figure 21.11A–C,

clustering manifests as uninterrupted ascending segments in the running adhesion frequency

curves.

Closer inspection of the scaled adhesion scores in Figure 21.11D–F reveals that they

are clustered at different sizes. It seems intuitive that, for a given “cluster size” m (i.e., m
consecutive adhesions), the number of times it appears in an adhesion score sequence con-

tains statistical information about that sequence. This intuition is supported by the data in

Figure 21.12, which show the cluster size distribution enumerated from the adhesion score

sequences in Figure 21.11. Compared to the distribution for the LFA-1/ICAM-1 interaction

(Figure 21.12A), the distribution for the TCR/pMHC interaction (Figure 21.12B) has more

clusters of large sizes, whereas the distribution for the C-cadherin interaction (Figure 21.12C)

has more single-adhesion events surrounded by no-adhesion events.

1

Pa= 0.42 ± 0.04 Pa= 0.47 ± 0.08 Pa= 0.44 ± 0.02
p = 0.42 ± 0.07 p = 0.35 ± 0.18 p = 0.49 ± 0.07

Δp = 0.02 ± 0.06 Δp = 0.34 ± 0.24 Δp = –0.11± 0.12

A B C

M
M

(m
,n

,p
,Δ

p)

0

3

6

9

12

2 3
Cluster size m Cluster size m Cluster size m

4 5 6 7 8 9 1 2 3 4 5 6 7 8 9 1 2 3 4 5 6 7 8 9

Figure 21.12. Cluster size distribution. Number of clusters of various sizes enumerated from Figure 21.11 (bars) for
TCR/pMHC interaction (A), LFA-1/ICAM-1 interaction (B), or homotypic C-cadherin interaction (C) was fitted by

Eq. 21.12 (curves). Both data and the best-fit parameters (legends) are presented as mean ± s.e.m. [Reproduced from

Zarnitsyna et al. (2007) with permission.]

To quantify the differences among the three cases in Figure 21.11, a formula was derived

to express the number MB of clusters of size m expected in a sequence described by a

Bernoulli process of length n and probability p for the positive outcome in each test:

MB(m,n,p) =
{
[n − (m + 1)]pm(1 − p)2 + 2pm(1 − p) m < n, m ≥ 1

pn m = n
(21.11)

Here p is the probability to have adhesion in the next test (i.e., Xi+1 = 1) under the condition

that the present adhesion test is not successful (i.e., Xi = 0). The first term in the upper branch

on the right-hand side of Eq. (21.11) represents summation over the probabilities of having a

cluster of size m in all possible positions, i.e., for clusters starting at i = 2 to i = n – (m – 1).

Clusters starting from X1 or ending with Xn are accounted for by the second term in the upper

branch. The lower branch of the formula accounts for the sequence of all 1’s. It becomes

apparent from the derivation that Eq. (21.11) assumes equal probability for the cluster to take

any position in the sequence. This can be thought of as a stationary assumption.
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The total number of positive adhesion scores in the entire sequence can be calculated

by multiplying Eq. (21.11) by m and then summing over m from 1 to n. It can be shown by

direct calculation that
∑

mMB(m,n,p) = np. Here np is the expected total number of adhesion

events. This is predicted and shows that Eq. (21.11) is self-consistent.
Equation (21.11) can be extended to the case of Markov sequence by including a single-

step memory:

MM(m,n,p�p) ={
p(p + �p)m−1

[
1 − p 1−�pn−m

1−�p + (1 − p − �p)
(

n − m − p
1−�p (n − (m + 1) − �p 1−�pn−(m+1)

1−�p )
)]

m < n

p(p + �p)n−1 m = n

(21.12)

where MM is the number of clusters of size m expected in a Markov sequence of n repeated

tests. Here p and p + �p are the respective probabilities for binding in the next test if the

present test results no binding and binding, respectively. Thus, �p represents an increment

(can be positive or negative) of binding probability in the future test due to the occurrence of

binding in the present test and can be thought of as a memory index.

Setting �p = 0 reduces Eq. (21.12) to (21.11), as required. Equation (21.12) has another

special case at �p = 1 – p, when it simplifies to MM(m,n,p,1–p) = p(1 – p)n–m, which
describes the situation where the first adhesion event in the sequence would increase the

probability for adhesion in the next test to 1, leading to continuous adhesion for all tests until

the end of the experiment.

Equation (21.12) was fit (curves) to the cluster size distributions (bars) in Figure 21.12,

which were measured from the data in Figure 21.11. A positive memory index �p = 0.34

was returned from fitting the data of the TCR/pMHC interaction (Figure 21.12B), indicating

memory with positive correlation. Note that the binding probability increment �p = 0.34

is almost equal to p ( = 0.35), suggesting very strong impact of the past on the future. By

comparison, fitting the data of the LFA-1/ICAM-1 interaction (Figure 21.12A) returned a

17-fold smaller �p that is not statistically different from zero, indicating the lack of memory

and correlation in this case. Fitting the C-cadherin data (Figure 21.12C) returned a negative

�p (= –0.11), indicating memory with negative correlation.

The results shown in Figure 21.12A–C are further supported by tenfold more data

obtained by varying the experimental conditions for each receptor–ligand interaction. Dif-

ferent contact times and/or receptor–ligand densities resulted in different average adhesion

frequencies Pa. The memory index �p was obtained by fitting Eq. (21.12) to an experimental

cluster size distribution and is plotted in Fig. 21.13 (solid bars) along with �p estimated from

direct calculation described by Eq. (21.13) (open bars),

�p = p11 − p01 = n11/(n11 + n10) − n01/(n01 + n00) (21.13)

where nij is the number of i → j transitions directly calculated from the adhesion score

sequence and p01 is the probability to have adhesion (i.e., Xi+1 = 1) under the condition

that the previous adhesion test was not successful (i.e., Xi = 0). It is also given the short

notation p by definition. p11 is the probability to have adhesion in the next test if the previous
test also results in adhesion.

Comparable results were obtained by both approaches for all Pa values tested for all

three systems exhibiting qualitatively distinct behaviors. �p values for the LFA-1/ICAM-1

system are not statistically significantly (P ≥ 0.23) different from zero except one (P = 0.06).
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Figure 21.13. Memory in adhesion mediated by three interactions. The memory index �p is determined by fitting

the measured number of clusters with Eq. 21.12 (solid bars) or by direct calculation using Eq. 21.13 (open bars) for
a range of averaged adhesion probabilities (indicated) for adhesion mediated by LFA-1/ICAM-1 (A), TCR/pMHC

(B), or C-cadherin (C) interactions. Data are shown as mean ± s.e.m. Statistical significant (P ≤ 0.05) differences of

�p values from zero using the one-sample z-test are marked with asterisks (∗). [Reproduced from Zarnitsyna et al.

(2007) with permission.]

By comparison, a vast majority of the �p values for the TCR/pMHC system are statistically

significantly greater than zero, whereas half of the �p values for the C-cadherin system are

statistically significantly less than zero, which are marked with asterisks (∗) on the top of

corresponding solid bars to indicate P ≤ 0.05.

The foregoing analysis shows that the validity of the i.i.d. assumption can be tested

using the cluster size distribution model, Eq. (21.12). This test reveals that the i.i.d. assump-

tion is valid for some but not all consecutive single-molecule biomechanical measurement

sequences obtained by the same adhesion frequency assay from the same laboratory using

the same equipment but for different molecular interactions. The degree of deviation from the

i.i.d. assumption, or the level of correlation among sequential measurements, can be quanti-

fied using a memory index �p. It is called a memory index because correlation among dif-

ferent tests in a time sequence represents the impact of the past on the future. This includes

at least three aspects: (1) the magnitude (i.e., to what extent the past memory impacts the

future), (2) the direction (i.e., whether the impact is positive or negative), and (3) the dura-

tion (i.e., how long the memory lasts). The duration can be quantified by varying the time

between two consecutive tests, which was 0.5 sec in the experiments analyzed here. It seems

reasonable to suspect that the memory may fade away if this time is prolonged. Another ques-

tion is how long ago a previous test may still have an impact. Here the simplest scenario is

considered in which only the immediate past test is assumed to influence the next test. Relax-

ing this assumption can include more general scenarios to allow influences from tests further

upstream, which requires multistep memories.

There can be multiple reasons for the i.i.d. assumption to be violated, so measurement

of the memory index can be used to probe intrinsic properties of the interacting cells or

molecules. At the level of molecular interactions, adhesion memory likely reflects kinetic

processes triggered by the measured binding events. The hypothesis that memory may reflect

intrinsic properties of the interacting cells or molecules is supported by the data that fixing

the T cells reduced �p to zero. The mathematical model for the adhesion frequency assay

predicts that the average number of bonds is ∼1 when Pa has mid-range values (Chesla et al.

1998). The data in Figure 21.13 thus suggest that a single TCR/pMHC bond engaged less than

1 sec is sufficient to generate significant memory. It has been shown that calcium responses
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(Li et al. 2004) or cytotoxic activities (Sykulev et al. 1996) in T cells can be triggered by

engagement of TCR with even a single pMHC. An intriguing question is whether these two

forms of exquisite sensitivity are related or are two manifestations of the same mechanism.

Like the TCR/pMHC interaction, the homotypic interaction between C-cadherins medi-

ates adhesion as well as signaling. Contrary to the TCR/pMHC interaction, engagement of

C-cadherin in the previous test downregulates the probability of adhesion in the next test,

which is also intriguing. The damping of receptor responsiveness could reflect a physiologi-

cal feedback mechanism that protects against both acute and chronic receptor overstimulation

(Ferguson 2001).

It is reasonable to suggest that adhesion “memory” likely reflects transient structural

alterations triggered by binding that affect not only the probability of the next adhesion, but

also other characteristics of the receptor–ligand bond, such as the waiting time between the

dissociation of the previous bond and the formation of the next bond and the lifetime and

unbinding force of the next bond. These predictions can be tested using the thermal fluctuation

assay discussion in Section 21.3. Of note, for interactions in which nonzero memory indices

are found from analysis of the sequences of binary adhesion scores, measurements such as

unfolding or unbinding forces, time to unfold a globular protein domain, or time to unbind a

receptor–ligand bond, as discussed in other chapters in this book, should be segregated into

subgroups according to the outcomes of the previous tests for separate analysis.
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(APTMS)

Aquaporin-0 (AQP0), 458

Aspergillus fumigatus, 529
Asymmetric etching, to prepare pores in

silicon, 302

Atomic force microscope (AFM), 452–453

basic principle and various imaging modes of,

488–489

for characterizing membrane protein structure

and function, 451–452

containing mock cantilever and z-scanner,
493–494

devices for high-speed

drift compensator, 508

dynamic PID control, 504–507

high-speed bioimaging, 510–519

high-speed phase detector, 508–510

high-speed scanner, 499–500

for observing dynamic biomolecular

processes, 519–520

small cantilevers and related devices,

494–495

tip–sample interaction detection, 496–498

imaging rate and feedback bandwidth of

feedback bandwidth as function of various

factors, 490–491

feedback operation and parachuting,

491–493

image acquisition time and feedback

bandwidth, 490

imaging rate of, 487

measurements on living cells, 564–565
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principle and setup, 452–453

for probing biosurfaces, 526

of protein–protein interactions, 555

applications, 563–566

determination of energy landscape,

561–563

experimentation, 556–560

to study interaction between P-selectin and

PSGL-1, 431–432

tapping-mode, 489

vs. optical tweezers, 403–405
See also Dynamic force spectroscopy (DFS)

ATP, see Adenosine triphosphate (ATP)

ATP synthases, 458

F0F1, coupled rotation of, 202–203

F1 rotator

actin filament rotation assay for torque, 204

ATP hydrolysis rate, 194–195, 204, 206

role of rotor shaft in generation of

torque, 206

single-molecule methods for measuring

rotation of, 190–192, 193

stepping rotation mechanism analysis,

203–204

structure, 185–187

F0 stator

IMF as source of free energy, 195

proton conductance, 195–196

rotation, 192

structure, 186–187

functions of, 183–184

smFRET imaging of, 154–155

stators and rotors in, 183

Autocorrelation, physical meaning of, 244

Autocorrelation function (ACF), 220

temporal behavior of, 244–245

Autofluorescence, sources of, 69

Autofluorescent structures, 32

avGFP

absorption spectrum of, 48

derivatives

citrine, 59

EYFP, 54, 59

Venus, 59–60

YPet, 60

fluorophore of, 48

Avidin, 409–410

Azobenzene, 319

Bacillus Calmette-Guérin (BCG), 534

Bacillus subtilis ion channel, translocation of

dsDNA through, 268

Back-illuminated charge-coupled device

(CCD), 5

Bacterial flagellar motor (BFM)

component proteins, 184

energy input to

IMF, 197, 199

ion flux, 200

metabolic state of cell and, 198

PMF, 199

SMF, 200–201

FliG–MotA interaction, 209

H+-driven, 189

MotA and MotB, 190

MS-ring, 190

output of, 200

P-ring and L-ring, 188

proton flux in, 207

rotation in, 192

ion-driven, 198–199

method of measuring, 193–194

rotating filaments of stuck/swimming

cells, 193

stepping, 209

rotor–stator interactions in torque

generation, 208

stators and rotors in, 183

torque-generating units, 207–208

torque vs. ion-motive force in, 199

Bacterial surface layers, crystalline, 541

Bacteriophage T4 helicase (gp41), unwinding of

DNA helix by, 390

Bacteriorhodopsins, 463, 467

unfolding energy landscape of, 471

β-barrel, 297, 314

BBSA, see Biotinylated bovine serum albumin

(BBSA)

β-catenin, 439–440

molecular plasticity of, 440

BCG, see Bacillus Calmette-Guérin (BCG)

Bell–Evans model, for energy landscape

properties, 561

Bell model vs. Kramers’ diffusion model,

433–434

Benzophenone-PEG-NHS, 413

BFM, see Bacterial flagellar motor (BFM)

BFP tests, see Biomembrane force probe (BFP)

tests

β-galactosidase, enzyme kinetic studies of,

170–172

Biological nanopores, 299–300

engineering of, 299–300

heptameric αHL pore, 297
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in ipid membranes, 299–300

See also Chemical nanopores

Biomembrane force probe (BFP) tests, of

ligand–receptor bonds, 572, 573

Biomembranes

biomolecule moving in

forces influencing, 19–20

strategies for following, 20

functions of, 19

lipids role in, 19

proteins/lipids, confined diffusion of, 28

research, single-molecule approaches for,

20–21

single-molecule microscopy of, 32

DRM, 33, 35

GPI-anchored proteins mobility, 35–36

labeled by fluorescent ligands, 33

See also Nanopores

Biophysical studies using protein pores

α-hemolysin

crystal structure, 268

current–voltage curve of, 269–274

molecular model, 269

DNA end-fraying kinetics, 274

DNA–protein interactions

DNA–KF complex, 278

DNA polymerase activity, 278–280

exonuclease I–DNA interactions, 227

DNA unzipping kinetics

DNA hairpin translocation, 274, 276

nanopore force spectroscopy, 276–277

polynucleotide translocation dynamics

orientation dependence, 272–274

single-stranded RNA and DNA, 270–271

temperature dependence studies, 272

Biophysical studies using solid-state nanopores

DNA translocation

effect of DNA conformation on, 284

nanopore size effect on, 285

parameters influencing, 283–284

ssDNA and dsDNA, 284, 286

voltage-driven DNA dynamics, 284

experimental considerations

pore structure, 282

pore-to-pore variability, 281

solid-state membranes, 282

surface charge effects, 282

nanopore fabrication, 281

Biopolymer transport through small

pores, 266

Biotinylated bovine serum albumin (BBSA), 531

Bovine serum albumin, 575

Bovine serum albumin (BSA) protein, 310,

409–410

Brownian motion, 512

Brownian motion of bead, in real and fourier

space, MT, 376–378

BSA protein, see Bovine serum albumin (BSA)

protein

Camera-based detectors, 77–78

Camera integration time, in MT, correction for,

378–380

Canonical signaling event, 234–235

Cation selectivity, see Ion selectivity

CCD camera, 78, see Charge-coupled device

(CCD) camera

Cell adhesion, 532

molecular mechanisms of, 536

Cell fixation and staining, 119–120

Cellular autofluorescence, 32

Cellular lipid membrane, see Biomembranes

CFM, see Chemical force microscopy (CFM)

CFTR, see Cystic fibrosis transmembrane

regulator (CFTR)

Chaperonin GroEL, 510–511

phase-contrast imaging of, 519

Chaperonin GroEL, high-speed bioimaging,

510–519

Charge-coupled device (CCD) camera, in

MT, 373

Chemical force microscopy (CFM)

for chemical imaging of live cells, 529

immunogold imaging using, 548–551

for measurement of interaction on

biosurfaces, 526

for measuring molecular recognition forces,

532–534

principle of, 527

topography and recognition imaging using,

536–540

Chemical imaging of live cells, CFM for, 529

Chemical nanopores, 298–300

engineering of, 298–300

See also Biological nanopores

Cholesterol oxidase, 168

Chromatin, 540–541

Citrine, 59

Closed-loop feedback control, 488

Confocal illumination, 75

Confocal microscopy, for single-molecule

detection, 134–135

Conically nanopores, 300

with deprotonized carboxyl groups, 305
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Constant-force extension trajectories, for protein

folding, 353–356

Constant-force measurements

of folding in adenine riboswitch aptamer, 354

force-dependent kinetics from, 354

vs. FEC, 354
Coulter counter method, 266, 294

BSA protein in, 310

for sensing unmodified nanopores,

310–319

analyte–pore contacts, 314

silicon nitride pore in, 310

Coulter device, function of, 310

Covalently attached analytes, sensing of, 318–319

Crooks’ theorem, 353

Crystalline bacterial surface layers, 541

Current blockades, 308–315

binding of analytes to MRS-engineered pore

cause, 318

BSA protein and fibrinogen cuasing, 310

caused by individual polymer molecules,

308–310

Coulter counter method and, 310–316

CW lasers, 73

Cy3-DNA molecules

fluorescence, 7

position localization, 5

Cystic fibrosis (CF), 544

Cystic fibrosis transmembrane regulator

(CFTR), 544

Dendra2, 68–69

Detection optics, optical trap design and, 345

Detergent extraction methods, 35

Detergent-resistant membranes (DRM), physical

origin and in vivo counterpart of, 33

DFS, see Dynamic force spectroscopy (DFS)

DIB, see Droplet-interface bilayer (DIB)

Dictyostelium discoideum, 438
Differential interference contrast (DIC)

microscopy, of single organelles and

proteins, 1–2

Diffusion coefficients, 436

dual-focus FCS, 254–261

one-focus FCS, 248–254

Diffusion models

Brownian motion, 27

hop diffusion, 29–30

single-molecule trajectories, 28

Dimethyl sulfoxide (DMSO), 411

Dioleoyl-phosphatidyl-choline (DOPC), 519

Dipalmitoyl-phosphatidyl-choline (DPPC), 520

Displacement-dependent trap stiffness, 346

DMSO, see Dimethyl sulfoxide (DMSO)

DNA, elastic properties of, 347

DNA end-fraying kinetics, 274

DNA hairpin translocation, 275, 277

DNA helicase activity, MT to study, 391

DNA helix

smFRET imaging of, 149–150

unwinding of, by bacteriophage T4

helicase, 390

DNA–KF complex, 278

DNA molecules, 474

DNA nanomachines, smFRET imaging of, 147

DNA polymerase, smFRET imaging of, 150

DNA polymerase activity, 278–280

DNA pores, to examine kinetics and

thermodynamics of biomolecular

recognition reaction, 317–318

DNA–protein interactions

DNA–KF complex, 278

DNA polymerase activity, 278–280

exonuclease I–DNA interactions, 277

DNA scrunching, 151

by RNA polymerase, MT study to, 390–391

DNA sequencing

by ionic blockade measurement, 286

by optical readout of DNA bases, 288

by transverse electronic measurement,

287–288

DNA-tethered MyOne beads, 385

DNA translocation, solid-state nanopores

effect of DNA conformation on, 284

nanopore size effect on, 285

parameters influencing, 283–284

ssDNA and dsDNA, 284, 286

voltage-driven DNA dynamics, 284

DNA untwisting, by RNAP, 389

DNA unzipping kinetics

DNA hairpin translocation, 274, 276

nanopore force spectroscopy, 277–278

DOPC, see Dioleoyl-phosphatidyl-choline

(DOPC)

Double-stranded DNA (dsDNA)

behavior under applied forces and torques, in

MT, 377

elastic properties of, 349

force-extension curves of, 349, 381

DPPC, see Dipalmitoyl-phosphatidyl-choline

(DPPC)

Drift compensator, 508

Dronpa

absorption spectra of, 64–65
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applications, 66

structural studies, 65–66

Droplet-interface bilayer (DIB), 300

Drug targets, approaches to screening, 478

dsDNA, see Double-stranded DNA (dsDNA)

3D STORM

lateral resolution, 99

of microtubules, 117

schematic for implementing, 97

using astigmatism imaging, 106

Dual-focus FCS, 254

auto- and cross-correlation curves of,

259–261

data evaluation, 257, 260–261

difussion coefficients measurement using, 256

measurement result for Alexa633, 260–261

setup, 256–257

single-photon counting electronics unit, 257

Dual-trap measurements, of processive

mechanoenzymes, 359–360

Dynamic force spectroscopy (DFS), 562

application to protein interactions, 430–440

energy landscape roughness of protein

binding reactions, 435–438

Hyeon and Thirumalai’s theory, 437–438

load-dependent dynamics of protein

interactions, 430–435

protein activation, discrimination of

modes, 438–440

effect of hidden barriers on kinetic

parameters, 425–427

force–distance cycle, 415–416

force distributions with, 418–419

free energy surface reconstruction

free energy profile, 429–430

Liouville-type equation in, 428

for inducing unfolding in protein, 468

spring constant, determination of, 416–418

theoretical perspective of, 416–425

Katletz and Titulaer theory, 422

representation of single barrier

potential, 420

tip and surface immobilization, 409–415

AFM tip, 409–410

aminofunctionalization chemistries using

ethanolamine, 411–412

avidin and BSA protein in, 409–410

See also Atomic force microscope (AFM)

Dynamic imaging, 21

Dynamic PID controller, 504–506

performance of, 506–507

EBD, see Electron-beam deposition (EBD)

EDC, see 1-ethyl-3-[3-

dimethylaminopropyl]carbodiimide

hydrochloride (EDC)

EDTA, see Ethylenediaminetetraacetic acid

(EDTA)

Eg5 dimer, stepping records of, 357

eGFP, see Enhanced GFP (eGFP)

EGFR, see Epidermal growth factor receptor

(EGFR)

Electroless deposition of gold, to modified

solid-state nanopores, 306–307

Electron-beam deposition (EBD), 494

Electron-beam sculpting, for fabrication of pores

in silicon dioxide, 303–304

Electron-multiplying (EM) CCD cameras, 78

fluorescence emission detection by, 106

Electro-optic deflectors (EOD), 344

Electrostatic barriers, to control charged

molecules in pores, 319

Electrostatic interactions

for separating molecules, 322

for separating proteins, 322–324

Endoplasmic reticulum (ER), 462

Energy landscape model, for study of unfolded

polypeptides, 470

Energy landscape roughness

measurement of, 436

of protein binding reactions, 435–438

Hyeon and Thirumalai’s theory, 436–437

of protein–ligand interaction, 566

Enhanced GFP (eGFP), 14

S65T mutation, 54

Enhanced YFP

commercially available version of, 59

mutations in, 54

Ensemble FRET vs. FET, 132
Enzyme catalysis, “Lock-and-key” models, 165

Enzyme kinetic studies

behavior of f(τ ), 169
β-galactosidase, 170–172

cholesterol oxidase, 168

MM mechanism, 166–167

single-molecule studies, 168

EOD, see Electro-optic deflectors (EOD)

EosFP

crystal structures of, 67, 69

fluorophore of, 67

photoconversion mechanism, 69

Epidermal growth factor receptor (EGFR),

dimerization of, 83
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Epifluorescence illumination vs. total internal
reflection, 2

ER, see Endoplasmic reticulum (ER)

Error sources, in optical trapping experiment,

362, 364

from bead-size polydispersity, 364

in determining bead height above surface,

365–366

in stiffness calibration, 364–365

from trap potential anharmonicity, 365

Escherichia coli, 476
Escherichia coli cells, live

lac repressor dynamics in, 82

single protein molecules counted in, 81

T7 promoter, T7 RNAP molecule binding

with, 82

1-ethyl-3-[3-dimethylaminopropyl]carbodiimide

hydrochloride (EDC), 305

Ethylenediaminetetraacetic acid (EDTA), 575

Eukaryotic integral membrane proteins, 477

Excess noise factor, 15

Exonuclease I–DNA interactions, 227

EYFP, see Enhanced YFP

Facilitates chromatin transcription (FACT)

protein, 514

FCS, see Fluorescence correlation spectroscopy

(FCS)

FEC, see Force–extension curves (FEC)

Feedback bandwidth, 490

Feedback Q control, 501–502

Feedforward active-damping, 503

Feedforward active-damping control, 503

F1F0-ATPase, see ATP synthase

Fibrinogen, cuasing current blockades, 310

Filtration of molecular filtration, with nanopores,

321–324

FliG–MotA interaction, BFM in, 209

Flow cells, for MT, 385

inner surface passivation techniques for,

386–387

strategies for tethering nucleic acids to bead

and, 386

working with RNA, 387

Fluid mosaic model for plasma membrane, 19

Fluorescein–antifluorescein binding

pair, 386

Fluorescence, with minimal background, 5

Fluorescence correlation spectroscopy (FCS)

advantage of, 245

autocorrelation, observed intensity

fluctuation, 243

autocorrelation analysis, signal

fluctuations, 219

data acquisition and evaluation, 247–248

definition, 243

diffusion coefficients measurement using

dual-focus FCS, 254–261

drawback of, 245

history of, 245

instrumentation of

alternative excitation modes, 233–234

confocal setup, 230–231

position-sensitive single-point FCS, 231

scanning FCS, 231–233

in living cells

ACF decays, 236

Alexa488- and Cy5-labeled antibodies,

235

apoptosis, 236

GPCR, 237

IgE-mediated clustering of FcεPI, 235

measurement principle of, 218, 243

optical setup

detection volume, 247

detectors, 246

dichroic mirror, 245

photon counting electronics, 247

setup of confocal laser scanning microscope

upgraded by, 230

“single-molecule” technique, 220

theoretical framework

chromophore dynamics, 225–227

concentrations determination, 227–228

diffusion, 220–225

interactions, 228–230

Fluorescence imaging with 1-nm accuracy

(FIONA), 5–6

two-color, 7

Fluorescence lifetime, 173

Fluorescence microscopy

localization in, 3–4

Fluorescence resonance energy transfer (FRET)

definition of, 129

ensemble, see Ensemble FRET

experiments, 175

principles of, 130–132

single-molecule, see Single-molecule FRET

Fluorescence signal enhancement, 70–71

Fluorescent labeling schemes, 44–45

Fluorescently labeled macromolecules, rotational

dynamics of

kinesin head domain, 12

short DNA molecules, 12
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Fluorescent probes

in particle tracking, 2

in protein tracking, 7–8

Fluorescent proteins

properties of, 55

brightness, 48–49

fluorescence blinking, 51–52

fluorescence lifetime, 49

maturation time, 52–53

photobleaching quantum yield, 50–51

Fluorophores

brightness of, 48–49

detection of

factors influencing, 23

image analysis for automated, 24–25

trajectory reconstruction, 26

dynamic blinking behaviors, 51

excitation and emission dipole moment, 11

fluorescence lifetime of, 49

maturation process in FPs, 52–53

sensitivity to photobleaching, 50–51

three-dimensional orientation of, 12

tracking applications, 4

tracking inside living cells

cargo carried by motor proteins, 10

challenge in, 8

receptor diffusion in lipid membrane, 9–10

RNA transcripts and viruses, 9

FM, see Frequency modulation (FM)

Focusing optics, optical trap design and, 343

Focus lock system, STORM imaging, 103

Force detectors, 498

Force–distance cycle, DFS, 415–416

Force distributions, with DFS, 418–419

Force–extension curves (FEC)

of dsDNA and ssDNA, 349

free energy measurements, 353

of protein folding, 351

for pure polypeptide and hybrid systems, 404

Force probe design, for SMFS, 572–574

Förster resonance energy transfer, see
Fluorescence resonance energy transfer

(FRET)

Fourier transform, 502

Free energy measurements, FEC and, 353

Free energy surface reconstruction

from nonequilibrium single-molecule pulling

experiments, 427–430

Frequency modulation (FM), 489

Fre system

conformational fluctuations of, 173

lifetimes for FAD in, 173, 175

FRET, see Fluorescence resonance energy

transfer (FRET)

FRET efficiency, 175

Fusion protein (FP)

expression level of, 45, 53

GD-APTES, see Glutaraldehyde

aminopropyltriethoxysilane (GD-APTES)

Ghadiri’s peptide-based pores, 298

Glass nanopipettes

chemical modification of, 308

for preparing solid-state nanopores, 300–301

rectifying pores in, 325

Glutaraldehyde aminopropyltriethoxysilane

(GD-APTES), 540

GPCR, see Guanine nucleotide protein–coupled

receptors (GPCR)

GPI protein

mobility of, 35

Gramicidin channels, 297

Green fluorescent protein

discovery of, 46

fluorophore of, 48

structure of, 46–47

GTP, see Guanosine triphosphate (GTP)

Guanine nucleotide protein–coupled receptors

(GPCR), 450

Guanosine triphosphate (GTP), 439, 564

Haemagglutinin adhesin (HBHA), 534

Hairpin ribozyme

single-molecule measurements on, 177

structure of, 176

Halorhodopsin, 468

Hand-over-hand model

vs. inchworm model, 6, 7

HBHA, see Haemagglutinin adhesin (HBHA)

HBHA–heparin interaction, 534

HEL, see Hen egg-white lysozyme (HEL)

Helicases, smFRET imaging of, 150, 152

Hen egg-white lysozyme (HEL), 434

Hghly oriented pyrolytic graphite (HOPG), 410

High-precision single-molecule techniques, and

FIONA, 6

High-speed bioimaging

Chaperonin GroEL, 510–511

high-speed phase-contrast imaging, 516–519

intrinsically disordered regions of proteins,

514–516

lattice defect diffusion in two-dimensional

protein crystals, 511–513

myosin V, 513–514
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High-speed phase-contrast imaging, 516–519

High-speed phase detector, 508–510

Holliday junction, smFRET imaging of, 145–146

Hop diffusion, 29–30

HOPG, see Hghly oriented pyrolytic graphite

(HOPG)

HRV, see Human rhinoviruses (HRV)

Human rhinoviruses (HRV), 435

Human umbilical vein endothelial cells

(HUVEC), 548

HUVEC, see Human umbilical vein endothelial

cells (HUVEC)

Hydrophilic polysaccharides, 529

Hyeon and Thirumalai’s theory, 437

ICAM-1, see Intercellular adhesion molecule-1

(ICAM-1)

ICAT, see Inhibitor of β-catenin and T cell factor

(ICAT)

ICCD cameras, 78

Illumination modes

confocal, 75

TIR, 76–77

wide-field, 74–75

Image analysis, with MT, 374

Immunofluorescence staining of cells, 101

Immunogold imaging, using CFM, 548–551

Inchworm model, 7

vs. hand-over-hand model, 6, 7

Inhibitor of β-catenin and T cell factor

(ICAT), 439

Inner surface passivation techniques, MT,

386–387

Intercellular adhesion molecule-1 (ICAM-1), 575

rates of unbinding of, 581

Intercellular adhesion molecules 1

(ICAM-1), 432

Intercellular adhesion molecules 2

(ICAM-2), 432

Inverse compensation–based damping, 502

In vitro tracking experiments, 10

image acquisition for, 14

Ion-beam sculpturing, for preparing solid-state

nanopores, 302–303

Ionic field-effect transistor, based on

nanostructures, 326

Ionic transistor, with gate, 326

Ion selectivity, steric and electrostatic factors

in, 324

Kinesin, smFRET imaging of, 155–156

Kinesin head domain, rotational mobility of, 12

Kinesin motion

force and ATP dependence of conventional,

358

randomness in, 359

Kinetic modelling, processive mechanoenzymes

of force-dependent biochemistry, 358–359

Kramers’ diffusion model vs. Bell model, 433

Kusabira-Orange (KO), 61–62

Labeling of nucleic acids, 386

lac operon, induction mechanism of, 80

Lactobacillus rhamnosus, 536
Laser beam, in optical traps design, 343–344

Laser illumination, 73

Laser-induced photodamage of cells, 71–73

Leukocyte function–associated antigen-1

(LFA-1), 565

Ligand–receptor bonds, BFP tests for, 572

Light-harvesting complexes 2 (LH2), 455

Light-induced isomerization, of

azobenzene, 318

Liouville-type equation, DFS, 428

Lipid bilayer instability, 299–300

Lipid membranes

biological nanopores in, 299–300

droplet-interface bilayer (DIB), 300

stability of, 300

Lipids, in phase-separated giant unilamellar

vesicle, 31

Lipoarabinomannan (LAM), 550

Live cells, single-molecule imaging of

applications of, 79

cell signaling, 83–84

gene expressio studies, 80

protein complex composition

measurement, 84–85

transcription factor dynamics, 80–83

fluorescent label for, 44–45

fusion proteins for, 53

live-cell sample preparation, 78–79

reasons of, 43–44

special considerations for

autofluorescence, 69–70

fluorescence signal enhancement, 70–71

laser-induced photodamage, 71–73

Load-dependent dynamics, of protein

interactions, 430–435

“Lock-and-key” models, 165

Low-pass filters, 493

Lymphocyte free antigen-1 (LFA-1), 575

Lymphocyte function–associated antigen 1

(LFA-1), 605
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Magnet geometry, optimization of, 383–385

Magnetic fields, calculation of, in MT, 383–384

Magnetic forces, calculation of, in MT, 383–385

Magnetic tweezers (MT)

application in biological experiments,

387–392

DNA helicase activity, 391

DNA scrunching by RNA polymerase,

390–391

in protein science, 391–392

to study supercoil dynamics and removal,

388–390

calculations of magnetic fields and forces

in, 384

calibration profile bead, 374

charge-coupled device (CCD) camera in, 373

current capabilities of, based on temporal and

spatial resolution, 382–383

determination of applied force, 375–376

analysis of Brownian motion of bead in

real and Fourier space, 376–378

correction for camera integration time,

378–380

in frequency space, 379

nucleic acids under force and torque,

380–382

using fluctuations in bead excursions in

real space, 377

experimental design of, 372–373

stretching force on bead, 372

flow cells for, 385

inner surface passivation techniques for,

386–387

strategies for tethering nucleic acids to

bead and, 386

working with RNA, 387

image analysis with, 374

OFP and, 374

optimization of magnet geometry,

383–385

practical limitations of, 382–383

representation of, 373

representation of tethered bead, 375

working with RNA, 387

Markov equation, 578

mCherry, RFP, 63

Mechanoenzymes

nonprocessive, three-bead optical trapping for,

360–362

processive, 357–360

dual-trap measurements of slow, highly,

359–360

kinetic modelling of force-dependent

biochemistry, 358–359

single-beam optical trap measurements,

357

Membrane channels, 267

Membrane lipids

diffusion of, 28

movements of

Brownian motion, 26–27

Membrane protein diffusion, high-resolution

imaging of, 458

Membrane proteins

AFM for structure and function, 451–452

detection of intermediates and pathways

during refolding of, 468–470

interface with water, 470

molecular nature of unfolding intermediates

of, 467

origin of unfolding forces in, 464–466

refolding kinetics of, 469

screening for small-molecule binding,

476–477

single-molecule force spectroscopy of,

460–461

synopsis on, 449–450

unfolding intermediates of, 464

unfolding patterns in similar structures,

468–469

unfolding routes of, 467

Mica, 410

Michaelis–Menten behavior, 358

Michaelis-Menten (MM) mechanism, 166–167

Microscopes, instrumentation of, 15

Microscopy techniques, to track movement of

single organelles, 1–2

mKate, RFP, 63

MMTV, see Mouse mammary tumor virus

(MMTV)

Molecular filtration, with nanopores, 321–324

Molecular motors

optical traps to study, 356–362

nonprocessive mechanoenzymes,

360–362

processive mechanoenzymes, 357–360

smFRET imaging of

F0F1-ATP synthase, 153–154

kinesin, 154–156

tracking movement of, 6–7

Molecular plasticity, of β-catenin, 440

Molecular recognition forces, CFM for, 532–534

Molecular recognition imaging, using force

spectroscopy, 534
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Molecular recognition sites (MRS), sensing by

pore-tethered, 316–317

Molecular sieving, for separations with

nanopores, 322

Molecule detection function (MDF)

and autocorrelation function, 255

shape of the, 253

Monomeric orange-fluorescent protein

Kusabira-Orange (mKO), structure, 58

Monomeric RFPs, 60

mOrange and mOrange2, 62

Mouse mammary tumor virus (MMTV), 540

MRS, see Molecular recognition sites (MRS)

MT, see Magnetic tweezers (MT)

Multicolor fluorescent tracking, 7–8

Multicolor STORM

image acquisition, 97

light sources used for

activator dyes, 102

excitation light path, 104–105

fluorophore, 102

laser source, 104

PA-FPs, 104

temporal modulation of, 104

probes for, 96

Multiprotein complexes, enzymology of,

transport across nuclear pore complex,

177–178

Mycobacterium tuberculosis, 534
MyOne beads, 385

Myosin filaments, phase-contrast imaging of,

517–518

Myosin V

light chain, 3D orientation of Br molecules

on, 12–13

tracking movement of

hand-over-hand vs. inchworm model, 6–7

heads of myosin V dimers, 7, 8

Nanofluidic field-effect transistor, 327

Nanofluidics, 325–327

rectifying pores, 325

transistor and, 325–327

Nanopipettes, glass, see Glass nanopipettes

Nanopore analytics

binding to MRS-engineered pore, 318

principle of, 296–298

Coulter counting, 294

“resistive-pulse sensing”, 294

sensing of covalently attached, 318–319

Nanopore recording

biological relevance of methods for, 295–296

for detecting individual molecules, 295

experimental setup for, 294

Nanopores, 265, 296

applications of, 308–327

in nanofluidics, 325–327

in sensing and examining individual

molecules, 308–321

in separation and molecular filtration,

321–325

biological, see Biological nanopores

chemical, see Chemical nanopores

controlling movement and position of

molecules within, 296, 319–320

entry of molecules to, 266, 268

ion current detection in, 267

sensing, advantages of, 267

in silicon by asymmetric etching, 302

theoretical modeling to study molecules

behavior in, 320

voltage-driven dynamics of nucleic acids

through, 266

See also Biomembranes; Protein pores,

biophysical studies using

NHS, see N-hydroxysuccinimide (NHS)

N-hydroxysuccinimide (NHS), 531

Nomarski prism, working principle of, 258

Nonprocessive mechanoenzymes, three-bead

optical trapping for, 360–362

N-succimidyl-3(acethylthio)-propionate (SATP),

412

Nucleic acids

under force and torque, in MT, 386

labeling of, 386

OBD sensing, see Optical beam deflection (OBD)

sensing

Objective’s focal plane (OFP), MT, 374

OFP, see Objective’s focal plane (OFP)

OmpG pore, 298

One-focus FCS

correlation of fluorescence signal, 249

fluorescence of molecules within sample plus

uncorrelated background, 248

Open-loop time delay, 490

Optical beam deflection (OBD) sensing, 488

Optical microscopy, resolution of, 15

Optical trapping assays, single-molecule, 347

Optical trapping experiment, 362–366

comparing results with other methods, 366

ensuring “real” signals in, 362–364

identifying signals, 363–364

quality of molecules measured, 362
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working in single-molecule regime,

362–363

finding sources of error, 364–366

from bead-size polydispersity, 364

in determining bead height above surface,

365–366

in stiffness calibration, 364–365

from trap potential anharmonicity, 365

Optical traps

in binding reactions, 356

calibration of, 345–346

design of, 343–345

detection optics, 345

focusing optics, 344

laser beam in, 343–344

sample manipulation, 344

displacement-dependent stiffness of, 346

practical considerations of, 362–366

comparing results with other methods, 366

ensuring “real” signals in, 362–364

finding sources of error, 364–366

Rayleigh limit and, 342

ray optics schematic of, 342

to study elastic properties of DNA, 349–350

to study protein folding, 350–356

constant-force extension trajectories for,

353–356

Crooks’ theorem, 353

FEC of, 351–353

to study single molecules, 348–362

molecular motors, 356–362

structural and mechanical properties,

349–356

technical capabilities of, 347–348

extending, 366–367

theoretical perspective of, 341–343

gradient force, 342

induced dipole, 342

Optical tweezers

to control position of molecules insolid-state

pore, 320

vs. AFM, 403–405

Orange-fluorescent proteins (OFP)

brightness of, 61

KO, 61–62

mOrange and mOrange2, 62

tdTomato, 62

Organic dyes

for fluorescent tagging of proteins, 4

rhodamine dyes, See Rhodamine dyes

Oxygen-scavenging enzymes

removal of oxygen by, 4–5

PA-FP, see Photoactivatable fluorescent proteins

(PA-FP)

PAMAM dendrimer, see Polyamido amine

(PAMAM) dendrimer

PCR, see Polymerase chain reaction (PCR)

PDMS pores, see Poly(dimethylsiloxane)

(PDMS) pores

PDP, see 2-Pyridyldithiopropionyl (PDP)

PDP-PEG-NHS, see Pyridyldithiopropionyl

(PDP)-PEG-NHS

PEG, see Poly(ethylene glycol) (PEG)

PEG chains, permeation of, 315

PET membrane, see Poly(ethylene terephthalate)

(PET) membrane

Phaeospirillum molischianum, 456
Phase-contrast imaging, 495

Phase modulation (PM), 489

Photoactivatable fluorescent proteins

(PA-FP), 100

transient transfection of cells for expression of

fusion constructs of, 121

Photobleaching localization microscopy, 22–23

Photocurrents, 488

Photodamage, of cells, 71–73

Photoinducible fluorescent proteins, 53

Dendra2, 68–69

Dronpa

absorption spectra of, 64–65

applications, 66

structural studies, 65–66

EosFP, 67–68

properties of, 56

protein labeled with, 64

rsCherry and rsCherryRev, 66–67

Photon delay time, 173

Photoswitchable organic dyes, labeling and

purification of antibodies with

activator–reporter pairs in, 117

materials for, 118

methods for, 119

Photoswitchable probes

labeling cellular targets with, 99–100

for sub–diffraction limit imaging, 99

Photoswitchable proteins, labeling cellular

structures with, 101

Photoswitching localization microscopy, 23

Photosynthetic organisms membranes, 457

Photosynthetic proteins, 456

Phototactic receptor, 468

PID controller, 491

Piezoelectric actuator, 499

PI-FP, see Photoinducible fluorescent proteins
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Point defects, 511, 513

Point mutations, 472

Point spread function (PSF)

definition of, 3

“pixelation” of, 4

for well-optimized microscope, 3

Polyamido amine (PAMAM) dendrimer, 321

Polybutadiene (PB), 517

Polycarbonate membranes, 302

Poly(dimethylsiloxane) (PDMS) pores, 304

Polydispersity, errors in bead-size, 364

Poly(ethylene glycol) (PEG), 295, 537, 560

inner surface passivation techniques and,

386–387

molecule sensing and, 315

Poly(ethylene terephthalate) (PET)

membrane, 302

Polymerase chain reaction (PCR), for labeling of

nucleic acids, 386

Polymer films

rectifying pores in, 325

Polymers

compositional mapping on blended,

516–517

Polynucleotide translocation dynamics

orientation dependence, 272–274

single-stranded RNA and DNA, 270–271

temperature dependence studies, 272

Polypeptide, hybrid systems vs. pure, 404
Polypeptide spacer, energy required to stretch,

398–399

Polyprotein, unfolding/refolding of,

584–588

Pore structure, in solid-state nanopores, 282

Pore-to-pore variability, in solid-state

nanopores, 281

Porins, 297

Position-sensitive photodetector (PSPD), 488

Processive mechanoenzymes, 357–360

dual-trap measurements of slow, highly,

359–360

kinetic modelling of force-dependent

biochemistry, 358–359

single-beam optical trap measurements, 357

Proportional integral derivative (PID), 491

Protein activation, discrimination of modes,

438–440

Protein assemblies, high-resolution imaging of,

454–458

Protein binding reactions

energy landscape roughness of, 435–438

optical traps in, 356

Protein crystals

lattice defect diffusion in two-dimensional,

511–513

Protein Data Bank, 450

Protein diffusion, 460

Protein folding

comparison to experimental data, 405

force distribution, 405

model for, under mechanical force,

397–400

energetic contributions, 399

folding barrier, 398

optical traps to study, 350–356

constant-force extension trajectories for,

353–356

Crooks’ theorem, 353

FEC of, 351–353

optical tweezers vs. AFM experiments,

403–405

rate and probability under force, 401

Protein interactions, DFS in, 430–440

energy landscape roughness of protein

binding reactions, 435–438

Hyeon and Thirumalai’s theory, 436–437

Kramers’ diffusion model vs. Bell model,

433–434

load-dependent dynamics, 430–435

HRV interaction with VLDLR, 435

interaction between antibodies and their

antigenic targets, 432–435

interaction between PSGL-1 and

P-selectin, 431–432

leukocyte adhesion, 432

load-dependent dynamics of protein

interactions, 430–435

protein activation, discrimination of modes,

438–440

Protein–ligand interaction, energy landscape

roughness of, 566

Protein pores, biophysical studies using

α-hemolysin

crystal structure, 268

current–voltage curve of, 269–270

molecular model, 269

DNA end-fraying kinetics, 274

DNA–protein interactions

DNA–KF complex, 278

DNA polymerase activity, 279–281

exonuclease I–DNA interactions, 27

DNA unzipping kinetics

DNA hairpin translocation, 274, 276

nanopore force spectroscopy, 277–278
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polynucleotide translocation dynamics

orientation dependence, 272–274

single-stranded RNA and DNA, 270–271

temperature dependence studies, 272

See also Nanopores

Protein–protein dissociation, 563–564

Protein–protein interactions, 464

in living cells, 564

study using AFM, 556

Protein refolding, at constant pulling velocity,

400–403

Proteins

complex composition, 84–85

folding and dynamics, smFRET imaging of,

157–158

high-resolution imaging of, 454–455

intrinsically disordered regions of,

514–516

labeling with photoswitchable dyes, 100

rigidity, function, and energy landscape,

474–475

See also Red-fluorescent proteins (RFP)

Proteins at work, high-resolution imaging

of, 460

Protein science, MT in, 391–392

P-selectin, 431–432

P-selectin glycoprotein ligand-1 (PSGL-1),

431–432

PSF, see Point spread function (PSF)

PSGL-1, see P-selectin glycoprotein ligand-1

(PSGL-1)

Pulling velocity, constant, protein refolding at,

400–403

2-Pyridyldithiopropionyl (PDP), 532

Pyridyldithiopropionyl (PDP)-PEG-NHS,

412, 413

Quantum dots, 4, 45

Radio-frequency (RF) power modulator, 495

Ran-binding protein (RanBP1), 439

RanBP1, see Ran-binding protein (RanBP1)

Randomness, 359

“Rayleigh criterion”, 21

Rayleigh limit, optical traps and, 342

RC-LH1, see Reaction center–light-harvesting

complex 1 (RC-LH1)

Reaction center–light-harvesting complex 1

(RC-LH1), 456

Receptor–ligand interactions, 592

Rectifying pores, 325

Red blood cell (RBC), 594

Red-fluorescent proteins (RFP)

brightness of, 61

dsRed, 60

fluorophore formation, 60–61

mKate and mCherry, 63

TagRFP and TagRFP-T, 62–63

See also Proteins

Replisome

components of, 178–179

formation of replication loop on lagging

strand, 178–179

“Resistive-pulse sensing”, 294

Resistive sensing, 266

Resolution, of MT, 382–383

Resonant frequency, 488

Reverse transcriptase (RT), 152

RFP, see Red-fluorescent proteins (RFP)

Rhodamine dyes

diffusion in lipid bilayer and GFP, 4–5

photostability, 5

Rhodopseudomonas palustris, 456
Rhodopsin, 474

Rhodospirillum photometricum, 455
RNA, MT with, 387

RNA folding, smFRET imaging of, 146

RNA helicases, smFRET imaging of, 147–149

RNAP, see RNA polymerase (RNAP)

RNA polymerase, smFRET imaging of, 150–152

RNA polymerase (RNAP)

DNA scrunching by, MT study, 390–391

DNA untwisting by, 389

RNA polymerase (RNAP) transcription, dual-trap

assays to study, 360

RNA polymerases, 460

RNase nuclease activity, in MT, 387

Root mean square (RMS)-to-DC converter,

488–489

Rotary molecular motors, 183

rsCherry and rsCherryRev, 66–67

Saccharomyces carlsbergensis, 535
SAM, see Self-assembled monolayers (SAM);

Self assembling monolayer (SAM)

Sample-and-hold (S/H) circuit, 509

Sample manipulation, in optical traps design, 344

SATP, see
N-succimidyl-3(acethylthio)-propionate

(SATP)

Scanner, active damping of, 500–501

Scanning electron microscope (SEM), 494

Scanning force microscope (SFM), 452

Scanning probe microscopy (SPM), 452
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Scanning tunneling microscope (STM), 452

Self-assembled monolayers (SAM), 527,

413–414

Self assembling monolayer (SAM), 409

Sensing with nanopore, 308–319

Coulter counter method for, 310–316

of covalently attached analytes, 318–319

multiple-pore membranes used in, 323

by pore-tethered molecular recognition sites,

316–318

Sensory rhodopsin II (SRII), 468

Separation of molecules, with nanopores,

321–324

based on electrostatic interactions, 322–324

mechanisms used for, 321

molecular sieving for, 322

SFM, see Scanning force microscope (SFM)

SHREC, see Single-molecule high-resolution

colocalization (SHREC)

SHRImP, see Single-molecule high-resolution

imaging with photobleaching (SHRImP)

Signals, in optical trapping experiment, 360–364

identification of, 363–364

quality of molecules measured, 362

working in single-molecule regime, 362–363

Signal-to-noise ratio (SNR), 455, 510

Silicon-based nanopores, chemical modification

of, 307–308

Silicon nanochannels, transistor devices based

on, 326

Silicon nitride, drilling single nanopores in, 303

Silicon oxide, drilling single nanopores in, 303

Single-beam optical trap measurements, of

processive mechanoenzymes, 357

Single dye molecules

detection of, 2

with fixed emission dipole orientation, 20

polarization of, 11

Single-fluorescent-particle tracking, 11

Single kinesin motor

in TIR microscope, 3

tracking movement of, 2

Single-molecule ET, conformational fluctuations

of Fre, 173

Single-molecule fluorescence, 3

Single-molecule fluorescence microscopy

advances in, 14

rings of pattern in, 4

Single-molecule force spectroscopy (SMFS),

449, 525

detection of unfolding intermediates and

pathways using, 461–462

establishing estimators for initial state

probability for, 578

force probe design for, 572–574

for localizing individual receptors on

biosurfaces, 531

of membrane proteins, 460–461

molecular recognition imaging using,

534–536

study of membrane protein (un)folding using,

461–462

under mechanical load, 464

two-state transitions for kinetic rates, 578–580

Single-molecule FRET, 6

applications to molecular motors, 152–153

ATP synthase, 153

kinesin dynamics, 154–156

based on alternating laser excitation, 136–139

of biomolecular systems

DNA nanomachines, 146–147

DNA polymerase, 150

helicases, 147–149

Holliday junction, DNA, 145–146

reverse transcriptase, 152

RNA folding, 146

RNA polymerase, 150–152

confocal microscopy for detection of, 134–136

current developments in

FRET and electrical recording of

single-ion channels, 141

FRET with optical trapping, 142

multiple FRET pair methods, 140–141

between Cy3–epidermal growth factor (EGF)

and Cy5–EGF, 144

of hairpin ribozyme, 177

instrumentation for, 133

in living cells, 143

of protein folding and dynamics, 157–158

quantitative

accurate FRET values, 139

distances from single-molecule FRET

data, 139, 141

triangulation methods, 140

temporal fluctuations of, 135

time evolution of emissions during, 134

TIRF-based, 136

Single-molecule FRET (sm-FRET), interaction

of Ras with cofactor GTP in live cells, 84

Single-molecule gene-expression reporter, 80

Single-molecule high-resolution colocalization

(SHREC), 7

Single-molecule high-resolution imaging with

photobleaching (SHRImP), 7
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Single–molecule imaging

instrumentation of

camera-based detectors, 77–78

cell growth chamber, 78–79

illumination mode, 74–77

illumination source, 73–74

of live cells, see Live cells, single-molecule

imaging of

superresolution based on, 20–22

Single-molecule microscopy

of biomembranes, 32

DRM, 33, 35

GPI-anchored proteins mobility, 35–36

labeled by fluorescent ligands, 33

live cell plasma membrane, 32

DRMs, 33, 35

GPI-anchored proteins mobility, 35–36

labeled by fluorescent ligands, 33

synthetic bilayers, 30–32

Single-molecule optical trapping assays, 347

Single-molecule pulling experiments

free energy surface reconstruction from

nonequilibrium, 427–430

schematic drawing of, 429

Single-molecule studies

enzyme kinetics, 168

behavior of f(τ ), 169
β-galactosidase, 170–172

cholesterol oxidase, 168

MM mechanism, 166–167

single-molecule studies, 168

protein concentrations, for protein–protein

interaction

optical excitation volume, 178

transport across nuclear pore complex,

177–178

of protein folding, 172

of replisome, 178

structural fluctuations in proteins,

172–173

Single-molecule trajectories, 28

Single-particle tracking (SPT)

definition of, 20

experiments, 28

history of, 1–3

Single-stranded DNA (ssDNA)

elasticity of, 349

force–extension curves of, 350

SMFS, see Single-molecule force spectroscope

(SMFS)

SNR, see Signal-to-noise ratio (SNR)

Solid-state membranes, 281

Solid-state nanopores

biophysical studies using

DNA translocation, 283–286

experimental considerations, 281–283

nanopore fabrication, 281

chemical engineering of, 304–308

chemical modification by track-etching

technique, 305–307

chemical modification of glass

nanopipettes, 308

chemical modification of silicon-based

nanopores, 307–308

conical shape of, 305

electroless deposition of gold to modified,

306–307

preparation of, 300–304

electron beam as nanofabrication tool for,

303–304

glass nanopipettes for, 304

ion-beam sculpturing for, 302–303

pores in silicon by asymmetric etching,

302

track-etching technique, 301–302

Solid support structures, to stabilize lipid

membrane, 300

Spatial resolution, of MT, 382–383

SPM, see Scanning probe microscopy (SPM)

Spot-mode electron beam irradiation, 494–495

Spring constant, determination of, DFS and,

416–418

SRII, see Sensory rhodopsin II (SRII)

ssDNA, see Single-stranded DNA (ssDNA)

Steric and electrostatic factors, in ion selectivity,

324

Stiffness, of optical traps, 345

errors in calibration of, 364–365

STM, see Scanning tunneling microscope (STM)

Stochastic optical reconstruction microscopy

(STORM)

applications

cellular structures, 116–117, 122–123

microtubules and clathrin-coated pits,

115–116

basic principle of, 96, 97

multicolor, 96–97

three-dimensional, see 3D STORM

two-dimensional, 99

STORM, see Stochastic optical reconstruction

microscopy (STORM)

STORM experiment, 107

calibration curve measurement, 108–109

cell preparation for, 108
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data analysis

color identification, 113

cross-talk subtraction, 114

Gaussian rendering scheme, 114–115

localizing molecules, 111–113

peak finding, 110–111

drift correction methods, 109, 113

sample imaging, 110, 122–124

STORM imaging

instrumentation of

emission pathway, 105–107

excitation pathway, 102–105

focus lock system, 103, 107

optimal frame rate for, 106

Sub–diffraction limit imaging, photoswitchable

probes for, 99

Submicrometer pores, diameters larger than 200

nm, 304

Supercoil dynamics, MT to study, 388

Supercoil removal, MT to study, 388

Superresolution imaging

of dynamical processes, 23

of single molecules, 20–22

Surface charge effects, in solid-state nanopores,

283

Surface passivation techniques, inner, in MT,

386–387

Synthetic bilayers, single-molecule microscopy of

microscopic structure, 30

mobility, 31–32

Synthetic nanopores, 268

TagRFP and TagRFP-T, 62–63

T cell receptor (TCR), 588

TCR, see T cell receptor (TCR)

tdTomato, 62

Temporal resolution, of MT, 382–383

TEOS, see Tetraethylorthosilicate (TEOS)

Tethering nucleic acids, MT and, 386

Tetraethylorthosilicate (TEOS), 308

Theoretical modeling, for behavior of molecules

in nanopores, 320–321

Thermal fluctuation assay, 595–604

Thermal noise, 495

Three-bead optical trapping, for nonprocessive

motors, 360–362

TIRF-based single-molecule FRET, 136

TNT, see Trinitrotoluene (TNT)

Topography and recognition imaging (TREC),

536

applications of, 540–548

Torque-generating units, 207–209

Torsional harmonic cantilevers, 498

Total internal reflection

collimated laser beam in, 2

illumination, 76–77

vs. epifluorescence illumination, 2

Track-etching technique

chemical modification of polymer nanopores

by, 305–307

for preparing solid-state nanopores, 301–302

Translocation of dsDNA, through Bacillus
subtilis ion channel, 268

Transmission electron microscope (TEM), for

fabrication of pores, 303–304

TREC, see Topography and recognition imaging

(TREC)

Trinitrotoluene (TNT), 299

Two-color imaging, 21

Vascular cell adhesion molecule-1 (VCAM-1),

563

Vascular endothelial growth factor receptors

(VEGFR), 546

Vascular endothelial (VE)-cadherin, 546

V-ATPases, stators and rotors in, 183

VCAM-1, see Vascular cell adhesion molecule-1

(VCAM-1)

VDAC, see Voltage-gated anion channel (VDAC)

VEGFR, see Vascular endothelial growth factor

receptors (VEGFR)

Venus, YFP mutant, 59–60

Very low density lipoprotein receptor (VLDLR),

435

VLDLR, see Very low density lipoprotein

receptor (VLDLR)

Voltage-gated anion channel (VDAC), 458

Water-soluble proteins, AFM topographs of, 454

Wide-field illumination, 74–75

WLC model, see Worm-like chain (WLC) model

Worm-like chain (WLC) model, 470

protein folding and, 397–400

Yellow-fluorescent protein for energy transfer

(YPet), 60

YFP

enhanced, see Enhanced YFP

T203Y mutation, 54

Young’s modulus–to-density ratio, 500

YPet, see Yellow-fluorescent protein for energy

transfer (YPet)

Zero-crossing comparator, 509


