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Preface

This is a book on multimedia information processing and multimedia sys-
tems. It grew out of a four-year collaboration among research groups partici-
pating in the European Network of Excellence on Multimedia Understanding
through Semantics, Computation and Learning, abbreviated as “MUSCLE”.
It focuses on thematic areas that are scientifically and technologically impor-
tant for multimodal processing and interaction. Specifically, it addresses the
state-of-the-art research and new directions on the theory and applications
of multimedia analysis, approaches that improve robustness and performance
through cross-modal integration. It also focuses on interaction with multi-
media content, with special emphasis on multimodal interfaces for accessing
multimedia information.

This volume contains contributions by experts in the ubiquitous scientific
and technological field of multimedia. The purpose of this book is twofold:
(i) to present the state-of-the-art in the areas of multimedia processing and
interaction from the theoretic, algorithmic and application viewpoints, and
(i) to present in-depth novel perspectives, analytic tools, algorithms, design
practices and applications in selected areas of multimedia processing and in-
teraction. Emphasis is given on multimodal information processing aspects
of multimedia and cross-integration of multiple modalities. This book can be
used either as an additional textbook for an advanced multimedia course or
as a research aid for investigators in the area of multimedia processing and
interaction.

The MUSCLE Network of Excellence is a microcosm of the multimedia
world and contains members from the multimedia signal processing, computer
systems, machine learning and human-computer interaction areas. However,
MUSCLE by design is somewhat biased towards the media processing and
machine learning communities. One of the main goals of the MUSCLE Net-
work of Excellence is to integrate and synthesize the work of researchers with
different media processing backgrounds and multimedia systems expertise.
This is especially evident in the research area of multimodal processing and
interaction of which this book is an outgrowth. Our goal in this book is to
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bring together the multimedia processing and multimedia systems commu-
nities, identify common problems and synergies, and propose solutions that
significantly improve on the state-of-the-art. This book demonstrates these
views and this synthesis. However, due to the vast area that this book covers,
exposition will not be complete; not all multimedia research and application
areas will be covered.

The authors would like to thank the members of the EU-IST INFSO.E2
unit, and especially Dr. Stefano Bertolo, for providing their support in this
effort. We also would like to thank members of the MUSCLE Network of
Excellence, especially, Dr. Eric Pauwels who served as the network coordi-
nator during the formation of this book. Several people have provided addi-
tional editorial support for this book, notably, Nassos Katsamanis, George
Papandreou, and Manolis Perakakis. In particular, we wish to thank Nas-
sos Katsamanis and George Papandreou for setting up and maintaining an
automated IATEX collaboration system and for their editorial processing of
the bibliography and other typesetting details of this book. Many thanks to
Nancy Zlatintsi for designing the book cover figure. We also acknowledge help
from many people from our research groups who have provided proofreading
comments for chapters. Finally, we wish to thank Susan Lagerstrom-Fife and
Sharon Palleschi at Springer for their support, valuable edits and the timely
publication of this book.

Petros Maragos, Alexandros Potamianos, Patrick Gros

January 2008



Introduction

‘Avopa pot Evvene, Moboa, ToldTpomov, O¢ LLaAa ToAld
TAGy YO, énel Tpoing iepov mrohieBpov Enepoe:

molkdv &' avBpodnev dev Gotea kai voov Eyvo,

mwoAAd &' 8 ¥' v movIe mabev dAyea &V koTd Bopoy ...

“Tell me, O Muse, of the multimodal' man, who wandered full many ways
after he had conquered the sacred castle of Troy. Many were the men whose
cities he saw and whose mind he learned, and many the woes he suffered in
his heart upon the sea ...” (Homer, Odyssey).

In multimedia analysis, most of the tools are devoted to a single modal-
ity, the other ones being treated as illustrations or complementary compo-
nents. For example, web search engines and image retrieval systems barely
mix textual and visual descriptions; video processing is usually done sepa-
rately on sound and images. The main reason for this is that the different
media concern different and sometimes very separate scientific fields. How-
ever, even without learning, performance of multimedia analysis and under-
standing systems (especially in terms of robustness) can be greatly enhanced
by combining different modalities through interaction or integration. Thus,
one of the goals of this book is to present algorithms and systems processing
several different media present in multimedia and exploit their interaction.
This requires a strong synergy between various scientific fields and many re-
search methodologies. Examples of modalities to integrate include all possible
combinations of: (i) vision and speech/audio; (ii) vision (or speech) and tac-
tile; (iii) image/video (or speech/audio) and text; (iv) multiple-cue versions
of vision and/or speech; (v) other semantic information or meta-data.

! The word “multimodal” is a free (but etymologically precise) translation of the
greek adjective “moAvTpomor”, which, for Homer’s Odysseus or any man, means
the “man of many ways” or the “man of many devices”.
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Multimedia information retrieval via an interactive human-computer in-
terface is a complex task that requires feedback from the user and a complex
negotiation between the user and the machine. The grand challenges are to
research, design and build natural and efficient human-computer interfaces
for performing multimedia information retrieval tasks that allow for negotia-
tion (dialogue) between the user and the system. Three broad thematic areas
in research on human-computer interfaces are multimodality, adaptivity and
mobility.

The field of multimedia is truly interdisciplinary and so is this book. T'wo
diverse research communities are the main drive behind multimedia technol-
ogy and applications. One driver is the media processing community that
produces algorithms for analyzing, encoding and recognizing patterns in mul-
timedia streams. This community is in itself diverse and its members are iden-
tified by their specialization into speech processing, audio processing, image
processing, video processing, and natural language processing. Some commu-
nity members work on multiple media, e.g., speech and text, speech and audio,
image and video, or more rarely, speech and video. The second driver behind
multimedia technology and applications is the computer systems community
that combines media processing algorithms with its own building blocks to
create multimedia systems. Again a diverse number of research areas are in-
volved in multimedia systems from this community, namely, agents and web
technologies, ontologies and semantic web, databases, human-computer inter-
action. This community deals with a number of important problems, such as
data and meta-data formalisms, semantic representation and inference, multi-
media indexing and search, interface design. Last but not least, a community
that significantly contributes to multimedia processing is the machine learn-
ing community that provides general purpose algorithms for modeling of the
media, but also multimedia application control and interfaces to multimedia.

Fundamental Concepts

The field of multimedia processing gained momentum in the early 1990’s when
video processing experts began to realize the advantages of joint processing of
the audio and visual streams. It is not surprising that the problem of modality
combination or fusion remains central to the multimedia community to this
day. Fusion, or the merging of various input or information streams, can be
performed at the feature or model level, known as early and late fusion, respec-
tively. Multimodal (or cross-modal?) fusion is important for many multimedia
applications because of the big gains that can be achieved in performance due
to the complementarity of the information available in the different modali-
ties; consider the examples of audiovisual speech recognition, movie indexing,
content-based image retrieval. Since multimodal interaction is the focus of

2 In this book, the terms multimodal and cross-modal are often used interchange-
ably.
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this book the problem of fusion will be encountered throughout, starting from
the basic concepts introduced in Chapter 1. The combination of output (in-
stead of input) media for the purposes of presentation is known as the fission
problem and is introduced in Chapter 2.

A fundamental issue in multimedia processing is that, although each
modality is different, the major interaction modalities, namely audio, video,
text, have a sequential nature. The notion of time is fundamental in audio,
music and video data; text is a sequence of words. In addition, images and
video have the notion of space. Inadvertently multimedia data demonstrate
relationships in both time and space. Thus, multimedia processing deals with
extracting features and modeling multidimensional sequences of data. An-
other characteristic of multimedia data is variability. There are many ways to
convey the same (semantic) message using low-level instances of multimedia
data, e.g., there is an infinite number of speech signals that all signify the
same phoneme /ah/. Given this variability, it is not surprising that the most
popular modeling tools for multimedia data are statistical, and specifically,
Markov chains and hidden Markov models; these models are computationally
simple and can model dependencies in sequences of data. Another important
concept is that multimedia data exhibit different (time) scales. For example
in digital video data, the audio stream is sampled typically at 44.1 kHz, while
the visual stream is sampled at 25 Hz; a difference of over three orders of
magnitude.

Multimedia data convey mostly high-level semantic information, i.e., hu-
man perception has mechanisms that abstract the signal to corresponding
patterns and semantic representations. Humans transform automatically au-
dio signals to text, and then text to semantics. Similarly video information
is processed into audiovisual semantics, such as, actor identity, dialogue, plot
line. Turning multimedia signals into semantics is the ultimate goal of mul-
timedia processing. However, most of the multimedia processing applications
today, ranging from translation to movie summarization, extract features at
the raw signal level and are often agnostic to semantics. Nevertheless, the
notions of saliency, i.e., parts of the multimedia stream where information
resides, information content and multimedia semantics remain important for
multimedia processing.

We have left for last the important role that human perception and cog-
nition plays in multimedia processing and multimedia systems in general.
Multimedia information is obtained and processed in the human brain in a
fixed, often “hard-coded” way. Multimedia processing by humans is surpris-
ingly robust, yet has some limitations that can be useful. For example, audi-
tory masking has been extensively exploited in music processing to improve
audio coders. In addition, interfaces to multimedia content have to respect
basic human-computer interaction principles that are based on cognitive con-
siderations. For example the magical number 7 that relates to the short-term
human memory, as discussed in Chapter 2. Also multimedia presentation and
interfaces to multimedia content have to respect human processing abilities
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and not incur disproportionate cognitive load. Multimedia processing and in-
teraction that combines cognitive and perceptual considerations is an active
research area.

The Book at a Glance

There are four parts to this book. Part I serves as an introduction to the areas
of multimedia processing and interaction. It contains a review of the state-of-
the-art in multimedia signal processing and interfaces to multimedia content.
The focus of the review chapters is on multimedia theory, algorithms and ap-
plications. Basic concepts such as perception, feature extraction, statistical
modeling, pattern recognition and multimodal fusion are presented together
with corresponding multimedia processing applications. The basic notions em-
ployed in multimedia system and interface design are presented in the second
review, namely, usability, fusion and fission, multimodality, adaptivity.

Part II, IIT and IV contain original contributions by multimedia experts in
the areas of multimedia processing, systems and interaction. Each contribu-
tion deals with a specific area of applications, e.g., sports videos, multimodal
dialogue interfaces. Most chapters start with a brief review of the state-of-the-
art for the specific application area and then present original research results
and future research directions.

The focus of Part II of this book is on integrated multimedia analysis and
recognition. It contains seven chapters that cover a broad area of multimedia
processing applications. A common theme in all of these chapters is multi-
modal processing, especially the problem of fusion of different media streams,
features and models. The thematic areas covered in this part of the book
are: multimodal video analysis, audiovisual speech recognition with empha-
sis on audiovisual fusion, action recognition in multimedia streams, dialogue
and action scene detection in movies, audiovisual salient event detection with
application to multimedia summarization and skimming and, finally, the fu-
sion of acoustic and linguistic information in speech recognition. Almost all
of these chapters deal with the visual and audio modalities, while the last
chapter also deals with text. Most of the chapters attack the problem of au-
diovisual fusion for different end-user applications; both early and late fusion
methods are presented and evaluated.

Part IIT of the book contains three chapters on search and retrieval of
multimedia content. There are two chapters on image retrieval and one more
chapter on music information retrieval. All contributions use more that one
source of information to retrieve multimedia content. For example in the first
chapter, visual and text/semantics are used for image retrieval, while in the
last chapter text and web link information is used for a similar task. For
the problem of music information retrieval, audio and lyric information is
used. Experts from both the multimedia processing and multimedia systems
communities contribute to these chapters, demonstrating different angles of
attack to the problem of information retrieval.
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Finally, Part IV of this book consists of three chapters that present in-
terfaces to multimedia content. The area of human-computer interfaces to
multimedia content is large and very diverse. The three contributions included
here have a high tutorial value and as included in order to familiarize the mul-
timedia processing expert with some aspects of interface design. The topics
covered are: multimodal dialogue interfaces, eye-tracking interfaces for image
retrieval, and mobile interfaces. In the first chapter, the idiosyncratic nature of
speech interfaces is pointed out and guidelines of how to combine the speech
modality with traditional keyboard and mouse input are discussed. In the
second chapter, eye-tracking technology is reviewed, and the advantages of
the eye-gaze modality as a mechanism to provide relevance feedback in image
retrieval applications are presented. The book concludes with an extensive
review of mobile interfaces that focuses on the consumption of multimedia
content on the go.

A Detailed Look at the Book

Next we give a short description for each of the chapters of this book. We
focus on the original contributions that identify new research directions, i.e.,
Parts II, III and IV, rather than the introductory two chapters that review
the state of the art in multimedia processing and interaction.

Integrated Multimedia Analysis and Recognition

In Chapter 3, multimodal analysis of video data is performed in order to
extract high-level information, e.g., structure or genre, from raw video data.
Video is by nature multimodal as both the visual and audio modalities encode
semantic information. Therefore, modality fusion either at the feature or the
model level is essential to achieve state-of-the-art performance. In this work,
multimodal extensions of hidden Markov models (HMMs) are evaluated for
video analysis and indexing, e.g., multi-stream HMMs, product HMMs. How-
ever, multimodal HMMs suffer from shortcomings, most notably the require-
ment for synchronization between modalities. The authors propose a segment
model (SM) that achieves more efficient and versatile multimodal fusion by
relaxing synchrony constraints between modalities. Extensive experimental
results are supplied comparing HMMs and SMs for a sports video structuring
application. The authors also present a new decoding algorithm for SMs that
improves on the state-of-the-art. This chapter provides a good review of popu-
lar models used in multimodal video analysis along with experimental results
for tennis video structuring. An important message here is how to select the
model that best matches your data; the authors maximize performance by
selecting a model that takes advantage of the hierarchical structure of tennis
video data.

The problem of multimodal fusion is attacked once more in Chapter 4; this
time the application area is audiovisual speech recognition. The approach pro-
posed here, however, is pretty general and is based on the concept that for each
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of the modalities there is uncertainty (or estimation errors) during both fea-
ture extraction and modeling. Classification and learning rules are adjusted to
compensate for the effects of feature measurement uncertainty. This approach
is particularly fruitful in multimodal fusion scenarios, such as audiovisual
speech recognition, where multiple streams of complementary time-evolving
features are integrated. For such applications, the proposed framework leads to
highly adaptive multimodal fusion rules which are widely applicable and easy
to implement. The authors show that established multimodal fusion methods
relying on stream weights fall under the proposed scheme under certain as-
sumptions. The potential of the proposed fusion algorithm is demonstrated
for audiovisual speech recognition using synchronous or asynchronous HMM
models. This chapter contains more advanced research material and provides
a new perspective into the problem of multimodal fusion.

In Chapter 5, a broad range of applications are presented related to
the problem of action recognition in multimedia streams. Parsing multime-
dia streams with the end-goal of detecting and classifying actions implies
modeling the dynamic nature of visual and audio features as they evolve in
time. Hidden Markov Models are used to capture complex behavior and to
model the non-stationarity inherent in the video signals. The subtleties in the
application of HMMSs to visual processing are often unclear, and the latter
portion of this chapter sets out to expose some of these. Three applications
are considered to motivate the discussion: actions in sports, observational psy-
chology and illicit video content. Experimental results are also supplied for
these applications. This chapter is good review of the state-of-the-art in action
recognition of audiovisual content and also offers new insights into the use of
statistical models for such applications.

In Chapter 6, the application area of intelligent surveillance using both au-
dio and visual cues is reviewed and new methods and algorithms are proposed.
Recently, intelligent video analysis systems have been developed for surveil-
lance applications that are capable of extracting various semantic knowl-
edge from video data, e.g., detecting humans and cars. Typically such video
based analysis systems detect important events using only features extracted
form the visual stream. However, most cameras used in video-surveillance are
equipped with built-in microphones. The sound signal captured with these
microphones can be analyzed and used to model audio events such as bro-
ken glass sounds, car crash sounds and screams. By doing joint analysis and
modeling of audio and visual events, the performance and robustness of state-
of-the-art surveillance systems can be improved. This chapter provides good
insight into the problem of multimodal event detection in audiovisual data for
surveillance applications.

In Chapter 7, the problem of multimodal analysis and modeling of movies is
presented. Among the many applications of movie analysis, emphasis is given
to dialogue and action scene detection. As online distribution and consump-
tion of movies becomes increasingly popular, multimedia data management
becomes a necessity, i.e., users should be able to organize, navigate, browse,
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search, and consume their multimedia content. Semantic content-based video
indexing offers a promising solution for efficient digital movie management.
Semantic video indexing aims at extracting, characterizing, and organizing
video content by analyzing the visual, aural, and textual information sources
of video. The current approaches for automatic movie analysis and annotation
mostly focus on the visual information, while the aural information receives
little or no attention. However, the integration of the aural information with
the visual one can improve semantic movie content analysis as discussed here.
This chapter offers a good review of algorithms used in movie analysis and in-
dexing. Detailed evaluation results are given over a broad range of competing
algorithms for the problem of scene detection and classification.

Audiovisual attention modeling and salient event detection is addressed in
Chapter 8. Audiovisual saliency is relevant for a variety of video processing ap-
plications, e.g., movie summarization and skimming. Based on recent studies
on perceptual and computer attention modeling, the authors extract atten-
tion curves using features around the spatiotemporal structure of video and
sounds. Audio saliency is captured by modulation-domain signal modeling,
while visual saliency is measured by means of spatiotemporal attention mod-
els that combine various features such as intensity, color and motion. Audio
and visual saliency curves are fused, and events are detected on the resulting
audiovisual saliency curve by computing local extrema and sharp transition
points. The potential of intra-module fusion and audiovisual event detection
is demonstrated in applications such as key-frame selection, video skimming
and summarization and audio/visual segmentation. Although, both this and
the previous chapter deal with multimodal processing of movies, the material
here is complementary to Chapter 7. The analysis here is purely frame-based
and low-level features, e.g., energy, motion, are used successfully to detect
high-level semantic events. This chapter serves as a good introduction to the
concept of multimodal saliency and its many applications in multimedia pro-
cessing.

In Chapter 9, the problem of combining acoustic and linguistic information
for speech recognition is reviewed. Although speech recognition is a unimodal
problem, speech recognition models combine information collected through
both audio and text corpora. Combining these two sources of information is
usually done at the probability computation level. This chapter focuses on
recent research work toward a better integration between automatic speech
recognition (ASR) and natural language processing (NLP) for the analysis of
spoken documents. The problem of combining audio and text is an important
problem that is often overlooked in the framework of multimedia analysis and
interaction.

Searching Multimedia Content

In Chapter 10, the problem of image retrieval using both visual and seman-
tic information is presented. The authors use keyword annotations available
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from an image database to create a feature vector. The features are combined
with low level visual features. Support vector machines are used to model rel-
evance feedback in a query by visual example context. The proposed method
is supported by extensive experimentation.

Music analysis and retrieval is investigated in Chapter 11. Both audio and
text features extracted from a song’s lyrics are used for music analysis and
modeling. Although text might be easier to search and conveys information
about the semantics of a song, it does not provide much information about
sonic similarity. Thus, audio and text features are complementary and can
improve the performance of music retrieval algorithms. The authors propose
a visualization method, i.e., a music map, that uses both audio and lyric data,
and self-organizing map clustering. The map can be used to automatically
create play-lists or for music retrieval. The proposed algorithms are evaluated
on an extensive audio collection.

In Chapter 12, a review of content-based image retrieval algorithms for the
web is presented. The author first reviews the feature extraction process both
for text and images, and then moves on to review image retrieval models. An
additional source of information, popular within the web information retrieval
community, is provided by link analysis. The author reviews a system that
utilizes also web link information for the problem of content-based informa-
tion retrieval. The chapter concludes with an investigation of the problem of
relevance feedback and an extensive evaluation. This chapter gives a good
overview of the state-of-the-art in multimodal content-based image retrieval.

Interfaces to Multimedia

In Chapter 13, the authors review design principles for building multimodal
interfaces with emphasis on the speech modality. It is shown that some of the
basic human-computer interaction principles are violated by speech interfaces,
e.g., consistency, while other principles should be updated for multimodal di-
alogue design. Two important issues with multimodal systems design, is the
selection of appropriate modalities in a given context and the exploitation
of the synergies between the modalities in order to design a consistent and
efficient interface. The authors introduce the concept of mode synergy that
measures the added value from efficiently combining multiple input modali-
ties. A mobile multimodal system that combines pen and speech input is used
as a design case study. User behavior and system evaluation results on this
prototype system demonstrate how users and multimodal systems can (and
should) adapt to maximize mode synergy to create efficient, natural and in-
telligent multimodal interfaces. This chapter serves as a good introduction to
spoken dialogue and multimodal interface design.

Eye-tracking interfaces for visual exploration are reviewed in Chapter 14.
Eye-tracking technology offers a natural and immediate way of communicating
human intentions to a computer. Eye movements reflect interests and may be
analyzed to drive computer functionality in games, image and video search,



Introduction XVII

and other visual tasks. Experiments show that target images can be identified
more rapidly by eye tracking than by using a mouse interface. Further, results
show that eye tracking technology provides an efficient interface for locating
images in a large database. Finally, the authors speculate about how the
technology may enter the mass market as costs decrease. This chapter is a
good review of eye-tracking technologies and interfaces.

The final chapter of this book, Chapter 15, is a review of mobile interfaces.
Mobile interfaces are becoming increasingly important as the capabilities of
devices improve and users access multimedia data on the go. The authors re-
view the state-of-the-art in mobile devices and mobile displays and then move
on to review the main interaction modalities. Differences between desktop and
mobile interfaces are outlined. Then a number of applications are reviewed,
e.g., interfaces to audio content, content aware applications, augmented re-
ality applications. Mobile interfaces pose unique challenges, but also present
new opportunities as these challenges are overcome. This chapter offers good
insight on what the future holds for mobile applications and interfaces.
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Cross-Modal Integration for Performance
Improving in Multimedia: A Review

Petros Maragos!, Patrick Gros?, Athanassios Katsamanis', and George
Papandreou?

! National Technical University of Athens, Greece
2 Institut National de Recherche en Informatique et Automatique, France

Our surrounding world is abundant with multimodal stimuli which emit multi-
sensory information in the form of analog signals. Humans perceive the natural
world in a multimodal way: vision, hearing, touch. Nowadays, propelled by our
digital technology, we are also witnessing a rapid explosion of digital multime-
dia data. Humans understand the multimodal world in a seemingly effortless
manner, although there are vast information processing resources dedicated
to the corresponding tasks by the brain. Computer techniques, despite re-
cent advances, still significantly lag humans in understanding multimedia and
performing high-level cognitive tasks. Some of these limitations are inborn,
i.e., stem from the complexity of the data and their multimodality. Other
shortcomings, though, are due to the inadequacy of most approaches used
in multimedia analysis, which are essentially monomodal. Namely, they rely
mainly on information from a single modality and on tools effective for this
modality while they underutilize the information in other modalities and their
cross-interaction. To some extent, this happens because most researchers and
groups are still monomedia specialists. Another reason is that the problem of
fusing the modalities has not still reached maturity, both from a mathemati-
cal modeling and a computational viewpoint. Consequently, a major scientific
and technological challenge is to develop truly multimodal approaches that
integrate several modalities toward improving the goals of multimedia under-
standing. In this chapter we review research on the theory and applications
of several multimedia analysis approaches that improve robustness and per-
formance through cross-modal integration.

1.1 Motivations and Problems
Digital technology provides us with multimedia data whose size and complex-

ity keeps rapidly expanding. To analyze and understand them we must face
major challenges which include the following;:

P. Maragos et al. (eds.), Multimodal Processing and Interaction,
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Data are Voluminous: Nowadays we are witnessing a rapid explosion of dig-
ital multimedia data. They are produced by a variety of sources includ-
ing: video cameras, TV, digital photography (personal and professional
albums, photo agencies), digital audio and other digital entertainment
devices, digital audiovisual libraries, multimodal Web. As a numeric ex-
ample, 24 hr of TV produces 430 Gb (raw, uncompressed) data, 2.160.000
still (frame) images.

Data are Dynamic: Dynamic websites, TV and other broadcast news quickly
get obsolete.

Different Temporal Rates are of importance in the various media. For exam-
ple, 25-30 image-frames/sec in video, 44.000 sound samples/sec in audio,
100 feature-frames/sec in speech, 4 syllables/sec in language processing.

Cross-Media asynchrony, since image and audio scene boundaries may be
different. Examples include possible asynchrony between the voice heard
and the face seen, or between a sports visual event (e.g., a goal in soccer)
and the speaker’s comment that comes later.

Monomedia specialization: Most researchers and groups are specialists in a
single modality, e.g., speech processing and recognition, or image/video
processing and computer vision, or natural language processing.

The rapid explosion of multimedia data creates an increasing difficulty in
finding relevant information, which has spurred enormous efforts to develop
tools for automatic detection, recognition, and semantic analysis of multime-
dia content. The overall goal is multimedia understanding, which requires to
use content in a nontrivial way. For example, understanding goes beyond just
displaying images or playing a music CD, for which we do not need to analyze
the content of the data. In contrast, examples that require understanding in-
clude multimedia archiving, re-purposing, making websites from TV streams.
This multimedia explosion also poses the need to develop efficient solutions for
problems in several ambitious technology areas. Two such grand challenges®
are: (i) Natural access and high-level interaction with multimedia databases,
and (ii) Detecting, recognizing and interpreting objects, events, and human
behavior in multimedia videos by processing combined audio-video-text data.

Thus, as mentioned in this book’s Introduction, one of the grand goals
in multimedia understanding is cross-media integration for improving perfor-
mance in the various scientific and technological problems that arise in systems
dealing with multiple modalities. And this is exactly the central topic of this
review chapter. Among the features of this chapter, we include brief reviews of
ideas and results from cross-modal integration in human perception, since the
multimodal human brain is a great source of inspiration. Further, we survey
several types of probabilistic approaches and models for multimodal fusion.
Examples of modalities to integrate include combinations of:

e vision and speech/audio

3 These challenges were also identified at http://www.muscle-noe.org/
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vision (or speech) and tactile

image/video (or speech/audio) and text
multiple-cue versions of vision and/or speech
other semantic information or metadata.

Many previous research efforts in (human or machine) cross-modal integra-
tion deal with combining multiple cues, i.e., multiple streams of information
from the same modality. A frequent example is vision, where multiple cues
are often combined to increase the robustness in estimating properties of the
visual world scene; e.g., stereo disparity is combined with texture to estimate
depth. In general, if we wish to refine the definition of multimodality, we shall
call multicue the intramodal integration of several cues within the same
modality and multimodal the intermodal integration of several modalities.
For example, to estimate the depth of object surfaces by combining stereo
and texture is a multicue approach, whereas combining vision and haptics is
a multimodal approach. However, for expressional simplicity, we may often
use only the term ‘multimodal’ to refer to both intermodal and intramodal
approaches.

The combinations of modalities (or cues) can be either of the cross-
interaction type or of the cross-integration type. Interaction implies an in-
formation reaction-diffusion among modalities with feedback control of one
modality by others. Integration involves exploiting heterogeneous informa-
tion cumulatively from various modalities in a data feature fusion toward
improved performance. A simpler way to see this differentiation is to consider
strong- versus weak-coupling of modalities (discussed later in Section 1.3).
Some broad areas of research problems in multimedia where integration of
(strongly-coupled or weakly-coupled) modalities occurs include the following:

e Features: The extraction of critical features in each modality, e.g., au-
dio, vision, text, is in a well-advanced state and is served by the fields
of signal processing and pattern recognition. See Section 1.4 for a brief
survey. However, when combining several modalities, it is quite challeng-
ing to integrate monomodal* features in a way that is robust (since in-
dividual stream reliabilities may vary dynamically), efficient in terms of
size and synchrony, and optimum in terms of overall performance. Thus,
some ongoing research challenges in this classic problem of multimedia
include: (i) Selection, robust extraction, and dimensionality reduction of
each modality’s features, given the presence of other modalities and their
corresponding features. (ii) Optimal fusion of the separate feature streams
(from different modalities or cues). A typical example is the area of audio-
visual speech recognition, where the audio feature extraction has advanced,
but there is still ongoing research for robust extraction of low-dimensional
visual speech features and optimal fusion of the audio and visual features.

4 In this chapter, the term monomodal is used as equivalent to unimodal.



6

P. Maragos, P. Gros, A. Katsamanis, G. Papandreou

Models: Most aspects of multimedia understanding involve problems
in pattern recognition and machine learning. One can select appropriate
methodologies and algorithms from the vast arena of these fields, includ-
ing both static and dynamic classification models. However, in multimodal
processing and integration, the big challenge is how to adapt or extend
these models so that they can work with and decide optimally for multi-
modal data. For instance, an important issue is whether to fuse the data at
an early, intermediate, or late stage of the integration procedure. Another
challenge is to deal with the time-dependent nature of these data when the
modalities are not synchronous. These issues are discussed in Section 1.5.
Applications: The application areas of multimedia are numerous and
keep growing. Examples that involve cross-modal integration include the
following: (See also Section 1.7 for a brief survey of some applications.)

— Audiovisual Speech: The two problems of automatically recognizing
speech and inverting speech, i.e., recovering the geometry of the vocal
tract, are ill-posed. Integrating the auditory information with visual
information (e.g., video features around the speaker’s mouth area) im-
poses additional constraints which may help regularizing the solution
of these problems.

—  Cross-Media Interaction Scenarios in Human Computer Interfaces
(HCIs): Human-computer interaction has started becoming a reality
due to recent advances in speech recognition, natural language process-
ing, object detection-tracking using vision and tactile sensors. However,
building a natural and efficient HCI that combines all the required dif-
ferent modalities (e.g., speech, vision, graphics, text, tactile) toward
improving the overall performance becomes a significant technical chal-
lenge in this case where the modalities can interact strongly. A review
of this area is given in the book’s Chapter 2.

—  Multimodal Saliency: Audiovisual Attention Modeling and Salient
Event Detection is a significant research problem with applications
in audiovisual event detection, bimodal emotion recognition, dialogue
detection, and video summarization. A significant effort in this area is
spent on multimodal feature extraction and fusion for attention mod-
eling. (See Chapter 8.)

—  Video Analysis and Integration of Asynchronous Time-Evolving Modal-
ities:  Video processing is usually done separately on sound and on
images. However, the solution of many video analysis tasks can be im-
proved and become more robust by integrating these two modalities
and possibly text. Major difficulties exist, however, because the vari-
ous media are not temporally coherent and provide different kinds of
data. Several chapters in this book deal with these problems.

—  Combining Text and Vision or Text and Audio for Semantic Labeling:
The challenging research goal here is to use structural and textual
information for semantic interpretation of image or audio data. Such
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technologies will empower a full semantic analysis and classification of
data for which currently almost everything beyond text is ignored.

The areas of human or machine cross-modal integration are both huge, and
hence our coverage in this chapter will not be exhaustive. Instead, we sample
key ideas and survey indicative applications. The rest of this chapter is orga-
nized as follows. In Section 1.2 we briefly summarize how various branches of
psychology view perception, how certain aspects of perceptual inference can
be modeled via Bayesian estimation and decision theory, and then we present
examples of multicue or multimodal perception from psychophysics. In Sec-
tion 1.3 we classify sensor data fusion schemes using a Bayesian formulation.
The following four sections review the main problem areas in multimedia
analysis and integration: feature extraction from the three main modalities
(speech-audio, image-video, and text) in Section 1.4; stochastic models for
cross-modal integration in Section 1.5; integrated multimedia content analy-
sis beyond descriptors in Section 1.6; and a few sample applications areas in
Section 1.7. Finally, we conclude in Section 1.8 by outlining promising future
directions.

1.2 Multimodality in Human Perception

Humans need to extract multi-level information about the structures and their
spatio-temporal or cognitive relationships in their world environment. This
information processing could either be innate (inborn) and possibly learned
via evolutionary processes or stimulated by sensory data. This chapter mainly
focuses on the latter. The polarity between innate vs data-driven inference is
conceptually similar to (or inspired by) Plato’s rationalism versus Aristotle’s
empiricism.

Three stages in sensory information processing are sensation, perception
and cognition. Sensation is signal formation caused by the sense organs (i.e.,
the sensors) when excited by the external world stimuli. Perception is the
collection of processes by which we filter, sel