Handbook of
Consumer Finance

Research

Jing Jian Xiao
Editor



Handbook of Consumer Finance Research



Handbook of Consumer
Finance Research

Jing Jian Xiao, Ph.D.
Editor

@ Springer



Jing Jian Xiao, Ph.D.
University of Rhode Island
Transition Center

2 Lower College Rd.
Kingston RI 02881

USA
jfei.editor@gmail.com

ISBN: 978-0-387-75733-9 e-ISBN: 978-0-387-75734-6
Library of Congress Control Number: 2007941873

© 2008 Springer Science+Business Media, LLC

All rights reserved. This work may not be translated or copied in whole or in part without the written
permission of the publisher (Springer Science+Business Media, LLC, 233 Spring Street, New York,
NY 10013, USA), except for brief excerpts in connection with reviews or scholarly analysis. Use in
connection with any form of information storage and retrieval, electronic adaptation, computer software,
or by similar or dissimilar methodology now known or hereafter developed is forbidden.

The use in this publication of trade names, trademarks, service marks, and similar terms, even if they are
not identified as such, is not to be taken as an expression of opinion as to whether or not they are subject to
proprietary rights.

Printed on acid-free paper
987654321

springer.com



Preface

For several reasons, American consumers are now facing many financial challenges.
First, the social security system will likely be insolvent within the next 40 years.
Second, private industries are moving from defined benefit pensions to defined
contribution retirement plans. These trends require individual consumers to take
more responsibility for their financial future. Another factor is the rising cost of
higher education that many consumers now have to consider when planning their
children’s college education. In addition, easily accessible credit has pushed many
consumers deep into debt, leading to record high individual bankruptcy filings,
increased demand for credit counseling, and increased numbers of debt consol-
idations. These growing social issues recently prompted government and private
organizations to sponsor joint efforts of financial education and research. Out of
these developments grows the need for a book to summarize research findings and
point out future directions. Handbook of Consumer Finance Research answers this
call by addressing these social issues as well as directly helping consumer finance
researchers, policy makers, educators, and practitioners to design, implement, and
evaluate financial education and research initiatives.

Active, multidisciplinary researchers in consumer finance have contributed the
chapters that provide a comprehensive overview of the current research. All chapters
have received blind reviews by peers who are qualified researchers, some of whom
are also chapter contributors. In each chapter, the author first critically reviews the
research publications on the focused topic, then assesses the status of the research,
and provides directions for future research. The authors were asked to search litera-
ture in multiple fields for the latest research in consumer finance, compile the find-
ings, and present it in a manner accessible to people who are not specially trained in
the field. In several chapters, the authors also present their original research.

The handbook is divided into four parts consisting of 25 chapters. Part I has
six chapters that review research on basic concepts and theories in consumer fi-
nance such as risk tolerance, financial wellness, retirement savings, financial edu-
cation, behavior theory application, and consumer economic socialization. Part II
reviews consumer finance research in the Internet setting including e-banking, on-
line insurance, and online shopping. The nine chapters in Part III describe consumer
financial issues among special populations such as high school students, college stu-
dents, older consumers, low-income consumers, family business owners, individual
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investors, and racial and ethnic minority consumers (Hispanic, African, and Asian
Americans). Part IV discusses consumer financial issues on special topics such
as healthcare, marriage, family communication, bankruptcy, workplace, regulation,
and applied research.

The first of its kind to provide a comprehensive picture of consumer finance
research, this book lays the foundation on which to develop more quality research
in consumer finance. It helps to generate helpful information for financial educa-
tors, researchers, and policy makers to improve consumer financial well-being and
quality of life. In addition, most contributors are professors who teach consumer
finance and related courses at the university level making the material accessible to
graduate and undergraduate students as well as professionals. Overall, it enriches the
literature of consumer science, economics, finance, business, family studies, human
development, and related fields.

Jing Jian Xiao

University of Rhode Island
Rhode Island, United States
August 2007
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Part I
Concepts and Theories
of Consumer Finance



Chapter 1
Risk Tolerance

John E. Grable

Abstract This chapter provides an overview of the important role financial risk
tolerance plays in shaping consumer financial decisions. A review of normative and
descriptive models of risk tolerance is provided. Additional discussion regarding
the measurement of risk tolerance is also presented. The chapter includes the
presentation of a conceptual model of the principal factors affecting financial risk
tolerance with recommendations designed to enhance the consumer finance field’s
knowledge of risk tolerance. The chapter concludes with a summary of addi-
tional research needed to better understand the multidimensional nature of risk
tolerance.

The specific study of how a person’s perceptions of risk influence behaviors has
gained importance over the past two decades as consumers, investment advisers,
researchers, and policy makers have come to face new and ever increasingly com-
plex changes in the economic landscape. This is especially true in relation to the
consumer finance field’s examination and understanding of the role financial risk
tolerance plays in shaping individual financial behaviors. One of the first defini-
tions of risk tolerance appropriate for use by researchers interested in consumer and
personal financial issues was proposed by Kogan and Wallach in 1964. They stated
that risk tolerance is the willingness of an individual to engage in a behavior where
there is a desirable goal but attainment of the goal is uncertain and accompanied
by the possibility of loss. Okun (1976) described a key facet of risk tolerance as
a person’s perception of change and danger. According to Okun, “all risk-taking
situations necessitate the evaluation of (a) the relative value of a given alternative
and (b) the likelihood or probability of achieving it successfully” (p. 222). Weber,
Blais, and Betz (2002) conceptualized a person’s attitude toward taking financial
risks to include risk perception and attitude toward perceived risk. Using their def-
initional framework, risk tolerance is “a person’s standing on the continuum from
risk aversion to risk seeking” (p. 264). Sometimes the term “risk preference” is used

J.E. Grable

Institute of Personal Financial Planning, School of Family Studies and Human Services, Kansas
State University, Manhattan, KS 66506, USA

e-mail: jgrable@ksu.edu

J.J. Xiao, (ed.), Handbook of Consumer Finance Research, 3
© Springer 2008



4 J.E. Grable

to describe risk tolerance. Risk preference is a person’s “tendency to be attracted
or repelled by alternatives that he or she perceives as more risky over alternatives
perceived as less risky” (Weber & Milliman, 1997). This definition decomposes
risk tolerance into two parts: risk attitude and risk perception. Many personal and
consumer finance researchers conceptualize risk tolerance as the maximum amount
of uncertainty someone is willing to accept when making a financial decision or “the
willingness to engage in behaviors in which the outcomes remain uncertain with the
possibility of an identifiable negative outcome” (Irwin, 1993, p. 11).

Risk tolerance is an important factor that influences a wide range of personal
financial decisions (Snelbecker, Roszkowski, & Cutler, 1990). Risk tolerance is an
underlying factor within financial planning models, investment suitability analy-
ses, and consumer decision frameworks. The debt versus savings decision indi-
viduals regularly make, the type of mortgage selected, and the use and manage-
ment of credit cards are examples of situations where a person’s financial risk
tolerance can influence behavior (Campbell, 2006). Financial risk tolerance also
affects the way people invest their resources for short- and long-term goals such
as saving for a significant purchase and retirement. It is reasonable to expect that
people with varying levels of risk tolerance should act differently when mak-
ing investment decisions, with those having a high risk tolerance investing more
aggressively.

Much of the early theoretical and empirical research conducted on the topic of
risk tolerance involved testing and assessing individuals’ perceptions and suscepti-
bility to health, environmental, and physical risks (Csicsaky, 2001; MacCrimmon
& Wehrung, 1986; Slovic, 2004) as evaluated through experimental economics
methodologies (e.g., Bateman & Munro, 2005; Kahneman & Tversky, 1979). Out-
side of economics, the study of risk tolerance has been diverse. The earliest work
on the recognition of risk and the willingness to engage in risky activities was
concentrated in the area of consumer behavior (MacCrimmon & Wehrung, 1984).
Researchers in the fields of finance (e.g., Cohn, Lewellen, Lease, & Schlarbaum,
1975; Markowitz, 1952; Siegel & Hoban, 1982), business (e.g., Fitzpatrick, 1983),
natural hazards (e.g., Kunreuther, 1979), and natural and man-made disasters (e.g.,
Newman, 1972; Slovic, Fischhoff, & Lichtenstein, 1978) have also given attention
to measuring risky situations and surveying propensities of individuals to take risks.
Over the past quarter century there has been a growing movement to better un-
derstand risk tolerance from a household financial and psychological perspective
(Dixon, Hayes, Rehfeldt, & Ebbs, 1998).

Researchers and theorists have attempted to explain risk tolerance, the likelihood
of taking risks, and outcomes from risky actions through normative and descriptive
models. Normative models describe how people ought to make decisions, whereas
descriptive models attempt to explain how and why individuals actually make risk
evaluations. The primary normative model is expected utility theory. Descriptive
models, on the other hand, tend to be based on varied behavioral and/or psychosocial
perspectives. Expected utility theory and a sampling of descriptive frameworks are
reviewed below.
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The Expected Utility Theory Framework

The use of expected utility theory (EUT) modeling is the primary approach used by
researchers to describe how risk tolerance is conceptually linked with risk-taking
behaviors. The conceptualization of EUT was advanced by Von Neumann and Mor-
genstern (1947). They argued that consumers should select choices with the highest
expected outcomes. A consumer’s utility function is typically assumed to resemble
a constant relative risk aversion utility function (Hanna, Gutter, & Fan, 2001). “In
the expected utility framework, risk preference is operationalized as risk attitudes
that are descriptive labels for the shape of the utility function presumed to underlie
a person’s choices. Choice of a sure amount of money over a lottery with equal
expected value would classify a person as risk averse” (Weber & Milliman, 1997,
p. 124). Constant relative risk aversion is generally represented graphically so that
as wealth increases marginal utility slowly increases but at an ever slowing rate.
Low risk tolerance is represented with a concave utility function, whereas a convex
utility function is representative of high risk tolerance. In its most basic form, EUT
assumes that consumers are rational and that risk preferences remain constant. As
such, a consumer should make the same choice (tradeoff) in terms of riskiness re-
gardless of the situation or event.

Modern portfolio theory (MPT) was originally conceptualized by Markowitz
(1952) as an extension of EUT to the analysis of investment portfolios. According
to Mayo (2003), “The Markowitz model is premised on a risk-averse individ-
ual constructing a diversified portfolio that maximizes the individual’s satisfaction
(generally referred to as utility by economists) by maximizing portfolio returns
for a given level of risk” (p. 170). Within MPT, investors develop risk and re-
turn trade-offs. Economists depict these trade-offs with indifference curves where
investors prefer high returns with low risks. Trading off risks for returns is one
way investors maximize utility. In general, MPT predicts that investors should
only be willing to take additional risk if the return associated with the risk is
high.

The shape of the utility function used within EUT and MPT frameworks is gener-
ally measured using a person’s response to a series of hypothetical income gambles.
For example, Hanna and Lindamood (2004, p. 37) asked a progression of questions
similar to the following:

“Suppose that you are about to retire, and have two choices for a pension:

Pension A gives you an income equal to your pre-retirement income.

Pension B has a 50 % chance your income will be double your pre-retirement
income, and a 50 % chance that your income will be 20 % less than your
pre-retirement income.

You will have no other source of income during retirement, no chance of
employment, and no other family income ever in the future.

All incomes are after tax.

Which pension would you choose?”
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Using their approach, additional questions ask respondents to choose among
different percentage changes in income. The result allows for the calculation of
a person’s relative risk aversion. Risk aversion, or the theoretical opposite—risk
tolerance, can then be used to help explain household portfolio allocations. In its
most basic form, risk tolerance is important within the context of EUT because only
measures of risk tolerance based on hypothetical gambles have been directly linked
to the theory. For example, Hanna and Chen (1997) showed that risk aversion has
little impact for consumers investing for the long run, but does make a significant
difference for those investing with shorter time horizons. The normative implication
of this result is substantial. The long-run riskiness of stocks is less than commonly
thought. Further, because wealth accumulation is positively associated with high
return investments (e.g., stocks), it is important for everyone, even those with low
risk tolerance, to invest a portion of investment assets in stocks. Individuals who
eschew stocks and other high return investments must either be extremely thrifty
today or run the risk of living in relative poverty in the future.

Behavioral Finance and Psychosocial Descriptive Frameworks

Even though EUT has traditionally been a favorite method for conceptualizing risk
tolerance and risk-taking behaviors among economists, groups of researchers, pri-
marily those housed in departments of psychology and behavioral sciences, have
traditionally questioned the notion that risk tolerance can be represented within an
economic utility framework (Olson, 2006). There is a growing body of evidence
to suggest that the assumption that “risk is an immutable attribute of a decision
alternative that is perceived the same way by different decision makers” (Weber,
1997, p. 129) may be incorrect. Consider the normative directive indicated by EUT
that everyone saving for a long-term goal should invest in high return investments.
Only a small part of the population follows this advice. Descriptive models at-
tempt to explain why people often stray from this and other normatively appropriate
behaviors.

The conflict between what consumers should do and what they actually do has
been widely studied. Friedman and Savage (1948) were the first to challenge the
standard utility function assumption by showing that few people have a constant
risk aversion throughout the entire domain of wealth. They noted a paradox among
consumers who purchase insurance but also gamble. Others have documented sim-
ilar inconsistencies of behavior linked to differences in risk tolerance. One of the
first to note such a paradox was Allais (1953). He asked individuals to choose a
preference in each of two circumstances as shown in Table 1.1.

When offered the choice, nearly all individuals choose 1a over 1b; however, in
the second situation most people choose 2b over 2a. This is a violation of the relative
risk aversion assumption within economic utility theory. According to Schoemaker
(1980), “The first preference implies, of course, that U(1) > .1U(5) + .89U(1) +
.01U(0) where the amounts are in millions. Combining terms, this simplifies to
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Table 1.1 The Allais paradox.
Choice la Choice 1b

Situation one  $1 million for certain $5 million with a probability of .1;
$1 million with a probability of .89; and
$0 with a probability of .01

Choice 2a Choice 2b
Situation two  $1 million with a probability of $5 million with a probability of .1 and
.11 and $0 with a probability of .9

$0 with a probability of .89

JA1U(1) > .1U(5) 4+ .01U(0). The second preference, however, implies exactly the
opposite....1U(5) + .01U(0) > .11U(1)” (p. 18). Similar evidence showing that
a conflict between normative theory and actual behavior has been noted by Bell
(1982), Coombs (1975), Ellsberg (1961), Kahneman and Tversky (1979), Loomes
and Sugden (1982), Payne, Laughhunn, and Crum (1984), Shefrin and Statman
(1985, 1993), Tversky (1969), and Tversky and Kahneman (1981). This growing
body of empirical evidence has led to the development of a new sub-discipline
within economics and finance—behavioral economics/finance (Kahneman & Tver-
sky, 1979).

Kahneman and Tversky (1979) noted that “the magnitudes of potential loss and
gain amounts, their chances of occurrence, and the exposure to potential loss con-
tribute to the degree of threat (versus opportunity) in a risky situation” (p. 266).
This observation led them to conclude that people are consistently more willing
to take risks when certain losses are anticipated and to settle for sure gains when
absolute rewards are expected. This insight is the fundamental tenet of prospect
theory—a major behavioral finance theory (Statman, 1995; Tversky & Kahneman,
1981).

Although there have been a number of behavioral theories put forth as substi-
tutes (e.g., regret theory, Ellsberg’s paradox, satisficing theory), prospect theory
(Kahneman & Tversky, 1979) continues to be the primary descriptive alternative
to EUT. Within the prospect theory framework, value, rather than utility, is used
to describe gains and losses. A value function, similar to a utility function, can be
derived; however, “the value function for losses (the curve lying below the hori-
zontal axis) is convex and relatively steep. In contrast, the value function for gains
(above the horizontal axis) is concave and not quite so steep” (Plous, 1993, p. 95).
One of the primary outcomes associated with prospect theory is that a person’s risk
tolerance will depend on how a situation or event is framed. Risks with sure gains are
predicted to produce risk-averse behaviors, while risks with sure losses are expected
to bring about risk-seeking preferences.

One argument critical of EUT, prospect theory, and behavioral frameworks is that
each is consequential in nature. The underlying assumption in these frameworks is
that individuals make decisions based on an assessment of consequences. A rela-
tively new theory of risk tolerance and risk taking suggests that this assumption
is incorrect. According to Loewenstein, Weber, Hsee, and Welch (2001), existing
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frameworks ““posit that risky choice can be predicted by assuming that people assess
the severity and likelihood of the possible outcomes of choice alternatives, albeit
subjectively and possibly with bias or error, and integrate this information through
some type of expectations-based calculus to arrive at a decision. Feelings triggered
by the decision situation and imminent risky choice are seen as epiphenomenal—
that is, not integral to the decision-making process” (p, 267). In response, Loewen-
stein and his associates proposed a “risk-as-feelings” theoretical perspective.

The risk-as-feelings hypothesis puts forward the notion that emotional reactions
to risky situations often diverge from reasoned assessments. When this happens,
emotional reactions directly influence behavior. Within the framework, emotional
responses, such as worry, fear, dread, and anxiety influence judgments and choices.
For example, people in good moods tend to view risky situations with less threat
than individuals in a bad mood (Loewenstein et al., 2001; Olson, 2006). The
risk-as-feelings framework is unique in terms of acknowledging the influences of
cognitive and emotional factors on risk tolerance and risk-taking behaviors. The
risk-as-feelings hypothesis offers a fresh approach to understanding both risk toler-
ance and risk-taking behaviors.

Risk Tolerance Measurement Issues

The formal assessment of risk tolerance can take on many forms (Roszkowski &
Grable, 2005). In practice, risk tolerance tends to be measured and assessed using
one of the six methods: (a) personal or professional judgment, (b) heuristics, (c)
objectively, (d) single item questions, (e) risk scales, or (f) mixed measures.

Those that rely on personal or professional judgments have a tendency to use
one of the four methods to assess the risk tolerance of other people. A judgment
can be made based on the assumption that others have the same risk tolerance as
the judge. It is also possible to perceive others as less risk tolerant. This is known
as risk-as-value, where the judge perceives his or her own risk tolerance as being
more desirable. An alternative is to predict that others have only slight differences
in risk tolerance compared to the judge. The final approach involves relying on
stereotypes to arrive at a judgment. Unfortunately, the literature on personal and
professional judgment has not shown those that use this method to be particularly
accurate (Roszkowski & Grable, 2005).

The use of heuristics is another way that some attempt to assess risk tolerance.
A heuristic is a simplified rule that results in a mental shortcut to solve a prob-
lem. In terms of risk assessment, for instance, some people believe that, holding all
other factors constant, males are more risk tolerant than females or that those that
are self-employed tend to be more risk tolerant than others. Other risk-tolerance
heuristic examples include associating general risk-taking behaviors with a willing-
ness to take financial risks (e.g., skydiving to investing) and viewing occupational
choice as a proxy for risk-taking preferences. The preponderance of research on the
topic of heuristic validity suggests that very few heuristic rules can be used reliably.



1 Risk Tolerance 9

The majority of risk-tolerance heuristics can lead to potentially serious miscalcula-
tions and incorrect categorizations of individuals into risk-tolerance groups (Grable,
2000; Grable & Lytton, 1998, 1999a).

Another technique that is sometimes used to describe a person’s risk tolerance
involves objectively assessing an individual’s current investment approach and infer-
ring risk tolerance from the observation. Using this method, someone who holds the
majority of their investment assets in equities would be assumed to have a relatively
high risk tolerance. Alternatively, someone who holds their investment assets in cer-
tificates of deposit would be classified as having a low risk tolerance. Researchers
who use this approach measure relative risk aversion by looking at the ratio of risky
assets to wealth (Riley & Chow, 1992). The validity of this assessment method has
been questioned (Campbell, 2006; Cordell, 2001). Unless sufficient information is
known prior to the judgment, this type of objective measure cannot account for the
effect of outside influences, such as allocations based on the recommendations of
advisors or friends and emotional biases at the time the portfolio allocation decision
was made. Actual stock market results obtained by investors, compared to average
market returns, suggest that objective measures are a weak substitute to scale mea-
sures. When compared to the markets, investors tend to underperform indices in
both up and down markets (Barber & Odean, 2001; Odean, 1998). This implies that
investors do not always actually invest in ways that match their true underlying risk
tolerance.

Another approach for assessing risk tolerance involves the use of a valid and reli-
able scale. In some situations, however, a scale is either not available or requires too
much time to administer. In these cases, single item questions are sometimes used
to assess risk tolerance. One risk-tolerance question is widely used among those
interested in consumer finance issues—the Survey of Consumer Finances (SCF)
risk-tolerance item. The question is simple to use and assess, as shown below:

Which of the following statements on this page comes closest to the amount of
financial risk that you are willing to take when you save or make investments?

1. Take substantial financial risk expecting to earn substantial returns.

2. Take above-average financial risks expecting to earn above-average returns.
3. Take average financial risks expecting to earn average returns.

4. Not willing to take any financial risks.

This question is popular among researchers because it is one of the only risk-
tolerance assessments asked in national surveys of consumers. This allows re-
sponses to the item to be compared to national averages. The downside associated
with the use of this, or any other single item, is that it may not be a “good proxy
for people’s true risk aversion” (Chen & Finke, 1996, p. 94). Historical response
patterns indicate that a large percent of those answering the question have no risk
tolerance (Hanna and Lindamood, 2004). This skewed response pattern toward max-
imum risk aversion conflicts with actual risk-taking behaviors observed in everyday
financial situations. Grable and Lytton (2001) also noted that the question does not
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fully represent the spectrum of financial risk tolerance. Instead, the item is most
closely linked with investment choice attitudes.

Another method for assessing risk tolerance involves the use of a psychomet-
rically designed scale (Roszkowski, Davey, & Grable, 2005). The history of risk
scales can be traced back to the late 1950s. One of the earliest measures of risk toler-
ance was proposed by Atkinson (1957). Atkinson hypothesized that risk taking can
be described by six factors: (a) assessment of the subjective probability of achieving
success; (b) assessment of the subjective probability of failure; (c) the incentive
value of success; (d) the incentive value of avoiding failure; (e) an achievement
motive; and (f) the motive to avoid failure. Although Atkinson’s work did not lead
directly to a usable scale, his hypothesis laid the groundwork for the development
of later scales that incorporated the multidimensional nature of risk.

A major advancement in the study of choice in risky situations occurred in the
late 1950s and early 1960s. Wallach and Kogan (1959, 1961) developed the widely
used Choice Dilemmas Questionnaire to measure risk preferences in everyday life
situations. The original questionnaire required subjects to advise other individuals
regarding 12 choices with two outcomes: a sure gain or a sure loss. An example
of these questions includes the following: “Mr. A, an electrical engineer, has the
choice of sticking with his present job at a modest, though adequate, salary or of
moving on to another job offering more money but no long term security. Please
advise Mr. A by deciding what probability of success would be sufficient to warrant
choosing the risky alternative” (Wallach & Kogan, 1959, p. 558). These types of
choice dilemmas were commonly used to measure risk-taking propensities for three
decades. Beginning in the early 1980s, the choice dilemma approach came under
increased attack for lack of validity and reliability.

The lack of consistency between and among distinctive choice dilemma ques-
tionnaires administered by different researchers was revealed as far back as 1962
by Slovic who concluded that choice dilemma measures lacked sufficient validity
and reliability to be of much predictive use. Slovic came to this conclusion after
examining all forms of the choice dilemma instrument, including dot estimation
tests, word meanings tests for category width, life experiences inventories, multiple
choice exams, recreational activity measures, job preference inventories, gambling
assessments, and peer ratings. Kogan and Wallach (1964), the creators of the Choice
Dilemmas Questionnaire, also found no evidence of general risk propensity across
situations. Later researchers concluded that these findings were partially attributable
to the one-dimensional type questions used in the instruments. MacCrimmon and
Wehrung (1986) showed that one-dimensional questions (e.g., “how risk tolerant
are you?”’) measure only a small part of the multidimensional nature of risk and that
most people overestimate their risk preferences in these situations. MacCrimmon
and Wehrung also concluded that “there is no particular reason to believe that a
person who takes risks in one area of life is necessarily willing to take risks in all
areas” (p. 51).

The development of more accurate risk-tolerance scales took a leap forward
in the 1980s and 1990s. Researchers concluded that a scale must, at a minimum,
gauge a person’s attitude toward and behavior regarding the following dimensions:
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(a) general risk-taking propensities, (b) gambles and speculations, (c) losses and
gains, (d) experience or knowledge, (e) comfort, and (f) investing. Grable and Lytton
(1999b) collapsed these diverse factors into three core risk-tolerance dimensions: (a)
investment risk, (b) comfort and experience, and (c) speculation.

While there are few publicly available scales that have been designed to mea-
sure the multidimensional nature of risk tolerance, there have been a small number
of attempts to measure risk attitudes using scaling methods (e.g., Barsky, Juster,
Kimball, & Shapiro, 1997; Grable & Lytton, 1999b; Hanna and Lindamood, 2004;
Roszkowski, 1999). One of the most reliable scales is the Survey of Financial Risk
Tolerance® that was originally created by Roszkowski for The American College.
The survey attempts to measure risk tolerance directly through a combination of
closed- and open-ended questions. The survey includes 40 items. Some items re-
quire multiple responses, while others are phrased as multiple-choice questions.
Roszkowski reported a reliability coefficient of 0.91 for this measure, which is ex-
ceptionally high. The validity of the items also appears high; however, there is no
published data describing the survey’s criterion (i.e., concurrent) validity. A publicly
available alternative is a 13-item risk scale developed by Grable and Lytton (1999b).
This multiple-choice question scale has been tested and shown to offer acceptable
levels of validity and reliability (a = 0.75). A more traditional Likert-type scale
was designed by Weber et al. (2002). The instrument, using a five-point likelihood
agreement scale, is intended to be used to assess risk tolerance in five content
areas, including investing versus gambling, health/safety, recreation, ethical, and
social decisions. Alternative scales include experimental measures using hypothet-
ical questions based on percentage changes in income. These scales are most often
used to derive a person’s relative risk aversion within EUT frameworks. Two of the
most popular instruments were developed by Barsky et al. (1997) and Hanna and
Lindamood (2004). In the case of the later measure, Hanna and Lindamood noted a
statistically significant positive correlation between scale scores and risk-tolerance
levels as measured with the SCF item.

The final method for assessing risk tolerance involves using a combination of
the approaches listed above. Although there is scant research to support the idea
that multiple measures may lead to more accurate descriptions of a person’s risk
tolerance, the logic of doing so is apparent. The concept of triangulation, where
an answer to a complex question is derived from multiple perspectives (Lytton,
Grable, & Klock, 2006), used in the social sciences indicates that a combination
of approaches may produce meaningful results.

A Conceptual Model of the Factors Affecting Financial
Risk Tolerance

An issue of particular importance to consumers, investment advisers, researchers,
and policy makers involves understanding the factors associated with risk tolerance.
Because a person’s tolerance for risk has such a significant impact on the way
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individuals make decisions it is important to have a conceptual understanding of
the factors that influence risk tolerance (Campbell, 2006). There are a number of
demographic, socioeconomic, psychosocial, and other factors generally thought to
be associated with financial risk tolerance. Table 1.2 summarizes consensus findings
from the literature regarding the influence of certain individual characteristics on
risk tolerance.

Based on relationships shown in Table 1.2 and additional risk-tolerance research
conducted throughout the last two decades, it is possible to better understand, con-
ceptually, how financial risk tolerance is influenced by personal and environmental
factors. Figure 1.1 presents a conceptual model of the principal factors affecting
financial risk tolerance. The model is an adaptation of an intervention model devel-
oped by Irwin (1993) who was among the first to develop a valid model showing
the relationship between risk tolerance and risk-taking behaviors. Building upon
a causal model of adolescent risk-taking behavior created by Irwin and Millstein
(1986), Irwin determined that there are a number of predisposing factors that

Table 1.2 Factors associated with financial risk tolerance

Individual characteristic

Assumed to be more risk
tolerant

Level of support in the
literature®

Gender Male High
Age Younger Moderate
Marital status Single Moderate
Marital/gender interaction Single male High
Ethnicity Non-Hispanic White Moderate
Income High Moderate
Net worth High High
Financial satisfaction High High
Financial knowledge High High
Education Bachelor’s degree or higher Moderate
Employment status Employed full-time Moderate
Occupation Professional Moderate
Income source Business owner High
Income variability Stable and predictable High
Household size Large Moderate
Homeownership Owner Low
Religiosity Less religious Moderate
Self-esteem High High
Locus of control Internal Low
Personality Type A High
Sensation seeking High High
Mood Happy High

Coding (approximate percent of reviewed articles supporting assumed relationship): high—
80-100 %; moderate—50-79 %; low—0-49 %

Statistics compiled from a review of 125 studies published between 1960 and 2006. Some studies
dealt only with one or a few characteristics. In some cases, the number of studies was small (e.g.,
n<5)
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Fig. 1.1 Principal factors affecting financial risk tolerance. Adapted and modified from Irwin
(1993)

influence both risk tolerance and risk taking. In general, Irwin’s research showed
that many of the demographic, socioeconomic, attitudinal, and psychological fac-
tors shown in Table 1.2, as well as other factors, can be used to better understand
risk tolerance. The model presented here uses comparable terminology to that first
suggested by Irwin (Fig. 1.1).

Similar to Irwin’s (1993) model, the framework “highlights the importance of
biopsychosocial factors which are primarily endogenous and environmental factors
that are primarily exogenous” (p. 21). The model also delineates the role of predis-
posing and precipitating factors, both of which may lead to increased or decreased
levels of risk tolerance, which, in turn, can cause a person to initiate, change, or
terminate a risky behavior. Additionally, the model borrows language from Loewen-
stein et al. (2001) by showing that certain factors, such as cognition, emotion, and
probability assessment, precipitate a person’s willingness to take risks. A brief de-
scription of the primary factors in the model is presented below.



14 J.E. Grable
Biopsychosocial Factors

Biopsychosocial factors include beliefs, gender, sensation-seeking traits, aggres-
siveness, self-esteem, personality, locus of control, social development, develop-
mental issues, age, genetics, hormonal influences, internationalization, money ethics,
and ethnicity. According to Irwin (1993), “attitudes, perceptions, motivations, and
intentions all predict the onset of behaviors” (p. 22). As suggested in Fig. 1.1, these
biopsychosocial factors are predisposing characteristics, meaning that they are in-
herent traits or personality dimensions over which a person has little or no initial
control.

Environmental Factors

Environmental factors are also predisposing factors, but they differ from biopsy-
chosocial characteristics in one significant way; rather than being innate traits
unique to a person or individual, these factors result from influences in the social
environment. As suggested by Irwin (1993), “the protective role of supportive envi-
ronment must be acknowledged” (p. 23). Examples of environmental factors include
support and control, family situation, family involvement, socioeconomic status,
structure, lack of knowledge of consequences, peer behavior, social transitions, and
societal denial. Environmental and biopsychosocial factors are shown to interact
with each other.

Precipitating Factors

As the model indicates, biopsychosocial and environmental factors are predisposing
characteristics that influence an individual’s tolerance for financial risk. Tolerance
for financial risk plays a key role in a person’s assessment of the risks and ben-
efits associated with a course of action; however, before assessing and engaging
in a risky financial behavior, individuals are often subject to precipitating factors.
These are aspects of a person’s life that impact the assessment of risk by influencing
the decision-making process or causing a person to adjust their core level of risk
tolerance prior to or when engaging in a behavior.

Lack of experience or knowledge and lack of skills are factors that influence
both risk tolerance and risk taking (Campbell, 2006). For example, a person’s risk
tolerance may be very low when it comes to investing in stocks or stock mutual
funds; however, when confronted with evidence from a salesperson or a neighbor
who appears to be more knowledgeable and wealthy, the person may conclude that
the risks associated with high risk investing are lower than they really are. The
person in this example may make a risky purchase, even though this behavior runs
counter to the person’s true level of risk tolerance.
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The use of predisposing and precipitating factors within a single framework
offers a unique conceptual vantage point to better understand financial risk toler-
ance. Although many of the factors shown in Fig. 1.1 can be measured directly or
through scaling methods, there have been few research attempts to predict a per-
son’s risk tolerance using predisposing and precipitating personal characteristics
concurrently. A need exists, primarily from a descriptive rather than normative per-
spective, to evaluate financial risk tolerance using all or most of the factors shown
in Fig. 1.1. Additionally, the following challenges remain in the development and
application of this and other models of the principal factors affecting financial risk
tolerance:

(a) Specification and standardization of predisposing and precipitating factor
measures

(b) Further specification of possible modifiers and interaction effects with factors
not specified in the current model

(c) Detailed specification of factor relationships through path analyses

(d) Standardization of “positive” and ‘“negative” outcomes from risk-taking
behavior

(e) Development of cohort and historical influence measures

Future Research Directions

Over the past two decades great strides in the consumer finance field’s knowledge
about risk tolerance have been made. These strides have led to a better understand-
ing of the role risk tolerance plays when people make risky financial decisions;
however, additional theoretical and empirical studies are needed. Such research can
help elevate the field of consumer finance and the practice of financial planning
from the use of hit-and-miss assessment techniques and qualitative assessments into
a world of quantified practice standards. To borrow from Campbell (2006), a better
understanding of risk tolerance may contribute to definitions of financial literacy as
well as help explain why certain households maximize wealth accumulation over
time while others do not.

Future research devoted to the fusing of financial risk-tolerance insights into
useful tools for consumer finance researchers may require additional refinement of
existing measures of predisposing and precipitating factors affecting risk tolerance
and the development of new measures (Webley, 1995). Ultimately, two distinct, yet
related, research programs are needed. The first program ought to be devoted to the
testing of the relationships between and among predisposing factors, precipitating
factors, and a person’s tolerance for financial risk. The second program should be
devoted to creating a standardized measure of financial risk tolerance. This second
research agenda needs to build upon research conducted in the first program by
creating scale items or multidimensional measures that incorporate the multifaceted
nature of financial risk tolerance with known predispositions of individual decision
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makers. These two programs of study should eventually lead to a more comprehen-
sive appreciation for and understanding of a person’s overall tolerance for financial
risk. This, in turn, will lead to a better understanding of how and why individu-
als engage in certain risky financial behaviors. Ultimately, a unified model of risk
tolerance can emerge from such research.

Researchers interested in consumer finance issues, as they relate to risk toler-
ance, have much work to do in upcoming years to fully understand the normative
and descriptive relationships between risk tolerance and financial behaviors. Future
research directions include determining all of the following:

(a) How do individuals define risk tolerance in everyday financial situations?

(b) What factors influence a person’s willingness to engage in everyday financial
risk-taking behaviors?

(c) Does risk tolerance remain constant across domains and activities?

(d) Do experts define risk situations differently than non-experts?

(e) Does risk tolerance change over time?

(f) How do individuals evaluate risky actions?

(g) How does a person’s nationality affect risk tolerance?

(h) Do people living in free-market economies act differently in terms of willing-
ness to take risks than individuals who live in economically restricted nations?

(i) Does financial education influence risk tolerance?

(j) How do emotional responses influence risk tolerance?

(k) How do time preferences relate to risk tolerance?

The interconnection between financial risk tolerance and risk-taking behaviors,
within the field of consumer finance, is one that offers many research opportunities
in the future. Information from forthcoming studies will most certainly improve the
lives of consumers and help researchers and policy makers better understand how
and why people make risky choices.
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Chapter 2
Personal Financial Wellness

Sohyun Joo

Abstract As the importance of financial health of individuals and families con-
tinues to grow, people often use the term “financial wellness” to mean the level
of a person’s financial health. Financial wellness is a comprehensive, multidimen-
sional concept incorporating financial satisfaction, objective status of financial situ-
ation, financial attitudes, and behavior that cannot be assessed through one measure.
This chapter discusses the concept and measurement of personal financial well-
ness and presents “Financial Wellness Diagram.” Future research directions are also
discussed.

Generally, well-being is defined as a state of being healthy, happy, and free from
worry (Zimmerman, 1995). As the importance of financial health of individuals
and families continues to grow, people often use the term “financial wellness” to
mean the level of a person’s financial health (search for “financial wellness” leads to
thousands of websites, programs, and products). However, there is a lack of under-
standing of what is meant by personal financial wellness and no general measure of
personal financial wellness exists (Baek & DeVaney, 2004; George, 1992; Hayhoe,
1990; Porter & Garman, 1993; Strumpel, 1976; Wilhelm & Varcoe, 1991).

Derived from the definition of general well-being, financial well-being could
mean a state of being financially healthy, happy, and free from worry and this could
be the concept that should be addressed. However, this chapter discusses the concept
and measurement of “personal financial wellness” instead of financial well-being.
Following discussion provides several reasons. First, in practice, financial wellness
is a more concrete (rather than abstract) concept to work with: it is more func-
tional (or empirical) rather than cognitive (or conceptual) concept. Second, finan-
cial wellness has multidisciplinary aspects. As suggested by Hansen, Rossberg, and
Cramer (1994), as a primary interest to financial counselors, the concept of finan-
cial wellness has to incorporate multidisciplinary approach. Third, due to the wide
usage of the word “wellness” in various health-related programs, the term “financial
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wellness” is easier to understand for general public. Fourth, the proposed measure
of financial wellness in this chapter could provide practical tools for professionals.

Understanding and Defining Financial Wellness

To understand financial wellness, concepts that relate to financial wellness should be
examined. This section reviews the meaning and measurement of financial wellness
and related terms such as well-being, economic well-being, financial well-being,
and material well-being.

Well-Being

The general consensus among researchers is that personal financial wellness is a
sub-construct of overall well-being. Well-being means ‘“non-instrumentally or ul-
timately good for a person” (plato.stanford.edu/entries/well-being), and well-being
in an ordinary term is closely related with happiness or satisfaction. While well-
being is used mostly with physical health, there are six interrelated domains that
construct well-being: job, finances, house, health, leisure, and environmental satis-
faction (Fletcher & Lorenz, 1985; van Praag, Frijters, & Ferrer-i-Carbonell, 2000).

Well-being is usually viewed as a subjective concept. Subjective well-being
refers to “how people evaluate their lives and includes variables such as life and mar-
ital satisfaction, lack of depression and anxiety, and positive moods and emotions”
(Diener, Suh, & Oishis, 1998, p. 25). Self-reported subjective well-being is a stable
concept that can be measured reliably over time (Winter, Morris, & Gutkowska,
1999).

Zimmerman (1995) clarified the term “well-being” as “the state of being healthy,
happy, and free from want; outcome of long-term socialization and developmen-
tal processes and concurrent environmental conditions and processes; composite of
satisfactions in domains of marriage, job, leisure, family, and housing; degree to
which basic needs are met” (p. 8). These concepts are now accepted as the general
definitions of well-being.

Economic or Financial Well-Being

Economic and financial well-beings are often used interchangeably. Generally, fi-
nancial well-being tends to include broader aspects of financial life, and economic
well-being is most often used with income level (e.g., Breen, 1991; Hayhoe, 1990;
Porter & Garman, 1993; Williams, 1993).

Breen (1991) viewed financial well-being as having sufficient income and assets,
quality health and personal care, the right mix of products and services, as well as
legal readiness and professional guidance. Williams (1993) theorized that economic
well-being was a function of material and non-material aspects of one’s financial
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situation. To identify economic well-being, she included money income, real or full
income, agreement about distribution, and psychic income or perceived adequacy
of income.

Material Well-Being

Material well-being is another concept that is used as a proxy of economic and finan-
cial well-beings. Family material well-being refers to the mix of goods, commodi-
ties, and services to which family members have access (Fergusson, Horwood, &
Beautrais, 1981). Indicators of material well-being include ownership (home, car,
television, etc.) and economizing behavior such as cutting down or reducing ex-
penditures. Other examples of economizing strategies include postponed visits to
a physician, money borrowed to meet everyday living costs, and reduced weekly
shopping to save money.

Personal Financial Wellness

Personal financial wellness is a comprehensive, multidimensional concept incorpo-
rating financial satisfaction, objective status of financial situation, financial attitudes,
and behavior that cannot be assessed through one measure (Joo, 1998).

Financial satisfaction is a key component of financial health. However, financial
satisfaction does not necessarily mean good financial health. Sometimes, people can
be satisfied with their financial situation, even though they have large debts. This is
why an objective assessment of a person’s financial situation is an important compo-
nent of personal financial wellness. With an objective diagnosis, personal financial
wellness can be measured reliably. In addition to subjective financial satisfaction
and objective measures, individual perceptions (i.e., financial attitude) and financial
behaviors are important components because these measure the potential of change
in personal financial wellness. An individual’s personal financial wellness can be
said to be “high” (or a person is “well”) when individuals are satisfied with their
financial situations, their objective status is desirable, they have positive financial
attitudes, and exhibit healthy financial behavior.

As indicated above, the concepts of personal financial wellness, economic well-
being, and financial well-being are part of the broader concept of well-being. Much
is known about well-being in general; however, little is known about personal finan-
cial wellness specifically. The following section presents some proxies of personal
financial wellness.

Proxies of Financial Wellness

Proxies that can be used to measure financial wellness include money income, in-
kind (non-money) income, wealth, consumption, financial behavior, financial satis-
faction, financial attitudes, and financial ratios.
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Money Income

Most research on economic well-being has used money income as a measure. Exam-
ples include family income, adjusted income, and per capita income (Bailey, 1987;
Blinder, Kristol, & Cohen, 1980; Breen, 1991; Moon & Juster, 1995; Sabelhaus &
Manchester, 1995; Weisbrod & Hansen, 1968; Williams, 1993). Money income rep-
resents potential access to resources.

Adjusted money income measures have also been used (e.g., Haveman & Wolfe,
1990; Minnesota, 1992; Radner, 1993; Smeeding, Torrey, & Rein, 1987; Van der
Gaag & Smolensky, 1982). Van der Gaag and Smolensky used total household af-
ter tax income for measuring economic well-being. They adjusted income by the
constant utility equivalence scale and named it “real household income.”

Money income was also adjusted for differences in family size and composition
(e.g., Luxembourg Income Study equivalence scale). Haveman and Wolfe (1990)
and Radner (1993) used an equivalent income ratio, while the Minnesota (1992)
used income-to-needs ratio.

Recently, researchers have recognized the potential weakness of money income
as a measure of economic well-being. Weaknesses include the possibility that
money income measures only a portion of the economic well-being of individu-
als, and income measures may create potential non-sampling errors. For example,
Weinberg, Nelson, Roemer, and Welniak (1999) indicated that “Money income does
not reflect the fact that some families receive part of their income in the form of non-
cash benefits, such as food stamps, health benefits, rent-free or subsidized housing,
and goods produced and consumed on the farm. In addition, money income does
not reflect the fact that some people receive non-cash benefits as fringe benefits.
In many surveys, there is a tendency for respondents to underreport their income”

(p- 19).

In-Kind (Non-money) Income

Often non-money income has been used in addition to money income. Bailey (1987)
used barter, fringe benefits, and other non-money income as indicators of well-being
along with money income. Bailey included household production and use of values
of owned durable goods as part of non-money income. Blau (1998) included intra-
household resource allocation and gender division of house work as measures of
standard of living, while Moon and Juster (1995) used the value of health insurance
and lump-sum payments.

Wealth

Wealth is often used with other types of wellness measures, especially with income.
Radner (1990) used income-wealth measures that include money income and stock
of wealth. The stock of wealth is calculated from an annuitized value of wealth, and
property income was excluded from the money income.
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Consumption

A number of researchers (e.g., Blinder et al., 1980; Magrabi, Pennock, Poole, &
Rachal, 1975) have used consumption, or consumer expenditure, as a proxy for
both income and well-being. Magrabi and her associates (1975) used the value of
consumption as a measure of economic well-being. Their measure included total
net family income before taxes, the total number of rooms in residence, physical
environment, telephone bills, food expenditure, entertainment expenditure, trans-
portation expenditure, durable goods expenditure, and other non-durable goods
expenditures.

Financial Behavior

Garman and Forgue (2006) argued that personal financial management can be an
important component in the definition of financial well-being. As such, behavioral
assessments of personal financial management have been used to measure finan-
cial well-being. Financial management includes (a) financial planning for long-term
and short-term financial goals; (b) financial management of income and credit; (c)
financial practices through the purchase of housing, insurance, automobile, and
other durable and non-durable consumer goods and various services including bank-
ing, insurance, and investment; and (d) investment for the future (Garman & Forgue,
2006; Mathus, 1989).

Jeries and Allen (1986) argued that financial behavior reflects a person’s eco-
nomic well-being. They used financial adjustment (e.g., cut in living expenses, bor-
rowing money, looking for another job) to measure possible financial hardship that
reflected the economic well-being of individuals and families. Dickinson (1996)
used the concept of financial empowerment, including financial knowledge, finan-
cial planning, credit management, debt management, investment, asset allocation,
and retirement planning.

Financial Satisfaction

Overall satisfaction with one’s financial situation is often used as a measure of fi-
nancial well-being. According to Godwin (1994), there was no consensus on best
measure of financial satisfaction. Some researchers have measured financial satis-
faction with a single item, while others have used multiple-item measures. The pio-
neer work of developing a financial satisfaction measure was conducted by Cantril
(1965). He developed a self-anchoring ladder scale. Researchers, such as Davis and
Schumm (1987), Porter and Garman (1993), and Greenley, Greenberg, and Brown
(1997), utilized a single-item scale to measure financial satisfaction by assessing the
“overall satisfaction” of respondents.

Researchers like Lown and Ju (1992), Wilhelm, Varcoe, and Fridrich (1993),
and Hira and Mugenda (1999) used multiple-item measures for financial satisfac-
tion. Typically, financial satisfaction was measured with satisfaction on the level
of income, money for family necessities, ability to handle financial emergencies,
amount of money owed, level of savings, and money for future needs.
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Financial Attitudes

A person’s subjective perception of personal finances is used to measure financial
well-being. Porter (1990) measured financial well-being using perceived attributes
of financial domain. She defined the perceived attributes as “the value-related qual-
itative indicators of financial situation” (p. 23). Headey (1993) argued that the mea-
sure of overall economic well-being is not complete if looked at entirely from a
psychological perspective or from an economic perspective. He argued that over-
all life satisfaction (i.e., well-being) must be assessed through the identification of
personality, health, and social networks in addition to time use and satisfaction or
dissatisfaction obtained from the used time. It is reasonable to hypothesize that his
argument regarding the broad use of psychological, economic, and demographic
measures also applies to the assessment of financial wellness. Cutler (1995) mea-
sured financial knowledge as one of the attitudinal measures of financial well-being.
Hayhoe and Wilhelm (1998) assessed perceived economic well-being by asking
respondents to subjectively assess a major area of financial concern, such as savings
and amount of debt.

Financial Ratios

Financial ratios have also been used to measure an individual’s financial well-being
(DeVaney, 1994; DeVaney & Lytton, 1995; Greninger, Hampton, Kitt, & Achacoso,
1996). Certain financial ratios have been used as an assessment of the financial
health of businesses for a long time. However, history of financial ratios as tools
in the assessment of families’ and individuals’ financial wellness is relatively recent
(Greninger et al., 1996).

DeVaney (1993) used financial ratios to examine the changes in the financial sta-
tus of American households. She suggested that the following ratios apply to family
financial well-being research: solvency ratio, investment asset/net worth ratio, lig-
uidity ratio, annual consumer debt payments/disposable income ratio, annual shelter
costs/total income ratio, and gross annual debt payments/disposable income ratio.
DeVaney (1994) also developed guidelines for adequacy of the ratios that could be
applied by families, educators, and advisors.

Greninger et al. (1996) identified and refined financial ratios using a Delphi study
in the areas of liquidity, savings, asset allocation, inflation protection, tax burden,
housing expenses, and insolvency. Based on the Delphi finding, they proposed a
profile of financial well-being for the typical family and individual.

Financial Wellness Measurement

Personal financial wellness is a comprehensive, multidimensional concept incor-
porating objective and subjective components of well-being. Previous research
showed that proxies for personal financial wellness (i.e., economic well-being, fi-
nancial well-being, material well-being) were measured with one or a combination
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of constructs such as money income, non-money income, wealth, consumption,
financial behavior, financial satisfaction, financial attitudes, and financial ratios.
However, except for Joo (1998), no research in study measured personal financial
wellness with the four comprehensive sub-concepts of financial wellness: financial
satisfaction, financial behavior, financial attitudes, and objective status (such as in-
come, wealth, consumption, and financial ratios).

Joo (1998) describes subjective perception scales, behavioral scales, objective
scales, and overall satisfaction scales as follows:

A subjective perception scale can measure subjective perception of personal finance. A
subjective perception scale includes a respondent’s perception of cash management, credit
management, income adequacy, personal finance management, and consumer shopping
skills. ... A behavioral scale can measure behavioral assessment of personal financial man-
agement in cash management, credit management, income adequacy, personal financial
management, and consumer shopping skills. ... An objective scale can measure objective
aspects of one’s economic status. It can include some financial ratios and other economic
data, such as income, assets, or savings. Certain financial ratios, such as consumer debt-
service ratio, consumption-to-income ratio, liquidity ratio, housing expense ratio, annual
debt-service ratio, debt-to-income ratio, solvency ratio, savings ratio, and investment assets-
to-net worth ratio, can be included in objective scales of personal financial wellness. ... An
overall satisfaction scale of personal financial wellness can measure satisfaction with one’s
personal financial situation (p. 52).

A Study of Financial Wellness

This section presents findings from a study designed to further explore the meaning
and measurement of personal financial wellness. A survey result with 216 randomly
chosen financial counseling and planning professionals (educators, researchers, pro-
fessors, and CFP® practitioners) is presented.

The Meaning of Personal Financial Wellness

Respondents were asked to provide their own definition of personal financial well-
ness. The answers were evaluated using a key word content analysis. Common
key words included components of financial wellness as described in the litera-
ture. Examples include debt, credit, income, expenses, insurance, investment, asset,
financial goals, knowledge, money, planning, saving, and stress. Descriptive words
for financial wellness, such as enough, happy, healthy, health, need, satisfaction,
security, well, and well-being, were also used in defining financial wellness.

Health

When respondents were asked to provide a definition of financial “wellness,” they
indicated that the word “health” was most appropriate. Response examples include
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“financial health of a family”

“the level of health of a family’s finances”

“a state feeling of healthy, and stress-free regarding one’s finances”
“maintaining a state of financial health”

In addition, other respondents provided more detailed answers, such as

® ““a healthy and prosperous financial environment that compliments and individu-
als lifestyle”

® “the degree to which an individual feels secure happy and healthy with their
financial status”

Income and Saving

The second most common set of terms used to describe financial wellness included
income and saving. Phrases to describe financial wellness include the following:

® “having enough income”

® “having sufficient income and assets to live the life you desire without having a
significant debt ratio”

e “sufficient income and assets to support financial goals”

In most cases, respondents who used income and savings to describe financial
wellness also offered more comprehensive definitions of the term. Examples include

® “a state of being in balance with plans for saving/investing/retirement in place.
Income exceeds expenses, debt and funding future needs”

e “having enough income to meet ordinary and unexpected expenses/save 10 % of
income/contributing to retirement plans/able to balance and prioritize needs and
wants to meet goals”

Goal

Goal was the next most frequently used term to describe financial wellness. Re-
spondents who used this word did so, most often, in conjunction with the following
terms: investment, money, need, planning, retirement, and security. Other responses
are listed below:

® “being aware of one’s goals”
® “asound plan, emergency fund established and living a productive financial life”
e “living within a spending and saving plan”

Other Terms

Respondents also mentioned credit management, asset, budgeting, controlling ex-
penses, stress-free, and satisfied as being associated with a person’s current financial
situation, and as such, as components of financial wellness. Respondents who used
these types of words defined financial wellness as
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e “overall satisfaction with one’s financial situation and behavior”

® “the management of money, banking, investments and credit that fosters good
physical and mental health maintained by positive habits”

e “freedom from stress”

® “being sound of one’s finances due to proper knowledge and management of all
financial aspects of their life, household, business, etc.”

Respondents also considered “well-being” or “financial well-being” as concepts
similar to financial wellness. Respondents answered “how well someone is doing
financially” as financial wellness.

The Measurement of Personal Financial Wellness

A key element of this study was to arrive at a consensus method for measuring
personal financial wellness. A series of questions were asked to help arrive at a
consensus. These questions included

(a) whether financial status of individuals should be measured in a subjective way,
objective way, or both?

(b) whether the financial status should be measured with a single item or multiple
items?

(c) whether income should be used to measure financial status, and if yes, what
information should be gathered?

(d) whether debt should be used to measure financial status, and if yes, what infor-
mation should be gathered?

The majority of the respondents (76.1 %) answered that the financial status of
individuals should be measured both subjectively and objectively. Slightly more
than 18 % of respondents answered that financial wellness should be measured using
only objective factors, while only seven professionals answered that wellness should
be measured using subjective tools.

When asked, “If the financial status of individuals is measured with ‘income,’
what information would you request from respondents?,” 32 % of the professionals
answered that they would want to know a client’s “gross income.” Eighteen percent
of the respondents answered that they would inquire about “monthly take-home in-
come (after-tax),” and 10 % of respondents answered that they would want to know a
client’s “discretionary income.” Thirty-nine percent reported that they would request
something else including gross weighted income, gross income, number of financial
dependents, and money income.

‘When asked whether or not debt should be used to measure financial status, the
majority of respondents (94 %) answered that they would gather “all debt” or “a
percent of debt to income” if they thought financial status should be measured by
“debt.” Others responded that if the term debt were used, then other terms, such as
net worth, cash flow, and annual percentage rate (APR), should also be used.
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Results from the survey with professionals suggest that the definition of personal
financial wellness is an active state of financial health, as exemplified by having a
reasonable or low debt level, an active savings and/or retirement plan, and following
a spending plan. Subjective evaluative terms related to financial wellness included
high levels of financial satisfaction and low levels of financial stress. Results from
this study indicate that financial wellness can be distinguished from the abstract
concept of financial well-being by the sub-constructs of wellness as described in this
study, namely financial satisfaction, financial behavior, financial attitudes, financial
stress, and objective financial status (e.g., debt, savings, assets).

A Conceptual Framework of Personal Financial Wellness

This section presents a conceptual framework of personal financial wellness and its
measurement. As shown in Fig. 2.1, personal financial wellness is one of the com-
ponents of overall well-being. Personal financial wellness is an active and desirable
status of financial health and includes four areas of sub-constructs.

The four sub-constructs of personal financial wellness include objective status,
financial satisfaction, financial behavior, and subjective perception. Objective sta-
tus refers to objective aspects of person’s economic status, such as income, debt,
net worth, and household wealth. Even though it certainly cannot buy the entire
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Fig. 2.1 Financial wellness diagram
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happiness, income is one of the significant aspects of financial health. Objective
status can be measured with various financial ratios as mentioned earlier.

Financial satisfaction is a significant sub-construct of personal financial wellness.
It can be measured with one global item of overall financial satisfaction, or multiple
items of financial satisfaction, such as satisfaction with income, amount of money
for leisure, amount of savings, amount of emergency funds. Research has shown
that single-item measurement can be equally representative as multiple items (Joo &
Grable, 2004).

Financial behaviors include proper behavior with various personal finances top-
ics. To become financially healthy, individuals need to exhibit desirable behav-
iors with cash management, credit and debt management, planning for various life
cycle events (e.g., marriage, college planning, retirement, estate planning), and con-
sumerism.

Finally, subjective perception is the driving force for savvy financial behaviors
and becomes part of the fourth construct of personal financial wellness. Individuals’
attitudes toward personal financial wellness on the various personal finance topics
can lead to proper behaviors. Financial knowledge is also a significant component of
subjective perception. As in the marketing theory of knowledge—attitude—behavior
model, financial knowledge can influence financial attitudes and leads to better
financial behavior, thus better financial wellness.

Future Research Directions

Financial counselors and other financial services professionals have a vested interest
in better understanding the definition of financial wellness and the corresponding
ways in which to measure this concept. This chapter is a first step in the process
of enhancing the well-being of the individuals by better understanding as many of
the factors that affect people in their daily financial lives. The fact that the results
presented here are a first-step approach implies that more research is needed.

More in-depth multidisciplinary discussion of personal financial wellness is en-
couraged. The relationship between health wellness and financial wellness, espe-
cially, could lead to more practical guidance of developing workable financial well-
ness measurement. Researchers can use the proposed measurement from this chap-
ter and further develop a systematic scaling method of personal financial wellness.
A standardized way of scaling financial wellness for individuals and families in
various life cycle stages will be very helpful for practitioners and educators. If
this chapter helps guide future research endeavors, the ultimate purpose has been
accomplished.

References

Back, E., & DeVaney, S. A. (2004). Assessing the baby boomers’ financial wellness using finan-
cial ratios and a subjective measure. Family and Consumer Sciences Research Journal, 32,

321-348.



32 S. Joo

Bailey, A. W. (1987). Social and economic factors affecting the financial well-being of families.
Journal of Home Economics, Summer, 14—18.

Blau, F. D. (1998). Trends in the well-being of American women, 1970-1995. Journal of Economic
Literature, 36(1), 112-165.

Blinder, A. S., Kristol, 1., & Cohen, W. J. (1980). The level and distribution of economic well-
being. In M. Feldstein (Ed.), The American economy in transition (pp. 415-479). Chicago:
University of Chicago Press.

Breen, R. F. (1991). The financially mature: What they want and how to help them get it. Insurance
Sales, 134(9), 8-10.

Cantril, H. (1965). The pattern of human concerns. New Brunswick, NJ: Rutgers University Press.

Cutler, N. E. (1995, January). Three myths of risk-tolerance: What clients are not telling you.
Journal of the American Society of CLU & ChFC, 49, 33-37.

Davis, E. P., & Schumm, W. R. (1987). Family financial satisfaction: The impact of reference point.
Home Economics Research Journal, 14, 123-131.

DeVaney, S. A. (1993). Change in household financial ratios between 1983 and 1986: Were Ameri-
can households improving their financial status? Financial Counseling and Planning, 4, 31-46.

DeVaney, S. A. (1994). The usefulness of financial ratios as predictors of household insolvency:
Two perspectives. Financial Counseling and Planning, 5, 5-24.

DeVaney, S. A., & Lytton, R. T. (1995). Household insolvency: A review of household debt repay-
ment, delinquency and bankruptcy. Financial Services Review, 4, 137-156.

Dickinson, A. (1996). The financial well-being of women and the family. The American Journal
of Family Therapy, 24(1), 65-73.

Diener, E., Suh, E., & Osihi, S. (1998). Recent studies on subjective well-being. Indian Journal of
Clinical Psychology, 24, 25-41.

Fergusson, D. M., Horwood, L. J., & Beautrais, A. L. (1981). The measurement of family material
well-being. Journal of Marriage and the Family, 43, 715-725.

Fletcher, C., & Lorenz, F. (1985) Social structural influences on the relationship between objective
and subjective indicators of economic well-being. Social Indicators Research, 16, 333-345.

Garman, E. T., & Forgue, R. E. (2006). Personal finance (7th ed.). Boston: Houghton Mifflin Co.

George, L. K. (1992). Economic status and subjective well-being: A review of the literature and an
agenda for future research. In N. E. Cutler, D. W. Gregg, & M. P. Lawton (Eds.), Aging, money,
and life satisfaction: Aspects of financial gerontology (pp. 69-99). New York: Springer.

Godwin, D. D. (1994). Antecedents and consequences of newlyweds’ cash flow management. Fi-
nancial Counseling and Planning, 5, 161-190.

Greenley, J. R., Greenberg, J. S., & Brown, R. (1997). Measuring quality of life: A new and prac-
tical survey instrument. Social Work, 42, 244-254.

Greninger, S. A., Hampton, V. L., Kitt, K. A., & Achacoso, J. A. (1996). Ratios and benchmarks
for measuring the financial well-being of families and individuals. Financial Services Review,
5(1), 57-70.

Hansen, J. C., Rossberg, R. H., & Cramer, S. H. (1994). Counseling: Theory and practice. Boston:
Allyn and Bacon.

Haveman, R., & Wolfe, B. (1990). The economic well-being of the disabled. Journal of Human
Resources, 25(1), 32-54.

Hayhoe, C. R. (1990). Theoretical model of perceived economic well-being. Annual Proceedings
of the Association for Financial Counseling and Planning Education, 116—-141.

Hayhoe, C. R., & Wilhelm, M. S. (1998). Modeling perceived economic well-being in a family
setting: A gender perspective. Financial Counseling and Planning, 9(1), 21-34.

Headey, B. (1993). An economic model of subjective well-being: Integrating economic and psy-
chological theories. Social Indicators Research, 28, 97-116.

Hira, T. K., & Mugenda, O. M. (1999). The relationships between self-worth and financial beliefs,
behavior, and satisfaction. Journal of Family and Consumer Sciences, 91(4), 76-82.

Jeries, N., & Allen, C. M. (1986). Satisfaction/dissatisfaction with financial management among
married students. Proceedings of American Council on Consumer Interests Annual Conference,

63-69.



2 Personal Financial Wellness 33

Joo, S. (1998). Personal financial wellness and worker job productivity. Unpublished doctoral
dissertation, Virginia Polytechnic Institute and State University, Blacksburg, VA.

Joo, S., & Grable, J. E. (2004). An exploratory framework of the determinants of financial satis-
faction. Journal of Family and Economic Issues, 25(1), 25-50.

Lown, J. M., & Ju, 1. (1992). A model of credit use and financial satisfaction. Financial Counseling
and Planning, 3, 105-123.

Magrabi, F. M., Pennock, J. L., Poole, W. K., & Rachal, J. V. (1975). An index of economic welfare
of rural families. Journal of Consumer Research, 2(3), 178-187.

Mathus, 1. (1989). Personal finance (2nd ed.). Cincinnati, OH: South-Western Publishing Co.

Minnesota Extension Service. (1992). Specialist research report: Economic well-being of
non-institutionalized elderly with functional limitations. Retrieved August 14, 2002, from
http://www.cyfc.umn.edu/Documents/G/B/GB1013.html.

Moon, M., & Juster, F. T. (1995). Economic status measures in the health and retirement study.
Journal of Human Resources, 30(health and retirement study supplement), S138-S157.

Porter, N. M. (1990). Testing a model of financial well-being. Unpublished doctoral dissertation,
Virginia Polytechnic Institute and State University, Blacksburg, VA.

Porter, N. M., & Garman, E. T. (1993). Testing a conceptual model of financial well-being. Finan-
cial Counseling and Planning, 4, 135-164.

Radner, D. B. (1990). Assessing the economic status of the aged among nonaged using alternative
income-wealth measures. Social Security Bulletin, 53(3), 2—-14.

Radner, D. B. (1993). Economic well-being of the old: Family unit income and household wealth.
Social Security Bulletin, 56(1), 3-19.

Sabelhaus, J., & Manchester, J. (1995). Baby boomers and their parents: How does their economic
well-being compare in middle age? Journal of Human Resources, 30, 791-806.

Smeeding, T., Torrey, B. B., & Rein, M. (1987). Comparative well-being of children and elderly.
Contemporary Economic Policy, 5(2), 52-72.

Strumpel, B. (Ed.). (1976). Economic means for human needs. Ann Arbor: MI: Institute for Social
Research.

Van der Gaag, J., & Smolensky, E. (1982). Consumer expenditures and the evaluation of levels of
living. Review of Income and Wealth, 1, 17-27.

van Praag, B. M. S., Frijters, P., Ferrer-i-Carbonell, A. (2000). A structural model of well-
being. Tinbergen Institute Discussion Paper TI 2000-053/3. Retrieved August 12, 2002, from
http://www.tinbergen.nl.

Weinberg, D. H., Nelson, C. T., Roemer, M. 1., & Welniak, E. J. (1999). Economic well-being in
the United States: How much improvement—fifty years of U.S. income data from the current
population survey: Alternatives, trends, and quality. American Economic Review, 89(2), 18-22.

Weisbrod, B. A., & Hansen, W. L. (1968). An income-net worth approach to measuring economic
welfare. The American Economic Review, 58, 1315-1329.

Wilhelm, M. S., & Varcoe, K. (1991). Assessment of financial well-being: Impact of objective eco-
nomic indicators and money attitudes on financial satisfaction and financial progress. Annual
Proceedings of the Association for Financial Counseling and Planning Education, 184-202.

Wilhelm, M. S., Varcoe, K., & Fridrich, A. H. (1993). Financial satisfaction and assessment of
financial progress: Importance of money attitudes. Financial Counseling and Planning, 4,
181-198.

Williams, F. L. (1993). Financial counseling: Low-income or limited-income families. In V. S.
Fitzsimmons (Ed.), Economic changes: Challenges for financial counseling and planning pro-
fessionals (pp. 121-145). Proceedings of the Association for Financial Counseling and Plan-
ning Education, San Antonio, TX.

Winter, M., Morris, E. W., & Gutkowska, K. (1999). Constraints, domain conditions, and well-
being: Evidence from Poland during the transition. Journal of Consumer Affairs, 33, 27-47.
Zimmerman, S. L. (1995). Understanding family policy: Theories and applications (2nd ed.).

Thousand Oaks, CA: Sage.



Chapter 3
Retirement Savings

Sherman D. Hanna and Samuel Cheng-Chung Chen

Abstract The topic of retirement savings can be considered from a prescriptive
(normative) approach, for which the primary question is how much should a house-
hold accumulate for retirement. The topic can also be considered from a descriptive
(positive) approach, for which the most important question is whether households
are saving enough for retirement. Because analyses using the descriptive approach
depend on assumptions about whether households are saving enough for retirement,
the two approaches are related. In this chapter we review concepts and literature
related to both approaches. We conclude with a discussion of whether households
in the United States are saving enough for retirement.

Prescriptions for Retirement Savings

Goal-Directed Planning

Robinson (2000) and Ho, Perdue, and Robinson (2006, p. 359) described goal-
directed planning and provided a formula to describe the usual approach that fi-
nancial planners and many households use to reach goals. Applying their concept
to retirement planning, the fundamental equation for financial planning is based on
the idea that the household should set its spending in each future period so that it
will have enough wealth when it reaches retirement to meet its goal. The following
formula shows what the household needs to accomplish:

W = Wo(l+7r)" + Y (E,—C)(1+r)" (3.1)

t=1

S.D. Hanna

Department of Consumer Science, The Ohio State University, 1787 Neil Avenue, Columbus,
OH 43210, USA

e-mail: hanna.1 @osu.edu

J.J. Xiao, (ed.), Handbook of Consumer Finance Research, 35
© Springer 2008



36 S.D. Hanna, S.C.-C. Chen

We discuss the formula in terms of annual periods, though it could be applied to
monthly periods. W,, = wealth in terms of investment assets in the year n when the
household reaches retirement, Wy = initial investment assets, r = rate of return per
year, t = year, n = number of years until retirement, £ = net earnings in a year,
C =consumption or spending in a year.

For instance, assume that a household wants to have its assets at retirement, W,,,
equal to $1,000,000. It currently has investments, Wy, equal to $50,000. The rate
of return it can obtain on investments, r, is equal to 6% per year. Retirement is n
years away, where n = 30. The calculation of the amount needed to be saved out
of earnings each year, (E; — C;), can be easily done with a financial calculator,
if the amount is assumed to be constant. If the amount to be saved each year is
allowed to vary, a spreadsheet is needed for the calculation. If all amounts are in
inflation-adjusted dollars and a constant amount is to be saved at the end of each
year, (E; — C,) is $9,016.

The calculations are more complicated with amounts expressed in nominal dol-
lars. If a household saves the same nominal amount each year, the inflation-adjusted
amount to save each year would be much greater at younger ages than it would be
at older ages when real income might be higher. Even if all amounts are expressed
in inflation-adjusted dollars, the projected earnings might change with anticipated
career advancement and changes in labor force participation of the household mem-
bers. A spreadsheet can be used to find the amount to save each year, if there is a sim-
plifying assumption, for instance, that the household should have constant spending
each year before retirement. Some textbooks (e.g., Dalton, Dalton, Cangelosi, Gut-
tery, & Wasserman, 2005, p. 686) suggest doing calculations in nominal amounts,
but it is more reasonable to do all calculations in inflation-adjusted amounts and use
inflation-adjusted rates of return.

The goal-directed approach does not provide us directly with how much should
be saved each year for retirement, as a complete solution requires a specification of
the retirement spending goal. For instance, a household might have a goal of having
a particular standard of living in retirement, perhaps the same as before retirement.
Given a particular retirement spending goal, it is easy to calculate the amount of
retirement assets necessary to generate enough investment income to supplement
other sources of retirement income, including social security, employer-provided
defined benefit pensions, and employment income of household members. One im-
portant question is whether to purchase an immediate life annuity at retirement or to
withdraw some amount from investment assets each year. An immediate life annuity
is a contract from a financial company that agrees to pay a person a fixed amount
per year as long as that person lives. The annuity can also be written for a couple or
other type of household so that if one person dies, the surviving household members
continue to receive some income.

If a life annuity is not purchased, there is a possibility that a retiree who lives
much longer than average would eventually run out of investment assets, especially
with high inflation and/or poor investment performance. A very conservative port-
folio would be more likely to be depleted because of loss of purchasing power than
a stock portfolio would because of investment losses (Ho et al., 2006, p. 416). A
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single person would need to accumulate about 14 times the initial annual amount to
be withdrawn from the portfolio in order to have a very low chance of eventually
running out of funds (Ho et al., 2006), which might be somewhat more than the
amount needed for a variable life annuity (Clements, 2003).

Consider a worker expecting a Social Security pension of P dollars per year at
retirement, at which time he would have a life expectancy of n years. The worker
wants to spend C dollars per year in retirement and does not plan to work during
retirement. If C is greater than P, the worker needs to generate (C — P) dollars
per year from investments during retirement. If money withdrawn from retirement
investments is subject to income taxes, some adjustment is needed to account for
that, but in the rest of our example we will ignore income taxes, which might be
appropriate for someone who had invested in a Roth IRA for a long time. If the
worker planned to purchase a life annuity and could obtain one with an inflation-
adjusted rate of return of r, the amount he would need to accumulate by retirement
would be equal to the present value of (C — P) dollars per year for N years at an
interest rate of r:

PV=(C—-P)Y(1—-104+r"")/r (3.2)

Equation (3.2), based on receiving the annuity payments at the end of each year,
would produce a PV of $609,460 for desired spending C of $50,000, Social Secu-
rity pension P of $15,000, expected remaining lifetime n of 25 years, and an after
tax inflation-adjusted interest rate r of 3 %. For the financial planning approach,
the remaining calculations could be based on Eqn. (3.1), with W,, equal to the PV
calculated from Eqn. (3.2). For instance, consider a 35-year-old worker with no
accumulated retirement savings, with 30 years until retirement, who could obtain an
inflation-adjusted rate of return of 6 % per year on investments, and would contribute
the same amount per year in constant dollars. The amount at the end of each year to
contribute would be:

A=rW,/(1+r)"—1)) 3.3)

For the assumptions listed above and the goal of accumulating $609,460 by the
start of retirement, the worker would need to contribute $7,709 at the end of the
first year, and then increase the annual contribution with inflation each year. At
the end of 30 years the worker would have accumulated $609,460 in terms of pur-
chasing power at age 35, so it would be possible to spend $50,000 per year during
retirement.

In general, one should project what current investments and projected contribu-
tions to retirement investments will grow to by retirement and compare the projected
accumulation to the amount needed to fill the gap between desired spending and
the Social Security or other defined benefit pensions. There are many more com-
plications to consider, including the fact that it is difficult to purchase an annuity
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that would provide a true payment that would adjust to inflation, but this example
provides the essence of the calculations needed for advice to households. House-
holds that can start investing 20-30 years from retirement should initially invest
very aggressively in diversified mutual funds with stocks and perhaps real estate,
and if they can avoid using retirement investments for other purposes should be able
to accumulate enough for a comfortable retirement.

The assumptions made about pre-retirement consumption patterns are arbitrary
without some additional assumptions. For instance, there is the well-known idea
that because of the power of compounding, early saving is much more powerful
than later saving. However, typically inflation-adjusted household income increases
substantially with age until about age 50 and then decreases slightly until retirement.
Therefore, it may be very difficult for a 25 year old to save and also achieve a
desired current standard of living. Table 3.1 shows the pattern of U.S. household
income in 2005 and the percent of income spent, by age. The pattern is based on
a cross-section of U.S. households and therefore does not represent any particular
household’s pattern over time. It does suggest that households typically do not try
to save a constant percent of income, but instead save a higher percent of income
when income is high. The pattern is consistent with the life cycle savings model,
discussed in the next section.

The Life Cycle Savings Model

Modigliani (1986) reviewed research that attempted to explain patterns of spending
and saving, including Milton Friedman’s permanent income model and the life cycle
savings model. (Modigliani noted that he and Brumberg had an unpublished paper in
1954. Ando and Modigliani (1963) discussed implications for the macro-economy
of the life cycle savings model. However, Modigliani’s Nobel laureate acceptance
speech (1986) is the clearest exposition by him of the life cycle savings model.)
The life cycle savings model, though developed to try to explain household savings
patterns, is a prescriptive theory that assumes a household will try to maximize
expected lifetime utility from consumption. Modigliani (1986) noted that in the
original, “stripped-down” version, a number of simplifying assumptions were made,
including zero real interest rates. Given the assumptions, households would have the
goal of having the same consumption each year, and assuming constant real income

Table 3.1 Household aftertax income and expenditures as percent of aftertax income, 2005

Age of Householder
Under
25 25-34 3544 45-54 55-64 65-74 >74
Income after taxes 27,120 53,257 69,619 71,442 61,068 43,976 27,924
Expenditures/aftertax 102 85 79 78 81 88 97

income (%)

Calculated by authors based on data at bls.gov. Results of 2005 Consumer Expenditure Survey
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before retirement, a household should save the same percent of income each year
and should accumulate enough investment assets so that it would be able to maintain
the same consumption in retirement as it could have before retirement. There have
been many extensions to the life cycle model, including some reviewed by Hanna,
Fan, and Chang (1995), who noted that a 20 year old might not want to plan for as
much consumption at age 80 as now, simply because the chance of being alive at age
80 might only be about 50 %. It may be rational for consumers to plan for somewhat
lower consumption in retirement, especially in the later years of retirement.

Applying the Life Cycle Model to Retirement Planning

The life cycle model is concerned with maximizing utility from consumption over
a lifetime, so some types of spending should be excluded from consideration, such
as some employment-related expenses. Some types of consumption may be related
to the household’s leisure time, for instance, a household with limited vacation time
might not be able to enjoy travel until retirement, so might want to plan for higher
total consumption in retirement. Medical expenses typically are much higher in re-
tirement, so a household might want to plan for higher total spending in retirement
to maintain the quality of life. It seems plausible to assume that a household should
plan to spend about the same per year after retirement as before retirement.

There are many complexities to applying the life cycle model to the analysis
of the adequacy of retirement savings, but the standard approach is the one used
by Engen, Gale, and Uccello (2005), who noted, “A household that is saving ade-
quately is defined as one that is accumulating enough wealth to be able to smooth
its marginal utility of consumption over time.” The implications of this approach
depend on various assumptions, but in general, we would expect that rational con-
sumers will attempt to have consumption not change much from year to year, with
some growth in inflation-adjusted consumption to take advantage of investment
growth.

Sources of Retirement Income in the United States

Social Security

Social Security is a mandatory social insurance system operated by an agency of
the federal government. It provides retirement, disability, and survivor benefits to
almost all workers in the United States except for state and local governments that
opted out of the federal system. Under the Social Security pension system, a worker
can start receiving benefits as early as age 62, although benefits are reduced by
6.7 % per year for each year before the “normal” retirement age benefits are started.
For workers born in 1960 or later, starting benefits at age 62 rather than the normal
retirement age of 67 will result in a one-third cut in monthly benefits. Delaying
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benefits beyond the normal retirement age until age 70 will result in an 8 % increase
for each year.

Social Security is funded by a payroll tax that is regressive to the extent that there
is a limit on the amount of wages that are subject to the tax. In 2007, 6.2 % payroll
tax used to fund the retirement, disability, and survivor benefit system was applied to
the first $97,500 of a worker’s wage, though the Medicare program’s 1.45 % tax was
applied to an unlimited range of wages. Social Security benefits have a progressive
structure, in that very low wage workers have a high percent of wages replaced by
benefits upon retirement or in the case of death or disability, and high-wage workers
have low percent of wages replaced. For instance, a worker who made an wage
of $10,000 and retires at age 65 in 2007 would receive a Social Security pension
replacing over 56 % of his wage, but one who had a wage of $120,000 would have
only 19 % replaced by the Social Security pension (based on calculations on the
Quick Calculator at SocialSecurity.gov.)

Social Security provides the most important source of income for most elderly
households in the United States. In the aggregate in 2004, Social Security provided
39 % of the income of households aged 65 and older, compared to 10 % from private
pensions, 26 % from earnings, and 13 % from asset income (Social Security Ad-
ministration, 2005). Butrica, Iams, and Smith (2003) estimated that at the median,
Social Security would provide 57 % of the income of early baby boomer households
at age 67. For lower income households, Social Security provides most retirement
income, especially after there are no longer any earnings from employment. Scholz,
Seshadri, and Khitatrakun (2006) estimated that for households in the bottom decile
of lifetime earnings, Social Security provides almost all retirement resources.

Fears about the future of Social Security are frequently expressed in the popular
press. The Social Security Trustees projected in 2005 that with no program changes,
the combined Social Security Trust funds would be depleted in 2045, possibly lead-
ing to benefit cuts (Social Security Administration, 2005). However, even with such
cuts, benefits in real terms for “medium-wage” workers in 2045 might be similar
to benefits in 2005 for medium-wage workers. Because real wages would be much
higher, the Social Security retirement benefit would replace a lower percent of final
wages in 2045 than the same benefit replaced in 2005.

Defined Benefit Pensions

In the past, many employers offered defined benefit pensions (Costo, 2006), which
are also referred to as formula pensions, because in many cases the level of benefits
is determined by a formula involving the number of years worked and the average or
final salary. Defined benefit pensions are seemingly unrelated to investment choices
or performance, and one advantage from the worker’s viewpoint is that no choices
need to be made. The Pension Benefit Guarantee Corporation (PBGC) provides
protection to most workers with defined benefit pension plans (U.S. Department of
Labor, 2007). Only 21 % of all workers with private employers in 2006 had access
to a defined benefit pension plan, and only 9 % of workers of employers with fewer
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than 100 employees had access to such plans (U.S. Department of Labor, 2006).
Almost all (87 %) of government workers were eligible for an employer-sponsored
pension plan (Herz, Meisenheimer, & Weinstein, 2000). Butrica et al. (2003) esti-
mated that for the median 67-year-old household, defined benefit pension income
accounts for 20 % of income for those born in the 1926-1935 period, and 13 % for
those born in the 1936-1945 period, but will account for only 11 % of income for
early baby boomer, born in the 1946—1955 period, and only 9 % of income for late
baby boomers, those born in the 1956—1965 period.

Employer-Sponsored Defined Contribution Plans

Many employers offer defined contribution retirement plans, including 401(k) ac-
counts, which typically require a worker to make a number of choices, including
how much to contribute and how the worker’s contributions and any employer
contributions will be invested (U.S. Department of Labor, 2007). Of all workers
with private employers in 2006, 54 % had access to a defined contribution pension
plan and 70 % of workers of employers with 100 or more employees had access to
such plans (U.S. Department of Labor, 2006). Butrica et al. (2003) projected that
retirement accounts, including employer-sponsored defined contribution plans and
individual retirement accounts, will only provide 7 % of retirement income for the
median early baby boomer household at age 67. However, for some households,
retirement accounts will be very important, as Hanna, Garman, and Yao (2003)
estimated that for households with workers age 50-61 with defined contribution
accounts, 79 % would have adequate resources at their planned retirement age to
maintain their pre-retirement standard of living.

Household Savings, Including Individual Retirement Accounts

Most workers can contribute to an individual retirement account (IRA) and may
be able to reduce their wages subject to federal income taxes by contributing to a
traditional IRA. Many workers can make a non-deductible contribution to a Roth
IRA, and there are other types of plans for individuals, such as the Simple IRA
(Internal Revenue Service, 2006). For IRAs, investments grow with no income taxes
imposed, but at retirement, all funds withdrawn from traditional IRAs are subject to
federal income taxes, but no funds withdrawn from Roth IRAs are subject to federal
income taxes. There are income limits for contributing to a Roth IRA.

Wages
In 2004, earnings accounted for 26 % of the aggregate income of elderly house-

holds (Social Security Administration, 2005). Labor force participation decreases as
people get older, with men born in the 1921-1925 period having a 90 % participation
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rate for age 50-54, 56 % rate for age 60—64, 26 % rate for age 65-69, and 16 % rate
for age 70-74 (Gendell, 2001). There have been only small changes in the labor
force participation rates of older men since 1985, and some increases in the rates for
older women (Gendell, 2001).

Empirical Studies on Retirement Adequacy

Overview

Are American households on track to achieve an adequate retirement? There have
been a number of studies that analyzed large, national data sets to project whether
the resources that working households would have at retirement, including Social
Security, defined benefit pensions, and the income possible from accumulated as-
sets, would provide a level of spending in retirement that would maintain the pre-
retirement standard of living. There are a number of assumptions that need to be
made, including when retirement will take place, whether household members will
still be employed after retirement, the rate of return on investments, and what level
of spending is adequate.

Table 3.2 summarizes selected studies of retirement adequacy. Moore and Mitchell
(1997) had the most pessimistic estimates, with only 31 % of households having a
high enough savings rate, assuming retirement at age 62. Ameriks (2000, 2001)
projected that 52 % of households would have enough resources, as did Yuh, Mon-
talto, and Hanna (1998) with an analysis of the 1995 Survey of Consumer Finances
(SCF). Yao, Hanna, and Montalto (2003) used the same methods as Yuh, Montalto,
et al. (1998) with the 1998 SCF and estimated that 56 % of households were on
track to accumulate enough assets by retirement. Hanna et al. (2003) used a subset
of households in the 2001 SCF with a worker aged 50-61 and the Yuh, Montalto, et
al. (1998) methods, and estimated that 57 % of those households would accumulate
enough assets by retirement. Butrica et al. (2003) used the MINTS data set and
estimated that 60 % of baby boomer retirees would be able to replace at least 75 %
of their pre-retirement earnings. Scholz et al. (2006) used a rigorous life cycle model
and concluded that 80 % of households would achieve an optimal consumption level
in retirement, and only a small proportion would fall substantially short of an opti-
mal level. There are many differences in the assumption made in these studies, so the
projected range of adequacy rates, from 31 to 80 %, resulted partly from differing
assumptions, as well as different data sets. Many experts believe that the absolute
level of consumption for retiree households will tend to improve in the future, but
whether the level relative to the pre-retirement consumption level will improve in
the future depends on the model assumptions.

Projecting the Rate of Return on Investments

For households with substantial retirement investments, the assumptions made about
the rate of return will have an impact on the estimate of retirement adequacy. Yuh,
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Table 3.2 Selected retirement adequacy studies

Author Adequacy proportion and brief summary Data set
Moore and Mitchell 31 % of households do not need to save more, based on 1992 HRS
(1997) retirement at 62; 40 % do not need to save more based on

retirement at 65. The median couple household would have to
save an additional 16 % of income for retirement at 62 or an
additional 8 % of income for retirement at 65

Yuh, Montalto, et al. 52 % of households are on track to accumulate enough to 1995 SCF
(1998); Yuh, Hanna, maintain current predicted spending, assuming investment
et al. (1998) assets earn historical mean returns. However, based on

pessimistic projection of investment returns, only 42 % are on

track
Ameriks (2000, 56 %. Based on 1998 SCF and financial planning software, 1998 SCF
2001) 44 9% fail at some time
Yao et al. (2003) 56 % of households are on track to accumulate enough 1998 SCF
Hanna et al. (2003) 57 % of households are adequate. Projected retirement 2001 SCF

adequacy rate for households with a worker age 50-61 is 57 %.
For households with a defined contribution plan, rate is 79 %
Butrica et al. (2003) 65 % of current retirees, 56 % of near retirees, 55 % of early 1990-1999
boomers, and 56 % of late boomers will replace 75 % or more MINT
of their lifetime earnings
Scholz et al. (2006) 80 % of American households are well prepared for retirement, 1992, 1994,

based on a life cycle model, and small proportions fall 1996, 1998,
substantially short of what they need 2002, 2004
HRS

HRS: Health and Retirement Study; MINT: Social Security Administration’s Model of Income in
the Near Term model; data from U.S. Census Bureau’s Survey of Income and Program Participation
(SIPP) for 1990-1993 matched to the Social Security Administration’s earnings and benefit records
through 1999; SCF: Survey of Consumer Finances

Hanna, and Montalto (1998) and other studies with the same methods used the
historical inflation-adjusted geometric mean returns for large stocks, 7.0 %, for all
stock investments, the long-term corporate bond return, 2.2 %, for bond investments,
the small stock return, 9.2 %, for business investments, and 6.5 % for real estate
investments.

Ameriks (2000, 2001) assumed that a household’s rate of return corresponded to
its risk tolerance, so that a household willing to take substantial risk had an inflation-
adjusted return of 6.8 %, while a household willing to take average risk had a 4.4 %
return. The HRS data sets do not provide as much detail as the SCF data sets about
investments in mutual funds and retirement accounts. Scholz et al. (2006) assumed
that portfolios had a return of 4 %. Moore and Mitchell (1997) assumed a 0.5 % real
rate of return for cash equivalent assets such as savings accounts, 2.3 % for bonds,
and 7.2 % for business assets and publicly traded stock investments. Butrica et al.
(2006) did not state their assumptions about investment returns. The assumptions
made about rates of return do not seem sufficiently different to account for much of
the differences in retirement adequacy estimates.
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Consumption Needs During Retirement

Scholz et al. (2006) assumed that consumption needs vary according to a life cy-
cle model. Given their assumptions about the utility function and rate of return
on investments, optimal consumption would be much lower during retirement than
before retirement, especially for households with children at home. Mitchell and
Moore (1998) and Moore and Mitchell (1997) use Palmer’s (1992, 1994) approach,
assuming that levels of post-retirement income should have minimum replacement
rates of pre-retirement income to allow for taxes and savings. Yuh, Montalto, et al.
(1998) conducted regressions on spending in the Consumer Expenditure Survey and
used the estimated parameters to predict spending for households in the Survey of
Consumer Finances data set. Yuh, Hanna, et al. (1998), Yao et al. (2003) and Hanna
et al. (2003) all used the same approach. Butrica et al. (2003) estimated the percent-
age of wage-indexed shared lifetime earnings, and our interpretation in Table 3.2 is
that the proportion of households in each cohort that had a replacement rate of 75 %
or more was the proportion with adequacy. Ameriks (2000, 2001) estimated taxes,
savings contributions, and debt payments, and therefore desired retirement spending
was related to the estimate of pre-retirement income.

Conclusions

Roughly half of working households in the United States are not saving enough
to be able to maintain their current spending after retirement. Scholz et al. (2006)
obtained an estimate of 80 % of working households saving enough because of their
assumptions that implied much lower optimal spending in retirement than before
retirement. If Scholz et al. are correct, a large majority of households are behaving
rationally, and no theoretical explanation other than the extended life cycle savings
model is needed to explain household retirement savings behavior. If the more pes-
simistic studies are correct, then as Mitchell and Moore (1998) noted, it is important
to ascertain why people do not behave rationally and what can be done to improve
the situation. Mitchell and Moore discuss possible explanations, including lack of
information and lack of self-control. Encouraging employers to have automatic en-
rollment in retirement plans and preset increases in contribution rates, as suggested
by Thaler and Benartzi (2004) would improve the retirement situation for workers.
Auto-enrollment plans started increasing after 2006 (Mincer, 2007). Workers who
can start investing for retirement 20-30 years before retirement should be able to
accumulate enough assets for retirement, and given the outlook for Social Security
providing lower replacement rates, investing early for retirement seems prudent.
Future research on retirement adequacy should include careful estimation of
spending needs in retirement, as that has been the weakest part of all retirement
adequacy studies. More research on pre-retirement withdrawals from retirement
accounts would provide more accurate estimates of future retirement adequacy.
Normative portfolio studies should focus on more specific advice to workers saving
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for retirement as to optimal portfolio patterns for each level of risk aversion and for
different levels of non-portfolio wealth.

References

Ameriks, J. (2000). Using retirement planning software to assess Americans’ preparedness for
retirement: An update. Benefits Quarterly, Fourth Quarter, 37-51.

Ameriks, J. (2001). Assessing retirement preparedness with planning software: 1998 update. Ben-
efits Quarterly, Fourth Quarter, 44-53.

Ando, A., & Modigliani, F. (1963). The life-cycle hypothesis of saving. American Economic Re-
view, 53(1), 55-74.

Butrica, B. A., Iams, H. M., & Smith, K. E. (2003). It’s all relative: Understanding the retirement
prospects of baby-boomers. Center for Retirement Research at Boston College, WRP 2003-21.

Clements, J. (2003, January 22). Buying annuities makes sense, but look out for these traps. Wall
Street Journal, p. D1.

Costo, S. L. (2006). Trends in retirement plan coverage over the last decade. Monthly Labor Re-
view, 129(2), 58-64.

Dalton, M. A., Dalton, J. F,, Cangelosi, R. R., Guttery, R. S., & Wasserman, S. A. (2005) Personal
financial planning: Theory and practice. St. Rose, LA: Kaplan Financial.

Engen, E. M., Gale, W. G., & Uccello, C. E. (2005). Lifetime earnings, Social Security benefits,
and the adequacy of retirement wealth accumulation. Social Security Bulletin, 66(1), 38-57.
Gendell, M. (2001). Retirement age declines again in 1990s. Monthly Labor Review, 124(10),

12-21.

Hanna, S., Fan, X. J., & Y. R. Chang (1995). Optimal life cycle savings. Financial Counseling and
Planning, 6, 1-15.

Hanna, S., Garman, E. T., & Yao, R. (2003). Projected retirement adequacy of workers age 50 to 61:
Changes between 1998 and 2001. Profit Sharing, 1-40. Available: http://www.psca.org/DATA/
retireAdeq/study?2.pdf

Herz, D. E., Meisenheimer, J. R., & Weinstein, H. G. (2000). Health and retirement benefits: Data
from two BLS surveys. Monthly Labor Review, 123(3), 3-20.

Ho, K., Perdue, G., & Robinson, C. (2006). Personal financial planning. Captus Press, Concord,
Ontario, Canada.

Internal Revenue Service. (20006). Individual retirement arrangements (IRAs) (Publication 590).
Retrieved March 23, 2007, from www.irs.gov/publications/p590/index.html.

Mincer, J. (2007, July 11). ‘Auto-enroll’ retirement plans take off. Wall Street Journal, p. D3.

Mitchell, O., & Moore, J. (1998). Can Americans afford to retire? New evidence on retirement
saving adequacy. The Journal of Risk and Insurance, 65, 371-400.

Modigliani, E. (1986). Life cycle, thrift, and the wealth of nations. American Economic Review,
76,297-313.

Moore, J. F.,, & Mitchell, O. S. (1997). Projected retirement wealth and savings adequacy in the
Health and Retirement Study (NBER Working Paper 6240).

Palmer, B. A. (1992). Establishing retirement income objectives: The 1991 retire project. Benefits
Quarterly, Third Quarter, 6-15.

Palmer, B. A. (1994). Retirement income replacement ratios: An update. Benefits Quarterly, Sec-
ond Quarter, 59-75.

Robinson, C. (2000). Conceptual frameworks for personal finance. Available: http://www.
captus.com/pfp/PFP-Researchl.pdf.

Scholz, J., Seshadri, A., & Khitatrakun, S. (2006). Are Americans saving “optimally” for retire-
ment? Journal of Political Economy, 114, 607-643.

Social Security Administration. (2005). The distributional consequences of a “no-action” sce-
nario: Updated results (Policy Briefs, 2005-01).



46 S.D. Hanna, S.C.-C. Chen

Thaler, H. R., & Benartzi, S. (2004). Save more tomorrow " : Using behavioral economics to
increase employee saving. Journal of Political Economy, 112, Part 2(1), 164-187.

U.S. Department of Labor (2006). National compensation survey: Employee benefits in
private industry in the United States, March 2006. Retrieved July 5, 2007, from
http://www.bls.gov/ncs/ebs/sp/ebsm0004.pdf.

U.S. Department of Labor (2007). Retirement plans, benefits & savings. Retrieved March 23, 2007,
from http://www.dol.gov/dol/topic/retirement/index.htm.

Yao, R., Hanna, S. D., & Montalto, C. P. (2003). The capital accumulation ratio as an indicator of
retirement adequacy. Financial Counseling and Planning, 14(2), 1-11.

Yuh, Y., Hanna, S. D., & Montalto, C. P. (1998). Mean and pessimistic projections of retirement
adequacy. Financial Services Review, 9(3), 175-193.

Yuh, Y., Montalto, C. P., & Hanna, S. D. (1998). Are Americans prepared for retirement? Financial
Counseling and Planning, 9(1), 1-12.



Chapter 4
Financial Education and Program Evaluation®

Jonathan J. Fox and Suzanne Bartholomae

Abstract This chapter provides an overview of the wide range of financial educa-
tion programs aimed at improving Americans’ financial literacy as well as a review
of the current program evaluation evidence demonstrating the impact of financial
education programs. We advocate for the adoption of a comprehensive framework
for evaluation to assist those currently delivering, and planning to deliver, financial
education while highlighting some of the key challenges. Jacobs’s (Evaluating fam-
ily programs, pp. 37-68, 1988) five-tier approach to program evaluation is described
and outlined to provide a general framework to guide financial education evaluation.

Among Americans, burdensome consumer debt, low savings rates, and record
bankruptcies are commonly considered the result of low financial literacy levels.
As aresult, both public and private initiatives have called on Americans to learn the
basics of saving and investing for long-term financial independence, or otherwise to
improve their level of financial literacy. Collectively, the scope and size of the finan-
cial education effort have been significant, although undoubtedly some initiatives
are experiencing greater success than others.

To this end, we present an overview of the wide range of financial education pro-
grams aimed at improving Americans’ financial literacy. Financial literacy denotes
one’s understanding and knowledge of financial concepts and is crucial to effective
consumer financial decision making. Programs that educate to improve financial
literacy “provide individuals with the knowledge, aptitude and skills base necessary
to become questioning and informed consumers of financial services and manage
their finances effectively” (Mason & Wilson, 2000, p. 5). Financial education can
include any program that addresses the knowledge, attitudes, and/or behavior of an
individual toward financial topics and concepts.
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In this review, the overview of programs is followed by a short summary of the
current evidence of the impact of financial education programs. We then outline
a comprehensive framework for financial education evaluation. Our intention is to
highlight some of the key challenges facing providers of financial education pro-
grams who wish to evaluate the effectiveness of their program. As a tool, we suggest
a framework to guide the evaluation of financial education programs. Without ques-
tion, the costs of deliberate program evaluation methods can be prohibitive for some
education providers. However, the adoption of a more consistent and comprehensive
framework to evaluation will better capitalize on economies of scope. Widespread
adoption of a more consistent approach to program evaluation will facilitate pro-
gram comparison and aid in identification of best practices in financial education.
The critical link between formal knowledge and real economic outcomes is now
well established (see Lusardi & Mitchell, 2007a, for a review). The next step is
identifying the most effective and scalable programs in financial education.

Current Financial Education Programs

Over the past decade, there has been a dramatic increase in the development and
delivery of financial education programs. In a 2004 Government Accountability
Office report, the Comptroller General reported that “an estimated 20 different fed-
eral agencies operate about 30 different programs or initiatives related to financial
literacy” (Government Accountability Office, 2004). A Fannie Mae Foundation
report reviewed 90 financial education programs offered in the community and
workplace. Of the 90 financial education programs, 65% were launched in the
1990s. Of these programs, three-fourths began in the late 1990s or in 2000 (Vitt
et al., 2000). In Spring 2003, the Federal Reserve Bank of Cleveland reported on
the financial education efforts in the Fourth District, which includes Ohio, east-
ern Kentucky, western Pennsylvania, and northern West Virginia. The study found
almost half of the programs were 5 years old or less, whereas just over 10% of the
programs had been around for 20 years or more (Hopley, 2003).

A host of public and private entities engage in personal financial education. Pur-
veyors of financial education programs from the Fannie Mae report include (1)
community organizations (29 programs), (2) Cooperative Extension Service (24
programs), (3) businesses (18 programs), (4) faith-based organizations (eight pro-
grams), (5) community colleges (seven programs), and (6) the U.S. Military (four
programs) (Vitt et al., 2000). Of 164 community development corporations, social
service agencies, local state and federal government agencies, faith-based organiza-
tions, foundations, and schools or universities responding to a Federal Reserve Bank
of Cleveland survey, 32% delivered a financial education program, 12% funded a
financial education program, and 2% did both (Hopley, 2003). Commercial banks
commonly engage in financial education efforts. A recent study by the Consumer
Bankers Association (2002) found that 66% of the 68 retail banks surveyed were
conducting financial education programs.
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Unified efforts to address financial literacy and education are being attempted
with the Financial Literacy and Education Improvement Act, passed under Title V
of the Fair and Accurate Credit Transactions Act of 2003. Specifically, the Financial
Literacy and Education Commission was created. The commission is made up of
20 federal agencies with the goal of “coordinating federal efforts and developing a
national strategy to promote financial literacy” (Government Accountability Office,
2004). In association with the financial literacy act, the Government Accountability
Office was mandated to report recommendations to improve financial literacy and
education efforts.

Several national financial education initiatives are underway, many spearheaded
by federal agencies. For example, the National Partners for Financial Empower-
ment (NPFE) includes “consumer and community organizations, corporations, busi-
ness organizations, federal, state and local governments, and nonprofit groups ded-
icated to helping improve personal finance skills” (National Partners for Financial
Empowerment, 2000). Federal agencies serving as coalition partners include the
U.S. Department of the Treasury, the U.S. Department of Labor, the Federal Reserve
System, and the Securities and Exchange Commission. Increased interest in finan-
cial education culminated in the establishment of the Office of Financial Education
by the Treasury Department, announced in May 2002. The mission of the office is
“to provide Americans with the practical financial knowledge that enables them to
make informed financial decisions and choices throughout various life stages” (U.S.
Department of the Treasury, 2003).

National initiatives in financial education are also reflected in the economic
research agenda. For example, both the Federal Reserve Board and the National
Institute on Aging have recently targeted financial literacy through ongoing data
collection efforts. The Federal Reserve’s Survey of Consumers added a 28-item
true—false knowledge quiz on financial management topics (e.g., savings, credit,
mortgages; Hogarth & Hilgert, 2002). Similarly, the National Institute on Aging’s
Health and Retirement Survey added financial knowledge indicators in 2004 al-
lowing researchers to demonstrate the strong ties between financial knowledge and
family financial outcomes (Lusardi & Mitchell, 2007b).

The national financial education efforts vary by the setting, audience, and subject
matter (Braunstein & Welch, 2002; Todd, 2002), with organizations and institutions
frequently partnering to deliver financial education. These efforts can be organized
into three categories based on themes or topics in personal finance. First, there are
programs directed at improving financial literacy by broadly addressing personal
finance topics, such as budgeting, saving, and credit management. Second, there
are programs that give specific training in retirement and savings and are generally
offered by employers. The third major category of programs addresses home buying
and home ownership.

In the first category, there are several wide-ranging financial education initia-
tives aimed at school-age students. For example, among the banks responding to the
Consumer Bankers Association (2002) survey, 87% supported youth financial edu-
cation in grades K-12 in public schools. In a recent 5-year period, 50 organizations
promoting children’s financial education received 170 grants totaling $5.5 million
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from the Chase Manhattan Foundation (Bank Works to Increase Kids’ Financial
Literacy, 2001). The Jump$tart Coalition for Personal Financial Literacy is a public—
private partnership composed of more than 80 educator, corporate, and govern-
ment organizations. Jump$tart’s mission is to advance personal finance education
in schools, particularly through promoting the use of standards for grades K-12
(Jump$tart Colation for Personal Financial Literacy, 2002). The Jump$tart coalition
was the recipient of $1 million from the Chase Manhattan Foundation. The U.S.
Department of Education and Treasury partnered to give the Jump$tart coalition
$250,000 to further the collective initiative to incorporate personal finance educa-
tion into K-12 classrooms (U.S. Department of Education & U.S. Department of
Treasury, 2002).

General financial education initiatives also target broader audiences. For exam-
ple, the Federal Deposit Insurance Corporation’s (FDIC) Money Smart curriculum
targets adults with a 10-module curriculum covering basic financial topics such as
budgeting, saving, and credit management. The Money Smart Alliance Program
invites partners to become members and adopt the curriculum. The U.S. Department
of Defense (DoD) announced in February 2003 that the Money Smart curriculum
would be offered to 1.4 million servicemen and women at more than 3,000 military
installations around the globe (Federal Deposit Insurance Corporation, 2003a). Sim-
ilarly, a month earlier, the Wachovia Corporation announced the first corporate-wide
implementation of Money Smart, hoping to reach 5,000 low- and moderate-income
individuals in 2003 in 11 states and the District of Columbia (Federal Deposit Insur-
ance Corporation, 2003b). Project Money Smart is a financial education campaign
established in July 2000 by the Chicago Federal Reserve. Partnering with Consumer
Credit Counseling Service of Chicago and the Illinois Council on Economic Edu-
cation, this social marketing initiative aims at promoting financial literacy through
public service announcements, a web site, brochures, and presentations (Moskow,
2000).

Several national campaigns, targeting specific financial goals, have been initiated
by organizations with the broader mission of improving financial literacy. In 1995,
the U.S. Department of Labor, along with the U.S. Department of the Treasury
and 65 public and private organizations, organized the American Savings Educa-
tion Council (ASEC) “to educate Americans on all aspects of personal finance and
wealth development, including credit management, college savings, home purchase,
and retirement planning” (American Savings Education Council, 2000). The Secu-
rities and Exchange Commission, in partnership with almost 50 private and public
entities, encourages saving by way of their Facts on Saving and Investing Campaign
which began in 1998 (Vitt et al., 2000).

The U.S. Department of Agriculture (USDA) sponsored Money 2000, a
Cooperative Extension Service program intended to improve participants’ finances
by increasing savings and/or reducing debt (O’Neill, Xiao, Bristow, Brennan, &
Kerbel, 2000). The USDA has now partnered with Consumer Federation of Amer-
ica in the America Saves initiative. America Saves, originally a partnership between
Consumer Federation of America Foundation and The Ford Foundation, started in
May 2001 and is “a nationwide campaign in which a broad coalition of nonprofit,
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corporate, and government groups help individuals and families save and build
wealth. Through information, advice, and encouragement, we assist those who wish
to pay down debt, build an emergency fund, save for a home, save for an education,
or save for retirement (America Saves, 2003).

The second category of financial education programs offers training in the areas
of retirement planning and savings and usually consists of employer-sponsored
programs. The Department of Labor and the NPFE encourage the provision of
employer-sponsored financial education by providing “a forum for private-sector
companies to come together with federal participation to bolster and greatly expand
financial education in the workforce” (Vitt et al., 2000, p. 45). Whether through
counseling, workshops, benefit fairs, or newsletters, approximately 75% of corpora-
tions surveyed in one study offered some form of financial education to employees
during the 1990s (Todd, 2002). Of the 18 corporations sampled in the Fannie Mae
study, all of the programs covered retirement planning, whereas 17 of the 18 covered
investing and saving (Vitt et al., 2000). According to the Fannie Mae study, corpora-
tions offered programs continually or only once or twice annually, and the programs
reached anywhere from 25 to 30,000 employees annually (Vitt et al., 2000).

Finally, the third category of financial education programming is anchored in
home buying and home ownership programs. Home ownership programs often
extend into training relevant to other financial goals, such as improving savings rates
or decreasing debt (Braunstein & Welch, 2002; Todd, 2002). In 1993, over 1,000 or-
ganizations received funding from foundations to offer home ownership education
programs (Todd, 2002). Among financial education initiatives, home ownership pro-
grams have the longest history, largely resulting from the 1968 Housing and Urban
Development Act (Quercia & Wachter, 1996).

The energy and resources devoted to improving American financial literacy
through financial education programs cannot be understated. As evidenced in the
review above, there is no shortage of initiatives, campaigns, and partnerships un-
dertaking financial education as a mission. With this fervor of financial education
delivery, the important question and impending challenge to educators, researchers,
and policy makers is discerning the effectiveness of these efforts.

The Impact of Financial Education

The common challenge facing organizations offering financial education is the need
to show that their programs make a difference. For most, this comes from the
evaluation component of the program. Evidence demonstrating the lasting effect
of financial education programs appears to be inconsistent (Anthes & Most, 2000)
and must be regarded with “cautious optimism” (Todd, 2002, p. 6).

Relative to many of the programs discussed previously, Vitt et al. (2000) discuss
the prevalence of immediate program response measures and follow-up measures
of program impact. Immediate program responses indicate participant satisfaction
levels, and self-reported increases in knowledge and were part of 80 of the 90
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programs studied by Vitt et al. (2000). Follow-up action measures, some of which
presumably indicate how participants have applied what has been taught, were used
in 58 of the 90 programs. The Fourth Federal Reserve District survey found over half
(57%) of the programs tried to measure the immediate impact of financial education
efforts and just under half (47%) conducted follow-up studies by surveying or meet-
ing with program graduates at some point after program completion (Hopley, 2003).
In a national sample of financial education providers, Lyons, Palmer, Jayarante, and
Scherpf (2006) found that over 60% of educators conduct a program evaluation most
of the time and 90% conduct an evaluation some of the time.

In an educational setting, the most visible assessment of learning outcomes is
conducted by the Jump$tart Coalition for Personal Financial Literacy (Mandell,
2006). The national financial literacy examination is administered biennially. The
most recent exam, administered in 2005-2006 to 5,775 high school seniors, found
that students answered only 52.4% of basic personal finance questions correctly,
up marginally from 52.3% in the 2003-2004 (Mandell, 2006). While slight imp-
rovements have been shown in financial literacy in recent years, none of the imp-
rovement can be linked to education programs or high school courses in personal
finance. Surprisingly, the positive relationship between taking a personal finance
course and test scores was not found in earlier years of the biennial survey, except for
the 2003-2004 survey (Mandell, 2004). Even more disappointing, the 2005-2006
survey found that students who took a high school personal finance course tended
to do worse on the test than students who did not take a course (Mandell, 2006).
Many questions are raised by the inconsistent and weak relationship between taking
a high school finance course and financial literacy among high school students.

The National Endowment for Financial Education High School Financial Plan-
ning Program (HSFPP) in 2003-2004 was evaluated both at the end of classroom
curriculum use and 3 months after completion of the curriculum (National Endow-
ment for Financial Education, 2004a, 2004b). As little as 10 hours of exposure to the
curriculum showed a significant improvement in financial behavior and increased
understanding of money management from the start of the curriculum and 3 months
later. A similar NEFE evaluation was conducted in 1997-1998 and found increases
in knowledge, self-efficacy, and savings rates (Danes, Huddleston-Casas, & Boyce,
1999).

Unfortunately, rigorous evaluation and reporting are not part of many programs
currently offered in a school setting. The Consumer Bankers Association (2002) re-
view of bank-sponsored K-12 financial education programs points out that only 56%
of bank sponsors evaluate the programs in which they participate. Furthermore, only
21% of bank-sponsored programs used a more rigorous pre- and posttest method to
identify program impact, and 35% of programs were deemed effective based only
on the number of students completing the program (Consumer Bankers Association,
2002).

An alternative appraisal of the effect of general financial education programs in
high schools, and perhaps the strongest evidence of impact to date, comes from a
study of the effects of statewide curriculum mandates (Bernheim, Garrett, & Maki,
2001). By comparing those who attended schools in states with a current mandate
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for personal financial education to those who did not live in a “mandate state,”
Bernheim et al. (2001) find evidence of the positive effect of financial education state
mandates on savings rates and net worth during peak earning years (age 35-49).

Examining both college and high school education, a study of university alumni
shows minimal (even trending toward negative) impact of personal financial edu-
cation delivered in high schools on learning outcomes (Peng, Bartholomae, Fox, &
Cravener, 2007). For financial educators, Peng et al. do show more promising results
for college level courses. Peng et al. argue that critical financial outcomes (namely
credit card use and paying bills) are more apparent in the lives of college students
than high school students, leading to stronger links between classroom information
and personal financial practices.

In the college setting, limited evaluation has been conducted in terms of the eft-
ectiveness of college level financial education. Chen and Volpe (1998) surveyed stu-
dents from 13 different campuses to study financial literacy levels and financial deci-
sion making. The authors highlighted the need for personal finance education among
college students based on the failing median score on a financial knowledge test of
55.56%. Students’ poor knowledge of personal financial management led to incor-
rect and expensive decisions in the areas of general knowledge, savings and bor-
rowing, and investments. Perhaps the most significant contribution of the Chen and
Volpe (1998) study was the finding that financial decisions were highly influenced
by financial knowledge. Approximately 89% of students with higher levels of finan-
cial literacy made good spending decisions in a hypothetical situation, whereas only
68% of students with lower levels of financial knowledge made the correct choices.
Bowen and Jones (2006) used a pretest—posttest design to determine the impact of
an educational intervention regarding credit card and money attitudes among fresh-
men and sophomores. Based on a two-session intervention, there was a significant
improvement in overall credit card knowledge score, and a majority of students
changed, or planned to change, their credit card practices in a positive manner.

Relative to financial education in educational settings, studies of workplace
financial education are more prevalent and somewhat more convincing (Todd,
2002). Improved savings rates have commonly been found to be the result of
workplace financial education (Bernheim & Garett, 2003; Todd, 2002). Participa-
tion in and contributions to voluntary savings were higher among employees who
participated in retirement seminars offered in the workplace, although the effect
was stronger among nonhighly compensated workers than among highly compen-
sated employees (Bayer et al., 1996). Nonetheless, Duflo & Saez (2003) conduct an
experiment among University employees on the decision to participate in retirement
information sessions. They conclude that social pressure and financial incentives
outweigh the perceived value of the information itself. Bernheim and Garrett (2003)
found median savings rates to be 22% higher for individuals whose employers
offered financial education. This study accounted for saving that was separate from
workplace saving and retirement plans. A major shortcoming of previous program
evaluations has been not distinguishing between workplace (e.g., retirement plans)
and household savings behavior (Todd, 2002).



54 J.J. Fox, S. Bartholomae

Anderson, Uttley, and Kerbel (2006) tout the rare use of a pretest, posttest, long-
term follow-up approach to evaluating the impact of financial education delivered
in the workplace on 28 specific actions related to personal finances. For all actions
ranging from writing down financial goals to assessing investment asset allocation,
program participants report improvements. Perhaps the most significant contribution
of the Anderson et al. study is the simplicity with which the outcomes were mea-
sured (action/no action) and analyzed (percent of participants taking action before
and after education).

In a novel behavioral economics study, employees were introduced to Save More
Tomorrow, a program requiring employees to commit to saving a portion of their
future pay increase (Thaler & Bernatzi, 2001). The majority of program partici-
pants remained committed to the program through a third pay raise cycle, and the
average savings rate increased from 3.5 to 11.6% over a 28-month period (Thaler &
Bernatzi, 2001). Similarly, studies demonstrating the value of changing retirement
plan default contribution rates (Duflo & Saez, 2003; Madrian & Shea, 2001) have
demonstrated more significant impact on savings than information-/education-based
opportunities (Duflo & Saez, 2003).

The evidence from targeted programs such as home ownership education or sav-
ings programs mostly supports the positive role of financial education. For example,
Rutgers Cooperative Extension conducted a 6-month follow-up study of the mone-
tary impact of Money 2000. Although the results were not compared with a control
group, participants increased their savings by approximately $4,500 and reduced
their debt by $2,600 (O’ Neill, 2001).

Among Individual Development Account program participants, Shockey and
Seiling (2004) use a pretest/posttest approach to program evaluation within a stages
of change measure of program impact. From a community-based sample from four
states (Hawaii, Indiana, Missouri, and Ohio), they show that financial education
can be linked to improved confidence with finances which then can be linked to
behavioral change (progression from just thinking about doing something to actually
taking action). Notable in their approach is the use of a progression through stages
as the key outcome of financial education, instead of learning or financial outcomes.

With respect to consumer debt, the effectiveness of counseling and education
appears to be promising. A National Foundation for Credit Counseling report
compared the credit performance over a 3-year period, 1997-2000, of individuals
who received financial counseling to a matched group of noncounseled individuals
(Elliehausen, Lundquist, & Staten, 2007). Compared to noncounseled borrowers,
over half of counseled borrowers had improved bank card risk scores and the ma-
jority reduced the number of accounts, total debt, and delinquencies (Elliehausen
et al., 2007). A study by Freddie Mac demonstrated the effectiveness of counseling
mortgage holders. Borrowers who received counseling prior to home purchase, on
average, had a 90-day mortgage delinquency rate that was 19% lower than noncoun-
seled homeowners (Hirad & Zorn, 2001).

On the surface, a short financial management course required of Chapter 13
debtors appears to have a strong and positive impact. Course participants had a
higher rate of plan completion compared to individuals who did not complete the
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debtor education program (Braucher, 2001). However, Braucher cautions that sev-
eral other factors influenced plan completion, including “delaying full payment of
attorneys fees for three years, permitting many low percentage, five-year plans, and
use of wage orders to have debtors’ employers pay the trustee directly” (p. 2). The
additional factors meant it was impossible to attribute success solely to the debtor
education program.

Addressing the issue of financial literacy and bankruptcy, one study used a quasi-
experimental design to compare trained debtors (receiving a 3-hour financial edu-
cation class), untrained debtors, and nondebtors in a New York sample (Wiener,
Baron-Donovan, Gross, & Block-Lieb, 2005). After administering a pretest fol-
lowed by a 3-month posttest, the impact of financial education showed a signif-
icant gain in credit card knowledge among trained debtors. Relative to untrained
debtors and nondebtors, trained debtor knowledge was equivalent at the posttest,
indicating to the authors that the trained debtor’s knowledge “caught up” with the
other two groups as a result of the training (Wiener et al., 2005, p. 358). Analysis
of the three groups found that debtors demonstrated more negative attitudes toward
frivolous spending relative to the other two groups, and less intention to buy than
the nondebtors. Analysis of self-report behavior found improved use of credit cards,
budgeting, bill paying, and use of predatory lenders for loans among the trained
debtors.

In a community-based financial education program for women in Ohio, Fox and
Bartholomae (2006) outline a multiyear evaluation. Though strong program impact
is shown in perceived learning, more evidence is uncovered of diminishing returns to
education as those who had attended previous financial education programs appear
to gain less from continued education—even when targeted at women and their
specific financial needs.

Programs focusing on the family and its collective financial literacy and educa-
tion are rare, and evaluations equally so. Based in Australia, EvenStart is a 10-hour
financial literacy program that educates parents about communicating with their
children about money, as well as training with respect to their own money man-
agement, credit and debt, savings, and consumer issues. A qualitative study con-
ducted on three program deliveries of EvenStart found positive outcomes associated
with money management, savings, and the ability to discuss money with their chil-
dren (Chodkiewicz, Betty, & Keiko, 2005). In an evaluation of financial workshops
aimed at financial communication between parents and children, Lyons, Scherpf,
and Roberts (2006) show a positive impact of education on the likelihood of using
information presented for lower skill student. Surprisingly, given the intent of the
workshops, little impact was shown on improved parent—child communication about
finances.

The challenge to financial educators and evaluators remains in isolating the
effects of financial counseling and education (Todd, 2002). The impact of many
programs is frequently isolated to low-income, low-resource families (Braunstein &
Welch, 2002), as evidenced in the study by Bayer et al. (1996). Isolation of effects
is difficult because of the limited number of evaluations distinguishing among
the mode of educational delivery. For example, the study of workplace financial
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education impact on savings rates by Bernheim and Garrett (2003) examined the
effectiveness by lumping together several modes of delivery (e.g., seminars, con-
sultations with a financial professional, and educational materials distributed by the
employer). This combined approach limits our ability to determine what method
produced what outcome.

Another challenge to educators and evaluators is identifying evidence regard-
ing the appropriate duration of the program delivered. Participants in the Ameri-
can Dream Demonstration of Individual Development Accounts had an average of
12 hours of financial education. Evidence from this programming effort indicated
that general financial education had a positive impact on savings levels for program
participants (Schreiner, Clancy, & Sherraden, 2002). However, more detailed anal-
ysis demonstrated that a few hours of education increased savings, but 8—10 hours
of education had no effect, demonstrating the need for more detailed evaluation
research.

A more immediate challenge to educators is isolation of program impacts that are
lasting. Participants self-select by attending programs; this forces evaluators to tease
out this bias in their estimates of program impact (Duflo & Saez, 2003). Moreover,
programs usually measure only immediate benefits, and evidence of the long-term
benefits is still needed (Braunstein & Welch, 2002). Studies establishing a link
between knowledge obtained from program training and experience or behaviors
would also be constructive (Hogarth & Hilgert, 2002; Hopley, 2003). For example,
preliminary evidence from the Survey of Consumers found a greater proportion
(56%) of financially knowledgeable respondents had mutual funds in comparison
to less knowledgeable consumers (25%) (Hogarth & Hilgert, 2002).

Guiding the Evaluation Process

Whether financial education focuses on community-sponsored general financial lit-
eracy programs, employer-sponsored retirement programs, or bank-sponsored home
ownership programs, design, delivery, and evaluation have tended to occur in iso-
lation. Efforts in designing and delivering financial education programs often take
place without considering whether such efforts are effective and without integrating
the evaluation component as part of design and delivery.

Meaningful program evaluation is an essential and integrated element of success-
ful programs. Well-designed evaluations will “document individual program imple-
mentation and effectiveness, but also address collectively and cumulatively which
programs work for whom, how, when, where, and why” (Weiss, 1988, p. 4). With
a more systematic, consistent, and collaborative approach to program evaluation,
stronger evidence of any link between financial education and targeted outcomes
may emerge.

Most programs appear to be making some effort toward evaluation; however,
there are few clear commonalities in the approach taken. Limited and inconsis-
tent measurement inhibits our ability to understand how outcomes and effects are
achieved by programs (Weiss, 1988). Some programs conduct informal evaluations
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(e.g., phone calls or self-evaluations), with program participants or instructors pro-
viding information. Other program evaluations involve more formal measurement
methods such as surveys (Hopley, 2003). Measurement of program success is also
inconsistent. For example, in the Fourth Federal Reserve District survey, program
impact was most often measured by “tabulating numbers of home and car purchases,
bank accounts opened, businesses started, and jobs obtained, debt reduction, fewer
bankruptcies and foreclosures, improved credit reports and bringing mortgages cur-
rent” (Hopley, 2003, p. 10). Outcome measures will vary significantly by the pro-
gram goals, audience, and delivery method; thus, consistently defined measures
present some difficulties.

In a broad assessment of current financial education evaluation efforts, Lyons,
Palmer, et al. (2006) outline the practical challenges and significant costs of
assessing programs. Based on focus group findings from 60 financial professionals
and educators, Lyons et al. describe evaluation practices as secondary to program
delivery, often being underfunded and delegated to educators with no evaluation
expertise or experience. Moreover, evaluation efforts were not found to be driven
by learning outcomes, and much debate remains on critical measures of program
success. Most appropriately, Lyons et al. conclude that a thorough evaluation is
neither possible nor recommended for all program providers. Evaluation funding
and expertise is in short supply in most programming efforts. Targeted evaluation
efforts to show program impact for selected programs, along with the establishment
of national outcome and evaluation guidelines, were advocated.

Program evaluations generally fall into one of two categories, a process or forma-
tive evaluation and an impact or summative evaluation (Scriven, 1981). A formative
evaluation collects information that provides feedback for educators and program
organizers to make improvements in the program itself. Summative evaluation col-
lects information on whether the program is making a difference in previously
identified and desired outcome measures (Scriven, 1981). Summative evaluation
information deals more with the issue at hand—whether or not financial education
impacts financial behavior—as well as gathering evidence of program satisfaction,
increased knowledge levels, or increased levels of confidence.

Given the wide range of impact evidence stemming from existing financial edu-
cation programs it is not surprising that no single evaluation framework appears to
be guiding financial educators. Defining an evaluation framework could help pro-
grammers “summarize and organize the essential elements of program evaluation,
provide a common frame of reference for conducting evaluations, and clarify the
steps in program evaluation” (Fisher, 2003, p. 23). An overarching framework for
the evaluation of financial education programs would provide a guide or road map
for collecting information about program development, delivery, effectiveness, and
accountability. Widespread adoption of key elements in a common framework will
not only make program evaluation less daunting for financial educators by providing
a guide and frame of reference, but also contribute to consistency in data collection
and clarity in program comparison.

Several program evaluation frameworks exist, and there is significant over-
lap among these frameworks (see Fisher, 2003, who advocates for an integration
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of several frameworks in the context of financial education). Below, we outline
Jacobs’s (1988) five-tiered approach to evaluation as a basic guide for organizations
and agencies delivering financial education programs. Jacobs’s (1988) approach to
evaluation is commonly used in guiding family life education program evaluators
(Hughes, 1994). The advantage of this framework is that it encourages evaluation to
occur in each stage of programming, from conception to implementation to conclu-
sion and follow-up. An additional benefit underlying this framework is the assump-
tions that evaluation (1) should be collected and analyzed in a systematic manner,
(2) is an essential component of every program, (3) serves several functions, (4)
has many audiences, and (5) should not detract from delivering a program (Weiss,
1988). Finally, the five-tiered approach is comprehensive in scope; it entails both
formative and summative evaluations. Knox (2002) advocates that when planning
and coordinating the impact evaluation process, the impact evaluation should be part
of information drawn from a process that is both formative and summative.

The elements of a comprehensive program evaluation, as outlined by Jacobs
(1988), can be summarized in five key steps: (1) preimplementation, (2) account-
ability, (3) program clarification, (4) progress toward objectives, and (5) program
impact. The components of the model build upon one another, with each level
requiring “greater efforts at data collection and tabulation, increased precision in
program definition, and a greater commitment to the evaluation process” (Jacobs,
1988, p. 50). Program evaluators using this five-tiered approach can engage in sev-
eral levels at once, and while it is stepwise, previous levels may need to be revisited
(Jacobs, 1988). Immediately evident is the fact that evaluation is a graduated pro-
cess, where identification of program impact comes only in the final stages of an
involved, often costly, and comprehensive process. Table 4.1 outlines key stages
and links each stage to applications in financial education.

In Jacobs’s (1988) terminology, the preimplementation tier of an evaluation
occurs during the initial organizational stages of a program and is more commonly
known as needs assessment. Needs assessment allows those planning financial edu-
cation programs to determine the targeted goals and plan an effective program. Vitt
et al. (2000) report that only 22% of the 90 financial education programs reviewed
conducted any formal needs assessment. In many instances, Vitt et al. (2000) found
program organizers to have assumed the need for financial education so great that
no further evidence was required. Testing financial literacy levels among the target
group, and identifying any deficiencies, is an ideal approach to needs assessment
for pure financial education. The recent Jump$tart Coalition studies are examples of
establishing and identifying a national need for youth financial education through
an ongoing literacy test (Mandell, 1998, 2001, 2002, 2006). The need for improved
financial literacy is also frequently demonstrated with alarming rates of bankruptcy,
high consumer debt levels, low savings rates, and other negative outcomes that may
be the result of poor family financial management and low financial literacy levels.

The accountability tier of the evaluation consists of collecting information on
the education and services provided, the cost of the program, and basic program
participant information (Jacobs, 1988). The goal of this stage of the process is to
document who has been reached by a program and in what way. Accountability is
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also important in determining whether the population in need of financial education
has been served. It is also important to provide program data to funders, participants,
and the community, with a larger goal of using amassed program utilization data to
draw broader attention to the issue of financial literacy (Jacobs, 1988). Frequently,
accountability in financial education programs is measured by collecting informa-
tion during registration, an exit survey, or some other indication of participation.
A prime example of the impact of accountability data is Consumer Federation of
America’s America Saves program in Cleveland. In a press release based on a pro-
gram survey, an estimated 10,000 Cleveland residents were persuaded to save more,
and 1,500 savers were officially enrolled for accounts, counseling, and/or workshops
(Cleveland, 2002). Such significant and compelling figures can immediately signal
positive community impact and begin building the case for the continuation and
growth of the program.

The third tier, program clarification, is used to assess an ongoing program’s
strengths and weaknesses and to reassess program goals and objectives (Jacobs,
1988). Relative to other phases, program clarification contains more formative infor-
mation for program organizers. In this stage of program evaluation, program plan-
ners review the mission, goals, objectives, and strategies being used in an overall
effort to improve the service provided. After reviewing data from the preimplemen-
tation stage, programmers determine if the original target audience is being served
and/or whether the definition of the target population needs to be broadened or nar-
rowed. Additionally, information drawn from observations by program staff and par-
ticipants is utilized to improve the program during this stage of evaluation (Jacobs,
1988). For classroom-delivered material, information used for program clarification
is commonly derived from an exit survey of teacher ratings, overall satisfaction with
the class, and increases in knowledge. In early stages of a program, open-ended
comments of participants often guide program changes. A more rigorous method
of providing evidence for program clarification would be through the use of a pre-
and posttest, then linking high impact levels to best program practices. The National
Endowment for Financial Education evaluation of the High School Financial Plan-
ning Program effectively uses this pre- and posttest approach to measure increases
in financial knowledge, confidence, or intended improvements in financial behavior
following the delivery of financial education (Danes et al., 1999).

In the progress-toward-objectives phase of evaluation, the focus moves to desired
outcomes and the more summative measures. During this stage, program evaluators
obtain objective measures of the impact of a program on participants. Information
collected during this stage measures the effect of the program on the individual,
whereas the accountability stage described earlier simply highlights program uti-
lization (Jacobs, 1988). In most cases, it is unclear how to best measure progress-
toward-objectives if the earlier three stages of evaluation are short-circuited. For
example, workplace financial education programs frequently are designed with the
clear intent of increasing rates of participation and savings among employees in
qualified retirement plans. With such clear and measurable outcomes, it is not
surprising that workplace financial education programs show the most consistent
and compelling evidence of progress-toward-objectives (Braunstein & Welch, 2002;
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Todd, 2002). The clearly defined targeted needs of the workers, along with ease in
accountability by employers, make the measurement of progress-toward-objectives
in workplace programs much easier than in other programs with more loosely de-
fined goals and objectives.

The most common approach to gathering information on progress-toward-
objectives is through some form of continued follow-up contact attempting to iden-
tify actions being taken that are in congruence with program goals. In the workplace,
it is evident to the employer whether the employee decided to increase retirement
contributions or to begin participation in a retirement program. In a high school
financial literacy program, the outcome goals are typically more wide-ranging, par-
ticipants are more difficult to track, and measuring progress-toward-objectives be-
comes a significant challenge. The differential effects of programs are examined
during this stage, for example, whether a financial education program has a greater
impact on males than on females. This type of information assists in the improve-
ment of programs. An external evaluator is often contracted to conduct this evalua-
tion stage, particularly when new program-specific measures need to be developed
(Jacobs, 1988). Information from this stage of evaluation is important for programs
planning to replicate and/or broaden their support (e.g., funders and stakeholders)
because it provides the evidence needed to show effectiveness (Jacobs, 1988).

The goal of the final evaluation tier, program impact, builds on the progress-
toward-objectives tier and entails the measurement of both short- and long-term
impacts of a program (Jacobs, 1988). This stage of evaluation again reflects the
goals and objectives of a program, making it difficult to compare programs that do
not have the same focus and nearly impossible to identify the impact of programs
with vaguely defined goals. At this stage, measurable levels of differences in treated
and nontreated populations are reported. This stage of the process requires a formal
experimental, or quasi-experimental, approach to analysis of those receiving some
form of financial education and contrasting this group with a similar sample that
has not participated in the financial education program (Jacobs, 1988). Only through
such an experimental approach can the independent impact of the program itself be
identified.

At this point, there is scarce evidence of such program impact in the financial
education literature. Bernheim et al. (2001) provide one of the few examples of
research contrasting a financially educated group with a noneducated group, show-
ing the benefits of financial education mandates to be linked to the increased in-
cidence of financial education in high schools, and then to higher savings rates
and wealth accumulation. The differences between those receiving financial edu-
cation and those who did not receive education were isolated to individuals who
came from households where parents provided poor models of financial manage-
ment (Bernheim et al., 2001). Similarly, Tennyson and Nguyen (2001) found higher
scores for high school seniors on the JumpS$tart personal financial literacy survey
where specific financial education was mandated by states. While the above studies
draw on national samples, the approach to program impact evaluation for localized
programming efforts is decidedly more focused and straightforward.
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Selection of a control group from the same population targeted in the needs
assessment provides the necessary baseline for comparison. If the control group can-
not be drawn from an identical population, then control variables measuring known
determinants of the desired outcomes must be collected for both the treatment group
and the control group. For example, if the desired outcome is increased personal
savings, then information on income, wealth, household status, education, age, em-
ployment status, parenting practices, and financial goals needs to be collected and
controlled for by evaluators in the program impact analysis. It is in this final stage
where the independent impact of a financial education program is identified. At this
point, there are too few examples of financial education evaluation research that
have reached this fifth and conclusive tier. Because of this simple fact, definitive
statements on the impact of financial education are premature.

Summary and Conclusions

The collective response by public and private organizations to the accepted and often
demonstrated need for financial education has been impressive in size and scope.
Such an investment in personal financial education comes with the expectation
of demonstrated and significant benefits to program participants. Without reliable,
valid, and relevant information collected from well-designed program evaluations,
financial educators jeopardize their ability to provide effective recommendations for
the direction of education policy.

Currently, financial education programs often omit evaluation as an integrated
component of their program design. We have described and outlined a comprehen-
sive evaluation framework in the hope that programs will make a commitment to
the evaluation process (Table 4.1). Not only is Jacobs’s five-tiered approach to pro-
gram evaluation easy to understand but the framework has the advantage of offering
great flexibility in its application. It is designed to address the needs of all financial
education programs—those programs just getting off the ground, in the design and
development stage, as well as programs that are well established and ready to mea-
sure effectiveness. The framework is flexible since it addresses a myriad of program
goals and objectives regardless of the program’s stage of development.

This program evaluation approach attempts to make good evaluation less difficult
for educators and to provide a foundation to those who want to evaluate their pro-
gram but are not sure how. It is our hope that sharing this framework will encourage
educators to think about and integrate evaluation from program inception through
eventual identification of program impacts. As mentioned, Jacobs’s approach is
comprehensive, in that it addresses programs regardless of the stage the program
is in. This approach does not expect a program to cover all five stages in the initial
offerings. The evaluation process will most likely evolve and grow with the program
and the resources dedicated to the evaluation. The framework anticipates only pro-
grams with a long track record to have the ability to yield convincing evidence of
program impact or progress toward objectives.
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There are many benefits to be reaped by the financial educators who incorporate
a well-designed program evaluation. Benefits of data collected through integrated
and systematic financial education program evaluation include, but are not limited
to, (1) sharing best practices, (2) improving effectiveness of existing programs, and
(3) keeping the attention of community leaders, policy makers, and funding agents.
Almost three-quarters of respondents in the Fourth District Federal Reserve survey
indicated interest in attending a seminar that offered insight into the “best practices”
of financial education (Hopley, 2003), evidencing the importance of sharing the
successes and failures of financial education.

Still greater strides can be made in the arena of financial education programs, and
evaluation in particular, if more systematic, consistent, and uniform data collection
occurs. For many individuals involved in program delivery, the task of program
evaluation may be daunting. We propose a comprehensive and integrated approach
to planning and implementing a program evaluation so the process is not as over-
whelming. By outlining the steps in the evaluation framework, program adminis-
trators can more easily identify the information that needs to be collected during
each stage of the program and allocate resources accordingly. The information can
be used to improve the program as well as to provide evidence for accountability
and effectiveness. It is our hope that the framework will be adopted by financial
educators so that we can begin to compile evidence of program impact which can
be used to highlight flagship programs and inform future programming and policy.

Following Jacobs’s (1988) model of evaluation, we describe the evaluation of
financial education programs as an integrative part of the programming process,
not an independent procedure used only to identify the benefits of undertaking the
process. The assumptions underlying this framework are a strength, as they state that
evaluation should be collected and analyzed in a systematic manner and as an essen-
tial component of every program (Jacobs, 1988). The evaluation process described
herein, and recommended for all financial education programs, is interwoven with
the programming itself, making good programming a part of good measurement,
and vice versa. Through replication of this process within all types of financial
education programs, we stand to significantly increase our understanding of the
independent effect of financial education on desired financial outcomes.
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Chapter 5
Applying Behavior Theories to Financial
Behavior

Jing Jian Xiao

Abstract This chapter discusses how two behavior theories can be applied to
financial behavior research. The theory of planned behavior (TPB) is a motivational
theory designed to predict and understand human behavior. The transtheoretical
model of behavior change (TTM) is a multi-stage theory designed to guide people
toward positive actions stage by stage. This chapter first discusses how to define fi-
nancial behavior and then reviews the two theories and their applications to financial
behavior. Finally, it discusses issues relevant to future research to better understand
and predict financial behavior and to assist consumers to develop positive financial
behaviors that improve their quality of life.

Financial educators not only impart financial knowledge to students but also
encourage students to form positive financial behaviors to improve their quality of
life (Hilgert, Hogarth, & Beverly 2003; Xiao, O’Neill, et al., 2004). In addition,
positive financial behaviors contribute to financial satisfaction (Xiao, Sorhaindo, &
Garman, 2006). To develop a behavior change focused educational program, re-
searchers of consumer finance need to better understand how behaviors are formed
and why and how to help consumers change undesirable financial behaviors and
develop positive financial behaviors. There are many behavior theories in the so-
cial psychology literature. A literature review of behavior theories that apply to
health behavior identified 12 theories and classified them into three categories: mo-
tivational, behavior enaction, and multi-stage theories (Armitage & Conner, 2000).
This chapter describes two of them, the theory of planned behavior (TPB) and the
transtheoretical model of behavior change (TTM). The purpose of the theory of
planned behavior is to predict and understand human behavior (Ajzen, 1991), while
the purpose of the transtheoretical model of change is to assist people in attaining
positive behaviors and in changing negative behaviors (Prochaska, DiClemente, &
Norcross, 1992). This chapter starts with a discussion of how to define financial
behavior. Then it introduces the theory of planned behavior and the transtheoretical
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model of change, their backgrounds, major constructs, frameworks, and accomplish-
ments. In addition, it describes how these theories are applied to financial behaviors
and how future research can be improved to better understand and predict consumer
financial behavior, which generates helpful information for financial educators to
develop behavior change oriented education programs.

Defining Financial Behavior

Consumer economists have studied financial behavior for the last three decades.
Fitzsimmons, Hira, Bauer, and Hafstrom (1993) provided a good review of financial
behavior research from the 1970s to the early 1990s. In recent years, more studies
have focused on financial behaviors in various settings (for examples, see Hilgert
et al., 2003; Hogarth, Beverly, & Hilgert, 2003; Hogarth, Hilgert, & Schuchardt,
2002; Muske & Winter, 2001; O’Neill & Xiao, 2003; Xiao, 20006). In this section,
we discuss issues related to how financial behaviors are measured.

Financial behavior can be defined as any human behavior that is relevant to
money management. Common financial behaviors include cash, credit, and saving
behaviors. To appropriately define human behaviors or financial behaviors in partic-
ular in this chapter, we need to clarify following issues: (a) do we focus on behaviors
or outcomes, (b) should we focus on a single act or a behavior category, (c) how do
we measure the target behavior, and (d) should we use data from self-reports or
observations?

Behaviors Vs. Outcomes

Many financial education programs focus on increasing savings and reducing debts,
which are outcomes of positive financial behaviors. Behaviors are not outcomes
because they only contribute partly to the outcomes (Ajzen & Fishbein, 1980). Out-
comes result from both a person’s own behavior and other factors in many situations.
For example, a husband may want to increase his family savings, but it may not be
possible if his wife wants to spend all the income or if his child has a medical
emergency that requires spending all the income. However, behaviors should lead
to outcomes (Ajzen & Fishbein, 1980). For example, saving money regularly is
a behavior but increased savings is an outcome. Saving money regularly leads to
increased savings given other factors.

Single Acts Vs. Behavioral Categories

Behaviors can be observed by single acts or behavioral categories (Ajzen & Fishbein,
1980). A single act is a specific behavior that an individual performs. Using cash for
a grocery purchase is an example of a single action. For researchers, a single act
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should be defined in a way that has inter-judge reliability: observers should agree
upon the definition.

Many financial behaviors are defined by behavioral categories, or sets of sin-
gle acts. For example, cash management is an abstract behavior which needs to be
described by a set of single acts, such as reviewing monthly bills, recording monthly
expenses, etc. When an abstract behavior is defined by a behavior category, the
inter-judge reliability is more important. In some cases, single acts may or may
not contribute to the target behavior category. For example, using cash for grocery
purchases may represent a person’s cash management behavior or just demonstrate
this person’s habit that has nothing to do with cash management.

Behavioral Elements

An appropriately defined behavior should have four essential elements: action, tar-
get, context, and time (Ajzen & Fishbein, 1980). Depending on the purpose of the
research, the definition of the behavior should include specific details about these
elements. For example, saving behavior (a behavioral category) can be a short-term
or one-time action by saving a small amount of gift money in a savings account or a
long-term commitment such as continuously contributing to 401(k) plans (contexts).
Also, savings can be deposited in a savings account or invested in stock markets
(targets). Saving behavior can be done regularly or occasionally (times).

Measurements of Behaviors

Behaviors can be measured in several ways (Ajzen & Fishbein, 1980). First, behav-
ior can be measured as a binary variable, whether or not to perform the behavior.
Second, it can be measured with multiple choices. For example, what is/are your
payment method(s)?

— cash

— credit card

— check

— electronic deposit
— other

The third approach is to quantify the extent to which the behavior has been per-
formed. For example, how much do you contribute to your 401(k) plan per month?

—0

— $1-%200
— $201-%400
— >$400
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Or, just ask the consumer how much you contribute to your 401(k) plan per
month?

The fourth approach is to measure the frequency of performing the behavior. For
example, how often do you use a credit card?

— almost daily

— a few times a week
— a few times a month
— a few times a year
— emergency only

The specific measurement approach to be used will depend on the target behavior
in the research question. For example, if the purpose is to encourage workers to
participate in 401(k) retirement saving plans, a binary variable, participate or not
participate, will be adequate. But if the research question is to encourage workers to
increase contributions to 401(k) plans, a multiple choice set with ranges of contri-
butions or an actual contribution amount is required.

Self-Reports Vs. Observations

The ideal data collection approach to measure human behavior is through direct
observations, but in reality, this rarely occurs (Ajzen & Fishbein, 1980). In many
situations, direct observations are not possible and self-reports are used instead.
Compared to direct observations, self-reports have the following advantages: they
are necessary in many cases; they require less effort, time and money; and they
can be used to collect information on specific targets, contexts, or times. It would
be better if self-reported behaviors could be partially validated by actual, observed
behavior in some way. For example, we may ask a consumer to report the behavior—
have you missed your credit card debt payment for 60 or more days? And then we
may use credit reports to verify the accuracy of this person’s answer.

Understanding and Predicting Human Behaviors: Theory
of Planned Behavior

Background on Theory of Planned Behavior

The theory of planned behavior is an extension of the theory of reasoned behavior
(Ajzen, 1991). The theory of reasoned behavior was first introduced by Fishbein in
1967 and then defined, developed, and tested in the 1970s. It was summarized in
a book by Fishbein and Ajzen (1975). The purpose of this theory is to predict and
understand human behavior. According to the theory of reasoned behavior, a per-
son’s behavior is determined by her/his behavior intention. The intention is
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determined by this person’s attitude toward the behavior, the subjective norm, and
the relative importance between the attitude and the subjective norm. The devel-
opment of the theory of reasoned behavior was motivated by the fact that existing
attitude theories could not predict behavior (Ajzen & Fishbein, 1980). Later, the
theory developer added to the model the perceived control to determine the behavior
intention and behavior, and renamed the model as the theory of planned behavior
(Ajzen, 1991).

The theory of planned behavior focuses on factors that determine individuals’
actual behavioral choices (Fig. 5.1). According to this theory, three factors influence
behavioral intentions: the positive or negative valence of attitudes about the target
behavior, subjective norms, and perceived behavioral controls. In turn, behavioral
intention influences one’s behavior patterns (Ajzen, 1991; Ajzen & Fishbein, 1980).
An attitude toward a behavior is recognized as a person’s positive or negative evalua-
tion of a relevant behavior and is composed of a person’s salient beliefs regarding the
perceived outcomes of performing a behavior. A subjective norm refers to a person’s
perception of whether significant referents approve or disapprove of a behavior. To
capture non-volitional aspects of behavior, the theory of planned behavior incorpo-
rates an additional variable—perceived behavioral control, which is not typically as-
sociated with traditional attitude—behavioral models (e.g., Fishbein & Ajzen 1975).
The perceived behavioral control describes the perceived difficulty level of perform-
ing the behavior—reflecting both past experience as well as anticipated barriers. As
a general rule, the more favorable the attitude toward performing a behavior, the
greater the perceived social approval, the easier the performance of the behavior
is perceived to be, the stronger the behavioral intention. In turn, the greater the
behavioral intention, the more likely the behavior will be performed. In addition,
the perceived control may affect the behavior directly (Ajzen, 1991). The theory of
planned behavior and its former version, the theory of reasoned behavior, have been
applied in many subject areas such as weight loss, occupational orientation, family
planning, consumer behavior, voting, alcoholism (Ajzen & Fishbein 1980), hunting
(Hrubes, Ajzen, & Daigle, 2001), genetically modified food buying (Cook, Kerr, &
Moore, 2002), technology adoption (Lynne, Casey, Hodges, & Rahmani, 1995),
consumer complaining (East, 2000), online surveys (Bosnjak, Tuten, & Wittmann,
2005), etc. A comprehensive reference list of papers using the theory of reasoned
behavior and the theory of planned behavior was compiled by Icek Ajzen and posted
on his website (http://www-unix.oit.umass.edu/~aizen/index.html).

Several meta-analyses have been conducted to evaluate the efficacy of the the-
ory of planned behavior and its former version, the theory of reasoned behavior.

| Attitude

| Subjective Norm Intention ;:| Behavior

| Perceived Control

Fig. 5.1 The theory of planned behavior
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A recent evaluation study that examined 185 independent studies indicates the
theory in general is valid (Armitage & Conner, 2001). This evaluation research
identified several issues relevant to the application of the theory. First, self-reports
are not a reliable information source. If possible, researchers should use objective
and observed variables to measure behavior. Second, perceived control is a concept
different from self-efficacy, unlike the common assumption that they are the same
measure with two different names. Compared to perceived control, self-efficacy is
a better predictor of behavior. Third, there are alternative measures for intention,
such as desire and self-prediction, in which intention and self-prediction are better
predictors for behavior compared to desire. Fourth, subjective norm is a weak pre-
dictor of intention compared to two other variables, attitude and perceived control.
Alternative categorizations are needed, such as moral and descriptive norms.

Its Applications to Financial Behavior

Several studies have applied the theory of planned behavior to consumer behavior in
financial services such as investment decisions, mortgage use, and credit counseling.
East (1993) applied the theory of planned behavior to investigate investment deci-
sions with data from a sample of British consumers. The findings of three studies
presented in the paper support the theory. Specifically, friends and relatives and easy
access to funds strongly contributed to the investment decision. Bansal and Taylor
(2002), using data from a sample of mortgage clients, applied the theory to customer
service switching behavior. They examined whether interaction terms of several
variables specified in the theory affect the behavior. They found that interactions
between perceived control and intention, between perceived control and attitude,
and between attitude and subjective norms significantly affected behavior intention.
Using survey and account data from a sample of clients of a national consumer
counseling agency, Xiao and Wu (2006) examined factors that are associated with
consumer behavior in completing a debt management plan. They found that attitude
toward the behavior and perceived control affected the actual behavior, but sub-
jective norm did not. In addition, they found that satisfaction with the service also
contributed to the actual behavior.

The theory of planned behavior is also applied to consumer behavior in the set-
ting of e-commerce, such as online shopping and e-coupon use. Based on the theory
of planned behavior, Lim and Dubinsky (2005) Lim decomposed belief constructs
and included the interaction term of salient belief in the revised model. Based on
data collected from a sample of college students, they found these new additional
variables contribute to consumer online shopping intentions. A group of researchers
applied the theory to consumer online purchase intentions (Shim, Easlick, Lotz, &
Warrington, 2001). Based on data collected from a national sample of computer
users, they found that intention to use the Internet for information search served as
a mediating variable between antecedents, such as attitude, perceived control, and
past experience, and the outcome variable, the online purchase intention. Attitude
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and past experience also directly contribute to the purchase intention. Fortin (2000)
proposed a theoretical framework to explain consumer coupon and e-coupon be-
havior based on the theory of planned behavior. Kang, Hahn, Fortin, Hyun, and
Eom (2006) compared the theory of reasoned behavior and the theory of planned
behavior in the context of e-coupon use intentions and found that the theory of
planned behavior explained the intention better.

Additionally, a group of researchers applied the theory of planned behavior to
investigate how college students form financial behaviors such as cash, credit, and
saving management. Based on their preliminary findings, all three antecedents of
the behavior intention specified by the theory are associated with the intention and
the intention contributes to the behavior (Shim, Xiao, Barber, & Lyons, 2007; Xiao,
Shim, Barber, & Lyons, 2007).

Facilitating Behavior Change: Transtheoretical Model
of Change (TTM)

Background of TTM

The transtheoretical model of behavior change (TTM) was developed in the 1970s
by Prochaska and his colleagues (Prochaska, 1979; Prochaska et al., 1992). They
formed the model by highlighting major psychological theories in a uniform frame-
work for the purpose of helping people change their undesirable behaviors. “Trans-
theoretical” in the title means to transform theories into applications, which implies
that this model was developed for the applied purpose of counseling. The model was
first applied to cessation of smoking and then to a variety of other health-related
behaviors, including alcohol abuse, drug abuse, high fat diet and weight control,
psychological distress, and sun exposure (Prochaska, Redding, Harlow, Rossi, &
Velicer, 1994). A few studies applied TTM to other areas, such as organizational
change (Prochaska, 2000) and collaborative service delivery (Levesque, Prochaska,
& Prochaska, 1999). More information about this model and its accomplishments
can be found from the website of Pro-Change Behavior Systems: http://
prochange.com/.

Major Constructs of TTM

Major constructs of TTM include stage of change, process of change, self-efficacy,
and decisional balance. TTM identifies five stages of behavior change: precontem-
plation, contemplation, preparation, action, and maintenance. If a person is not will-
ing to change in 6 months, s/he is in precontemplation. If a person is willing to
change in 6 months, s/he is in contemplation. If s/he is willing to change in 30 days,
s/he is in preparation. If s/he has started to change for less than 6 months, s/he is in
action. If s/he has been changing for over 6 months but less than 18 months, s/he
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is in maintenance. If s/he has changed the behavior for more than 18 months, we
consider her/his behavior has been changed. Some people may relapse to previous
stages. At times, behavior change may take several cycles. TTM also identifies 10
processes of change, in which processes are strategies or interventions for facilitat-
ing the behavior change. Table 5.1 presents definitions of the change processes.

According to TTM, these strategies could be used more effectively if they are
matched with appropriate stages of change. Figure 5.2 demonstrates the relationship
between the stage of change and process of change.

Two indicators of success of behavior change are decisional balance and self-
efficacy (or confidence). When people are at a later stage, they will perceive more
benefits and fewer costs of behavior change, and they are more confident in avoiding
the targeted, undesirable behavior when they face difficult situations.

Compared to other behavior change models, this model has the following unique
features: (a) it integrates essentials of major psychological theories in a frame-
work to offer more effective interventions; (b) it defines multiple stages of behav-
ior change, which is different from an action paradigm, and has the potential to
reach those both ready and not ready to change the targeted behavior; (c) it matches
intervention strategies to different stages of behavior change, which makes it more
effective compared to other intervention programs; and (d) it focuses on enhancing
self-control (Prochaska, Redding, & Evers, 1996).

TTM is one of the multi-stage theories. Among five multi-stage theories reviewed
by two psychologists, TTM is the one that most empirical studies support. Compared

Table 5.1 Change strategies and tactics that match change stages

Change stage Change strategy Change tactics
Precontemplation Consciousness raising Observations, interpretations,
bibliotherapy
Dramatic relief Psychodrama, grieving losses, role
playing
Environmental reevaluation =~ Empathy training, documentaries
Contemplation Self-reevaluation Value clarification, imagery, corrective
emotional experience
Preparation Self-liberation Decision-making therapy, New Year’s

resolution, logotheraphy techniques,

commitment enhancing techniques
Action/maintenance  Reinforcement management  Contingency contracts, overt and covert

reinforcement, self-reward

Helping relationships Therapeutic alliance, social support,
self-help groups
Counter-conditioning Relaxation, desensitization, assertion,
positive self-statements
Stimulus control Restructuring one’s environment,
avoiding high-risk cues, fading techniques
All stages Social liberation Advocating for rights of repressed,

empowering, policy interventions

Source: Prochaska, DiClemente, and Norcross (1992)
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Precontemplation Contemplation Preparation Action Maintenance

Consciousness Raising
Environmental Reevaluation
Dramatic Relief

Self-Reevaluation |

| Self-Liberation

Helping Relationships
Reinforcement Management
Counter-Conditioning
Stimulus Control

Social Liberation

Fig. 5.2 Stages by processes of change (Pro-Change Behavior Systems, 2002)

to motivational theories, multi-stage theories are more sophisticated (Armitage &
Conner, 2000). However, these authors raised several issues for multi-stage theories.
These issues include: (a) psychologically, what actually happens at each stage, (b)
do people go through each stage sequentially when they change their behaviors,
and (c) are different stages really different in terms of determinants of the behavior
change?

Its Applications to Financial Behavior

Application of TTM to financial behavior started in the last decade. Kerkman (1998)
discussed how to use TTM in financial counseling and presented a case to demon-
strate her approach. Bristow (1997) suggested that this model could be used to
change people’s financial behavior in Money 2000, a USDA Cooperative Exten-
sion program. Money 2000 was a successful financial education program, which
was adopted by 29 states and reported a total dollar impact of almost $20 million
(O’ Neill, 2001). Based on data collected in 1998 among the program participants in
New Jersey and New York, preliminary evidence indicated that certain processes of
change were used more frequently by participants who reported behavioral changes
(Xiao, O’Neill, et al., 2004). A group of researchers has applied TTM in the credit
counseling setting to develop a measure to help consumers change behaviors to
eliminate undesirable credit card debts (Xiao, Newman, Prochaska, Leon & Bassett,
2004; Xiao, Newman, et al., 2004). TTM was also applied in financial education
programs for low-income consumers, and specific educational strategies under the
framework of TTM were developed (Shockey & Seiling, 2004). In addition, TTM
was used to provide advice for women on being better investors (Loibl & Hira,
2007).
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Future Research Directions

This chapter briefly described two psychological theories on human behavior. The
theory of planned behavior is used to understand and predict human behavior. The
transtheoretical model of behavior change (TTM) is used to facilitate behavior
change by providing stage-matched interventions. Studies that applied these the-
ories to financial behavior have also been reviewed. Based on the literature review,
the following suggestions for future research are provided to help better understand
the formation and change of financial behaviors so that we can assist consumers in
developing positive financial behaviors.

Researchers need to develop an inventory of financial behaviors that covers all
aspects of behaviors relevant to consumer finance. In many existing studies, finan-
cial behaviors are defined for specific research purposes and many of them are not
comprehensive. An inventory of financial behaviors with acceptable reliability and
validity would be helpful for financial educators and researchers when they eval-
uate financial education programs and measure social impacts of the programs on
people’s behavior change and quality of life.

The two theories reviewed in this chapter have been applied to certain financial
behaviors and certain populations, but they could be applied to more behaviors and
more diverse populations. For example, many states have tax return sites to help
low-income consumers to receive tax refunds. Another example is the Go Direct
campaign launched by the U.S. Department of Treasury, which encourages elec-
tronic deposits of benefit checks issued by the U.S. Social Security Administration.
Consumer economists could partner with government agencies and financial insti-
tutions to apply these theories to design effective education and outreach programs
so these social initiatives would have greater impact.

TTM is considered a multi-stage theory whose advantages can help consumers
change undesirable behaviors and form positive financial behaviors stage by stage.
Strategies based on this theory could be developed to work with mass populations,
emphasizing certain strategies for certain behavior change stages for greater social
impact, and a cost-effective approach. Mass approaches also need to be personal-
ized. An example would be online self-assessment tools that could reach millions of
people but provide each user with a personalized response, based on their individual
responses (O’ Neill & Xiao, 2006).

The behavior theories reviewed in this chapter have been tested in numerous
scientific studies and are well established. Consumer finance researchers could uti-
lize the strategies, techniques, and tactics based on this line of research to generate
practical information for financial educators and consumers.

Self-help websites based on these theories can be developed to help determined
consumers change their undesirable financial behaviors themselves. Self-help man-
uals could also be developed for the same purpose. Use of these self-help websites
and manuals could be monitored and studied to identify factors that are more effec-
tive than others in motivating and facilitating the behavior change.

One of the purposes of research on consumer financial behavior is to better
understand factors that affect the formation and change of financial behaviors.
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Specifically, financial educators are interested in knowing the role of financial
education in behavior formation and change. In addition, financial educators need to
know the important characteristics of financial education programs that will not only
provide financial knowledge but also encourage consumers to form positive finan-
cial behaviors and change undesirable financial behaviors. Future research should
generate information that has direct implications for financial educators to develop
such education programs.

Future research also needs to examine how financial education, financial behav-
ior, and quality of life are associated. The mission of many financial educators,
especially those at land grant universities, is to improve people’s quality of life by
providing effective financial education. They hope the education will have a di-
rect impact on these people’s financial behaviors and eventually help improve the
financial well-being of these people. Data on financial education, financial behavior,
and quality of life could be collected to provide insights on this topic. Preliminary
findings from a study on financial behavior of college students show that positive
financial behaviors are associated with positive life outcomes (Shim et al., 2007;
Xiao et al., 2007).

There are two issues that are not addressed by the behavior theories reviewed in
this chapter: the structure of financial behaviors and interactions between financial
behaviors. The first issue asks if there is a pattern when consumers adopt various
financial behaviors. Some previous studies suggest the adoption of financial behav-
iors may have a hierarchical pattern and consumers adopt some financial behaviors
before others. According to a study by Federal Reserve staff (Hilgert et al., 2003),
it seems consumers adopt cash management behavior first, then credit behavior,
and then saving and investing behavior. Studies on saving motives (Xiao & Noring,
1994) and financial asset shares (Xiao & Anderson, 1997) also show such a pattern.
Is this pattern valid in general? If so, what is the theoretical foundation? The second
issue is to ask if positive financial behaviors enhance each other. Do positive finan-
cial behaviors beget positive financial behaviors? If so, we may focus on promoting
one particular financial behavior and hope the formation of that behavior will influ-
ence the formation of other positive financial behaviors. Some evidence shows that
self-perceived financial behavior performance is associated with self-reported pos-
itive financial behavior (Xiao, et al., 2006). More theoretical and empirical studies
are needed to address these issues.

Acknowledgments I thank Vicki Fitzsimmons, Barbara O’Neill and Janice Prochaska for their
helpful suggestions and comments on earlier versions of this chapter.
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Chapter 6
Consumer Economic Socialization

Ivan Beutler and Lori Dickson

Abstract This chapter addresses the concept of consumer economic socialization
as it has developed in the literature. Specifically, it covers the context in which
the following have been studied: economic socialization; children and adolescents’
developmental competencies in understanding and participating in economic and
consumer processes; and major agents of economic socialization, including cul-
ture, media, schools, peers, and families. Needs for further research are also briefly
discussed.

To function effectively in adult roles, youth need access to the fruits of economic
activity. In modern society, these fruits are goods and services created through a
long chain of productive processes. For example, with a cell phone call, a mother
informs her son that she will arrive a little behind schedule. This simple call qui-
ets his anxiety, but the economy behind the call is anything but simple. Built on
decades of computer, satellite, and communications research and development, the
cell phone industry is underwritten by huge capital investments and a sophisticated
labor force of real people. Wages and goods and services are end results of this
long chain of productive process. Employees depend on wages to procure goods
and services. Wages are necessary but not sufficient for living well. The skillful
dispatch of wages and other resources is an important part of the process of learning
to function effectively in consumer roles. This process is called consumer economic
socialization.

Inadequate consumer economic socialization comes at a cost, both to individual
youth and the society in which they live. Failure to prepare for life’s work means you
will do some other work, likely with less satisfaction and purpose. Youth of each
generation need to become socialized at a level commensurate with the resources
accorded to them. It has been said that sellers in the market economy need only one
eye, the eye trained on making the sale at the market price! But buyers need many
eyes: for example, home buyers need one eye trained on structural soundness, one on
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the floor plan, one on decor, one on aesthetics, one on the asking price, and several
eyes trained on location. It takes a thousand eyes to buy a home. The same can be
said about socializing youth to be effective consumers. They need a thousand eyes!
For this reason, consumer economic socialization literature has focused primarily
on how children and adolescents become competent in consumer roles (Cram &
Ng, 1999; John 1999; Lunt & Furnham, 1996; Webley & Young, 2006).

This chapter will outline the theoretical perspectives under which economic so-
cialization has been studied; it will review literature on the developmental level
of consumer and economic understanding among children and then among adoles-
cents. Finally, it will examine the effect of specific socialization agents on youth.

Perspectives for Understanding Consumer Economic
Socialization

Much of the research surrounding consumer economic socialization is conducted
from a macroeconomic perspective, meaning that the economic cycle is seen as
consisting primarily of production rather than consumption processes. In this view,
consumption begins and ends with a purchase. However, consumption can be seen
as an involved and elaborate process in and of itself—a process that is carried
out in particular ways and that takes advantage of propinquous and value-oriented
economies (Beutler, Owen, & Hefferan, 1988). Thus, the consumption processes of
individual households are relevant to understanding how consumer economic social-
ization takes place. In these microenvironments, it is a matter of considerable conse-
quence whether consumption processes are guided by prosocial values toward fam-
ily, community, and personal growth (Kasser, Ryan, Zac, & Sameroff, 1995) or by
materialistic values centered on visible financial success (Belk, 1988). At this level
of economy, the value contexts in which persons are embedded makes a substantial
difference in terms of their well-being, even at young ages (Kasser & Ryan, 1996).

Scholarship regarding consumer economic socialization has been developed by
two main groups. Psychologists and a limited number of economists have consid-
ered how children learn about the adult world using concepts such as price, own-
ership, money, and savings. A second group of consumer researchers, including
some family and consumer scientists and a larger group of marketing and commu-
nication scholars, have taken a more applied approach. Family and consumer sci-
entists have focused on topics such as money values, socializing effects of families,
financial aspirations, attitudes and behaviors, and financial education (e.g., Allen,
Edwards, Hayhoe, & Leach, 2007; Bailey & Lown, 1993; Fox, Bartholomae, &
Gautter, 2000; Furnham, 1984; Hibbert, Beutler, & Martin, 2004; Lachance, Legault,
& Bujold, 2000; Mangleburg & Grewal, 1997; Masuo, Miroutu, Hanashiro, & Kim,
2004; Xiao, Noring, & Anderson, 1995). Marketing and communication scholars
have documented a rising consumer sophistication among children, including their
growing knowledge of product brands, advertising, decision making, and negotiat-
ing (John, 1999).
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Both psychologists and consumer researchers have drawn on cognitive
development literature (e.g., Leiser & Halmachi, 2006; Piaget, 1932) to provide
their work with an organizing theme of age-related developmental stages. This type
of research has provided descriptive information in answer to the question, “what are
the stages?” in the cognitive process of gaining consumer competence (see Berti &
Bombi, 1988; Furnham & Lewis, 1986; John, 1999 for reviews). The cognitive de-
velopment model treats youth as “economic problem solvers” who learn to function
in the adult world from inside their own heads. This developmental approach has
proven useful, but it has also tended to overlook the question of how youth move
between stages as they actively participate in the construction of their consumer
reality (Duveen, 1994).

In response to this question, social psychologists have introduced social learning
theory into the study of economic socialization. The social learning perspective is
sensitive to the influence of culture and seeks to account for social interaction influ-
ences on children’s development—political and social attitudes, historical customs,
and values (Cram & Ng, 1999; Cummings & Taebel, 1978). From a very strict social
learning perspective, some scholars (e.g., Duveen, 1994) have argued that youth do
not solve encountered problems so much as they draw on ready-made solutions
available within their society. Others have countered this argument, suggesting that
youth actively participate in their own socialization through the scaffolding of basic
economic principles such as ownership, money, and price (Cram & Ng, 1999).

Children’s Consumer Socialization

Children’s consumer behavior has long been the object of scholarly inquiry. Early
attempts at research were focused on specific topics such as brand loyalty and
conspicuous consumption (John, 1999). By the mid-1970s, the scholars began to
address broader questions about children as consumers. At this time, the socializa-
tion research became known to the marketing community. As a result, public policy
concerns about advertising to young children developed, and ironically, this interest
surrounding the field promoted its further development (John, 1999). Now, over 25
years’ worth of research is available on the consumer socialization of children. The
majority of this research is developmental in nature; thus, a developmental under-
standing of children’s socialization will be the focus of this section (Table 6.1).

Developmental Stages

Researchers have used various theoretical paradigms to explain the process of chil-
dren’s economic socialization. The majority have used some adaptation of Piaget’s
cognitive developmental model, meaning that they propose a series of hierarchi-
cal stages through which children progress as they become economically social-
ized. Berti and Bombi (1988), for example, have synthesized children’s economic
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development under each of Piaget’s stages. However, researchers using Piaget’s
model often disagree over the number of stages that should be used and over chil-
dren’s level of understanding in each stage. This disagreement may be due to the
different sample sizes and definitions of the stage boundaries used in their studies
(Furnham, 1996). The recent trend in economic psychology has been to use three
main phases to describe children’s development, rather than all of Piaget’s sub-
stages. These general phases are “(1) no understanding, (2) understanding of some
isolated concepts, and (3) linking of isolated concepts to achieve full understanding”
(Furnham, 1996, p. 13-14).

Areas of Developmental Research

Most of the developmental research on economic socialization focuses on children’s
understanding of the adult economic world (Webley, 1996). Further, the majority of
this research explores the content of children’s economic knowledge rather than
the process through which this knowledge is acquired (Furnham, 1996). Thus, chil-
dren’s understanding of money, possession, wealth and poverty, prices and profit,
wages, and banking are well-studied topics. Other areas such as betting, taxes, inter-
est rates, and recession are less studied, perhaps because children (and many adults)
are not expected to understand these concepts (Furnham, 1996). The following is a
sampling of some of these well-studied areas of children’s economic understanding.

Money

Money is a vital part of economic transactions today, and most children are exposed
to money at an early age. Although children may be able to complete transactions
involving money, they do not necessarily understand the meaning of their actions
(Furnham, 1996). Based on their work from several studies, Berti and Bombi (1979)
identified six stages of children’s understanding about money: “stage 1: no aware-
ness of payment; stage 2: obligatory payment—no distinction between different
kinds of money, and money can buy anything; stage 3: distinction between types of
money—not all money is equivalent any more; stage 4: realization that money can
be insufficient; stage 5: strict correspondence between money and objects—correct
amount has to be given; stage 6: correct use of change” (p. 16—17). Making change
is considered a difficult monetary concept, and children’s ability to make change has
also been studied by Pollio and Gray (1973). Among subjects that were of ages 7,
9, 11, and 13 and college aged, the 13-year olds were the youngest group in which
every member was able to make change correctly.

Prices and Profit

Furth (1980) has outlined four stages in children’s understanding of prices and
profit: (1) no understanding of payment; (2) understanding customer payment but
not shopkeeper payment; (3) understanding and relating payments made by both the
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customer and the shopkeeper; and (4) understanding all of these payments. Related
to children’s understanding of prices and profit is their understanding of banking.
According to a study by Jahoda (1981), only one-fourth of his 14- and 16-year-old
subjects understood that banks are profit-making organizations. Jahoda outlined a
series of steps that children move through as they come to understand the concept
of interest. These steps range from having no concept of interest to having a correct
conception of why interest is charged on loans.

Supply and Demand

Berti and Grivet (1990) were some of the first researchers to explore children’s
understanding of supply and demand. Building on their research and the research of
Leiser and Halachmi (2006) and Thompson and Siegler (2000) have differentiated
between demand-change and supply-change problems and presented possible rea-
sons why children score better on demand-change problems. One explanation for
this phenomenon is that young children, especially preschoolers, follow the “more
is more” principle. For example, a young child would assume that more people
washing cars logically leads to more money being charged for each car washed.
Positive correlations are understood before negative ones; thus, changes in demand
would be easier for children to understand because when demand goes up, so does
the price and vice versa.

Leiser and Halachmi (2006) built their research around this interesting dynamic.
In a study, they gave children two scenarios accompanied by pictures. A sample
scenario is as follows: there is a picture of Sarah with a pail and cars; the children are
told that Sarah has decided to open a car wash. A second picture shows Sarah with
several friends who have also decided to open car washes. The children are asked
if the price of washing a car now will go up, go down, or stay the same. In order
to test whether demand problems were easier for children or whether they were
simply giving correct answers by following the “more is more” principle, Leiser
and Halachmi (2006) asked an additional question in the experiment. By asking the
children whether the buyer would be more (or less) pleased by the transaction, they
were able to present a negative correlation: buyer satisfaction is negatively corre-
lated with price. They found that even when this negative correlation was presented
in a supply-change problem, demand-change problems were still easier for children
to solve.

Property Ownership

Property ownership is a concept that is introduced to children soon after birth, and
children’s early sense of ownership is evident in their language development (Cram,
Ng, & Jhaveri, 1996). Children develop the use of possessives early, around 24
months (Miller & Johnson-Laird, 1976); later, children are able to express posses-
sion with noun—noun or adjective—noun phrases (e.g., “daddy sock™ and “his sock™)
(Cram et al., 1996, p. 111). Children learn about private ownership first through
manipulation of objects in their environment and then through object disputes with
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peers; as they grow older, they increasingly react to the social meanings of objects
(Cram et al., 1996). According to Cram et al. (1996), children understand private
ownership and the right of property transfer by age 11.

Public ownership is much more difficult for children to grasp than private own-
ership because it is “embedded in an even more complex social institutional setting
that is remote from the direct observation of young people” (Cram et al., 1996,
p- 118). Cram et al. (1996) explained the process of coming to understand public and
private ownership in Piagetian terms: as children encounter new information about
ownership, they experience cognitive disequilibrium and must integrate the new in-
formation into their existing schema. These authors employed the idea of cognitive
disequilibrium in a study that was designed to increase children’s understanding
of public ownership. Some researchers have examined the content of socialization
messages about ownership. For example, Neo-Marxist researchers Cummings and
Taebel (1978) have suggested that children are socialized to embrace capitalism;
this in turn causes them to gradually develop a favorable attitude toward private
ownership that is first fully apparent around the ninth grade.

The Social Meaning of Economic Status

The social meanings attached to economic status are fundamental to adult economic
understanding. Occupation is one of the first areas where children differentiate be-
tween higher and lower economic status. In fact, children as young as 3!/ recognize
that some jobs receive higher wages than others (Diez-Martinez & Ochoa, 2006).
Diez-Martinez and Ochoa (2006), in a study of Mexican children, found that chil-
dren expect different saving techniques of individuals that are in higher status and
lower status professions. Cummings and Taebel (1978) note that America’s educa-
tional system contributes to children’s economic socialization by advocating capi-
talism. They argue that this perpetuates inequalities in economic status by directing
children to consider the poor as weaker or less able.

From this review of literature, we can conclude that children’s economic social-
ization occurs in a progressive fashion, with likely plateaus before each successive
level of understanding. Acquired knowledge of economic principles is age-related,
but there are clearly variations within any stages that are defined. The research just
summarized on children’s economic understanding is concerned with adult eco-
nomic processes. However, Webley (1996) noted that children’s economic socializa-
tion is not simply a function of their understanding of the adult world of economics.
He emphasized the importance of the autonomous economic world that children
create for themselves. Some of his research has been concerned with “swapping”
during middle childhood as “an act with an economic form but a social function”
(Webley, 1996, p. 154). Webley has also looked at other childhood economic sys-
tems, such as those involved in playing marbles, to suggest that children are ac-
tively involved in their own economic socialization. Both adult economic systems
and children’s autonomous economic systems are important aspects of economic
socialization.
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Adolescents’ Consumer Socialization

Adolescence is a time of rapid change and growth when patterns and disciplines
begin to be established for life. It is a time between childhood and adulthood to
make preparations that enable the transition to adult roles. The drive for emotional
autonomy starts early as adolescents begin to distinguish themselves psychologi-
cally from parents or others closest to them (Steinberg, 1996). Desire for indepen-
dence is next manifested as behavioral autonomy, and finally in the late teens and
emerging adult years, independence takes the form of “exploration in alternative
possible life directions” (Arnett, 2000, p. 469). This drive for autonomy and iden-
tity development makes adolescence a key time for intentional and unintentional
consumer socialization.

Adolescents are acknowledged as an important consumer group, both as inde-
pendent consumers and because of their influence on adult consumption (Hoffmann
& Tee, 2006). So, it is surprising that there is much less research on adolescents
than on children when it comes to the process of consumer socialization. There is
almost no literature on adolescents’ developmental stages of economic understand-
ing; however, their economic socialization is indirectly addressed in literature that
deals with optimal socialization environments for adolescents.

Much work has been done on the socializing influences of parents, peers, and
schools. Zimmer-Gembeck and Locke (2007) addressed this as they considered
the influence of family and teachers on adolescent coping behavior. They found
moderate evidence that the family is the primary place where coping strategies are
socialized. In this way, parents also have influence over their adolescents’” economic
behaviors. For example, Furnham (1984) investigated parents’ perceptions of this
influence by asking about the effect of allowances on their adolescents’ consumer
behavior.

Adolescents who are exposed to less-desirable socialization environments have
been shown to engage in more deviant and risk-taking behaviors (Fergusson, Vitaro,
Wanner, & Brendgen, 2007; Lévy-Garboua, Lohéac, & Fayolle, 2006). Some of
these problematic behaviors are tied to consumer behavior. For example, Delfabbro
(2003) have addressed the issue of adolescent gambling. They found, in a sample
of South Australian youth, that adolescents who engage in gambling behaviors are
more likely to have family who view gambling as an appropriate and profitable
enterprise. Because adolescents are particularly susceptible to some undesirable
consumer-related behaviors, researchers are interested in determining the factors
predicting involvement and those protecting against it.

It is clear from this research that less is known about specific developmental
stages that adolescents pass through as they become economically socialized. In-
stead, scholars have focused on adolescence as a time of identity development and
a time of susceptibility to negative socialization influences. Accordingly, most of
these studies have examined adolescents’ financial attitudes and behaviors in rela-
tion to risk-taking and deviant behavior.
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Socializing Agents Affecting Children and Adolescents

Research on children and adolescents’ general development toward economic
socialization has just been reviewed. Now, specific socializing agents that influ-
ence youth will be discussed. These agents are external influences on youth’s
knowledge, values, and behaviors concerning money and other economic principles.
Culture, media, schools, peers, and family are relevant socializing agents that will
be discussed.

Culture

Culture is clearly an overarching influence on consumer socialization. One critique
of using developmental theory to explain economic socialization is that it misses
the influence of culture—it does not take experiential factors or external stimuli
into consideration (Furnham, 1996). Researchers have found evidence that some
children have an early understanding of economic concepts because of education or
the social conditions they are living under. For example, Wosinki and Peitras (1990)
found that Polish children had a better understanding of salary than other groups in
their study. The researchers attributed these children’s premature understanding of
salary to the current economic crisis in their country.

Findings such as these have led researchers to conduct cultural and cross-cultural
economic research. This research has confirmed similarities across youth of differ-
ent nations in limited dimensions of economic socialization. For example, develop-
mental commonalities in buying and selling have been reported between Chinese
Malaysian children (Hong Kwan & Stacey, 1981), Glaswegian children (Jahoda,
1979), and Zimbabwe children (Jahoda, 1983). Ideas about the functioning of a
bank in the Netherlands (Jahoda & Woerdenbagch, 1982) and in Hong Kong (Ng,
1983) produced similar patterns also, but with varying rates of understanding in
regard to the more complex financial concepts.

Ownership, wealth, and poverty have also been examined cross-culturally (Berti,
Bombi, & Lis, 1982; Leahy, 1981, Leahy; Ng & Cram, 1990; Ng & Jhaveri, 1988).
These comparisons confirm similar levels of sequencing in children’s economic so-
cialization, but they also recognize many differences between countries and cultures,
making the more subtle aspects of socialization difficult to adequately evaluate.
Along with cross-cultural research, scholars have used methodology from fields
outside the social sciences to examine economic socialization. For example, Wal-
lendorf and Arnould (1988) have conducted an anthropological inquiry into object
attachment in the United States and the Niger Republic.

Media

As mentioned earlier, most of the information on media as a socializing agent is
written from the marketing perspective. John (1999) has created one of the most
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comprehensive developmental models of consumer socialization from the market-
ing perspective. John based her model on a review of 25 years of research reported
in marketing and communication journals from 1974 to 1998. She conceptualized
three stages of development that are shown to vary in developmental sophistication
by age: perceptual (ages 3-7), analytical (ages 7-11), and reflective (ages 11-16).
Each stage of a child’s development is described in terms of orientation, complexity,
and perspective, and each of these aspects becomes increasingly abstract, complex,
and other-centered as children progress through the three stages. A simplified ver-
sion of the conceptual model is illustrated in the upper portion of Table 6.2. Applied
examples are shown in the lower portion of Table 6.2 based on John’s review of
literature.

Perceptual Stage

The perceptual stage (ages 3—7) is marked by a concrete orientation to objects in the
marketplace. Children may recognize brand names but will have little understanding

Table 6.2 Consumer sophistication as stages of socialization: A marketing perspective

Levels of Sophistication

Perceptual Analytical Reflective
Three stages (3-7 ages) (7-11 ages) (11-16 ages)
Concepts:
Orientation Concrete Abstract
Complexity Unidimensional Multidimensional
Simple Contingent (“If-then”)
Perspective Egocentric Multiple perspective
(own perspective) (in social context)
Applied examples
Knowledge regarding
Advertising e Believe ads are truthful, funny e Believe ads are biased and
and interesting sometimes deceptive
e Have a positive attitude toward e Have a skeptical attitude toward
ads ads
Products & brands e Have some brand name e Have substantial brand name
recognition and limited recognition and symbolism
symbolism savvy savvy
Knowledge & skill e Understand sequence of basic e Shopping scripts complex and
regarding shopping shopping script events contingent

Information search

Product evaluation

e Limited awareness of sources

e Based on perceptual attribute
assessment

Decision & purchase e Use of single attributes and

Negotiation
strategies

limited repertoire of strategies

e Contingent use of different
sources

e Based on functional, perceptual
and social attribute assessment

e Use of multiple attributes and
full repertoire of strategies

Adapted from John (1999)
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of their deeper symbolic meaning. The level of complexity at which they can
understand market concepts is also low. Further, children in the perceptual stage
approach consumer processes with an egocentric perspective. This impedes their
ability to negotiate for objects they want because they are unable to simultaneously
understand another’s perspective as well as their own.

Analytical Stage

The analytical stage (ages 7—11) involves movement toward more analytical thought
about concepts such as prices, advertising, and brands. Children in this stage begin
to analyze such concepts on multiple dimensions. As a result, they are more flexible
in their decision-making and purchasing strategies.

Reflective Stage

In the reflective stage (ages 11-16), children and adolescents build on their already-
present understanding of the marketplace by developing a more complex knowledge
of concepts such as pricing. These youth are able to evaluate advertising effectively
because they are aware of other people’s perspectives and motivations. Their interest
in developing a personal identity and in fitting in by conforming make them keenly
aware of the consumer environment. In this stage, there is substantial brand name
recognition and understanding of consumption symbolism.

Ages associated with each stage are clearly only approximate. The age ranges
within each stage are also fairly wide, so it is reasonable to expect variation in
maturity within each stage as well. Consistent with a marketing perspective, this
literature focuses on the point of purchase as the realm of primary importance in a
child’s consumer socialization.

Based on this information about children’s consumer knowledge, the media and
marketers have ample cause to focus their efforts on advertising to youth, who have
a direct and indirect influence in the consumer marketplace. McNeal (1999) asserted
that before children can walk, they have consumer clout that gradually grows until
age 8 or 9, when they become bona fide consumers. At these ages, apparel is their
fastest growing type of expenditure, not just money spent on treats as might be ex-
pected. Children’s fastest growing source of income has become earnings, second in
size only to allowances. American children now earn about one-third of their income
doing chores around the house and completing other responsibilities deemed impor-
tant by their parents. They spend about two-thirds of their $15 of average weekly
income, accounting for an aggregate annual expenditure in the United States that
approaches $28 billion annually. In addition, children directly influence over $187
billion of parents’ annual purchases and indirectly influence at least another $300
billion annually (McNeal, 1999). These figures are astonishingly large, and from a
marketing perspective, numbers alone provide sufficient reason to take advantage of
children as consumers. As McNeal put it, “Satisfying kids is the most fundamental
of all market efforts. It will keep a company in business in the fiercest of competition
because it will keep kids coming back—for the rest of their lives” (p. 11).
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In response to the marketing perspective, a smaller group of scholars takes the
position that these children are the future and that their consumer potential should
not be exploited. With the publishing of her book, Born to buy, Schor (2004)
sounded a warning voice. She notes that marketing to children and adolescents under
the guise of consumer socialization has promoted a consumer culture in America in
which children aspire to be rich and believe that the brands they wear define their
individual worth: “Children have become conduits from the consumer marketplace
into the household, the link between advertisers and the family purse” (Schor, 2004,
p. 11).

Schor (2004) conducted a survey of 300 fifth and sixth graders to examine chil-
dren’s involvement in the consumer marketplace. A consumer involvement scale
was developed to measure involvement in the marketplace and to evaluate its ef-
fect on child well-being. Conclusions from in-depth interviews and data analysis
affirmed that children who spend more time watching television and using other
media become more enmeshed in the consumer culture. The study found that high
consumer involvement was significantly associated with depression, anxiety, low
self-esteem, and psychosomatic complaints in children. Higher levels of involve-
ment also led to worsened relationships between parents and children. Thus, Schor
asserted that children who are psychologically healthy will be worse off if they
become involved in the consumer culture, and children with emotional problems
will be helped if they distance themselves from marketers and media messages.

Schools

Much of the research on schools and economic socialization has been focused
on understanding children and adolescents’ deviant or risk-taking behavior. Lévy-
Garboua et al. (2006) used a standard human capital model to understand the con-
nection between education and risk-taking behavior. In this model, they treated risky
behavior as disinvestment and education as joint human investment. This is a fea-
sible approach because education leads to both increased productive capacity and a
higher likelihood of avoiding risky behaviors that will diminish productive capacity
(Webley & Young, 2006).

Peers

Peers are an acknowledged socializing influence, yet little research exists on the
nature of their economic influence. Peer influence has been found to be particularly
relevant when other socialization contexts, especially the family, are weak (John,
1999). Adolescents who are highly connected to parents and peers fare the best,
while adolescents who report high levels of attachment to peers and low levels of
attachment with parents are at most risk for psychosocial difficulties (Nada Raja,
McGee, & Stanton, 1992). One of the key studies on the economic influence of
peers was conducted by Bachmann, John, and Rao (1993). They found that peer in-
fluence affects children’s attitude toward public luxuries but not private necessities.



6 Consumer Economic Socialization 95

Thus, they conclude that peer influence is tied to the understanding of consumption
symbolism.

Family

A substantial body of literature exists on the family’s role in the economic social-
ization of children (Rettig & Mortenson, 1986). Families operate as one of society’s
most salient economic socializing agents: they provide information networks, role
models, environments conducive to human development, and grants and exchanges
(Rettig, 1983). This section will review studies on the practice of giving allowances
and on the family’s role in transferring materialism, anxiety, the ability to delay
gratification, and financially prudent behaviors to children.

Allowances

A modest body of literature exits around the practice of giving allowances to chil-
dren. The consequences of this practice for the economic socialization of children
are of considerable interest to scholars and parents alike. There is a pattern of pre-
scriptive advice in the allowance literature that tends to be for or against certain
allowance practices. However, as others have noted (e.g., Marshall, 1964; Meeks,
1998; Miller & Yung, 1990; Mortimer, Dennehy, Lee, & Finch, 1994), this advice
tends to exceed the modest base of existing research which might have informed the
matter.

Early efforts to systematically identify differences between allowance and non-
allowance children met with limited success (Hollister, Rapp, & Goldsmith, 1986;
Marshall, 1964; Marshall & Magruder, 1960). More recent work has sought to ex-
amine allowance practices in a broader economic socialization context. This ap-
proach has resulted in richer conceptual accounts of allowance arrangements, such
as conditions of receipt, work obligations, dollar amounts transferred (Miller &
Yung, 1990), allowance experience, cash versus credit buying (Abramovitch, Freed-
man, & Pliner, 1991), and effects of allowance use on intrinsic and extrinsic work
values (Mortimer et al., 1994).

Miller and Yung (1990) identified two prominent allowance types used by parents
today: one earned and the other entitled. An earned allowance consists of family
money that is managed by a parent and transferred to a child on a regular basis. The
transfer is typically contingent on the child’s completion of chore assignments or
compliance with other behaviors deemed appropriate by the parent. In contrast, an
entitled allowance is characterized by a regular transfer of funds to the control of a
child for his or her basic support. Conceptually, the earned and entitled-allowances
have important differences. The earned allowance mirrors to a degree an employer—
employee arrangement of wages in exchange for services rendered, and failure to
comply with expectations typically results in decreased or discontinued payment
(Feather, 1991; Furnham & Thomas, 1984). In contrast to the earned allowance,
entitled allowances are not seen as payment for services rendered but as part of
a family’s obligation to share joint resources for needed living expenses (Feather,
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1991; Miller & Yung, 1990). Entitlement transfers can be likened to government
welfare payments that provide for the needs and desires of its members who are
unable to support themselves.

Following the lead of Miller and Yung (1990), several authors have begun to
move the allowance literature to a more conceptual level. They have theorized that
entitled allowances may be preferable to earned allowances, since entitlement avoids
the hierarchical character of paid employment. Entitlement also represents a greater
degree of trust than having to work for money, and children may feel more respon-
sible for the money they receive, make a greater effort to use it wisely, and become
relatively more economically socialized (Abramovitch et al., 1991; Feather, 1991;
Miller & Yung, 1990; Pliner, Freedman, Abramovitch, & Drake, 1996).

Although the literature has assumed that allowances are beneficial to children’s
economic socialization and that the type of allowance received is important, some
authors have suggested otherwise. Pliner et al. (1996) found that children whose
mothers had high economic expectations for them and who gave them warm, gen-
tle guidance had similar behaviors to children who were given allowances. Thus,
parental guidance and involvement in providing good socializing experiences—
rather than type of allowance—may be the most important influences on children’s
economic socialization.

Children’s Materialism

Several studies have found that parents influence children’s level of materialism. The
concept of materialism has been reviewed in the academic literature and described
in terms of its primary features by Richins and Dawson (1992). One of the ways they
describe materialism is as a value in which possessions and acquisitions are a central
measure of a person’s success and happiness in life. Kasser et al. (1995) found that
the late adolescent children of nurturant mothers tended to be like their mothers in
that they had nonmaterialistic and intrinsic values. In contrast, the children of cold
and controlling mothers tended to be more materialistic. Adolescents and mothers
from disadvantaged socioeconomic circumstances were found to be especially ex-
trinsically oriented, which is a trait associated with materialism. A later study by
Flouri (1999) examined adolescent materialism behavior for the effect of family
influences. Again, a mother’s materialism predicted her adolescent child’s materi-
alism. This research is beginning to demonstrate that families have an important
socializing influence on their children by transmitting values such as materialism
from one generation to the next.

Money Attitudes

A particularly interesting study (Allen et al., 2007) illustrates how anxiety and other
negative money attitudes can be transferred within families. Building on the work
of Anderson and Sabatelli (1990, 1992), two of the key variables were (1) the fre-
quency with which college students had imagined-interactions (pretend talk) with
their parents about money and (2) coalition communication, either parent to parent
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or parent to child, where at least one of the individuals is disconfirmed (shown dis-
respect and engaged in conflict as opposed to being shown respect, support, caring,
and empathy).

Consistent with previous research findings, Allen et al. (2007) found that more
frequent imagined interactions or pretend talk was highly correlated (r = 0.68)
with unpleasantness. Students who engaged in frequent pretend talk seemed to be
anticipating a future conversation with parents where there would be conflict and
lack of respect. Thus, pretend talk may be a way of coping with anxiety, specifically
anxiety resulting from power imbalance in family relationships and money matters.
Student pretend talk was observed to be less pleasant in families where parents
argued about money or in families with parent—child or parent—parent coalitions.
Sixty-eight percent of those who argued about money were coalition families with
a pattern of some members combining against another member. This study provides
a lens to understand how at least some negative money attitudes are created and
transferred from one generation to the next within the context of negative family
relationships. It is also a call for more research to inform the topic of positive and
negative money attitudes and familial relationships.

Delayed Gratification and Financial Prudence

Other studies have considered the family’s influence on children’s ability to delay
gratification. In both the economic and the economic psychology literature, delayed
gratification and self-control are frequently considered determinants of an individ-
ual’s rate of saving (Warnyard, 1999; Wood, 1998). Thus, delayed gratification has
been suggested as an explanation for success or failure in meeting long-term finan-
cial goals (Angeletos, Laibson, Repettro, Tobacman, & Weinberg, 2001). Webley
& Young (2006) tested this hypothesis using Dutch panel data. Results showed that
two parental behaviors were positively correlated with children’s saving behaviors:
discussing financial matters with their children, and a having a conscientious and
future-minded orientation. These parental behaviors had a weak but clear impact on
children’s economic behavior into adulthood.

Parents have also been found to influence children’s adoption of financially pru-
dent behaviors in early adulthood. In a study by Hibbert et al. (2004), financially
prudent behaviors in the family of origin were considered in terms of college stu-
dents’ levels of financial strain and their debt avoidance behaviors. Students who
reported higher frequencies of prudent behaviors in their family of origin tended to
experience lower levels of financial strain. Their analysis concluded that parents had
a modest but favorable influence on the financial well-being of the next generation
to the extent that they modeled financial prudence (by living within their means,
saving money, paying bills on time, and avoiding unnecessary debt).

Although the exact pathways through which families influence children’s social-
ization are unclear, research has documented this influence in areas such as mate-
rialism, anxiety, ability to delay gratification, and financial prudence. Based on the
limited research to date, it seems clear that families have an important role in the
economic socialization of the next generation.
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These socializing agents—culture, media, schools, peers, and family—are broad
external influences on economic socialization. They work, along with children and
adolescents’ natural developmental tendencies, to create their unique understanding
of the consumer marketplace and the economic world in which they live.

Conclusion

This chapter has reviewed the typical ages at which youth become developmentally
capable of learning a variety of economic concepts. Future research should continue
to build knowledge of the stages in which economic socialization occurs and the
external factors that influence this development.

Over a lifetime, today’s youth are likely to make allocation decisions that direct
the use of several million dollars in the economy. How well youth make these al-
locations will depend to a considerable degree on their preparation to assume adult
roles. Relatively few concepts critical to that preparation have been examined in
the research to date, and those that have been examined apply mainly to children,
some to adolescents, and fewer to emerging adults. Furthermore, existing research
has focused on socialization through the transfer of cognitive knowledge. Far less
research has been devoted to socialization through the transfer of values, attitudes,
and aspirations. Hence, these content areas represent tremendous opportunities for
further research.

Other content areas urgently need further research. One of these is the growing
incidence of materialism and associated credit card misuse. College students are
especially at risk (Roberts & Jones, 2001). They are members of a credit card gen-
eration and a growing consumer culture that avidly pursues goods and services for
nonutilitarian reasons including status, envy provocation, and pleasure (Belk, 1988).
These students have grown up in a credit card society where debt is used freely
to facilitate consumer spending, contributing to a record number of bankruptcies.
Students with high levels of consumer debt earn poorer grades, experience higher
dropout rates, suffer higher rates of depression, and work more hours to pay bills.
They also have poorer credit ratings, which result in decreased employment oppor-
tunities and decreased ability to secure student loan funding for graduate education.
Hayhoe, Leach, Turner, Bruin, and Lawrence (2000) and a number of other schol-
ars have concluded that beginning in junior high school, students need to receive
instruction on responsible credit use.

Accordingly, socialization research is needed to inform existing financial educa-
tion and to aid in the development of new curricula. Researchers and educators need
to identify critical concepts to be taught and how and when to teach them. From
childhood through the emerging adult years, children’s preparation for adult eco-
nomic responsibility needs to occur in ways that compliment their developmental
readiness. Their preparation needs to begin early, but not in ways that rob them of
their childhood. Parents and families have a comparative advantage as purveyors of
knowledge in some areas; professionals and public institutions are more suited for
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others. The quest for what should be taught, how, when, and by whom raises tough
questions which will require both qualitative and quantitative methods as well as
survey and experimental approaches to gathering data.

Finally, researchers should recognize that economic socialization is not just about
cognitive competence in the consumer economys; it is also about values, attitudes, as-
pirations, and experiences that enable youth to successfully assume adult roles (Lunt
& Furnham, 1996). Youth will not become adults who make a net contribution to
their community and economy if they are only consumers—their consumption needs
to be carried out in ways that harmonize with and amplify their roles as involved and
contributing citizens.
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Chapter 7
E-banking

Jinkook Lee, Jinsook Erin Cho, and Fahzy Abdul-Rahman

Abstract Based on the 2004 Survey of Consumer Finances (SCF), this study
identifies consumer segments left out in the adoption of e-banking technologies,
such as ATMs, debit cards, direct deposits, and direct payments. While variations
exist for each different type of e-banking technology, e-banking laggards tend to be
older, less educated, divorced or separated, and less affluent. We also compare data
from the 2004 SCF with data from 1995 to examine whether significant changes
exist in the determinants of e-banking adoption over this 10-year period and report
how the demographics of e-banking adoption have changed over time.

E-banking refers to the process or service that allows a bank customer to perform
financial transactions via electronic media without necessarily requiring a visit to
a brick-and-mortar banking institution, such as the use of an automated teller ma-
chine (ATM), debit card, direct deposit, direct payment, or some other form of funds
transfer. These services offer consumers a great deal of convenience and save time
when managing financial matters, and also lower costs by way of reduced service
charges (Lee & Lee, 2000).

The first application of electronic banking took place in 1969, when Chemical
Bank placed a cash dispenser at a branch in Queens, New York (Drennan, 2003).
Subsequently, many other banks joined in to experiment with various forms of e-
banking services. While some disappeared after the introduction stage (e.g., smart
cards), some e-banking technologies blossomed over time (e.g., ATMs).

In the late 1990s, e-banking embraced a new wave of technology innovation, the
Internet. Incorporation of the Internet improved the benefits of existing e-banking
services. In particular, it greatly enhanced the consumer’s ability to manage informa-
tion. Financial transactions made by ATM, direct deposits and payments, and debit
card transactions are recorded and verified instantly from a distant location via the
Internet, which further reduces the need for brick-and-mortar banking institution
visits. Now, e-banking is viewed as a sustainable innovation in its maturity stage,
reaching to the late majority in the diffusion process.

J. Lee

Department of Consumer Sciences, Ohio State University, 1787 Neil Avenue, Columbus,
OH 43210, USA

e-mail: lee.42 @osu.edu

J.J. Xiao, (ed.), Handbook of Consumer Finance Research, 105
© Springer 2008



106 J. Lee et al.

It is important to note, however, that there are still about 20 % of households in
the United States that have not adopted even the most popular form of e-banking
technology, ATM banking (Lee & Lee, 2000). Furthermore, from early 2000 to
date, the size of non-adopters has grown steadily, rather than shrinking over time
(Mester, 2006). It may be the case that these non-adopters opt not to use e-banking
due to some rational risks associated with e-banking, such as privacy and security
concerns. Or, a particular consumer segment is still left out of e-banking due to
his/her disadvantageous social and economic position in society. If the latter is the
case, efforts must be made to reach out and educate these consumers in order to help
them enjoy the convenience and other benefits of e-banking services.

In this study, we investigate the demographic and social profile of e-banking non-
adopters. In so doing, we use the 2004 Survey of Consumer Finances and focus on
adoption rates of the most widely available of e-banking technologies: ATMs, debit
cards, direct deposit and direct payment transactions. Further, this study compares
the profiles of non-adopters between two periods that are 10 years apart (specifically,
1995 and 2004) and examines changes in terms of adoption rates of a particular
technology as well as the characteristics of non-adopters.

Literature Review

The banking industry is on the forefront of adopting innovation, both to reduce
the costs of bank operations and to improve services to customers. During the
1950s, when the computerization of business transactions was in its infancy, Bank of
America initiated an effort to automate the banking system, which included ERMA
(electronic recording method of accounting computer processing system) and MICR
(magnetic ink character recognition) (Bellis, 2003). These systems computerized
manual records as well as checks processing, account management, and electroni-
cally updated and posted checking accounts. Technology innovation in the banking
industry further accelerated during the 1960s and 1970s, with particular focus on
moving away from manual and paper recording to electronic and paperless transac-
tions. Indeed, technology has transformed the way banks offer financial services to
U.S. consumers.

However, consumers adoption of banking technologies had been rather slow up
until about 10 years ago. While electronic banking has been available for some 35
years in various forms, it was only after the late 1990s that it became so clearly
visible to consumers. Infact, a study by Lee and Lee (2000) with the Survey of
Consumer Finances shows that even in 1995, consumer adoption of banking tech-
nologies was not to the extent that the industry had thought it would be and that those
who adopt e-banking technologies still have the characteristics of innovators. From
the late 1990s and forward, however, a U.S. consumer’s usage of e-banking tech-
nology rose substantially. For example, according to First Data Survey, five out of
every six ATM/debit cardholders surveyed used their ATM/debit card at least once
in the 30 days prior to the survey in 2003, while about 80 % of U.S. consumers used
at least one form of e-banking technology (Bucks, Kennickell, & Moore, 2006).
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Direct deposit activities also increased drastically, thanks in part to the U.S. De-
partment of Treasury’s 1999 EFT initiative. In 2003, nearly four-fifths of Social
Security recipients had their benefits deposited directly into their bank accounts and
one-half of employees used direct deposit for their paychecks (McGrath, 2005).

Another significant form of e-banking technology that gained great popularity in
recent times is online banking and online bill payment. By 2006, about 12 % of all
U.S. checking account holders took care of their financial transactions each month
with their mouse (Bielski, 2007); by 2010, about half of U.S. households will pay
at least one bill online.

Adoption of E-banking Technologies

There have been two distinct theoretical approaches to understanding consumers’
adoption of banking technologies. The first approach is to focus on consumer char-
acteristics linked to the amount of time he/she takes to adopt or acquire innova-
tion. The second approach is to examine consumer technology adoption by way
of consumer predispositions, such as overall feelings, attitudes, perceptions, and/or
intentions toward using a given technology.

The most influential research model that concerns the first approach is the dif-
fusion of innovation (DI), a conceptual framework that is formalized by Rogers
(1965). DI posits that innovations spread through society in an S-curve, as early
adopters select the innovation first, followed by the majority, until a technology
or innovation becomes common. DI is also a cumulative model in that the total
number of people who accept innovation only increases over time. Bass (1969) fur-
ther refines DI by conceptualizing the adoption of an innovation as the probability
of adopting an innovation at any point in time. Thus, Bass’ model recognizes the
existence of non-adopters, even at the maturity stage of a new technology, while
Rogers’ model assumes that all consumers will eventually adopt the innovation as
it moves through its product life cycle. The DI model also includes five characteris-
tics of innovation that influence consumer acceptance. These are: relative advantage
(i.e., the benefit of an innovation is greater than what it is replacing), compatibility
(i.e., an innovation fits into a specific society), simplicity (i.e., an innovation is easy
to understand and use), communicability (i.e., the benefit of using an innovation
is visible and communicated), and trialability (i.e., an innovation can be tried be-
fore purchase). The extent to which innovation satisfies these five qualities deter-
mines the likelihood and also the speed of innovation. The DI framework is well
incorporated into a present understanding of consumer bank technology acceptance
(e.g., Dabholkar, 1996; Daniel, 1999; Howcroft, Hamilton, & Hewer, 2002; Lee &
Lee, 2000; Lockett & Littler, 1997).

The most notable research model that concerns the second approach is the tech-
nology acceptance model (TAM). The TAM, which is proposed by Davis (1989),
extends the theory of reasoned action (TRA) to the adoption of computers in the
workplace. First, it assumes that the relationship between attitude toward behavior
and behavioral intention is established in TRA. Thus, a prospective user’s overall
feelings or attitudes toward using a given technology-based system or procedure



108 J. Lee et al.

represents major determinants as to whether or not he/she will ultimately use the
system (Davis, 1989). This model also incorporates the idea that ease of use and
perceived technology usefulness are critical constructs that influence an individual’s
attitude toward using the innovative technology.

Recent empirical work related to diffusion of technological innovations ex-
pands use of the TAM model to include demographics (Gefen & Straub, 1997;
Jayawardhena & Foley, 2000; Karjaluoto, Mattila, & Pento, 2002; Mick & Fournier,
1998; Taylor & Todd, 1995) and other perceptual variables, such as perceived risk
(Cunningham, Gerlach, & Harper, 2005; Meuter, Ostrom, Roundtree, & Bitner,
2000), self-efficacy (Agarwal & Karahanna, 2000; Walker, Craig-Lees, Hecker, &
Francis, 2002), and need for interaction (Dabholkar & Bagozzi, 2002).

Consumer Characteristics Associated with Adoption
of E-banking Technology

Identifying consumer profiles associated with the adoption of technology is a central
issue of studies that are based on the DI model more so than the TAM model. DI
assumes that those who adopt technologies in the early stage of the life cycle differ
from those who adopt it in its maturity stage in certain distinctive characteristics.
For instance, those who adopt innovation in its introduction stage tend to be venture-
some, gregarious, and have a high propensity for risk (Lassar, Manolis, & Lassar,
2005). These individuals also tend to have multiple sources of information. Further,
Lee and Lee (2000) find that non-adopters of banking technology are less likely to
have communication with professional information providers and to communicate
with friends and family.

Demographics are also arguably related to technology adoption, although empir-
ical results are somewhat mixed. The most prominent and consistent factors associ-
ated with technology adoption include income and education. High income and edu-
cation increase the likelihood of technology adoption (Daniel, 1999; Jayawardhena
& Foley, 2000; Karjaluoto et al. , 2002; Kolodinsky, Hogarth, & Hilgert, 2004;
Lee & Lee, 2000; Lee, Lee, & Schumann, 2002). Specifically, with regard to bank-
ing technologies, consumers with above average income and at least some high
school education are more likely to use e-banking services than those with below
average income and less than a high school education (Kennickell & Kwast, 1997,
Klee, 2006; Stavins, 2002; Taube, 1988).

The effects of education and income on technology adoption appear to hold true
for international consumers as well. For instance, Mattilia, Karjaluoto, and Pento
(2003) find that household income and education predict whether or not consumers
in Finland adopt Internet banking. Also, Sathye (1999) indicates that educated and
wealthy consumers are among those most likely to adopt Internet banking in Aus-
tralia.

Studies also find that age is related to innovation adoption, as younger persons are
generally more likely to adopt (Karjaluoto et al. , 2002; Lee et al. , 2002; Zeithaml &
Gilly, 1987). We note, however, that the effect of age appears to vary across different
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types of banking technologies. For instance, respondents over the age of 65 are the
least likely to adopt phone banking and PC banking. Those in their middle age
are less likely to adopt PC banking, versus the youngest group of consumers, aged
35 and below. Studies also report that while elderly consumers were less likely to
adopt ATM usage (Gilly & Zeithaml, 1985; Lee & Lee, 2000; Taube, 1988), they are
more likely to use EFT (electronic fund transfer) than younger consumers (Lee &
Lee, 2000).

The effect of gender is barely noticeable in terms of technology adoption in
general (Kolodinsky et al., 2004; Taylor & Todd, 1995), although a few studies
report that men tend to adopt computer-related technologies more often than women
(Gefen & Straub, 1997). Some also argue that the effect of gender is mitigated by
marital status. Since many married couples have jointly held banking accounts, e-
banking adoption may be related to the combination of marital status and gender,
with married couples more likely to adopt these innovations than either single males
or single females (Kolodinsky et al., 2004).

Race is not often incorporated in adoption studies, and the few that examine the
effect of race show mixed results. For instance, Lee and Lee (2000) report that for
direct bill payments, minorities are less likely to have already adopted the technol-
ogy than non-Hispanic whites. Kolodinsky et al. reports that minorities are more
likely to adopt or intend to adopt banking technology, than whites.

The opposite descriptions of innovators delineate the general profile of non-
adopters, or laggards. Specifically, laggards tend to be less educated and have lower
incomes; they are rather isolated in terms of social networks and are less likely to
communicate with professional information providers than innovators, such as read-
ing magazines and/or third party experts that are expected to provide consumers with
exposure to innovations (Dickerson & Gentry, 1983; Gatignon & Robertson, 1985;
Gilly & Zeithaml, 1985; Kennedy, 1983; Lee & Lee, 2000; Midgley & Dowling,
1978; Zeithaml & Gilly, 1987).

As indicated, the aim of this study is to identify the characteristics of e-banking
technology laggards, concerning ATM, debit card, direct deposit, and direct pay-
ment usage. We also examine whether and how the characteristics of non-adopters
changes over the recent 10-year period. As technology moves through its diffusion
curve, the profile of adopters/non-adopters tends to change. Specifically, the effects
of variables that characterize innovators on adoption behaviors tend to lessen as the
innovation diffuses into the larger population (Mester, 2000).

Methods

Data

We employ the 1995 and 2004 Surveys of Consumer Finance (SCF) for this study.
The SCF is a triennial survey sponsored by the Federal Reserve Board with the
cooperation of the Statistics of Income Division of the Internal Revenue Service
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(Bucks et al. , 2006). It is designed to provide detailed information on U.S. fami-
lies’ balance sheets, their use of financial services, and demographics. For the 2004
SCF survey, 4,522 households were interviewed by the National Opinion Research
Center at the University of Chicago between July and December. Likewise, 4,299
households were interviewed for the 1995 survey. This survey covers financial situa-
tions, demographic factors, financial attitudes, assets owned, labor participation, and
liability conditions. Households are encouraged to refer to their financial documents
and records to complete the survey.

The SCF collects information on the number of financial institutions with which
a respondent (or the respondent’s family member living in the same household)
currently has accounts or loans or regularly does personal financial business. Finan-
cial institutions include banks, savings and loans, credit unions, brokerages, loan
companies, and so forth, but not institutions where consumers only have credit cards
or business accounts. In this study, only the respondents who are affiliated with at
least one financial institution are included in the sample, since consumers who have
no financial affiliation cannot make electronic financial transactions.

Dependent Variables

The probability of a consumer’s adoption of e-banking technologies is employed
as a set of separate, dependent variables. First, the dependent variables include a
set of binary variables that indicate whether or not a respondent has adopted each
of the four electronic banking technologies: ATMs, debit cards, direct deposit, and
direct payment. We did so given that the effects of explanatory variables could vary
across different types of electronic services. We note that, while significant and
increasingly noticeable, Internet banking is not included in our data analysis, as the
current data sets do not contain comprehensive information concerning consumers’
online banking behaviors.

For bivariate analysis, we focus on examining the characteristics of households
with financial institutions who have not adopted each of the four e-banking tech-
nologies (1=did not adopt, O=adopted). For multivariate analysis, we study the
characteristics of households with financial institutions who have not adopted each
of the four e-banking technologies (1=adopt, 0=did not adopted).

Explanatory Variables

The following variables are included as explanatory variables: education, income,
age, communication patterns, and other demographic variables, such as gender of
household head, race, and martial status.

Education. To reduce potential multicollinearity with income and financial asset
variables, as well as to examine potential non-linearity of educational impact, a
set of dummy variables is included with high school graduates, or equivalent, as
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the base. Other categories include: less than high school education, some college,
bachelor’s degree, and graduate degree.

Income. To reduce heteroskedacity (unequal variance of the disturbances), the
natural logarithm of the reconciled annual total household income before taxes is
employed.

Age. The respondent’s age is coded as a continuous variable.

Communication patterns. A set of two binary variables is employed to identify
consumers’ communication patterns in acquiring financial information: communi-
cation with professional information providers and personal sources (1=communi-
cated, 0=did not communicate). Communication with professional information
providers includes reading magazines and newspapers and consulting with finan-
cial planners, accountants, or bankers, while communication with personal sources
includes consulting with family and friends.

Other Demographics. The following demographic variables are included: female-
headed household, race—ethnicity, and marital status. For household head gender,
male is used as the base. Respondents’ race is categorized into Hispanics, blacks,
other non-whites, and non-Hispanic whites (base). Marital status is a set of binary
variables: divorced or separated, widowed, never married, and married or living with
a partner (base). Table 7.1 presents a detailed description of the variables employed.

Table 7.1 Description of variables

Variables Description
Adoption of innovation
ATM = 1 adopted ATM, O otherwise
Debit card = 1 adopted debit card, 0 otherwise
Direct deposit = 1 adopted direct deposit, 0 otherwise
Direct payment = 1 adopted direct payment, O otherwise
Any of the above = 1 adopted ATM, debit card, direct deposit, direct
payment, or smart card, 0 otherwise
Education
Less than high school =1 if years of education < 12 and no GED, 0 otherwise
High school/GED =1 if respondents report a high school diploma or passed
GED, 0 otherwise; omitted category
Some college =1 if years of education > 12 and < 16 but no BS, 0
otherwise
Bachelor’s degree =1 if a college degree is earned, O otherwise
Graduate degree =1 if years of education > 16, 0 otherwise
Income Log of annual total household income
Age Age of reference person
Communication with professional = 1 if reads books/magazines or consults with financial
information providers planners, bankers, accountants, or other experts, 0
otherwise
Communication with personal = 1 if talks with family or friends, O otherwise
information providers
Demographics

Female-headed household =1 if female head, O otherwise
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Table 7.1 (continued)

Variables Description
Race—ethnicity
Hispanic =1 if Hispanic, O otherwise
Black =1 if black, 0 otherwise
Other non-white =1 if other non-white, 0 otherwise
Non-Hispanic white =1 if non-Hispanic white, O otherwise; omitted category
Martial status
Divorced/separated =1 if divorced or separated, 0 otherwise
Widowed =1 if widowed, O otherwise
Never Married =1 if single, never married, O otherwise
Married =1 if married or living with partner, O otherwise; omitted
category
Data Analysis

In order to analyze the extent of consumers’ adoption of electronic banking tech-
nologies, we employ descriptive statistics, which examine the extent to which con-
sumers adopt each of the four electronic banking technologies. To examine individ-
ual group differences, we conduct pair-wise tests and adopt Bonferroni adjustments
to reduce the type 1 error.

To investigate the effects of potential determinants on consumers’ adoption of
financial innovation, we estimate the probability of consumers’ adoption of each of
the four e-banking technologies, using the 2004 SCF. Given that all of the dependent
variables are binary, probit or logit analysis is appropriate. We thus employ logistic
analyses. Using the RII (repeated imputed inference) technique, estimates are de-
rived from all implicates, and the variability in the data due to missing values and
imputation is incorporated in the estimation.

Then, we compare the determinants of adoption of e-banking in 2004 with those
of 1995, using both 1995 and 2004 SCF. By estimating a full interaction model with
the year of data collected (1995 versus 2004), we examine whether the effect of
each explanatory variable on adoption changes from 1995 to 2004. In developing
the full interaction model, we first create a year dummy, indicating in which year
the data were collected, and create interaction terms between year dummy and the
set of explanatory variables. T -test statistics for each parameter estimates of the
interaction terms then indicates whether the effect of the explanatory variable is
statistically different between the two time periods.

Results

The Extent of E-banking Technology

Table 7.2 summarizes the extent to which respondents adopt each e-banking tech-
nology in 2004, with a comparison to those in 1995. In 2004, the ATM is found to
be the most diffused electronic service, followed by direct deposit. Debit cards and
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Table 7.2 Non-adopters of electronic banking technologies (1995 and 2004 SCF)

1995 (%) 2004 (%)
ATM 33.1 22.5
Debit card 80.8 38.1
Direct deposit 49.2 25.8
Direct payment 76.3 50.6

direct payment services come next. Still, 22.5 % of the respondents report not having
used an ATM and about 25.8 % of respondents indicate never having used direct
deposit service. For debit cards and direct payment, 38.1 and 50.6 % of respondents
report not having used the technologies, respectively.

Demographics of Laggards

The demographic profiles of e-banking technology adopters and laggards are pre-
sented with bivariate statistics in Table 7.3. First, e-banking laggards tend to have a
lower level of education as compared to adopters. This trend is consistent across all
e-banking services, particularly with regard to direct payments. In the case of ATM
usage, only about 12.9 % of consumers with bachelor’s degrees had not adopted
ATMs, whereas about 42.3 % of consumers with less than a high school education
had not adopted ATMs. In fact, ad hoc tests of multiple pair-wise comparisons with
Bonferroni adjustment reveal that, across different e-banking technologies, having
at least some college education creates significant differences in consumer adoption
of electronic financial services as compared to having a high school or equivalent
education.

We also find that e-banking laggards are less likely to have communication with
professional information providers. For example, 20.7 % consumers who had com-
municated with financial professionals had not adopted ATMs, whereas 26.5 % of
consumers who had not communicated with financial professionals had not adopted
ATMs. The differences are also significant for debit cards, direct deposit, direct
payment, and smart card usage. Communication with friends or family members
also shows a significant difference in consumers’ adoption of most e-banking tech-
nologies, with the exception of debit card usage.

Electronic financial services laggards appear less affluent than adopters of all five
financial innovations. For example, the mean and median annual household income
of non-adopters of debit cards is $68,460 and $35,000, respectively, compared to
$71,474 and $49,000 for adopters. Households with an annual income of less than
$30,000 are significantly less likely to adopt electronic financial services in general.

Determinants of E-banking Adoption Varying Across
Different Technologies

To identify the profile of laggards varying across different banking technologies, we
employ logistic regressions. Table 7.4 summarizes the results.
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Table 7.3 Non-adoption rate of five electronic banking technologies across demographic charac-
teristics (2004 SCF)

Direct Direct
Explanatory variables ATM Debit cards  deposit payment
Education
Less than high school 42.26 59.75 36.40 71.39
High school or equivalent 27.66 41.72 32.62 55.41
Some college 18.56 28.54 25.29 51.07
Bachelor’s degree 12.85 29.80 18.40 40.29
Graduate degree 14.61 38.71 13.73 36.47
Chi-square statistics 717.90%** 557.28*** 614.35%* 795.59%**
Communication with professional
information providers
Yes 20.74 35.16 24.20 46.96
No 26.52 45.08 29.40 58.93
Chi-square statistics 122.427%* 105.45%** 41.16"** 172.23%**
Communication with personal
sources
Yes 17.85 35.57 21.38 43.74
No 23.42 38.65 26.65 51.93
Chi-square statistics 67.58** 0.92 46.23%** 60.65**
Household income
Less than $30,000 34.81 49.55 35.64 68.12
$30,000-$44,999 21.99 36.00 30.47 50.04
$45,000-$69,999 19.04 32.74 20.98 45.80
More than $70,000 10.76 29.87 14.77 33.62
Mean (adopters) $76,955.24  $71,47429  $76,421.23 $85,527.25
Mean (non-adopters) $47,453.83  $68,459.40  $52,782.27 = $55,452.74
Median (adopters) $48,000 $49,000 $49,000 $54,000
Median (non-adopters) $28,000 $35,000 $30,000 $33,000
F value 5.22% 9.79** 0.92 3.61
Age
18-29 10.05 19.11 40.46 59.39
3044 11.35 23.65 30.31 46.77
45-54 15.58 33.24 28.20 48.56
55 or older 40.60 60.02 14.31 51.04
Mean (adopters) 46.45 44.60 52.07 4991
Mean (non-adopters) 61.58 58.37 43.46 49.79
Median (adopters) 45 43 50 48
Median (non-adopters) 64 58 43 48
F value 104.36™** 44,84 40.29%** 0.29
Marital status
Married/living with partner 19.56 34.49 24.97 46.88
Separated/divorced 16.76 35.65 18.14 45.55
Widowed 50.14 66.65 15.23 57.94
Never married 16.91 31.61 39.08 58.93

Chi-square statistics 703.82%* 378.73% 367.74* 192.34**
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Table 7.3 (continued)

Explanatory variables

Race
Non-Hispanic whites
Blacks
Hispanics
Others
Chi-square statistics
Female-headed household
Yes
No
Chi-square statistics

* < .05, < .01, ™ < .001

ATM Debit cards
23.18 39.68
21.92 34.02
18.17 30.59
19.71 37.59

3.77 201.41%**
27.63 41.03
20.52 37.03
78.26%** 26.89%*

Direct
deposit

22.84
28.20
47.20
28.16
445.68"**

27.60
25.06
29.41%
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Direct
payment

47.10
61.43
65.17
49.80
370.48**

57.87
47.76
184.89%**

Table 7.4 RII (repeated imputed inferences) results of logistic regression of adoption of electronic

financial services (2004 SCF)

Explanatory/dependent variables

Intercept
Education (high school graduate as
base)
Less than high school
Some college
Bachelor’s degree
Graduate degree
Income (Log)
Communication with professional
information providers
Communication with personal sources
Age
Race (white as base)
Hispanic
Black
Other
Marital status (married as base)
Never married
Widowed
Divorced/separated
Female-headed household
—2 log likelihood
Degree of freedom

* < .05, < .01, ™ < .001

ATM
2.894*

—0.265
0.247
0.685**
0.843%*
0.074**
0.174

0.214
—0.053"*

0.075
0.052
—0.250

0.373*
—0.098
—0.502**
0.158
3841.66**
15

Debit card
3.980***

—0.593***
0.409***
0.306**
0.005
—0.120"*
0.230**

—0.018
—0.050"*

0.245*
0.231
—0.290

0.082
—0.190
—0.599"*
0.215*
5246.50™**
15

Direct
deposit
—1.093***

—0.258
0.370**
0.623***
0.562%*
0.055*
0.142

0.105
0.022%*

0.134
—0.541%
~0.216

0.380**
0.398*
—0.271*
—0.057
4736.70***
15

Direct
payment

—0.458

—0.460*
0.115
0.443%**
0.532%*
0.024
0.290%**

0.084
—0.002

—0.341*
—0.490"*
—0.027

0.089
0.016
—0.273*
—0.179
5816.35"**
15
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For ATMs, the more educated a consumer, the more likely he/she is to adopt
ATM usage. We also find that older consumers and divorced/separated consumers
are less likely to adopt ATM usage. However, communication with a professional
information provider and personal sources does not have any significant effect. As
ATMs are an older technology, awareness is no longer an issue.

Concerning debit cards, we find that education of less than high school, old
age, low income, and widowed, all have negative effects on the adoption of debit
cards. On the other hand, at least some college education, communication with a
professional source, Hispanic, and female household heads, all have significant and
positive effects on debit card adoption.

For direct deposit, at least some college education, older, higher income, and
marital status of never married and widowed, all have positive and significant effects
on adoption. However, blacks and divorced respondents are significantly less likely
to adopt direct deposit.

For direct payment, college and graduate degree education and communication
with a professional information provider have positive and significant effect on
adoption. Among the four banking technologies we examine, direct payment is the
newest technology, which may still garner benefits from the advertisements of finan-
cial institutions. On the other hand, consumers who have education of less than high
school, are Hispanic, black, and divorced/separated are less likely to adopt direct
payment.

Changes in the Determinants of E-banking Adoption

To investigate specific changes in the determinants of consumers’ e-banking adop-
tion, a set of logistic regressions is conducted for different types of e-banking tech-
nologies both with 1994 and 2005 data sets. Results are presented in Tables 7.5-7.8.

First, Table 7.5 presents the differences in the determinants of ATM adoption
from 1995 to 2004. We find that the more affluent the household, the more likely
the use of ATMs in 2004, whereas household income is found not to be significantly
associated with ATM adoption in 1995.

Table 7.6 presents the differences in consumers’ adoption of debit cards. As can
be seen, in 1995, household heads with graduate degrees are more likely to adopt
debit card usage than high school graduates, but such difference disappears in 2004.
Regarding income, we do not find any significant impact of income in 1995, but in
2004, income is negatively associated with adoption of debit cards, suggesting that
the less affluent are more likely to adopt debit cards. Regarding race and ethnicity,
we find that Hispanics are more likely to adopt debit cards than non-Hispanic whites
in 2004, while adoption of debit cards does not show any difference between His-
panics and non-Hispanic whites. On the other hand, other racial and ethnic groups
are less likely to adopt debit cards than non-Hispanic whites in 1995, but such differ-
ence disappears in 2004. Finally, we find that female-headed households are more
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Table 7.5 Comparison of ATM adoption: 1995 versus 2004

Explanatory/year 1995
Intercept 1.5227%
Education (high school graduate as
base)
Less than high school —0.267*
Some college 0.431%
Bachelor’s degree 0.701**
Graduate degree 0.996***
Communication with professional 0.337%
information providers
Communication with personal 0.062
sources
Age —0.033***
Income (Log) 0.037
Race (white as base)
Hispanic 0.226
Black 0.011
Other —0.017
Marital status (married as base)
Never married 0.250
Widowed —0.215
Divorced/separated —0.393%
Female-headed household —0.051

*<.05, " <.01, **<.001

2004
2.894**

—0.265
0.247
0.685***
0.843%*
0.174

0.214

—0.053**
0.074*

0.075
0.052
—0.250

0.373*
—0.098
—0.502**
0.158
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B199s # Bioos

0.1605

—0.1868
—0.0521
—0.3009
—0.1689

0.2245

—0.0146
0.1289**

—0.0399
0.2503
—0.1086

0.2485
0.0798
0.0887
0.2446

* Chi-square statistics, testing interaction terms between independent variables x year

Table 7.6 Comparison of debit card adoption: 1995 versus 2004

Explanatory/year 1995
Intercept —1.067**
Education (high school graduate as
base)
Less than high school —0.122
Some college 0.449**
Bachelor’s degree 0.531%*
Graduate degree 0.691***
Communication with professional 0.249*
information providers
Communication with personal —0.118
sources
Age —0.027**
Income (Log) 0.036
Race (white as base)
Hispanic —0.051
Black 0.546*

Other —0.716*

2004
3.980"*

—0.593***
0.409*
0.306*
0.005
0.230*

—0.018

—0.050"**
—0.120"*

0.245*
0.231
—0.290

:31995 7é 53004

0.0664
0.2763
—0.2167
—0.9061***
0.0627

0.2881

—0.0039
0.1748***

0.7813**
—0.0437
0.7492*
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Table 7.6 (continued)

Marital status (married as base)

Never married 0.022 0.082 0.2333

Widowed —0.071 —0.190 —0.4268

Divorced/separated —0.005 —0.599%* —0.0668
Female-headed household —0.108 0.215* 0.7448**

*<.05, *<.01, **<.001
# Chi-square statistics, testing interaction terms between independent variables x year

likely to adopt debit cards than male-headed households in 2004, but such difference
is not noted in 1995.

Regarding the adoption of direct deposits, we find that income is the only ex-
planatory variable that shows different patterns of influence from 1995 to 2004
(Table 7.7). In 1995, income does not show any statistical significance in the adop-
tion of direct deposits. However, in 2004, we find that high-income households are
more likely to adopt direct deposits than households with less income. Age is the
only factor that influences the adoption of direct payment differently from 1995 to
2004 (Table 7.8). While younger households are more likely to adopt direct pay-
ments than older households in 1995, such age effect disappears in 2004.

Table 7.7 Comparison of direct deposit adoption: 1995 versus 2004

Explanatory/year 1995 2004 B199s # Bioos
Intercept —1.317" —1.093"**
Education (high school graduate as
base)
Less than high school —0.392* —0.258 0.1434
Some college 0.209* 0.370 ** 0.2226
Bachelor’s degree 0.434** 0.623** 0.1369
Graduate degree 0.663*** 0.562%** —0.1706
Communication with professional 0.119 0.142 0.0410
information providers
Communication with personal 0.107 0.105 —0.0004
sources
Age 0.023%*** 0.022%** —0.0002
Income (Log) —0.025 0.055* 0.0964***
Race (white as base)
Hispanic 0.062 0.134 —0.0137
Black —0.217 —0.541" —0.4336
Other —0.161 —0.216 —0.0867
Marital status (married as base)
Never married 0.213 0.380* 0.2233
Widowed 0.293* 0.398* —0.0571
Divorced/separated —-0.217 —0.271* —0.0754
Female-headed household 0.178 —0.057 —0.1114

*<.05, *<.01, *™*<.001
4 Chi-square statistics, testing interaction terms between independent variables x year
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Table 7.8 Comparison of direct payment adoption: 1995 versus 2004

Explanatory/year 1995 2004 B1995 # Booa
Intercept —1.265* —0.458
Education (high school graduate as
base)
Less than high school —0.244 —0.460™* —0.1632
Some college 0.164 0.115 —0.0849
Bachelor’s degree 0.296* 0.443*** 0.0266
Graduate degree 0.487*** 0.532%** —0.1012
Communication with professional 0.167* 0.290*** 0.1613
information providers
Communication with personal —0.008 0.084 0.0992
sources
Age —0.011"* —0.002 0.0125**
Income (Log) 0.049* 0.024 0.0319
Race (white as base)
Hispanic —0.656™* —0.341* 0.3320
Black —0.621* —0.490* 0.1749
Other —0.069 —0.027 0.0716
Marital status (married as base)
Never married 0.169 0.089 —0.0354
Widowed —0.095 0.016 0.0166
Divorced/separated —0.392* —0.273* 0.2373
Female-headed household —0.013 —-0.179 —0.0594

# Chi-square statistics, testing interaction terms between independent variables x year
*<.05, *<.01, **<.001

Discussion and Implication

Based on the theoretical framework of innovations diffusion, we investigate con-
sumer characteristics of e-banking technology laggards with data from the 1995 and
2004 Surveys of Consumer Finance (SCF). While some variations exist for different
types of e-banking technology, e-banking laggards tend to be older, less educated,
have less income, and divorced/separated than adopters of e-banking. The overall
profiles of laggards did not change drastically between 1995 and 2004, although we
find some differences in the effects of demographics on a specific type of e-banking
technology between these two time periods. In the following section, we highlight
these differences and offer implications of these findings.

First, we find that consumers with graduate degrees are more likely to adopt
debit card usage than high school graduates in 1995, but such difference disappears
in 2004. These results may reflect the fact that debit cards were relatively new in
1995 and those who had adopted it had one of the most significant characteristics of
innovators, i.e., high education. As a debit card moves through the adoption curve,
the impact of education on its adoption becomes less significant.

On the other hand, we find an insignificant impact on the use of debit cards in
1995, but in 2004, income is negatively associated with adoption of debit cards,
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suggesting that the less affluent are more likely to adopt debit cards. The negative
impact of income on debit cards in 2004 may reflect the phenomenon that consumers
with high household incomes prefer to use credit cards rather than debit cards. Un-
like debit cards, credit cards offer certain incentives, such as frequent flyer miles or
cash back bonuses, whose value increases with increasing usage. This may moti-
vate high-income consumers to use credit cards over debit cards as their payment
medium. In fact, Zinman (2005) finds that credit card usage is positively correlated
with income and negatively correlated with the use of debit cards.

We also find a significant difference concerning the effect of income on the
adoption of direct deposit between 1995 and 2004. In 1995, income does not show
any statistical significance, but in 2004, high-income households are more likely to
adopt direct deposits than low-income households. The benefits of direct deposit
include not only convenience, but also the security and peace of mind that one can
transfer money or checks without the worry of loss or postal delays. The security
aspect of benefit is more appreciated by consumers who must transfer large amounts
of money. Thus, it is reasonable to find that the use of direct deposit is positively
related to household income. Also, a significant form of direct deposit is the deposit
of one’s salary, a service that is not widely available to temporary workers who tend
to make less than full-time employees.

The differences in demographic characteristics between 1995 to 2004 are the
least significant concerning the adoption of direct payment. In fact, age is the only
factor whose effect is significantly different on direct payments between the two
time periods. Specifically, we find that younger households are more likely to adopt
direct payments than older households in 1995. However, in 2004 such age effect
disappears. This may be due to the fact that, just like education, age is another
factor consistently related to the adoption of innovation, whose effect lessens as
the technology moves through the adoption curve. Also, direct bill payments are a
banking technology that gains popularity as online banking becomes widely avail-
able. The effects of age on the adoption of bill payment may disappear as more and
more older consumers join the Internet community.

In terms of race—ethnicity, in general, ethic minorities are less likely to adopt
banking technology than whites. In particular, blacks are more likely to be laggards
of direct deposits and direct payments than whites, even in 2004. However, we find
that Hispanics, as opposed to whites, are more likely to adopt debit cards in 2004.
We also find that the use of debit cards among Hispanics increases in 2004 compared
to that of 1995. This may be due to the fact that compared to whites, Hispanics show
stronger preferences for cash transactions over credit. Thus, the benefits of using
debit cards may appeal more to Hispanics than to whites.

Regarding the effect of communication with a professional information provider,
we find that communication with a professional information provider positively
influences the adoption of debit cards and direct payments. At the same time, we
find that communication with family and friends has no impact on the adoption of
these technologies. This implies that financial institutions that wish to expand their
customers’ use of debit cards and direct payment are better off using their own sales
forces or professional information providers to promote the usage of these technolo-
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gies rather than relying on word-of-mouth promotion. In fact, communication with
family and friends is not associated with the adoption of any e-banking technology.
This may indicate that electronic banking technology is not likely to diffuse with
word of mouth.

We note a couple of limitations to our study. First, the types of e-banking technol-
ogy we investigate do not include online banking. This is largely due to the unavail-
ability of data concerning online banking in the 1995 SCF data set. As a result, any
inferences made with regard to online banking should be interpreted with caution. In
fact, it would be an interesting future study to examine the consumer characteristics
associated with online banking and to test whether and how these characteristics
differ from those found with more traditional banking technologies. Second, our
results are based on two-time observations of two independent consumer sets. The
results should not be interpreted as the changes in the adoption behavior of a given
individual over time. To reveal such information requires a panel study with observa-
tions at multiple time periods. To examine whether and why a particular consumer
chooses to adopt or abandon a specific banking technology over time is another
interesting avenue for future study.
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Chapter 8
Online Insurance

Robert N. Mayer

Abstract While consumers increasingly use the Internet to borrow, manage, save,
and invest their money, the growth of the Internet as a medium of transaction for
insurance products has been slow. There are many reasons for the present situation,
including resistance from insurance companies, intermediaries, and consumers. Par-
alleling the sluggish state of online insurance sales themselves, academic research
on online insurance behavior has been slow in developing. Yet there may be as
much to learn from studying a case of a market that failed to live up to its initial
rosy predictions as from one that has.

The term “insurance” encompasses a wide variety of products. Some insurance,
such as health insurance, is viewed as so essential that the governments of many
countries provide it to all citizens. Other types of insurance, while not provided as a
basic human right, are almost as necessary for functioning in an advanced, modern
society. For example, most jurisdictions in the United States require motorists to
purchase auto insurance, and financial institutions will not lend money for a home
mortgage unless the property is covered by homeowner’s insurance (and possibly
even mortgage insurance). Life insurance, while voluntary, is commonly held, with
over 54 million policies in effect in 2005 (American Council of Life Insurers, 2006).
While far from necessities, some consumers buy more exotic types of insurance,
such as pet insurance, special events insurance, and hole-in-one insurance. Taken as
a whole, insurance purchases make up a substantial share of the overall consumer
budget.

Variety in types of insurance is matched by diversity of the industry’s channels
of distribution. For many types of insurance, brokers and agents serve as interme-
diaries between insurance providers and customers, adding a “human touch” to an
otherwise abstract financial service. The Internet provides an additional channel of
distribution, or at least an adjunct to the more traditional ones. This chapter exam-
ines the role of the Internet in the sale of insurance to consumers. To date, this role
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has been fairly limited if the Internet is judged as a stand-alone medium through
which consumers initiate and conclude insurance transactions. When viewed as a
consumer tool for acquiring information and as a seller tool for customer recruitment
and retention, however, the Internet plays a more substantial part in the insurance
industry.

This chapter is “consumer-focused,” in the sense that it asks whether online in-
surance sales are likely to transform the insurance marketplace in a way that ben-
efits consumers. Given that so many insurance sales have traditionally been made
through intermediaries, however, it is also worthwhile to consider the impact of on-
line sales on agents and brokers. Of the many markets within the broader insurance
industry, this chapter spotlights developments in auto insurance and life insurance
markets. Besides being widely held (Life Insurers Fact book, 2006; LIMRA, 2006),
these are the two types of insurance for which it is most common for individual
consumers to conduct prepurchase research, make purchases, and manage accounts
online (Buchner, 2006).

The chapter unfolds as follows. The first section reviews the predictions that were
made regarding the impact of the Internet on insurance sales and compares these
predictions to the current state of affairs. The chapter’s second section considers
several explanations for the slow growth of online insurance markets. The third
section examines forces that may yet turn the Internet into an important channel of
distribution for insurance sales.

Insurance Channels of Distribution

Efforts to sell life and auto insurance online have taken place within an industry
whose traditional channels of distribution are complex. There are several types of
intermediaries in the insurance industry, and the names given to each type are not
used with a high degree of precision and consistency. In particular, the terms “agent”
and “broker” are often interchanged since both parties are technically independent
of the companies whose insurance products they sell, both rely on various types of
commissions for their compensation, and both try to establish long-term, one-on-
one relationships with their customers. As used here, agents can represent either
a single insurance carrier (a “captive agent”’) or multiple carriers (an “independent
agent”). The agent’s primary allegiance is to the insurance company or companies
she/he represents, and the agent may discourage existing customers from switching
carriers, even when it is in the customer’s best interest to do so. Insurance bro-
kers, like independent agents, work as intermediaries between multiple insurers and
consumers. Unlike either captive or independent agents, though, a broker’s primary
allegiance and responsibility is to the customer, not one or more insurance carri-
ers. Referring to the difference between agents and brokers, Mike Kreidler (2001),
insurance commissioner for the state of Washington, wrote,
Both agents and brokers should be responsive to their customer’s needs. However, you

should remember that the agent also represents the company or companies he or she is
appointed by. The broker works for you.
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Whereas a broker would seem to be the preferred intermediary from a consumer’s
point of view, brokers are relatively rare in the markets for individual insurance
policies. Brokers are more commonly available for business purchasers of insurance,
such as a delivery company that buys vehicle insurance for a large number of trucks.

The compensation mechanisms in the insurance industry vary for agents and
brokers as well as among different types of insurance (e.g., life, health, auto, and
home). As a general rule, though, these mechanisms have evolved in a fashion that
aligns the financial interests of the insurance companies with those of the insur-
ance agent or broker. Through the use of direct (typically, an up-front percentage
of the insurance premium) and contingent commissions (e.g., for meeting certain
volume or profitability goals), insurers reward agents and brokers for recruiting and
retaining customers, especially customers who submit few claims. The Consumer
Federation of America, an influential consumer organization specializing in finan-
cial matters, is critical of most insurance commissions, believing that they create
potential conflicts of interest for agents and brokers and result in higher consumer
prices (Hunter, 2005). The insurance industry defends these arrangements as ben-
eficial to consumers, and some academic researchers agree (Berger, Cummins, &
Weiss, 1997; Hoyt, Dumm, & Carson, 2006).

The Internet threatens to upset the traditional channels of distribution in the in-
surance industry. In other industries, notably airline travel and books, the Internet
has served as a powerful force of disintermediation, that is, the removal of tradi-
tional layers in the chain of distribution. As the Internet boomed during the late
1990s, it appeared that the insurance industry, with its wide price differences among
policies and its barriers to comparison shopping by consumers (Brown & Goolsbee,
2002; Dahlby & West, 1986), was also ripe for disintermediation. It was thought that
aggregator sites offering policies from a variety of insurance carriers would lower
prices, commoditize the insurance product, and put enormous pressure on agents to
be more consumer-oriented (Garven, 2002).

For those who believed in the bright prospects of online insurance sales, there
was supporting evidence. In 2000, a national consumer survey commissioned by
QuickenInsurance and the Electronic Financial Services Council reported that one-
quarter of Internet households were willing to use the web to shop around for and
purchase insurance via an online marketplace or insurance carrier (Intuit, 2000). A
2001 study conducted by Gomez Inc. (“Gomez study,” 2001) estimated that 30.3 %
of the U.S. adult Internet users had sought information about property or casualty
insurance online. The study also reported that the majority of online users were
interested in at least managing their existing insurance policies with the help of the
Internet. In early 2002, Celent estimated that 19 % of insurance buyers used the In-
ternet for researching and shopping for insurance (although not necessarily making
final transactions) and that their purchases accounted for 19 % of U.S. premiums
on policies sold to individual consumers. The study predicted that this percentage
would double by 2005, accounting for $200 billion in sales.

A few years later, in 2006, despite the slow growth of online insurance markets
in the United States, predictions remained rosy, especially with respect to insurance
markets outside of the United States. According to one report by Forrester Research,
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a marketing research and consulting firm, “online non-life insurance has grown
spectacularly in the UK over the past five years. .. and we expect that rapid growth
to continue for the next few years, with the number of online non-life insurance
buyers growing from 7 million customers today to 11 million by 2011 (Ensor,
2006a). A companion report predicted that, led by auto insurance sales, the number
of online non-life insurance buyers in Germany would grow from 2.2 million in
2005 to 3.7 million in 2011 (Ensor, 2006b).

Amid the optimism, there were cautionary voices. Some people doubted the
whole enterprise of selling insurance online, believing that the Internet would al-
ways be subordinate to traditional, offline sales channels (Art et al. , 2001; Green-
berg, 2002). Insurance agents, according to this point of view, were stubborn and
resistant to change, and consumers did not really want to shop for insurance in their
pajamas at 2 a.m. (Burger, 20006).

To date, the critics of online sales have been correct: a robust market for online
insurance sales has failed to materialize. According to the insurance trade magazine
Insurance & Technology (Burger, 2005), online sales of insurance were not slow to
get started; “they’ve been pretty much a non-occurrence.” Even if this description
is overly harsh, what accounts for the slow growth of online insurance sales? Is
it mostly attributable to the resistance of insurance companies and brokers, or are
other factors at play as well (Clemons & Hitt, 2000; Eastman, Eastman, & Eastman,
2002)?

Reasons Behind the Slow Start

There is some evidence to support the view that the insurance industry—carriers and
agents alike—did a poor job in their initial efforts to sell insurance online. Writing
in 1999, consultant James Bukowski observed,

The insurance industry has not adopted a comprehensive e-commerce strategy. You can
find many sites that offer product and consumer information, agent locators, e-mail and
even price indications. You will find almost none that offer full e-commerce capabilities.

In 2001, the consulting firm Booz Allen (2001) released a survey showing that in-
surance web sites lagged far behind those of other financial service companies in
terms of functionality, especially providing consumers with the ability to manage
their existing accounts online. The study also found that insurance companies were
slow in responding to customer email. Goch (2002) noted that insurance web sites
were failing to meet customer expectations in terms of quoting insurance prices,
a deficiency that reflected the industry’s antipathy toward price shopping by con-
sumers.

Research conducted a few years later found that functionality was a continuing
problem for insurance web sites. The Customer Respect Group conducted studies in
2005 and 2006 of 50 web sites representative of health care, life, and property and
casualty insurers. Sites were graded along three dimensions: site usability, one-on-
one communication with customers, and trust/privacy. In both years, the insurance
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industry as a whole scored considerably below the cross-industry average (C-1A).
According to the 2006 report, the life insurance industry “achieved the dubious dis-
tinction of having the highest percentage of companies scoring 5.0 or below...a
score [that] generally illustrates that a site fails to adequately respect the online
user.” The report was especially critical of the insurance industry’s privacy practices:

The Life Insurance group rated poorly for its willingness to share personal data. Two in
three (66 %) state that they share personal data either with affiliates, business partners or
third parties. This does not compare favorably with other industries surveyed in 2006, of
which only 46 % share personal data. Furthermore, the majority (82 %) of life [insurance]
companies that share data do not allow customers to opt-out; this compares with the C-IA
of only 56 %. Likewise, only a third of the companies that use personal data for ongoing
marketing allow users to opt-out (vs. 79 % for the C-IA). There is a continued low and
disturbing level of transparency in the industry, with 26 % of companies not clear about
data privacy policies. This is significantly worse than other industries, where the overall
number of companies that are unclear is down to 8 %.

Poor performance by insurance web sites appears to be the case in Europe as well.
In 2005, Forrester Research assessed 30 large European car insurance web sites.
Their report concluded that “Europe’s car insurance sites offer a poor [consumer]
experience.” Nearly half of the sites tested failed Forrester’s web review standards
(Ensor, 2005).

Whereas the studies conducted by Booz Allen, The Customer Respect Group,
and Forrester question the usability and privacy practices of insurance web sites;
two additional studies challenge the financial value to consumers of using these
sites, especially ones promising to compare the prices of policies offered by multi-
ple companies. A study conducted by the Consumer Federation of America in 2001
(Hunter & Hunt, 2001) found that only about a quarter of the comparison shopping
sites were successful in identifying the least expensive term life insurance policy on
the market. As a whole, the comparison sites were biased in favor of policies that
carry commissions. Moreover, several sites that claimed or implied that they would
present consumers with immediate and comparative rate quotes did not, serving
instead as “lead generators” for insurance companies and intermediaries who would
subsequently contact consumers by phone, mail, or email. Approximately a year
later, an expanded follow-up study found that rate comparison sites had made no
improvement in delivering the lowest-priced policies to online consumers (Mayer,
Huh, & Cude, 2005). Nor were these sites particularly transparent to consumers,
providing little information about the quality (breadth, currency) of their informa-
tion or business relationships that might slant their purchase recommendations.

Although the insurance industry’s initial steps may be described as clumsy and, in
some cases, even duplicitous, the reasons for the industry’s “failure to launch” may
go further. They may stem as well from the inherent characteristics of insurance
products and the nature of the insurance consumer.

Clemons and Hitt (2000) argue that the nature of the insurance product itself
works against a rapid change in consumer purchasing habits. They write,

Insurance is an event driven product (buy a car or house, change jobs, get married, and so
forth) and the vast majority of customers renew their policies without a reconsideration of
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the product, company, or agency. Even for the short-term products such as term life, at most
1/12 of the policies are up for renewal in any given year, and only a small fraction of these
are actually “in play” (p. 28).

Some kinds of insurance do not seem susceptible to instant provision via the Internet
of a large number of quotes from different companies. Every house, for instance, is
different, so it would seem difficult to provide quotes for homeowners insurance. But
one 2002 Chevy Silverado is like another, and term life insurance for a 45-year-old
man in good health is a pretty standard product, right? Apparently not. Aggregator
sites may want to offer consumers a range of price quotations for auto and life insur-
ance, but there are many other factors to be considered in setting a price. If these sites
want their quotations to accurately reflect a person’s risk, they must ask consumers a
large number of questions. At some point, the search process is no longer quick and
easy. Moreover, even when aggregator sites collect a large amount of information
about potential consumers, these sites cannot guarantee the rates that they quote
will be supported by the companies they represent. Accurate insurance price quotes,
even for relatively standardized products such as auto and life insurance, require a
great deal of personalization.

Consumers, for their part, may not be all that interested in serving as their own
insurance agents (Schwartz, 2004). According to insurance agency CEO Kevin
McKenna (2006), writing in Best’s Review, the aggregator-driven model of online
insurance sales is flawed because it assumes that consumers want to shop around for
the best deal and act as their own agent. “As direct marketers have learned over the
years, offering the consumer a multitude of choices can lead to the consumer making
no choice at all,” according to McKenna. In a similar vein, Salvatore Castiglione,
assistant deputy superintendent of the New York State Department of Insurance,
commented,

I think people are just naturally afraid of insurance, and they need to have that personal
contact with a person—they just don’t trust themselves to understand what they’re buying
on the Internet (Hoober, 2006, p. 4).

In addition to not wanting to make a complicated decision on their own, consumers
may resist online insurance sales for an additional reason. Unlike shopping online
for music CDs, clothing, or computers, shopping online for insurance involves pro-
viding a great deal of personally identifying information. In addition to only moder-
ately sensitive personal information such as name, geographic address, phone num-
ber, and email address, insurance web sites may ask for a social security number,
a date of birth, and intimate details about a person’s health before offering online
price quotes. Identity theft is real and well documented (Baum, 2006; Phan, 2005),
and many consumers are hesitant to provide such sensitive and identifying personal
information online. In a 2006 study, Buchner found that concerns about sharing
personal information online ranked second behind “needed to speak to an agent” as
a reason that people who shopped for insurance information online decided not to
apply for a policy online.

State insurance regulators may have also slowed the growth of online insurance
sales. Whether to guard their regulatory prerogatives or to prevent consumer fraud,
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some state regulators have hesitated to interpret licensing and signature require-
ments in ways that encourage online insurance sales (Atkinson & Wilhelm, 2002;
Kempler & Baxter, 2002). The National Association of Insurance Commissioners
has taken the lead in trying to harmonize state rules in these areas, but most state
insurance departments have adopted a hands-off, wait-and-see approach (Hoober,
2006).

In short, there may be a number of supply-side and consumer-side factors that
explain the slow growth of insurance sales online. Despite these factors, however,
there are pockets of success, and they may point to the unrealized potential—as well
as the ultimate limits—of online insurance sales.

Signs of Life in the Online Insurance Industry

Two high-profile national advertising campaigns that aired on network television in
the latter half of 2006 suggest insurance firms continue to believe that the online
market is important. While auto insurer GEICO relied on its talking gecko and State
Farm advertised that its “good neighbor” agents provide extraordinary customer
service, Progressive Direct encouraged consumers to visit its web site and obtain
car insurance quotes from multiple companies. Simultaneously, esurance.com was
using a sexy, young female cartoon character named Erin to attract consumers to its
web site for auto, home, renters, life, and health insurance. (Erin even has a fake
blog on the site.)

Progressive Direct’s offering of insurance quotes from multiple companies has
blurred the lines among web sites operated by companies that rely primarily on
agents (e.g., Allstate, State Farm, Mutual of Omaha, and John Hancock), insurers
that rely predominantly on direct sales (e.g., GECIO), and aggregator sites such as
InsWeb.com, Insure.com, Insurance.com, and AccuQuote.com that provide quotes
from multiple insurers. Esurance further complicates the picture by providing links
to both company and aggregator sites. When I entered my Utah zip code, for exam-
ple, I was given the choice of AIG Auto Insurance and GEICO Direct for single price
quotes or Comparison Market or Insurance Answer Center for comparison quotes.
More comprehensive financial web sites such as Bankrate.com and Efinancial.com
are also rewriting the distinctions within, the insurance industry, performing largely
as aggregator sites for life, auto, and other types of insurance as well as other finan-
cial products.

To which of these types of sites—company, aggregator, or hybrid—will the future
of online insurance sales belong? Most analysts believe that the Internet will com-
plement but be subordinate to personal selling in insurance markets. Consumers will
use the Internet to educate themselves about insurance products, compare offerings,
and even manage existing accounts. Katrina Burger (2005) writes, “The Web is
providing an essential resource to distributors, customers, and carriers in terms of
all kinds of product and market information, account status, pricing, and coverage
options” (p. 1). But Burger (2006) also believes that consumers will continue to
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make the majority of their transactions by contacting a company representative or
an insurance agent: “Distribution may be tech-enabled, but this is one area in which
the human element will never vanish” (p. 1).

The empirical evidence is fairly clear about the continued dominance of offline
channels. According to one study conducted for Yahoo (2005), people prefer by
a ratio of about three to one accessing and managing their insurance offline rather
than online. Still, about a fifth of respondents claimed that they made their insurance
premium payment online. In a second study (Yahoo! 2006), 69 % of those surveyed
said that they used both online and offline sources of information when researching
insurance products. Again, those offline purchases exceeded online ones by a ratio
of about three to one. The report authors concluded that the Internet was part of the
“long and winding road to the [insurance] cash register.”

A less guarded assessment is offered by comScore Networks (2006) based on
2005 data concerning auto insurance. The marketing research company’s press re-
lease states that “consumers flocked online to research and purchase auto insurance
in 2005.” From 2004 to 2005, the number of insurance quotations submitted to
consumers online increased by 24 % and the number of policies purchased via the
Internet increased 29 %. Looked at from another perspective, the web site “aban-
donment rate” declined 51 %. The experience of agent insurers, direct insurers, and
aggregator sites varied markedly, however. Whereas quotes initiated and submitted
by agent insurer sites such as AllState and State Farm increased by 75 %, quotes
submitted by direct insurers (e.g., GEICO) and aggregators (e.g., InsWeb) increased
by only 23 and 11 % respectively.

Kevin McKenna (2006) offers a more nuanced and balanced assessment. He
agrees that the online insurance market will be “carrier-driven” rather than
“aggregator-driven,” but the key lies in integrating the Internet with other channels
of distribution, such as direct mail and email. McKenna believes that the Internet
can be an especially powerful tool of lead generation for insurers and agents in a
“Web-to-phone business model.” He believes that this is particularly true for rela-
tively simple insurance products, such as car and term life insurance. McKenna also
views the Web as a potentially effective means of “customer remarketing,” that is,
using information collected via the Internet for appropriate cross-selling and up-
selling. Finally, McKenna asserts that while Internet sales currently produce lower
sales volumes compared to personal selling, they will eventually deliver higher sales
margins.

Conclusions and Research Directions

The insurance industry appears to be an island in an ocean of disintermediation.
While middlemen have been squeezed severely in industries such as computer hard-
ware, photographic equipment, travel, books, and even investment brokerage, insur-
ance carriers and agents have felt relatively little price pressure from the Internet.
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The insurance industry’s immunity to the price pressures of the Internet is at-
tributable to features of insurance distribution, insurance products, and insurance
consumers. Nevertheless, the slow growth of online insurance sales is surprising in
light of the high degree of price dispersion within the industry and the resulting
opportunities for well-informed consumers to save money. Many state departments
of insurance provide consumers with rate comparisons for auto and homeowners
insurers. These comparisons typically yield multiples of two or three times between
the prices of the least and most expensive policies for the same coverage. Accord-
ingly, consumers stand to gain a great deal from more intensive information search,
especially the comparison of insurance quotes. The flipside of this situation is that
insurers and agents have a strong incentive to preserve the status quo. So far, they
have been largely successful.

Future research regarding online insurance purchases must move beyond the sim-
ple question of whether there is a future for this channel of distribution. Clearly there
is such a future, as suggested by the relative success of online banking and investing,
but substantial uncertainty remains regarding the specifics of the online insurance
market. Will the aggregator sites survive or will their comparison quote function
be taken over by sites like Progressive Direct and esurance? Given that consumers
typically renew their insurance policies without a great deal of information search,
will the Internet become primarily a tool for managing existing insurance accounts
rather than competing for new ones?

Thinking beyond some of the more practical questions about the future of on-
line insurance sales, future research can use the case of online insurance to inves-
tigate some more basic questions regarding online consumer behavior. For exam-
ple, insurance provides compensation for potential financial losses rather than the
possibility for financial gain? Is the Internet, a medium that already subjects its
users to the risks of identity theft and invasion of privacy, better suited to pur-
chases that exemplify the classic risk—reward relationship, such as investments,
than to a more “conservative” product like insurance? As another example, many
consumer purchases vary greatly across the life cycle, with insurance being one
of these. Generally, people in the “single” and “newly married” phases of the
family life cycle find insurance unattractive or unaffordable when compared to
people in the various “full nest” and “empty nest” stages. Yet it is people who
are in these earlier stages who tend to be most comfortable with buying online?
Hence, is the sluggishness of online insurance sales best conceived as a one-time
“cohort effect,” that is, a temporary mismatch between the people most likely
to want insurance products (older people) and those most likely to feel comfort-
able using the Internet for their insurance purchases (young people)? Or is there
likely to be a continuing “age effect” whereby the same characteristics that make
older people want insurance will also make them suspicious of purchasing it on-
line?

In sum, the sale of online insurance has, so far at least, failed to live up to the
bold predictions of its boosters. Whether the shortfall is temporary or long term,
there is often as much to learn from consumer resistance and avoidance as there is
from consumer acceptance and enthusiasm.
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Chapter 9
Online Shopping

Yi Cai and Brenda J. Cude

Abstract This chapter provides an overview of recent research related to online
shopping and the conceptual frameworks that have guided that research. Specifi-
cally, the chapter addresses research related to who shops online and who does not,
what attracts consumers to shop online, how and what consumers do when shop-
ping online, and factors that might slow the growth in consumer online activities.
The chapter reports on research related to the online shopping process, including
consumer perceptions of privacy and security, as well as online information search.
Directions for future research are suggested.

During the last two decades, the rapid diffusion of computer and information tech-
nologies throughout the business and consumer communities has resulted in dra-
matic changes. The application of the Internet to purchasing behavior is a notable
change in the way buyers and sellers interact. According to the Pew Internet and
American Life Project (2006), 73 % of Americans used the Internet in 2006, and
about 70 % of adult Internet users made purchases online in 2005.

An efficient and flexible information search, communication, entertainment, ed-
ucation, and transaction tool, the Internet is key to a large and ever-growing array
of online activities (see Fig. 9.1). Online shopping is a broadly defined activity that
includes finding online retailers and products, searching for product information,
selecting payment options, and communicating with other consumers and retailers
as well as purchasing products or services. Thus, online shopping is one of the
most important online activities. It has also made significant contributions to the
economy, with an increasing percent of total retail sales from less than 1 % in 1999
to 3.3 % by the end of 2006 (Fig. 9.2). Total e-commerce sales were $108.7 billion
in 2006, an increase of 23.5 % from 2005, compared with a 5.8 % increase for total
retail sales from 2005 to 2006.
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This chapter reviews important research related to several aspects of online shop-
ping. It begins with an overview of research related to consumer use of the Internet,
including issues related to those with and without access. The next section examines
research related to the online shopping channel and factors influencing consumers’
acceptance of online shopping. The third section reviews research that examines the
influence of the Internet on consumer decision-making, specifically online informa-
tion search. A final section evaluates research related to the impact of consumer
concerns about privacy and security in online transactions. The chapter concludes
with comments regarding future research.

Consumers’ Use of the Internet and Accessibility Issues

Understanding the Internet’s potential to bring benefits to individuals at all lev-
els is important. Researchers have shown that the Internet enables greater politi-
cal participation (Polat, 2005), creates opportunities for community connectedness
and sociability (Quan-Haase, Wellman, Witte, & Hampton, 2002), and enhances
learning (Kazmer, 2005). The Internet also connects producers and marketers into a
vast and logistical communication network that is more efficient than traditional
channels. Davies, Pitt, Shapiro, and Watson (2005) summarized five technolog-
ical forces that are relevant to e-commerce in general and highlighted its major
benefits:

1. Moore’s law: The exponential growth of computing power over time gives com-
panies and consumers access to enormous processing power with relatively
low cost.

2. Metcalfe’s law: As the number of people using a service multiplies, the utility
and efficiency of that service increases.

3. Coasian economics: The benefits of the Internet as a communication medium
reduce the transaction costs for all concerned, especially customers. Coasian is a
term based on economist Ronald Coase’s (1937) study of transaction costs.

4. The flock-of-birds phenomenon: Birds flocking is a natural phenomenon and
there are no “head” birds in charge. In the case of the Internet, there is indeed no
one in charge; one person can interact with many on a global scale.

5. The fish tank phenomenon: With minimum entry barriers, the online market-
place contains many virtual “fish tanks” (websites) of varying sizes and content,
enabling greater creativity on every level. The term was originally from The
Economist (“The accidental superhighway,” 1995). The phenomenon is named
after the fact that in the early days of Internet, people used to put a video camera
on top of their tropical fish tank, so that when surfers logged on to their site that
is what they saw.

One implication of Davies et al.’s work is that as electronic technologies continue
to grow in influence, consumers have the potential to benefit from e-commerce
by taking more and more control of business transactions. However, an underly-
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ing assumption is that consumer participation in online activities in general and in
e-commerce specifically will continue to grow exponentially. Therefore, it is impor-
tant to learn who shops online and who does not and to investigate what attracts
consumers to shop online, how and what they do when shopping online, and what
factors might slow the growth in consumer online activities. Figures 9.3 and 9.4
illustrate the reasons Americans are and are not online.

Why Some Consumers Are Online and Others Are Not

In surveys, consumers cite a diversity of reasons for going online. For example, in
a UCLA Center for Communication Policy (2003), the greatest proportion (19 %)
of Internet users said they started using the Internet for quick access to information,
but the respondents also cited a host of other reasons (Fig. 9.3).

Despite the growth in the Internet’s popularity, not everyone shops online. Some
people are technological “have-nots,” who do not have or want computers and/or In-
ternet access. However, survey respondents are almost as likely to cite “no interest”
as “no computer” as the reason for not being online (UCLA Center for Communi-
cation Policy, 2003) (Fig. 9.4).

Inequities in access to information and communication technology is a topic that
popularized political and academic debates in the 1990s on the “digital divide.” A
series of influential surveys in both developing and developed countries (Georgia
Institute of Technology, 1994, 1998; National Telecommunication and Information
Administration, 1995, 1999; UCLA Center for Communication Policy, 2003; World
Information Technology and Services Alliance, 2000) provided empirical support
for the existence of a digital divide and helped to put the topic on scholarly and
political agendas. Initially, many of the studies concluded that individuals’ income,
education, race, and/or ethnicity explained the gaps in access. Although Internet
access spans every age range, access is highest among those aged 35 and under,
with an access rate approaching 100 %, compared with much lower access rates for
those aged 5665 (64 %) and over age 65 (34 %) (UCLA Center for Communication
Policy, 2003). Those with lower educations and incomes as well as minority individ-
uals have also been the “have-nots.” More recent research reports that, at least in the
United States, the gaps between those with and without Internet access are closing,
especially the age and gender gaps (National Telecommunication and Information
Administration, 1999; UCLA Center for Communication Policy, 2003). Recently,
the digital divide has been redefined as an access to broadband issue, with rural and
low-income areas having more limited access (Kruger, 2003; U.S. Department of
Commerce, 2004).

In addition, recent work on Internet accessibility has advanced in two ways.
First, organizations such as the World Bank (2006) and the World Information
Technology and Services Alliance (2000) have looked more broadly at the role of
the Internet in the global society. They developed several numerical e-readiness
scores such as the Network Readiness Index (NRI) (Dutta & Mia, 2007). The
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indicators are useful because they reflect a specific definition of the digital divide
and quantify it to facilitate comparison across nations. This approach moves the
debate away from a reliance on physical and technological access (e.g., number
of Internet users and use of online payment methods), which leads to a sharp but
ambiguous dichotomy (Gunkel, 2003) that only pictures two clearly divided groups
with a wide and difficult-to-bridge gap between them (Van Dijk, 2003). Moving
beyond physical access redefines the digital divide issue by paying more attention
to social, psychological, and cultural backgrounds (Hassani, 2006; Selwyn, 2006;
Van Dijk, 2006).

A second developmentis the creation of a comprehensive model (Van Dijk, 2006)
that incorporates different types of access such as motivational, material, skill, and
usage access into a process rather than a single event of obtaining a particular tech-
nology (see Fig. 9.5).

Several key points can be drawn from this approach. First, it shows that access
to digital technology does not necessarily equate with use; it appears that there are
not only “have-nots” but also “want-nots.” Second, digital technology skills have
extended from managing hardware and software (instrumental skills) to a full range
of skills including those required to search, select, and process information (infor-
mational skills) and to use digital sources to fulfill goals and improve one’s status
in society (strategic skills). Third, actual usage also is a multidimensional concept
including usage time, application, and how active the user is. While Van Dijk de-
signed the model to analyze the digital divide, it is also useful to examine specific
online activities. For example, Rainie (2002) showed that about 74 % of Internet
users did not purchase gifts online during 2001 holiday season mainly because they
did not want to risk using credit cards online. Thus, lack of motivational access to
specific online activities may be a primary barrier that prevents some people (even
those digital “haves”) from actually using the technology.

’ Usage Access

Skill Access

—Strategic

—Informational

» —Instrumental

»  Material Access

A

Motivational Access < Next Innovation

Fig. 9.5 A cumulative and recursive model of successive kinds of access to digital technologies
Source: Van Dijk (2006, p. 224)
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In light of this comprehensive model, the factors explaining the digital divide
and its specific implications (e.g., who does and does not shop online) can be phys-
ical, psychological, and social or cultural in nature. In addition to widely studied
factors such as income, education, age, sex, and ethnicity, researchers can employ
other variables such as personality, social and cultural networks and communities,
social and professional institutions, and spatial mobility to redefine the digital di-
vide. In Selwyn’s (2006) qualitative study, the author found that Internet usage was
influenced by more than material, temporal, or intellectual characteristics and was
institutionally and organizationally mediated. Support for this idea can be found in
other studies. Burke (2003) reported that the complexity of the familial relationship
and household structure were crucial factors that influenced technology usage. For
example, one may feel guilty spending time on the home computer at the expense
of other members of the family.

Consumer Acceptance of Online Shopping

Although some people cannot or choose not to be online, it is almost unanimously
accepted that the technology offers an opportunity for business transactions that
cannot be ignored (Kraut et al., 2002). As a growing retail channel, the special char-
acteristics and benefits as well as limitations of the Internet have been discussed
extensively (Hoffman et al., 1996; Hoffman, Novak, & Chatterjee, 1996; Krantz,
1998).

The online shopping channel can be a valuable, interactive communication
medium that facilitates flexible search, comparison shopping, and product and ser-
vice evaluation. The attributes of the channel and their ability to match the users’
purposes can facilitate usage.

Several theories have been used to explain how and why consumers choose to use
the Internet. The media choice theory proposes that selection of media for a specific
task is a function of the characteristics of the medium and the task (Fulk, Steinfeld,
Schmitz, & Power, 1987). According to the theory, media can be differentiated by
the degree of interactivity, communication richness, social presence, and vividness.
Researchers have evaluated those characteristics and applied them to the choice
of the Internet for shopping (Hoffman et al., 1996; Palmer, 1997). Hoffman et al.
(1996) described the flow experience in a computer-mediated environment, which is
characterized by interactivity, intrinsic enjoyment, and loss of self-consciousness
and is self-reinforcing; the flow experience can be a determining factor in con-
sumers’ use of the Internet as a shopping channel. As the authors note, skills and
focused attention are necessary antecedents for consumers to start the flow process
on the Internet. Davis (1993) and O’Cass and Fenech (2003) used the technology
acceptance model to explain the linkage between consumers’ perceptions of the
usefulness of the Internet and its ease of use with their acceptance and usage of
online shopping.
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Factors that Affect Consumers’ Adoption and Use of Online
Shopping

Although much has been written about the numerous advantages of e-commerce for
both businesses and consumers, there is no guarantee that consumers will substitute
the Internet for traditional shopping channels. Many factors may affect consumers’
adoption and use of online shopping.

Numerous empirical studies have indicated that consumers’ demographic and
socioeconomic characteristics are influential in their use of the Internet for shop-
ping. Researchers in the United States and other countries have found consistently
that men, the more highly educated, and people in the higher income groups are
more likely to buy online than are women, the less well educated, and lower income
groups (Forsythe & Shi, 2003; Kau, Tang, & Ghose, 2003; Swinyard & Smith,
2003). Researchers have also found that consumers’ Internet usage, such as Internet
experience in years and frequency of Internet use, and access to high-speed Inter-
net connections, have a positive effect on online buying and are highly correlated
with socioeconomic characteristics such as income, education, and marital status
(Swinyard & Smith, 2003). For example, surveys by the UCLA Center for Commu-
nication Policy (2003) indicate that very experienced Internet users are much more
likely to buy books and travel online while new users are more likely to buy CDs
and jewelry (Fig. 9.6).

Researchers have also found relationships between consumers’ online shopping
behaviors and their lifestyle and personality. For example, Casas, Zmud, and Bricka
(2001) found that “time-starved” people tend to shop online more and people with
an active “get-up-and-go” lifestyle and adventurous inclinations tend to shop offline.
Consumers’ attitudes toward online shopping, their shopping experience, and their
shopping durations can also affect their adoption and use of online shopping al-
though the relationships are not straightforward (Bellman, Lohse, & Johnson, 1999;
Golob, 2003; Swinyard & Smith, 2003).

In addition, researchers have recognized the effects of product characteristics, for
example, cost, tangibility, and degree of differentiation, on consumers’ use of the
Internet for information search and purchase (Alba et al., 1997; Peterson, Balasub-
ramanian, & Bronnenberg, 1997). Consumers’ purchases of specific products online
can be attributed to a match or fit between the products’ characteristics and those
of the Internet. Rosen and Howard (2000) provided a model to assess the suitability
of product categories to online retailing based on tactility, importance of customiza-
tion, shipping costs, importance of instant satisfaction, and information intensity.
Based on this suitability model, the authors gave the advantage to standardized
or homogeneous products such as books, music, and video over differentiated or
heterogeneous products. According to The State of Retailing Online 2007 report,
for the first time in 2007, expenditures for clothes exceeded those for computers
(Shop.org Research, 2007).

The product characteristics effect on online shopping is a typical case based
on the transactional and distributive capabilities of the Internet. Coase’s (1937)
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Types of Products Purchased Online: New Users vs. Very Experienced Users

New Users (<1 year) [1 Very Experienced Users (6 or more years)
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Fig. 9.6 Types of products purchased online: New vs. very experienced users
Source: The UCLA Internet report: Surveying the digital future (UCLA Center for Communication
Policy, 2003)

transaction cost economics (TCE) argues that transaction costs are the major con-
cern for coordinating the exchange of goods and services between suppliers and
buyers. Liang and Huang (1998) employed the basic principle of TCE, that is, that
consumers’ choice of a transaction channel is guided by the objective of reducing
transaction costs, to analyze consumers’ acceptance of online shopping channels.
The authors decomposed the transaction costs into seven categories: search cost,
comparison cost, examination cost, negotiation cost, payment cost, delivery cost,
and post-service cost. They concluded that Internet shopping lowers the search cost
but raises the examination, payment, and post-service transaction costs.
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Although Liang and Huang (1998) argued that product characteristics play a
determinant role in consumer choice of retail channels and concluded that some
products (e.g., books and flowers) are more suitable for marketing on the Web than
others (e.g., shoes and toothpaste), they noticed that the effects of perceived transac-
tion costs on the channel choice were mediated by consumers’ experience. Indeed, a
cost—benefit analysis may oversimplify the discussion of consumers’ acceptance of
online shopping channels by focusing on economic factors while overlooking some
important social and personal factors.

Several researchers (see George, 2002; Suh & Han, 2003) have used the theory
of planned behavior (TPB) (Azjen, 1991) as the basis for studies of online shopping
behavior. According to the TPB, an individual’s performance of a certain behavior
is determined by his/her intent to perform that behavior; intent is influenced by
attitudes toward the behavior, subjective norms about engaging in the behavior, and
perceived behavioral control. Employing the TPB as a theoretical framework for
consumers’ acceptance and use of online shopping channels enables researchers to
incorporate a variety of factors into the analyses. For example, George (2002) found
that consumers’ experiences, their concerns about privacy, and their perceptions
of the trustworthiness of the Internet were associated with their Internet shopping
behaviors. Other researchers also found that hedonic aspects of online shopping
behaviors, such as perceived enjoyment and flexibility in navigation, play a role
equal to the influence of utilitarian aspects of online shopping behaviors (Childers,
Carr, Peck, & Carson, 2001). Investigation of a wider range of factors that influ-
ence consumers’ acceptance and use of the Internet as a retail channel may provide
insights to develop not only online marketing strategies but also new transaction
media.

The Online Shopping Process and Information Search

Online shopping is not a single-stage behavior. When customers purchase a product,
they must go through a process. A typical consumer decision process includes five
stages: problem recognition, search, alternative evaluation, choice, and outcome
evaluation. A mercantile model decomposes the consumer purchase process into
three stages: purchase determination, purchase consumption, and post-purchase in-
teraction (Kalakoto & Whinston, 1996). For an online purchase transaction, Liang
and Huang (1998) defined a seven-step process: search, comparison, examination,
negotiation, order and payment, delivery, and post-service.

Information Search: An Essential Step in the Online Shopping
Process

A common feature of the above-mentioned decision models is that consumer infor-
mation search behavior precedes all purchasing and choice behavior. Information
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search can be defined as a stage wherein consumers actively collect and integrate
information from internal and external sources (Schmidt & Spreng, 1996). Con-
sumer information search is one of the major consumer research topics in the area
of online shopping and researchers have approached it from different perspectives,
primarily psychology and economics. Numerous studies have addressed how many
and what sources of information consumers use, the extent and duration of consumer
information search, and types of information consumers search for (Lussier & Ol-
shavsky, 1979; McColl-Kennedy & Fetter, 1999; Urbany, Dickson, & Kalapurakal,
1996).

According to Stigler’s (1961) economics of information theory, a dominant
paradigm in consumer information search research, consumers search until the per-
ceived marginal benefits of search are equal to the perceived marginal costs. The
theory assumes that consumers use an implicit cost-benefit analysis to choose a
search strategy—what, when, where, and how much to search. Researchers have
also incorporated other constructs, such as ability to search and motivation to search,
into this cost—benefit framework (Schmidt & Spreng, 1996). Many factors can affect
consumers’ perceptions of search benefits and costs; the factors can be categorized
into individual difference variables (e.g., demographic and socioeconomic charac-
teristics), product type and product attributes, types of information sources used,
and order of access (Srinivasan & Ratchford, 1991).

Information technology has brought the potential to influence almost all dimen-
sions of consumers’ information search behaviors, ranging from the amount of
search, number and types of sources searched, and timing of search to the distri-
bution and weighting of information gathered (Bakos & Brynjolfsson, 2000). One
of the most important benefits of the Internet is the quantity and quality of infor-
mation that the Internet can provide with minimal effort and cost. Burst Media
reported in April 2006 that more than 50 % of U.S. adults in all income groups
described the Internet as the primary source of information about products they plan
to purchase (eMarketer, 2006). Alba et al. (1997) pointed out that a key difference
between online and offline shopping is the ability of online consumers to obtain
more information that facilitates better decision-making and makes the decision-
making process more efficient. Empirical evidence indicates that consumers search
more for information online than offline when they shop online (Ratchford, Lee, &
Talukdar, 2003) and substitute online information sources for offline ones (Klein &
Ford, 2003).

In theory, the amount, variety, efficiency, and interactivity of information avail-
able on the Internet promote consumers’ online search. Using Stigler’s (1961) theory
as a framework, the attributes of online information search (relative to offline search)
are intuitively associated with reduced costs (both time and cognitive costs) and
increased benefits. Researchers consistently have found that search costs are lower
in a virtual market than in a brick-and-mortar market (Bakos, 1997; Kulviwat, Guo,
& Engchanil, 2004).

Despite its ability to provide vast amounts of information, some researchers have
argued that the Internet may baffle consumers by offering too much information
(Nachmias & Gilad, 2002). Indeed, the vast amount of information available online
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has no value unless, on the one hand, consumers have abilities and motivations to use
them, and on the other, there are efficient mechanisms for identifying, retrieving, and
organizing the information. In addition, the benefits of online information search are
varied and uncertain. The commonly identified perceived benefits of online search
include ease of use, effectiveness of search, user satisfaction (Kulviwat et al., 2004),
reduced price paid (Bakos, 1997), greater product assortment and differentiation
(Lynch & Ariely, 2000), and an enhanced experience (Zhang & Salverdry, 2001).
However, it is difficult to conclude that the benefits of online search are necessar-
ily greater than for offline search as the realized benefits are dependent largely on
situational factors, personality factors, product attributes, and how effectively the
consumer can use the technology.

In fact, the assumption that the costs of searching online (vs. offline) are lower
can be challenged. Income has been commonly used as a proxy for information
search costs (Klein & Ford, 2003), but it may be too broad a measure to accurately
estimate online search costs without taking into consideration other factors. An-
other search cost is perceived risk, which should be assessed as a multidimensional
variable including, for example, fear of technology, feelings of uncertainty and con-
fusion, and privacy and security concerns. Thus, developing a valid, reliable, and
complete measure of the costs of searching online presents significant challenges.

Beyond Economics of Information: Comprehensive Models
of Information Search

Nevertheless, the basic idea of Stigler’s (1961) theory, comparing the costs and
benefits to determine the optimal amount of information search, makes it a parsi-
monious model to guide studies of online search. Combined with behavioral ap-
proaches such as the theory of planned behavior, the model provides a framework
that can capture the process of consumer information search and the characteristics
of the online environment. Shim, Eastlick, Lotz, and Warrington (2001) proposed a
model of intention to search online using the theory of planned behavior. The model
incorporated consumers’ shopping attitudes, consumers’ perceptions of the extent
to which significant referents approve of Internet use for shopping (i.e., subjective
norm), consumers’ perceived behavioral control (e.g., computer skills, availability
of transportation to travel), and consumers’ past Internet purchase experiences as
predictors for consumers’ intentions to search.

Shim et al.’s (2001) model expanded the cost-benefit paradigm of information
search by capturing non-economic factors, i.e., consumers’ attitudes, perceptions,
and behavioral aspects of online search. A more comprehensive model might in-
corporate not only consumer characteristics but also Internet characteristics (e.g.,
ease of use, interactivity, information format, and availability of intelligent agents
such as shopping bots that visit a number of websites to identify information that
matches a product profile provided by shoppers) and product characteristics (e.g.,
search goods, experience goods, and credence goods). For example, shopping bots
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can make comparison shopping more straightforward. However, using a shopping
bot involves more than typing in a few keywords about a product and waiting for
the results. Consumers must pre-articulate their needs, wants, and shopping goals to
decide how to embed the use of this tool into their search and decide how to use the
information it provides in their decision-making process.

It is important to address the possible interactions among consumer, Internet,
and product characteristics and how those factors influence consumers’ online in-
formation search. Research has shown that online consumer reviews have become
an important source of information to consumers, especially as a complement to
or even a substitute for other forms of business-to-consumer and offline word-of-
mouth communication about product characteristics (McWilliam, 2000). However,
Chevalier and Mayzlin (2002) identified three reasons to suspect that online con-
sumer reviews might not be a good strategy for getting information: (1) consumers’
incentives to take the time to provide reviews are not clear; (2) online venders can
control the information displayed; (3) in the presence of consumer heterogeneity,
reviews may have a bias toward the product evaluations. For example, one consumer
may prefer a certain product or certain characteristics of a product, other consumers
with different backgrounds, experiences, or preferences may not agree with him/her.
Future research is worthwhile in this area.

Other researchers have argued that although the premise of Stigler’s (1961) the-
ory is parsimonious and logical, it must be qualified by a number of subtle and
unrealistic assumptions (Peterson & Merino, 2003). One is the assumption of per-
fect information, i.e., that consumers have complete knowledge about the marginal
costs and marginal benefits of search. Analytical and empirical studies have found
that consumers tend not to follow this normative rule to search for information; they
either stop searching when they reach some reference price or stop based on the
total cost of search, not the marginal cost (Saad, 1996; Sonnemans, 1998). These
results support Peterson and Merino’s (2003) proposition that the Internet will not
dramatically increase the amount of prepurchase information consumers acquire. In
fact, considering the number of factors that influence consumer search behaviors
and the difficulty of performing a cost—benefit analysis, consumers’ decisions about
the appropriate amount of search may be influenced less by economic factors online
than offline. Future research is warranted in this area.

Consumers’ actual purchase behaviors have been characterized as comprised of
single or multiple steps with the overall shopping goal accomplished through en-
actment of one or more interrelated steps such as information search and purchase
decision (Darden & Dorsch, 1990). While researchers consistently have modeled
online information search behavior as an antecedent of the ultimate purchase de-
cision (Klein, 1998; Shim et al., 2001), Shim et al. (2001) also found that con-
sumers’ intentions to search online mediated the relationships between consumers’
intentions to purchase and several antecedent variables such as consumers’ Internet
purchase experiences. Perhaps in future research, online information search and the
actual decision to purchase should not be viewed as independent processes.
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Online Privacy and Security

In polls, American consumers have consistently expressed concerns about risks to
their privacy when they shop online (Fig. 9.7). Many researchers have incorporated
consumers’ concerns about privacy and security issues into their online search and
purchase models and interpreted the concerns as costs, risks, or obstacles for on-
line search and purchase (Kulviwat et al., 2004; Kwon & Lee, 2003; Shim et al.,
2001). Privacy and security concerns can also be related to issues such as consumer
protection, online payment options, trustworthiness of online venders, information
technologies, and online market efficiency.

The Internet has become a vast storage area for consumers’ personal infor-
mation, including both personally identifying information and financial informa-
tion. Numerous public opinion polls and academic surveys (Georgia Institute of
Technology, 1994, 1998; NUA, 1999; UCLA Center for Communication Policy,
2003) have assessed the salience of consumers’ Internet privacy and security con-
cerns. The primary reason for consumers’ privacy and security concerns on the
Internet is the tremendous amount of transaction-generated personal information
that various websites collect, often in a completely invisible manner. Kang (1998)
pointed out the uniqueness of online privacy and security issues associated with con-
sumers’ shopping experiences in the “real” world, where consumers are generally
anonymous:

In this alternate universe, you are invisibly stamped with a bar code as soon as you ven-
ture outside your home. . .. (The cyber mall) automatically records which stores you visit,
which windows you peer into, in which order, and for how long. The specific stores col-
lect even more detailed data when you enter their domain. Of course, whenever any item
is actually purchased, the store as well as the credit, debit, or virtual cash company that
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Fig. 9.7 American consumers’ concerns about personal information when shopping online: 2001
and 2002

Source: The UCLA Internet report: Surveying the digital future (UCLA Center for Communication
Policy, 2003)
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provides payment through cyberspace take careful notes of what you bought (Kang, 1998,
pp. 1198-1199).

Kang’s example vividly illustrates that privacy and security concerns are a unique
byproduct of e-commerce and explains why consumers continue to express concern.
The development of efficient informational technologies such as “cookies,” a per-
sonalization device used by websites to track visitors and their transactions, has
made it easier for online venders to identify consumers’ browsing and purchasing
behaviors. Some consumers are simply unaware of cookies. Others know about
them but are unwilling to block them because of the inconveniences that result.
Blocking all cookies is the equivalent of telling supermarkets not to organize their
aisles based on consumers’ shopping behaviors or telling a storekeeper not to greet a
repeat visitor. Online businesses face a delicate balance between meeting consumer
demands for privacy protection and their desire for personalized treatment and thus
a more efficient market.

Competing Views of Online Privacy and Security Protection

There are two competing views of how to handle consumers’ perceptions of the
privacy and security threats of the Internet: the self-regulatory framework proposed
by the online industry and the legislative approach taken by consumer advocacy
groups. A market concept of consumer privacy is the basis of the self-regulatory ap-
proach; it assumes that privacy, as a consumer property, is an expression of self and
should remain free from government trespass (Zipperer & Collins, 1996). Within
this framework, personal information is a commodity that consumers value highly.
As a result, industry will seek to protect consumer information to gain their confi-
dence and maximize profits.

Critics have challenged the industry argument that more complete information
increases market efficiency and described the practices are socially problematic.
Gandy (1993) explained how the data marketing industry identifies persons through
commercial transactions, then classifies them into abstract, impersonal categories
(such as race or sex), and finally, and most importantly, assesses groups using sta-
tistical models which claim to identify not only “good” customers, but also “risky”
consumers who should be avoided.

Others have criticized the industry’s self-regulatory efforts as inadequate. One
effort, the Online Privacy Alliance (OPA), a coalition of more than 80 online compa-
nies and trade associations created in 1998, has produced Online Privacy Guidelines
(Federal Trade Commission, 1999). Members of OPA agree to adopt and implement
a posted privacy policy that provides a comprehensive notice of their information
practices. In addition, the e-commerce industry has also created a voluntary en-
forcement mechanism, the use of privacy seals. TRUSTe and the Better Business
Bureau Online (BBB Online) currently provide the seals, which are meant to certify
that a website displaying a seal follows the certifying group’s privacy guidelines.
Miyazaki and Krishnamurthy (2002) and Rifon, LaRose, and Choi (2005) found
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that seals created favorable impressions among consumers about websites’ privacy
practices, while research by LaRose and Rifon (2006) suggested that the privacy
practices of sites with seals were no better (and on some dimensions worse) than the
practices of sites without seals.

Researchers and consumer advocacy groups have argued that the industry’s self-
regulatory efforts have failed to fully address fair information practices and, there-
fore, have done little to protect consumers (Electronic Privacy Information Center,
1998). On a theoretical level, self-regulation stresses the market value of consumer
information but ignores the fact that fair information practices have other values,
such as its role in promoting identity formation, free speech, and democracy, and
therefore makes a faulty assumption about costs vs. benefits. Nehf (2003) has argued
that a self-regulation approach is flawed because consumers find it difficult to value
appropriately their privacy rights and to hold firms accountable for privacy breaches
and thus may not incorporate privacy concerns into their decisions about sharing
personal information.

On a practical level, online privacy notices typically are vaguely worded, tech-
nical, and legalistic, making them difficult for consumers to understand. Milne,
Culnan, and Greene (2006) found that over time, the readability of online privacy
notices has decreased while the notices have increased in length. Thus, consumers
may not be able to assess accurately risks to their privacy in online transactions.
The lack of uniformity among privacy notices and other protection mechanisms
such as seals also increases consumers’ costs of processing information. Perhaps
most importantly, some websites may not post privacy policies at all. Miyazaki and
Fernandez (2000) reviewed 381 websites and found that only 41.5 % provided any
type of disclosure about privacy. Thus, consumers are likely to be in the dark about
the information practices of most websites.

The extent to which consumers are willing to trade personal information for
something else they value, such as discounts or convenience, is not well established.
Industry groups have produced results emphasizing consumers’ desire for personal
treatment and willingness to reveal information about themselves (see, for exam-
ple, Cyber Dialogue Survey, 1999). On the other hand, most academic research
(Georgia Institute of Technology, 1998; Pew Internet and American Life Project,
2006; UCLA Center for Communication Policy, 2003) has shown that consumers
are concerned about their online privacy, have become more concerned over time,
and are not ready to trade privacy for convenience. However, the results come from
a very simplistic approach (i.e., survey questions such as “Which of the following
do you think is more important when you shop online: privacy or convenience?”)
which likely does not explain the complex relationship between privacy and other
considerations. In addition, it is likely there are inconsistencies between consumers’
attitudes and their behaviors when they use online services (Cai, Yang, & Cude,
2006), i.e., they do not do what they say they should. A more comprehensive ap-
proach to address the multiple aspects of consumers’ online privacy concerns is
warranted.
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Online Shopping: By Consumers and for Consumers

Just as the invention of the horseless carriage and other technological developments
improved people’s lives, online shopping has overcome many of the physical limi-
tations of brick-and-mortar stores. However, every technological development also
creates problems for consumers. The challenge is to find a balance of costs and ben-
efits that works for both retailers and consumers. There are many opportunities for
future researchers to find ways to more accurately balance these costs and benefits
as well as to understand how they influence consumers’ use of the Internet.
Some of the areas highlighted in this chapter are as follows:

® Investigation of a wide range of factors that influence consumers’ acceptance and
use of the Internet as a retail channel and interactions among influential factors

® Development of a valid, reliable, and complete measure of the costs of online
search

® The influence of economic vs. non-economic factors on the appropriate amount
of online search

e Exploration of consumers’ use of online reviews in purchase decisions

® A more comprehensive assessment of consumers’ online privacy concerns and
their influence on online shopping behaviors

Another area that is worthwhile for researchers to pursue is that of the online re-
lationship between consumers and market agents such as department store sales
persons and travel agents. As consumers’ interactions with markets and market
agents become easier and (potentially) less costly online compared to offline, do
consumers see these relationships as less favorable, equal, or superior to relation-
ships established offline? How willing are consumers to substitute online relation-
ships for face-to-face relationships? What may be the costs and benefits from such
substitutions?

Finally, Pitt, Berthon, Watson, and Zinkhan (2002) have written about the poten-
tial of the Internet to transform the balance of power in the market. As they state it,
“Websites allow better informed consumers to interact, band together, become more
aware of corporate shortcomings, and gain easier access to the legal system” (p. 7).
A fruitful area for research is an investigation of why the Internet has not achieved
its potential to increase consumer power in the market. Is it because the tools that
consumers need are unavailable or too difficult to use? Is it because the tools are
available but consumers have not used them to their advantage? Or are there other
explanations?
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Chapter 10
Financial Literacy of High School Students

Lewis Mandell

Abstract Five, large-scale, biennial national surveys of high school seniors from
1997 to 2006 have been used to measure the financial literacy of young American
adults. The results show a low level of ability to make age-appropriate financial
decisions in their own self-interests. Low baseline results in 1997 have further
deteriorated with scores on the 31-question, multiple choice exam now hovering
just over 50 %. Students from families with greater financial resources tend to be
substantially more financially literate than those from families that are less well-off,
thereby exacerbating the inequality of economic welfare among families. Moreover,
high school classes in personal finance and money management have not proven to
be effective in raising levels of financial literacy.

The Jump$tart Coalition for Personal Financial Literacy was formed in 1995 in
response to a dichotomy seemingly lifted from the opening of Dickens’s A Tale of
Two Cities—it was both the best of times and the worst of times. On the positive
side, real personal income in the United States had never been higher. On the down-
side, financial distress, measured by families filing for personal bankruptcy, had also
never been higher. How could this be?

The early pioneers of what came to be known as the financial literacy movement
came up with a hypothesis to explain this dichotomy. Deregulation of the nation’s
financial services industry over the previous 20 years had encouraged the prolifera-
tion of financial products, many of them innovative and complex. The virtual elim-
ination of interest rate restrictions (on both deposits and consumer credit) allowed
banks to extend credit (and credit cards) to a wider spectrum of consumers whose
incomes and/or credit ratings had hitherto made them ineligible.

While most economists posited that variety and choice are good for consumers,
it was also possible that many consumers lacked the ability to evaluate the new
and complex financial instruments and make informed judgments in both choice of
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instruments and extent of use that would be in their own best long-run interests. This
ability was termed financial literacy.

The small group that became the Jump$tart Coalition shortly came to two
additional conclusions. First, the problem was too large for any single organization
to tackle and that a consortium of organizations with interest in financial literacy
should be assembled. A second conclusion was that the current level of financial
literacy should be measured as a baseline and that subsequent measures should
be taken, at regular intervals, over time to measure progress in making Americans
financially literate.

High school seniors were chosen as the population to measure for several rea-
sons. First, they were adolescents on the verge of legal age for both the ownership
of a variety of assets and the ability to obligate themselves to the repayment of debt.
Second, they were in their last year of education whose form could be proscribed
by adults acting on their behalf. Courses related to financial literacy could be man-
dated in high school, but not in college where students are allowed to choose their
own course of study. Finally, from a pragmatic standpoint, the fledgling organiza-
tion could not afford the cost of large-scale, detailed surveys of adults, involving
paper and pencil tests of financial literacy. School-based administration of these
tests was deemed to be an accurate and cost-efficient method of assessing financial
literacy.

Other Studies of Financial Literacy

A number of surveys have shown that Americans of all ages lack the ability to
make good financial choices (see Chen & Volpe, 1998; Volpe, Chen, & Liu, 2006,
for a review). The lack of basic financial literacy has been shown to result in
poor financial decision making. Nellie May’s study of undergraduate college stu-
dents in 2000 found that 25 % have four or more credit cards and about 10 %
carried outstanding balances between $3,000 and $7,000 (Murray, 2002). Joo and
Grable (2000) found that poor financial decisions also hurt productivity in the
workplace. A 2001 Harris pole of graduating college seniors found that only 8 %
believed that they were very knowledgeable about investing and financial plan-
ning in contrast to about half who believed they were not very or not at all
knowledgeable.

For more than a decade, the Federal Reserve has focused on the importance of
financial education and literacy in the functioning of the financial markets (see, for
example, Braunstein & Welch, 2002; Greenspan, 2003, 2005; Hilgert, Hogarth, &
Beverly, 2003).

Volpe et al. (2006) used a survey of corporate benefit administrators to identify
important topics in personal finance and assess employee knowledge relating to
these topics. Their survey identified basic personal finance as a critical area in which
employee knowledge is deficient, particularly as it relates to retirement planning,
investment and estate planning.
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The Organization for Economic Co-operation and Development (2005) report
Improving Financial Literacy found the lack of financial literacy to be widespread,
affecting adults and/or high school students in Australia, Japan and Korea as well as
the United States.

Jump$tart Surveys

In late 1997, the Jump$tart Coalition for Personal Financial Literacy conducted its
first Personal Financial Survey. The results of this initial baseline survey were not
reassuring. Just 10.2 % of the 1,532 high school seniors were able to answer at
least three-quarters of the basic, age-relevant questions correctly. In fact, the average
grade on the exam was a failing 57.3 %. (Mandell, 1998).

Given the results of this inauspicious start, the Jump$tart Coalition decided to
administer a version of the Personal Financial Survey every 2 years to measure
progress to the overall goal of universal financial literacy for all American high
school graduates. Back in 1997, the Jump$tart founders optimistically forecast that
by 2007, 10 years after the baseline measure, the final survey would document the
achievement of this goal.

Results of Subsequent Surveys

In early 2000, a second nationwide survey was administered to 723 high school
seniors. The results were substantially worse than those of the first survey, 2 years
earlier (Mandell, 2001). During the academic year 2001-2002, the third nationwide
survey was given to 4,024 twelfth graders. Overall results continued to decline from
51.9 % to a low of 50.2 % (Mandell, 2003).

The survey of 4,074 high school seniors completed in February 2004 showed
the first improvement in overall scores since the surveys began in 1997. The mean
rose by 2.1 percentage points from the low of 50.2 % achieved in 2000 to 52.3 %.
While this result was better than the two previous surveys, it was still 4 percentage
points below the baseline study of 1997, which itself has been characterized as a
high flunk (Mandell, 2004). A record 5,775 twelfth grade students completed the
Jump$tart survey by February 2006, achieving an average score of 52.4 %, a slight
increase from 2004 (Mandell, 2006a).

The Sample

The Jump$tart survey uses a national sample of seniors in U.S. public high schools.
The sample is stratified by state and clustered by school. The probability that a
public high school within a state is chosen for inclusion in the sample is proportional
to the number of seniors in that high school.
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The universe used for school selection is all public high schools in the United
States from the list provided online by the U.S. Department of Education. Since
the cost of randomly selecting and testing students across every state would be pro-
hibitive, students are clustered by high school so that the exam can be administered
to entire classroom of students at one time.

The number of high school seniors sampled in each state is based on the number
of public high school seniors in that state. The sampling interval is the proportion of
all public high school seniors nationwide multiplied by the desired national sample
size, adjusted for likely response rate. Within each state, every public high school is
rank-ordered from smallest to largest by the number of twelfth grade students. Then,
a random number between 1 and the sampling interval is chosen as the start number
within each state. High school seniors are added up (from lowest to highest) and
when the random start number is reached, that high school was chosen for inclusion
in the sample. From that point on, the sampling interval is added to the cumulative
number continually, until the largest high school is reached. Each time the random
start plus a multiple of the sampling interval is reached, another high school is added
to the sample. Each school that falls into the sample is contacted and asked if a
specific class would take the JumpS$tart survey.

To improve the probability that sampled school would participate in the survey,
members of statewide Jump$tart Coalitions are asked to contact school principals
to urge cooperation. As added incentive for the Jump$tart Coalitions, those states
that want comparative state-specific results have been over-sampled (40 schools
per state) since 2002 with the provision that state-specific results would be sup-
plied if 10 or more schools within their state participated in the survey. As a
result, the data used in the analysis must be weighted to insure that every school
in the sample has a probability of selection proportionate to the size of its senior
class size.

Letters are sent to the principals of the randomly selected schools, explaining the
purpose of the study and asking for their cooperation. Principals who are personally
known to members of the Jump$tart Coalition or of the state Coalitions were con-
tacted by phone as well. They are asked to select a twelfth grade (non-honors) class
in English or Social Studies (aside from economics) to participate in the survey. This
was done to avoid biasing the results by specifically selecting classes in economics,
business or related areas. To randomize the process further, principals were asked to
select classes meeting closest to 10 a.m.

A small incentive is offered to help gain the cooperation of the schools. In 2006,
the teacher who administered the survey was offered a $50 gift card from Staples
to purchase school supplies. In earlier years, a small savings bond was used as an
inducement. Some participating teachers decline this offer.

In 2006, 305 of the 1,733 sampled schools participated, a response rate of 17.6 %.
This was an increase from the response rate of 15.8 % in 2004 but below both the
18.3 % in the 2002 survey and 21.3 % in the 2000 study; in addition, it was less than
half of the 43.6 % rate that had been achieved in 1997. Conversations with school
officials indicate that while they have an interest in financial literacy, the intense
pressure to achieve satisfactory scores on standardized national examinations has
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diverted energy and resources to core academic areas. In spite of varying response
rates, however, the demographics of the five surveys were very similar, indicting
that they were all reasonably representative of the population of twelfth graders in
public schools.

The Survey Instrument

The survey instrument tends to consist of approximately 50 questions, of which
31 are the core financial literacy questions. All questions use a multiple choice
format.

Prior to the first survey, members of the Jump$tart Coalition identified four key
areas of coverage in their Personal Finance Standards. These areas were (1) income,
(2) money management, (3) saving and investing and (4) spending and credit. The
test questions attempted to cover the four key areas and their major subcategories.
Wherever possible, questions were put into age- and life cycle-appropriate case
studies to make them relevant to the students.

Test questions were largely identical to those used in previous years, except
for ordering and cosmetic changes. To discourage teachers from teaching for the
exam, the ordering of questions is changed in each survey, as is the ordering of
answers to each of the questions. Furthermore, cosmetic changes are made in the
questions, including changing the names of persons used in mini-case questions.
In addition, regulatory and market changes over a period of several years have
mandated substantive changes to some questions. For example, while credit reports
could formerly be accessed without charge only if a consumer was denied credit,
a new law was passed guaranteeing consumers access to their credit records, with-
out charge, once each year. This forced the modification of the question relating to
free access to credit records. While this changed the comparability of the questions
somewhat, great care has been taken to minimize the impact of these necessary
changes.

In an assessment of the reliability and validity of the 1997 and 2000 JumpS$tart
surveys, Lucey (2005) found that the surveys possess moderately high overall inter-
correlation consistency as well as some degree of face and content validity. How-
ever, he found less support for their construct, congruent, and predictive validity and
suggested further research into the degree to which the Jump$tart surveys measure
financial understanding.

Financial Literacy by Category

Test Results by Demographics

Table 10.1 summarizes the results of the five studies by demographic variables.
Recently, students from families with higher incomes have tended to do better than
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Table 10.1 Test results by demographics

1997 2000 2002 2004 2006 2006 2006 2006

Mean Mean Mean Mean Mean Proportion % Cor %

score  score  score score score  of better Failing
students

573% 519% 502% 523% 52.4% 100.0% 6.9% 62.0%

Parents’ income

Less than $20,000 552 463 457 495 485 8.0 2.9 74.2
$20,000-$39,999 582 520 507 513  50.8 17.0 5.6 67.3
$40,000-$79,999 59.6 572 523 541 53.7 29.1 8.1 57.5
$80,000 or more 59.0 550 527 559 @ 55.6 27.0 10.5 52.0
Highest level of

parents’ education

Neither finished H.S. 51.4  47.0 437 446 445 6.4 0.4 82.7
Completed H.S. 57.1 49.7 475 515 506 24.6 4.5 66.7
Some college 55.8 53.8 51.7 52.6  51.8 21.0 6.4 63.2
College grad or more 59.3 55.1 53.5 55.4 55.6 43.7 10.1 53.4
Sex

Female 579 51.6 507 522 523 53.1 4.9 62.6
Male 569 522 498 524 526 46.6 9.3 60.8
Race

White 609 545 537 555 550 71.3 8.9 54.6
African American 50.4 47.0 421 44.0 447 10.1 1.6 79.8
Hispanic American  55.1 45.3 44.8 48.3 46.8 8.6 2.0 79.6
Asian American 558 535 506 483 494 4.4 22 71.9
Native American 48.8 38.6 455 46.7 44.1 L5 5.1 86.6

others on the exam. In 2006, for example, students whose parents’ income totaled
less than $20,000 per year had a mean score of 48.5 % in contrast to an average of
55.6 % for students whose parents’ income was more than $80,000. In 2006, for the
third consecutive survey, students from families with the highest incomes did better
than all others and the differential appeared to be widening.

It is important to note that students from the highest income families did not
always exhibit the highest rates of financial literacy. In the first two surveys (1997
and 2000), students from families in the $40,000-$79,999 income range did better
than students in the top family income range. We attributed this to the notion that stu-
dents from more affluent homes did not have to be as financially literate as their less
affluent counterparts since they were almost universally college-bound and would
probably be insulated from most financial responsibilities for at least four more
years.

While we have no hard data to explain why students from the highest income
families suddenly appear more financially literate than others, we feel that it is likely
the result of a higher level of awareness of the importance of financial literacy by
these wealthier and better-educated families.Based on conversations we have had



10 Financial Literacy of High School Students 169

with educators, early adopters of programs designed to address the problems of
financial literacy appear to be the more affluent private and public high schools that
are both more aware of the problem and less constrained by resource shortages than
other schools.

Examination results are also strongly and monotonically related to parents’
education. If neither parent completed high school, the average score in 2006 was
44.5 % rising to 55.6 % for those who had at least one parent who completed college.
Also, while less than half of 1 % of those whose parents had less than a high school
education scored a C or better on the exam (at least 75 %), 10.1 % of those in the
highest education category did this well.

The surveys have found little difference in financial literacy by gender. In 2006,
males did marginally better than females (52.6 versus 52.3 %) as they did in 2000
and 2004. However, in two of the five surveys (1997 and 2002), females did slightly
better than males.

Performance differences were more closely related to race than any other back-
ground variable. White students have consistently outperformed all others while
African Americans and Native Americans have tended to do least well. The differ-
ence of approximately 10 points in financial literacy scores representing close to a
20 % differential underscores one of the most important causes of racial inequality.
Since racial groups with fewer financial resources also tend to have less ability to uti-
lize these resources for their own best interests, overall economic well-being, which
is a product of financial resources and financial literacy, is more poorly distributed
than either component.

Students from the Midwest region of the United States did best on the exam with
a mean score of 54.2 %. Those from the South did least well with a mean score of
49.9 %, a number unchanged from the previous survey.

Results by Aspirations

Students were asked about their educational plans and occupational aspirations as
well as the full-time income they anticipated making from their first job. The results
are shown in Table 10.2.

In 2006, nearly 71 % of students who participated in the survey planned to attend
a 4-year college and more than half aspired to be professional workers (a sizeable
proportion did not yet know what occupation they intended to undertake). Income
expectations were varied, with 41.4 % expecting to begin work at $40,000 or more
and an additional 20.4 % expecting to make between $30,000 and $40,000. This
and previous surveys have found that educational aspiration is strongly and directly
related to financial literacy while income expectation is also positively related, but
not as strongly. This author concludes, in an earlier paper, that those with higher
educational aspirations are relatively higher in literacy than in thriftiness (Mandell,
2005).
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Table 10.2 Test results by aspirations

1997 2000 2002 2004 2006 2006 2006 2006

Mean Mean Mean Mean Mean Proportion % Cor %

score  score  score score score  of better Failing
students

573% 519% 502% 523% 524% 100.0% 6.9% 62.0 %

Educational Plans

No further education 43.8 39.7 322 41.9 37.9 2.0 2.7 91.5
2-year or jr. college  53.8 43.3 46.4 48.0 47.5 14.7 1.7 76.6
4-year college 60.0 54.5 53.5 55.0 54.9 70.9 8.8 55.3
Planned occupation

Manual work 45.5 38.7 394 40.0 41.0 2.7 1.4 87.9
Skilled trade 55.7 43.6 45.7 471 47.8 6.2 4.0 71.4
Service worker 544 413 433 49.0 49.5 10.6 5.6 67.4
Professional worker  59.6 55.0 53.1 55.2 54.9 50.3 8.9 54.9
Expected full-time

income

Under $15,000 47.4 40.6 39.0 45.1 42.5 2.8 1.4 82.2
$15,000-$19,999 533 41.7 46.6 48.8 46.4 6.1 24 78.8
$20,000-$29,999 58.5 53.4 50.3 51.3 51.6 13.5 5.7 63.7
$30,000 or more 59.5 54.4 52.6 53.8 53.9 20.4 6.9 58.8
$40,000 or more® 54.1 54.1 41.4 9.3 57.5

2$40,000 or more bracket was added in 2004

Results by Money Management Education

One of the strongest and most depressing findings from the Jump$tart surveys is
that students who take a full-semester high school class in money management or
personal finance are no more financially literate than students who have not taken
such a course. Table 10.3 shows results from the four surveys (2000-2006) that

Table 10.3 Test results by money management education

1997 2000 2002 2004 2006 2006 2006 2006
Mean Mean Mean Mean Mean Proportion % Cor %
score score score score score of students better  Failing

All students 57.3% 51.9% 50.2% 52.3 % 52.4% 100.0 % 6.9% 62.0%
Classes in H.S.*

Entire course, money

Mgt/personal finance 514 482 535 516 16.7 6.8 62.4
Portion of course, money

Mgt/personal finance 529 498 527 534 293 7.3 59.7
Entire course, economics 51.0 498 53.0 532 38.1 7.8 59.9
Portion course, economics 52.1 S51.1 532 53.0 274 7.9 60.0
Stock mkt game in class 55.1 524 558 550 277 10.0 55.0

“Percentages may total more than 100 %, with multiple responses possible
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have included a question about courses related to financial literacy that the student
may have taken. In three of the surveys, students who took a full-semester course in
money management or personal finance actually did slightly worse than all students.
In 2006, for example, 16.7 % of high school seniors who reported having had an
entire course in money management or personal finance scored an average of 51.6 %
on the exam in contrast to the average score of 52.4 % achieved by all students.

While the differences are not large enough to support a statistical conclusion that
students who have had such a course are less financially literate than those who have
not, there is no evidence to show that courses in money management or personal
finance, as they are now taught, improve the financial literacy of their students.

It is also interesting to note that those students who had such a course at school
were less likely than all students to achieve a C or better and were slightly more
likely to have failed the exam.

It should be noted that evaluations of specific high school programs in financial
literacy which used pre- and post-tests have found positive impact in both financial
knowledge and financial behavior. An evaluation of the National Endowment for
Financial Education’s High School Financial Planning program, which could be
taught in as little as 2 weeks or as long as a semester, found increased in knowledge
and savings rates (Danes, 2004; Danes, Huddleston-Casas, & Boyce, 1999). Thus
far, however, it has not been possible to test for specific part-semester programs
as part of the Jump$tart surveys because of the number of such programs and the
inability of students to recall the names of specific vendors.

Impact of State Mandates

In a well-known survey of Merrill-Lynch customers, Bernheim, Garrett, and Maki
(2001) found that those who had attended high school in a state which mandated
the teaching of personal finance tended in middle age to save a higher proportion
of their incomes than others. However, in his analysis of the 1997 Jump$tart sur-
vey, Mandell (1998) found that students in states which mandated the teaching of
consumer education or personal finance did not show higher mean financial literacy
scores than those who lived in states where the mandates did not exist.

In further analysis of the 1997 JumpS$tart data, Tennyson and Nguyen (2001)
found no association between mandates and test scores when averaged over all
forms of mandates. However, they did find that mandates requiring the teaching
of a specific course were statistically associated with higher scores. This conforms
to the findings of Mandell (2004) from a later JumpS$tart survey of teachers, which
are explained, in greater detail, immediately below.

Survey of Teachers and Schools

The, by now, well-publicized finding that high school classes in financial man-
agement or personal finance are ineffective in raising levels of financial literacy
elicited a number of hypotheses to explain this phenomenon. The first hypothesis
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that students who took such classes were less likely to be academically talented
and college-bound was disproved by 2002 data that showed no differences in the
proportions of college-bound and non-college-bound students taking such a class.

A second hypothesis was that teachers of financial management or personal
finance had little or no training in this field. A third hypothesis was that many
students took the course as an elective rather than as a required course and did so
because it was structured to be easier than required courses and, consequently, did
not teach the material with equivalent rigor.

To address the second and third hypotheses, the 2004 Jump$tart survey added a
separate survey of participating schools and received responses from 130 of the 252
schools that administered the Jump$tart survey (Mandell, 2004). While more than
half (57.7 %) of schools offered a full-semester course in money management or
personal finance, only 10.7 % required all students to take such a class. In addition,
the course is not taken primarily by seniors who could presumably gain most from
it since they are current or soon-to-be legal adults. In fact, the course was taken
primarily by seniors in just 21.6 % of the schools which may account for low levels
of recollection by the time they took the Jump$tart test in their senior year.

Teachers who taught full time courses in money management or personal finance
tended to be well-educated in the area, professional and experienced. More than
90 % of schools used the same teachers to teach these full-semester courses year
after year, and nearly two-thirds of these teachers have a graduate degree in business,
consumer economics or related fields and nearly all have at least an undergraduate
degree in the appropriate field.

Students who took a required course in money management or personal finance
did better than all other students (54.2 %) on the financial literacy test. Unfortu-
nately, just 6 % of all U.S. high school students are required to take such a course.

Success of Stock Market Games

One school-based educational program that is consistently related to higher financial
literacy scores is playing a stock market game. Since first measured in the 2000 sur-
vey, students who play a stock market game in class do 3—4 percentage points better
than all students, which translates to a 6—8 % increase in financial literacy. Although
the reasons for the lone success of this activity are not clearly known, playing such
an interactive game appears to stimulate interest in (at least) the investment-related
aspects of personal finance.

What accounts for the failure of full-semester high school classes in money man-
agement to raise the financial literacy levels of our students? A number of interesting
hypotheses have been advanced to explain this phenomenon. The success of invest-
ment games in raising financial literacy scores suggests that courses should be more
interactive and fun, focusing on current real-world events. Some have suggested
that many, if not most, of the subjects covered in a money management class are not
relevant to high school students, and it is hard to hold their interest in subjects such
as mortgages, investments and retirement. Still others have postulated that students
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remember little of what they learn in any class, once the final exams are completed,
particularly if what they have learned is not reinforced by other classes that build on
the subject matter.

Motivation to be Financially Literate

It is possible that courses in money management do not improve financial literacy
because students do not realize just how important this material is to their futures. To
test this hypothesis, three new questions were added to the 2006 Jump$tart survey
to see how young adults felt about three issues:

1. The importance of one’s own actions in avoiding financial distress;

2. The degree of discomfort caused by the financial inability to pay one’s bills; and

3. The perceived difficulty of retiring without a pension (other than Social Security)
or savings.

Greatest Cause of Financial Distress

Slightly more than two-thirds of the students attributed personal financial difficulty
to the consumer’s personal actions, largely to too much credit (28.9 %) and no finan-
cial plan (also 28.9 %). An additional 9.4 % felt that the greatest cause of financial
difficulty was not enough savings.

Only 8.6 % of students felt that bad luck was the greatest cause of financial dif-
ficulty and those students had average financial literacy scores of 49.1 %. Another
24 % felt that the greatest cause was too little income, and their financial literacy
average was 50.6 %. The best financial literacy scores were recorded by students
who felt that the greatest cause of financial distress was buying too much on credit
(56 %) and those who felt that it was due to the lack of a financial plan (53.8 %).

It appears that most students are aware of the primary causes of financial dif-
ficulty and that this knowledge, by itself, does not strongly motivate students to
become financially literate.

How Bad Is Insolvency?

A second hypothesis related to motivation is that some young people may not re-
gard financial distress and insolvency as being particularly bad or unusual in to-
day’s society. Perhaps everyone they know is also from an overconsuming, credit-
dependent family and that they have adjusted to unpaid bills and calls from credit
collectors.

Only 8.5 % of students, however, feel that it is not so bad if you cannot pay your
bills. They tend to have very low financial literacy scores, averaging just 43.2 %.
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Just 42.5 % of students feel that inability to pay bills is very bad, and their financial
literacy scores are actually slightly lower than those who feel that it is pretty bad.

The conclusion here is that, aside from a small percentage of students, most feel
that it is bad to be financially insolvent and the intensity of negative feelings toward
this state is not a major driver of financial literacy.

Motivation to Retire Comfortably

Students were asked how hard it is to live in retirement entirely on Social Security.
Once again, most students answered this question reasonably. Only 7.5 % respond-
ing that one could live well on Social Security, and their financial literacy scores
were extremely low, just 39.9 %.

Half the students felt that it was tough to retire on Social Security alone, and they
had the highest scores (56 %). An additional 42.3 % felt that people could get by
on Social Security if they were willing to cut back on expenses and their average
financial literacy score was 50.4 %.

Further analysis (Mandell & Klein, 2007) found that after controlling on all other
variables, such as aspiration, that had a significant impact on financial literacy, the
three motivational variables had a significant and positive relationship to financial
literacy. This suggests that courses in money management and personal finance keep
stressing to students the importance of being financially literate to insure their own
futures.

Are Thrift and Financial Literacy Related?

Many financial problems of American consumers relate to low levels of personal
saving and/or high levels of debt. Therefore, one desirable outcome of financial
literacy would be an enhanced proclivity toward saving or thrift. Since 2004, a
question has been added to the survey to enable us to see whether a relationship
exists between self-evaluated levels of thrift and financial literacy scores.

Students were asked the following question:

Some people tend to be very thrifty, saving money whenever they have the
chance, while others are very spending-oriented, buying whenever they can and
even borrowing to consume more. How would you classify yourself?

(a) Very thrifty, saving money whenever I can

(b) Somewhat thrifty, often saving money

(c) Neither thrifty nor spending-oriented

(d) Somewhat spending-oriented, seldom saving money
(e) Very spending-oriented, hardly ever saving money.
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In 2006, more than half the students thought of themselves as very or somewhat
thrifty while only a quarter felt that they are somewhat or very spending-oriented.
Thrift appears to have little or no relationship to financial literacy, however! Those
who are very spending-oriented or very thrifty do worse on the test than others with
more moderate savings behavior.

Results by Money Management Experience

All five Jump$tart surveys have clearly demonstrated that experience in managing
one’s finances does little if anything to raise a young person’s overall level of finan-
cial literacy.

Credit Card Use

In 2006, 31.7 % of high school seniors used a credit card. More than half of these
students (presumably those over the age of 18) used their own card while about
two-thirds used a card in the name of their parents. The overlap is due to the finding
that 4.8 % used both their own card and the card of their parents.

The 67.7 % of students who did not use a credit card had an average score of
53.4 % in contrast to 50.2 % for those who used a credit card. The fact that non-credit
card users were more financially literate than those who used credit cards is similar
to results found in every survey except for 2000.

ATM Card Use

In 2004, for the first time, students were asked whether they used an ATM card
and also whether they used it to make point of sale purchases directly as well as for
obtaining cash. In 2006, 47.9 % of students used an ATM card, a large increase from
42.4 % in the 2004 survey. Nearly two-thirds of the ATM-using students employed
the cards for direct purchases at point of sale as well as for obtaining cash.

Students who used an ATM card for both cash and purchases did better on the
financial literacy test in both years than did those who used the card only for getting
cash or who did not use it at all.

Paying for Car Insurance

The 2006 survey shows that nearly 80 % of high school seniors have the use of an
automobile and more than 60 % of all seniors own their own cars. Of those who
owned their own cars, nearly half paid (or helped pay) for their auto insurance.
Students who owned their own car and paid for the insurance tended, over the five
surveys, to be no more financially literate than those students who owned a car and
had the insurance on it paid for by someone else.
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Ownership of Financial Assets

Students with bank accounts do tend to be more financially literate than those with-
out such accounts, although this could reflect differences in income. Sixty-four per-
cent of students included in the 2006 survey owned no securities, either in their own
name or in the name of their parents. There were few differences in literacy scores
that were related to security ownership, whether in their names or in the names of
their parents.

Employment History

Students who have also worked in the paid labor force have proven to be more
financially literate than those who have not worked. This finding has been consistent
in all Jump$tart surveys in which the question of work experience has been asked.
This may relate to the finding by Alhabeeb (1999) that teenagers who are employed
tend to spend more on consumption categories other than time-consumptive enter-
tainment and transportation and, by inference, be more financially experienced than
those teens who are not employed.

Parental Home Ownership

Most students (84.3 %) came from families that owned their own homes. These stu-
dents had significantly higher scores in financial literacy (53.1 %) than did students
whose parents rented their homes (48.5 %). This difference could well be related to
the higher socioeconomic status of students from home-owning families.

Financial Literacy by Subject Category

Thus far, we have looked at overall test results by categories relating to various
student characteristics and demographics. It is possible, however, that different
types of students vary in their performance by subject category. To test this, we
divide the questions into four categories of income, money management, savings
and investing, and spending and scored the results of each subject. A subset of
the spending questions relating to credit was broken out separately as well. In all
surveys, students scored best on the income questions and worst in savings and
investing.

Students in the highest-income category did better than others in every category
in 2006, the first time that they had done so. This lends additional credibility to the
hypothesis that families of students from higher income, better-educated families
are starting to get serious about financial literacy. The difference between whites
and African Americans was the largest in the income category, a difference of 13.3
percentage points.
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Subject Expertise by Money Management Experience

It is reasonable to expect that money market experience in a particular area affects
financial literacy in that area. For example, one might assume that students who use
their own credit card would score higher in the credit area than other students. The
results, though, show just the opposite, with students who do not use a credit card
answering credit questions far more accurately than students who use credit cards.
This finding has been consistent over time.

On the other hand, students with savings accounts (Savings Only or Savings and
Checking) do better on the savings questions than do students without savings ac-
count, but they also tend to do better on all categories besides Income. The 2006
survey results tend to continue a trend showing more of a connection between expe-
rience and knowledge in related subject areas. The relationship is not yet, however,
either strong or consistent.

Experience and Specific Knowledge

While experience in managing one’s finances does little, if anything, to raise the
overall level of financial literacy, certain types of experience have been shown to
increase financial literacy related to that experience. In the 2006 survey, it was
found, for example, that students who have never worked for pay are far less likely
than those who have worked full- or part-time to know that income tax, Social Se-
curity and Medicare are deducted from an employee’s paycheck.

In addition, those who own a car and pay for their own insurance are much more
likely to know that collision insurance covers damage to a car than those who own
a car and do not pay for their own insurance. Similarly, those who owned a car were
more likely than other drivers to know that a car generally serves as collateral for a
loan used to finance its purchase.

Along the same lines, students who own stocks or mutual funds, either in their
own name or in their parents’ name, are much more likely to know that an invest-
ment in stocks over an 18-year holding period is likely to earn a higher return
than savings bonds, savings accounts or checking accounts. However, those who
own stocks or mutual funds in their own names were slightly less likely to know
this than those who own them in their parents’ name casting doubt on the teach-
ing value of owning stocks in one’s own name (unaccompanied by other types of
teaching).

Those whose folks are homeowners are more likely than the children of renters
to know that money invested in the downpayment in a home is illiquid and may
be difficult to access in the event of an emergency, but this difference may reflect
the greater income of homeowners. Children of homeowners were also much more
likely to know that a house financed with a fixed-rate mortgage is a good protection
for sudden inflation.
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Those who had a bank account were more likely to know that interest on savings
accounts was taxable, but checking account holders (who presumably earned no
interest on their accounts) was much more likely to know this than savings account
holders. Those who used an ATM card were more likely than non-users to know
that you cannot take money from every ATM without a fee.

Most surprising was the finding that students who did not have a credit card
were more likely than credit card holders to know the consequences of pay-
ing only the minimum amount on credit card monthly statements. They were
also more likely, than credit card users, to know that credit card companies of-
ten start young people with small credit lines to reduce their own risk of lend-
ing the money. Furthermore, the non-credit card users were more likely than
users to know that banks share the credit history of borrowers with each other
through credit reporting services and also to know that consumers can now check
their credit records for free once a year. Finally, non-card users were also more
likely to know what credit counseling services could and could not do for over-
extended borrowers. It should be noted, however, that among credit card users,
those who held the card in their own name tended to be more knowledgeable
about credit cards than those who used cards in the name of their parents. In some
questions, they were more knowledgeable than students who did not use credit
cards.

Just-in-Time Education

Given the lapse in time between a high school course in money management or per-
sonal finance and the bulk of financial decisions that must be made by young adults,
it has been suggested that these courses focus exclusively on decisions that high
school students are making currently or are likely to make in the near future. To see
whether this is likely to be effective, 11 of the 31 Jump$tart questions which related
to actual financial products used by some high school students (credit cards, bank
accounts, auto insurance, etc.) were cross-tabulated by actual use of such products
and by whether students had taken a high school course in money management or
personal finance. Results showed that students who had taken such a course and
who had actually purchased a financial product were no more knowledgeable about
the financial product they had just purchased than those students who had not had
a formal course of this type. This finding provides little support for a just-in-time
focus that would concentrate on imminent financial decisions (Mandell, 2006c).
This does not imply that just-in-time education is not useful for adults who are
about to make an important financial decision, particularly education delivered at
the point of sale or that obtained by highly motivated consumers. It does however
offer little support for changing the focus of courses offered at the high school level
to become more relevant. The positive results experienced by students who play
a real-time stock market game (with synthetic money) would point us more in the
direction of high levels of interaction (and perhaps fun) than in immediate relevancy.
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Parents and Allowances

Many parents are justifiably concerned that school-based education is doing little to
prepare their children to handle finances efficiently. Attempts to teach by experience,
such as giving children credit cards and stocks and mutual funds in their own name,
have proven to be unsuccessful in promoting financial literacy, as previously men-
tioned. Two additional attempts at intergenerational transfer of financial prowess
include the use of an allowance and the frank discussion of family finances.

Proponents of a regular allowance point to the budgetary skills generated by
regular, but periodic infusions of income which necessarily engender disciplined
spending to make the allowance last until it is received again. In the 2004 survey,
however, it was found that students who received a regular allowance (that did not
require the completion of chores to earn it) had a financial literacy score of just 50 %
in contrast to those who received a regular allowance in return for chores (53.2 %)
and even those who did not receive a regular allowance, receiving money only when
they needed it (52.4 %). This was not the first such finding that giving an allowance
to a child is not useful in improving a child’s financial literacy. Nearly 50 years ago,
it was found that the practice of giving an allowance does not deserve its present
prominence in recommendations for money education (Marshall, 1960).

In addition, the 2000 survey found that students whose parents often discussed
money matters with them did not score significantly better (52.6 %) than students
whose parents sometimes (52.5 %) or rarely (52.4 %) discuss money matters with
them (Mandell, 2001).

Financial Literacy and Financial Behavior

Improving financial literacy is merely an intermediate step in the overall societal
goal of improving financial behavior. If financially literacy does not translate into
useful and efficient financial decision making, little has been gained. The positive
relationship between financial literacy and financial behavior has been shown among
adults (Hilgert et al. , 2003).

In the 2006 Jump$tart survey, students who had checking accounts were asked
whether they had ever bounced a check. Those who never bounced a check had
financial literacy scores above 53 % while those who had bounced at least one check
had financial literacy scores in the mid-40s, showing a positive association between
financial literacy and beneficial financial behavior.

Financial Education and Financial Behavior

A separate study carried out by this author in 2005 followed a matched sample of
students who graduated from a school system that taught a highly regarded course
in personal financial management. Half the students took this course while the other
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half did not. Since the students came from the same environment and educational
system, it provided an opportunity to examine the separable impact of the personal
financial management course on subsequent financial behavior.

The study tracked students for 1-5 years after they graduated from high school,
giving the subjects a mean age in the early twenties. The average personal financial
literacy score, among all respondents, on the Jump$tart questions was 69.3 %. This
was quite high by comparison to the national Jump$tart results of 52.3 % in 2004.
However, there was virtually no difference between those who had taken the course
who averaged 68.7 % and those who did not who averaged 69.9 %.

Students who had taken the course in personal financial management were not
subsequently more savings-oriented than those who had not taken such a course.
Nor did taking the course appear to have a consistent relationship to actual financial
behavior. Those who had the course did do better in making credit card payments on
time, balancing their checkbooks frequently and never worrying about debt. Those
who did not have the course did better in paying off credit card balances, not bounc-
ing checks, preparing their own taxes and having adequate savings and investments.

A regression analysis showed that neither having had the course nor having been
out of high school longer had any significant effect on financial behavior. However,
being a full-time college student or graduate had a positive and very significant
impact on favorable financial behavior reinforcing the Jump$tart findings that as-
piration seems to be the most important factor driving personal financial literacy
(Mandell, 2006b).

Who Is Financially Literate?

Employing 2006 Jump$tart data, Mandell (2007a) analyzed those high school se-
niors who are financially literate. Using a cutoff score of 75 %, he found that the
6.9 % of the students who are, by this classification, financially literate are dispro-
portionately white, male and the children of well-educated parents, all variables that
are hard to change.

Summary and Future Research Directions

Virtually all studies of students completing high school conclude that our young
adults are poorly prepared to make financial decisions in their own best interests.
There is also agreement that financial literacy appears to be positively related to the
possession of present and likely future financial resources, in that the most literate
tend to be white, college-bound and the children of educated parents. Since finan-
cial well-being is a product of financial resources and the ability to utilize those
resources most effectively, the inequality of financial well-being is probably greater
than that of both income and wealth and represents a huge social problem.
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The Jump$tart surveys, which track financial literacy over time, have found little
improvement since 1997. There have been no comparable studies to contradict this
finding. It is possible, however, that financial literacy measures something else, such
as intelligence or academic ability, and it would be useful to measure these variables
through reported SAT scores and grade point averages in order to isolate financial
literacy from academic ability or accomplishment.

There is some disagreement on the impact of high school classes in consumer
finances or personal money management on financial literacy. The Jump$tart sur-
veys have consistently found no relationship between such full-semester classes and
financial literacy. However, there is some (non-Jump$tart) evidence that programs
that require less than a full semester may have a positive impact on both financial
literacy and financial behavior. Research is needed to reconcile these findings.

Since only a small proportion of students taking a full-semester class in consumer
finances or personal money management are seniors, it would be useful on future
Jump$tart surveys to ask students who had taken such a class when they had taken
it. It is possible that younger students find these materials to be less relevant to their
lives and, consequently, less memorable.

Most evidence shows that higher financial literacy scores are associated with
improved financial behavior. Therefore, if classes designed to improve financial lit-
eracy are ineffective, it would follow that they would be similarly ineffective in
improving financial behavior. However, Bernheim’s (2001) findings suggest that
education may have a long-term effect on savings behavior that may not be no-
ticeable in the short run, perhaps because students who are still in high school have
little discretionary income to channel to savings. These findings are not inconsistent
with those of Currie and Thomas (1995) who find positive long-term effects of the
Head Start program which may not be apparent for nearly 20 years.

Similarly, there is mixed evidence concerning the effectiveness of educational
mandates in this area. There seems to be agreement that specific courses, required
of all students, will improve financial literacy somewhat. Research that focuses on
best practices used by the most successful teachers would be very useful. However,
there is no agreement on what should be taught, and the field of consumer education
covers a wide range of subjects (see Alexander, 1979; Bannister & Monsma, 1982;
Scott, 1990). The ? national standards suggest subjects that should be mastered by
students in grades K-12, but widespread adoption of these standards may be some
time off.

The positive results achieved by students who have played a stock market game
suggest that effective teaching includes a high degree of interactivity as well as
relevance and perhaps fun but these promising findings should be pursued.

A number of proposals have been advanced to improve the level of youth finan-
cial literacy. Some cite preliminary results (Mandell, 2007b) that show that financial
learning among middle school students is most effective among sixth graders to
propose that students be exposed to financial education in pre-high school grades.
The National Association of State Boards of Education (2006) recommends making
financial literacy and investor education a basic feature of education beginning in
the first grade. A great deal of research is needed to find out the effectiveness of
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various methods of teaching younger students and the subjects (such as math) with
which it could be best integrated.

Finally, those seeking ways to diminish inequality in the distribution of income,
wealth and well-being as well as proponents of an ownership society have proposed
substantial government grants to every new-born American to give young people a
stake in our economy. Starting at the earliest possible grade, the teaching of personal
finances would revolve around this personal investment account, which cannot be
drawn down until age 18. The British adopted this policy 3 years ago, so results of
utilizing this as a focal point for financial education will not be known for several
more years.
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Chapter 11
Risky Credit Card Behavior of College Students

Angela C. Lyons

Abstract This chapter provides an overview of the credit card practices of college
students and identifies specific groups of students who are more likely to be at risk
for mismanaging and misusing credit. It specifically highlights findings from one
particular study that collected data from a large sample of college students on mul-
tiple campuses in the Midwest. In this chapter, educational recommendations are
made to financial professionals, who are interested in using this research to develop
and provide more effective financial education to college students. Also included is a
discussion of emerging research related to college students’ finances and directions
for future research.

Across college campuses, there has been considerable debate about the heavy debt
burdens that students are incurring. Trends in college pricing show that tuition and
fee levels have been rising dramatically over the last 20 years (College Board,
2005a). Additional trends show that student aid has not kept pace with rising college
costs (College Board, 2005b). With rising costs and financial aid packages falling
short of covering these expenses, more and more students are turning to higher cost
alternatives to finance their education (College Board, 2005b; Lyons, 2007a; The
Education Resources Institute & The Institute for Higher Education Policy, 1998).
These alternative forms of borrowing have included private educational loans, home
equity loans and lines of credit, and even credit card debt. Private borrowing and
home equity financing can be a sound financial decision, especially if interest rates
on these loans are competitive with other college financing options. However, only
in rare instances is credit card financing a rational option, because of higher interest
rates and how quickly the interest compounds.

This chapter focuses on recent concerns that college students are accumulat-
ing large amounts of credit card debt at high interest rates, which in turn is plac-
ing them at risk for having large, and perhaps unmanageable, debt burdens when
they graduate. To date, only a few studies provide empirical evidence to show that
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students may, in fact, be turning to credit card debt to finance their education (e.g.,
Lyons, 2007a; Nellie Mae, 2005; The Education Resources Institute & The Institute
for Higher Education Policy, 1998). For example, recent estimates from Nellie Mae
(2005) suggest that 24 % of students may be using credit cards to pay for tuition, and
over 70 % may be using them to pay for school supplies and textbooks. Additional
research by Lyons (2007a) suggests that almost 50.0 % of students receiving finan-
cial assistance may be charging school-related items to their credit cards, because
financial aid is not enough to cover their college costs. Yet, these percentages are
only estimates. It is difficult to empirically document these claims, especially since
they are self-reported and descriptive in nature.

Recent media reports have also suggested that college students are accruing too
much credit card debt. Unfortunately, these reports have focused on anecdotal horror
stories about students who have incurred excessively large amounts of debt — some
of whom have even committed suicide (Norvilitis & Santa, 2002; Oleson, 2001). In
response to this “growing problem,” there have been a number of efforts made by
college administrators and policy makers to limit students’ access to credit such as
preventing credit card solicitations on college campuses.

With the recent increase in the number of reports regarding college students’
misuse or mismanagement of credit, researchers have begun to examine whether
students are in fact incurring excessive amounts of credit card debt. In general, re-
search that has examined the credit card usage and financial behaviors of college
students has found that the vast majority of students are not accumulating large
amounts of credit card debt (e.g., Joo, Grable, & Bagwell, 2003; Lawrence et al.,
2003; Lyons, 2004, 2007a; Lyons & Andersen, 2002; Lyons & Hunt, 2003; Nellie
Mae, 2005; The Education Resources Institute & The Institute for Higher Education
Policy, 1998; United States Government Accountability Office, 2001). This has led
some to question whether concerns over credit card usage on college campuses are
warranted.

In 2003, the University of Illinois at Urbana-Champaign launched an online sur-
vey on 10 Midwest campuses to examine the credit usage and financial practices of
college students (Lyons, 2007a). The main objectives of the study were to (1) iden-
tify and characterize those students who were most at risk for mismanaging and
misusing credit cards; (2) identify some of the hidden consequences of financial
mismanagement for students; and (3) provide insight into educational resources and
services that could be developed to help students better manage their credit card
debt and other finances. To date, this study provides one of the most comprehensive
overviews of college students’ credit behaviors. Most research in this area has used
small convenience samples or data from individual college campuses. This study
collected data from over 26,000 students on multiple campuses.

This chapter presents highlights from this research and uses this large data set to
identify specific groups of students who are more likely than others to have difficulty
managing their credit. The methodology used in this study is similar to that of Lyons
(2004). However, traditional models of credit risk behavior are estimated that are
able to take into account a large number of factors that Lyons (2004) and other re-
searchers have not been able to control for simultaneously because of sampling and
data limitations. The findings from this research provide insight into how financial
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professionals, educators, and campus administrators can develop and provide more
effective financial education to students, especially those who are financially at risk.
At the end of this chapter, some educational recommendations are made. Directions
for future research are also included.

Literature Review

There is a large and growing body of literature related to the credit usage of college
students. This research spans several disciplines including economics, sociology,
and psychology. One line of research, in social and economic psychology, focuses
on college students’ attitudes, perceptions, and behaviors as they relate to spending
habits, credit usage, and money in general (Hayhoe, 2002; Hayhoe, Leach, & Allen,
2005; Hayhoe, Leach, & Turner, 1999; Hayhoe, Leach, Turner, Bruin, & Lawrence,
2000; Joo et al., 2003; Kidwell, 2000; Norvilitis et al., 2006; Norvilitis, Szablicki, &
Wilson, 2003; Pinto, Parente, & Palmer, 2001; Roberts & Jones, 2001; Xiao, Noring,
& Anderson, 1995; Xiao, Shim, Barber, & Lyons, 2007). These studies specifically
focus on the affective, cognitive, and behavioral components of students’ attitudes
about credit and how these attitudes relate to various student characteristics. In gen-
eral, most of these studies have found that students have favorable attitudes toward
consumer credit. Furthermore, those with more favorable attitudes toward credit
have more favorable attitudes toward credit card use.

Another line of research has used applied economics to document demographic
trends related to college students’ ownership and usage of credit cards (e.g., Allen
& Jover, 1997; Armstrong & Craven, 1993; Baum & O’Malley, 2003; Jamba-
Joyner, Howard-Hamilton, & Mamarchew, 2000; Lawrence et al., 2003; Lyons,
2004, 2007a; Lyons, 2002; Lyons & Hunt, 2003; Mattson, Sahlhoff, Blackstone,
Peden, & Nahm, 2004; Nellie Mae, 2005; The Education Resources Institute &
The Institute for Higher Education Policy, 1998; United States Government Ac-
countability Office, 2001; Xiao et al., 2007). Specifically, these studies provide nu-
merous descriptive statistics on credit card ownership, how and when credit cards
are acquired, number and types of credit cards held, average amounts owed, and
purchase and repayment behaviors. In general, these studies have found that the
majority of college students appear to be using credit cards responsibly and are not
accumulating large amounts of debt. Key findings from these studies suggest that
(1) approximately 75-80 % of college students have at least one credit card; (2)
the vast majority obtain credit cards prior to college or during their freshman year;
(3) over half of those with credit cards repay their balances in full each month;
and (4) 15-25 % have balances over $1,000 and about 5-10 % have balances over
$3,000.

Overall, the findings from this literature have been fairly consistent. However,
the results still need to be interpreted with caution. The samples and methodologies
used vary significantly across studies. For example, many of the studies are based on
small sample sizes from particular campuses or individual classrooms. While some
of these may be randomized samples, it is difficult to generalize the findings to the
population of college students as a whole. Also, some of these studies are based
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on convenience samples from student loan providers or financial institutions. The
statistics from these studies are based on samples of students who have taken out
student loans or other types of credit and, thus, are more likely to borrow more in
general.

Finally, it is important to note that many of these studies are primarily descrip-
tive in nature, with most reporting only mean or median values for the populations
sampled. This type of information provides an overview of the “average” state of
students’ credit card usage. However, it makes it difficult to specifically assess which
students are accumulating large credit card balances and which students are having
difficulty repaying those balances. Financial knowledge, attitudes, and behaviors are
likely to vary across students with different demographic profiles. Thus, different
groups of students are likely to have different financial needs. If researchers only
focus on conducting analysis at the sample means, they may miss differences that
exist for specific demographic groups.

A more recent line of research has used more rigorous analysis to profile students
and examine the factors associated with credit card usage and credit risk. Some of
these studies identify specific subgroups of students that are more likely to be “finan-
cially at risk” than others for misusing and mismanaging credit (e.g., Lyons, 2004,
2007a; Staten & Barron, 2002). These students are at risk of not being able to repay
their debts after graduation, because of a lack of either financial experience or funds.
For example, Staten and Barron (2002) used a pooled sample of active credit card
accounts randomly selected from 15 general-purpose credit card issuers to look at
how different marketing programs can affect college students’ credit card balances,
credit limits, and delinquency status. Lyons (2004, 2007a) used data collected from
several college campuses in the Midwest to create a profile of “at-risk” students.
She found that college students who were financially at risk for mismanaging and
misusing credit were significantly more likely to be financially independent, to re-
ceive need-based financial aid, and to hold $1,000 or more in debt other than student
loans and credit card debt. These students were also more likely to be female, black,
and/or Hispanic. This chapter presents highlights from her recent work and provides
direction for future research in this area.

Methodology

Probit models are estimated for four at-risk behaviors: (1) credit card balances of
$1,000 or more, (2) delinquent on their credit card payments by 2 months or more,
(3) reached the limit on their credit cards, and (4) only paid off their credit card
balances some of the time or never (Lyons, 2004, 2007a). These measures of credit
risk were constructed based on previous research which has consistently identified
the misuse and/or mismanagement of credit by college students according to these
four characteristics (e.g., Baum & O’Malley, 2003; Lyons, 2004, 2007a; The Educa-
tion Resources Institute & The Institute for Higher Education Policy, 1998; United
States Government Accountability Office, 2001). Each measure captures a slightly
different aspect of financial risk (i.e., the amount of debt that is owed, the ability
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to make timely payments, future ability to borrow, and the ability to repay debts
incurred).
For the first at-risk behavior, the relationship is assumed to be as follows:

CCDEBT; = X + & (11.1)

where CCDEBT; = 1 iff CCDEBT} > 1,000 and O otherwise fori = {1, ..., I}.
CCDEBT; is the discrete dependent variable that is equal to one if the ith student
holds credit card balances of $1,000 or more and zero otherwise. CCDEBT; is de-
termined by the continuous, latent variable CCDEBT?, the actual amount of credit
card debt held by the student. However, the total amount of credit card debt held
is not observed. The data only consist of categorical information on the amount of
credit card debt.

The factors that determine CCDEBT;, and thus CCDEBT;, are represented by
the vector X;. Included in X; are factors that account for students’ financial char-
acteristics such as whether they receive financial aid, whether they have other types
of debt such as a car loan, mortgage, or other private loan, when they obtained
their first credit card, how they acquired the credit card they use the most, whether
they are financially independent, and their monthly income. The vector X; also con-
trols for student demographics such as year in school, gender, race/ethnicity, marital
status, grade point average, residential status, whether they are a first-generation
college student, whether they rent an apartment, whether their parents own their
home, and the population of their home town. Information on their level of financial
knowledge and the likelihood that their financial situation will affect their ability
to complete their college degree is also included. While previous studies have been
able to include various combinations of these factors, this model is able to include a
comprehensive set of variables given the richness of the data set.

Since the dependent variable is discrete choice, the probit method is used to esti-
mate this model and obtain consistent estimates of the regressors. The error terms,
&;, are assumed to be distributed standard normally with mean zero and variance o;
equal to one. The probit method is also used to estimate the other three models and
identify the factors that determine the probability that a student is (1) delinquent on
their credit card payments by 2 months or more, (2) reaches the limit on their credit
cards, and (3) only pays off their credit card balances some of the time or never.
In all three cases, the likelihood function is estimated and consistent estimates of
the regressors are obtained. Note that some of the regressors may be endogenous
and dependent on other factors included in the model. Due to data limitations, it is
not feasible to construct instruments to control for the possibility of endogeneity.
Therefore, it is assumed that these values have been exogenously determined.

Data

An online survey was launched on 10 Midwest campuses in the spring of 2003 to
examine the credit usage and financial practices of college students (Lyons, 2007a).
The survey had a total of 52 questions and was divided into three sections: current
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credit card usage and knowledge, financial education, and some information about
you. To comply with human subject guidelines on each campus, a special permission
form explaining the intent of the survey was developed. Also, approval was obtained
from campus administrators to send e-mails to all undergraduate students on each
campus who had a registered e-mail account. The survey was posted on a secure
server for a period of 30 days. A total of three mass e-mails were sent out to the
students. The initial e-mail invited students to participate in the study and the other
two e-mails were sent as reminders. Students who completed the survey were given
the option to participate in a prize drawing. Winners were randomly selected from
a pool of students who chose to submit their e-mail address to participate in the
drawing. Because of the sensitive nature of some of the survey questions, extra
precautions were taken to insure that no personal information was connected with
students’ names or e-mail addresses.

Approximately 168,000 undergraduate students from 10 Midwest campuses were
invited to participate in the study. A total of 29,474 students responded to the sur-
vey, resulting in a response rate of approximately 17.6 %. However, 2,715 student
observations (9.2 % of the sample) had to be dropped, primarily due to missing
information. A few observations were also removed because students had either
submitted their survey information multiple times or submitted blank surveys. In
the end, the working sample for this study comprised 26,759 valid responses. Note
that the response rate for this study is consistent with similar studies that have used
online surveys to investigate the financial behaviors of college students. Response
rates for other studies have typically ranged from 10 to 20 %, with most falling
between 10 and 12 %. See Lyons (2007a) for more complete details on the sam-
pling methods, survey design, and response rates. For more general information on
conducting effective online surveys, see Lyons, Cude, Lawrence, and Gutter (2005).

Tables 11.1 and 11.2 provide an overview of the demographic and financial char-
acteristics of the entire sample and of specific subgroups of students who were more
likely to be at financial risk than others for misusing and/or mismanaging credit. For
each table, the first set of columns presents the findings for the entire sample. The
next three columns present the results for students with credit cards, students with
credit cards and no at-risk characteristics, and students with credit cards and at least
one at-risk characteristic. The remaining columns present information according to
the four at-risk characteristics: credit card debt > $1, 000, delinquent on credit card
payments, reached the limit on their credit cards, and only paid off credit card bal-
ances some of the time or never. Note that students who were classified as financially
at risk may have had one or more of these characteristics.

Of the 26,759 students who comprised the working sample, 72.4 % reported hav-
ing at least one credit card. Of these, 42.9 % indicated that they engaged in at least
one of the four at-risk behaviors. About42.1 % of at-risk students reported engaging
in only one at-risk behavior (with the majority not paying off their balances in full
each month), and 28.5 % reported engaging in two at-risk behaviors (primarily hold-
ing balances over $1,000 and not paying off balances in full each month). Almost
19.9 % of at-risk students had three of the four at-risk characteristics, and only 9.5 %
reported having all four characteristics.
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11 Risky Credit Card Behavior of College Students 195
Demographic Characteristics

Table 11.1 provides general demographic information. The first column reports the
findings for the entire sample. With respect to year in school, 23.6 % of the students
were freshmen, 22.0 % were sophomores, 25.0 % were juniors, and 29.4 % were se-
niors. In terms of gender and race/ethnicity, 58.8 % of the students were female, and
79.3 % were white, 4.8 % were black, 9.0 % were Asian, and 4.1 % were Hispanic.
Only 3.8 % reported being married. With respect to academic performance, 71.2 %
reported having a grade point average above 3.0. Further discussion of the sample
can be found in Lyons (2007a).

The remaining columns in Table 11.1 focus on the demographics of students
according to their financial risk status. Several findings are worth noting. First,
students with credit cards who exhibited at-risk behaviors were more likely than
students with credit cards who did not exhibit at-risk behaviors to be juniors or
seniors, black or Hispanic, married, to have lower grade point averages, and/or to
rent an apartment. In addition, they were more likely than other students to be the
first person in their immediate family to attend college, to be financially independent
from their parents, and to have higher monthly earnings. At-risk students also were
more likely to report that their financial situation was “likely” or “somewhat likely”
to affect their ability to complete their college degree. Finally, there is evidence to
suggest that students who had taken a personal finance course in high school or
college were somewhat less likely to be financially at risk.

Financial Characteristics

Table 11.2 presents the financial characteristics. Recall that 72.4 % of the total sam-
ple indicated that they held at least one credit card. The first column of Table 11.2
shows that 19.0 % also had four or more credit cards, 15.8 % reported that they owed
$1,000 or more in credit card debt, and 7.5 % owed $3,000 or more. The majority
of students (76.0 %) reported that they paid off their balances in full each month.
However, 6.2 % were delinquent on their credit card payments by 2 months or more,
and 15.2 % had reached the borrowing limit on their cards and were “maxed out.”
Students were also asked when they had acquired their first credit card and how
they acquired the card they used the most. This information also is summarized in
Table 11.2.

In comparing the entire sample to those with credit cards, Table 11.2 shows that
financially at-risk students were more likely to hold four or more credit cards and
owe more than $3,000 in credit card debt. At-risk students were also more likely to
be delinquent on their payments and to have reached the borrowing limit on their
cards. They were less likely to be paying off their balances in full each month.
These findings should not be surprising since many of these characteristics were
used to identify those who were financially at risk. Also, note that financially at-risk
students were more likely to have acquired their cards through a mail application
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or at a campus table. They were less likely to have acquired their cards from their
parents.

Financial risk also appears to be related to financial independence, whether a
student is receiving financial aid, and other types of borrowing. Almost 20 % of stu-
dents reported being financially independent from their parents (e.g., their parents
were unable to claim them on their tax return). In addition, 71.7 % of students were
receiving some type of financial aid to fund their college education, where finan-
cial aid included federal student loans, federal parent loans, alternative or private
loans, federal work-study, need-based grants, scholarships, and/or tuition waivers.
Approximately 18 % of students had financial aid loans that totaled $10,000 or more.
Financially at-risk students were more likely than those not at risk to be receiving
need-based financial aid in the form of federal loans, federal work-study, and/or
need-based grants.

Some students also had other types of debt including car loans, mortgages, in-
stallment loans, informal loans from family/friends, and/or private loans from a fi-
nancial institution. In general, 28.9 % of students indicated that they owed some type
of other debt, with 16.0 % owing $10,000 or more in other debt. Not surprisingly,
financially at-risk students were more likely to owe some type of other debt and to
owe $10,000 or more in other debt.

Overall, this initial investigation of the data provides insight into which college
students may be at greater financial risk than others for misusing and/or misman-
aging consumer credit. The next step is to see if the regression results support the
descriptive statistics.

Results

Probit models were estimated for the four at-risk behaviors. The results are pre-
sented in Table 11.3. Some researchers may be concerned that, among those who
were not at risk, statistical differences may exist between those without credit cards
and those with credit cards. For this reason, the models were estimated for only
those students who reported having a credit card. Marginal effects were estimated
at the sample means.

Probability of Having Credit Card Balances> $1,000

Table 11.3 shows that students who received more in financial aid, owed more in
other debt, and were financially independent from their parents were significantly
more likely to hold $1,000 or more in credit card debt. Specifically, having $10,000
or more in financial aid increased a student’s probability of owing $1,000 or more
in credit card debt by 11.0 percentage points, while holding some type of other debt
greater than or equal to $1,000 increased a student’s probability by 9.9 percentage
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Table 11.3 Probability college students are financially at risk (students with credit cards)
Credit card debt> $1,000 Delinquent on payments

Marginal Standard Marginal Standard
Variable effects errors effects errors
Financial aid> $10,000 0.1102 (0.0080)*** 0.0254 (0.0043)***
Other debt> $1,000 0.0986 (0.0087)*** 0.0253 (0.0048)***
Financially independent 0.0765 (0.0082)*** 0.0239 (0.0046)***
Obtained card before college 0.0829 (0.0083)*** 0.0092 (0.0047)*
Obtained card first year in college 0.0854 (0.0091)*** 0.0196 (0.0050)***
Acquired card in mail 0.1640 (0.0131)*** 0.0467 (0.0080)***
Acquired card at bank 0.0379 (0.0126)*** 0.0266 (0.0080)***
Acquired card at online 0.1680 (0.0203)*** 0.0423 (0.0123)***
Acquired card at campus table 0.2643 (0.0225)*** 0.1450 (0.0186)***
Acquired card at retail store 0.1112 (0.0235)*** 0.0735 (0.0171)**
Acquired card at phone 0.2495 (0.0271)*** 0.0676 (0.0170)***
Acquired card other 0.1507 (0.0352)*** 0.0308 (0.0211)*
Freshman —0.1532 (0.0057)***  —0.0412 (0.0038)***
Sophomore —0.1071 (0.0059)***  —0.0279 (0.0037)***
Junior —0.0413 (0.0059)***  —0.0108 (0.0034)***
Female 0.0218 (0.0056)*** 0.0145 (0.0031)***
Black 0.1425 (0.0183)*** 0.1110 (0.0130)***
Asian 0.0099 (0.0113) 0.0192 (0.0074)***
Hispanic 0.0890 (0.0168)*** 0.0432 (0.0102)***
Married 0.0861 (0.0166)***  —0.0039 (0.0064)
GPA (3.0-3.5) 0.0459 (0.0072)*** 0.0264 (0.0046)***
GPA (2.0-2.9) 0.1341 (0.0095)*** 0.0847 (0.0070)***
GPA (<2.0) 0.2214 (0.0403)*** 0.1958 (0.0330)***
Out-of-state resident —0.0183 (0.0093)* —0.0085 (0.0052)
International student 0.0288 (0.0214) 0.0016 (0.0103)
First-generation college student 0.0236 (0.0066)*** 0.0054 (0.0036)
Rents an apartment 0.0317 (0.0064)*** 0.0123 (0.0035)***
Parents own home —0.0356 (0.0096)***  —0.0240 (0.0056)***
Income/month ($1-$249) —0.0031 (0.0080) —0.0038 (0.0043)
Income/month ($250-$499) 0.0365 (0.0081)*** 0.0008 (0.0042)
Income/month ($500-$749) 0.0896 (0.0118)**  —0.0019 (0.0054)
Income/month ($750-$999) 0.0938 (0.0168)***  —0.0084 (0.0064)
Income/month (> $1,000) 0.1582 (0.0170)*** 0.0010 (0.0068)
Town/city (pop 2,500-20,000) —0.0431 (0.0085)***  —0.0173 (0.0046)***
City (pop 20,000-99,999) —0.0165 (0.0075)**  —0.0120 (0.0039)***
City (pop 100,000 or more) —0.0196 (0.0072)***  —0.0142 (0.0039)***
Personal finance course —0.0161 (0.0060)***  —0.0102 (0.0033)***
Finances likely to affect degree 0.0387 (0.0095)*** 0.0414 (0.0062)***
Finances somewhat likely to affect 0.0440 (0.0082)*** 0.0325 (0.0052)***
degree
Observations 19,477 19,477
R? 0.2607 0.1944
Financial aid> $10,000 0.0950 (0.0082)*** 0.1763 (0.0099)***
Other debt> $1,000 0.0958 (0.0091)*** 0.1352 (0.0109)***

Financially independent 0.0626 (0.0084)*** 0.0595 (0.0103)***
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Table 11.3 (continued)

Reached limit on credit cards Did not pay balances in full

Marginal Standard Marginal Standard

effects errors effects errors
Obtained card before college 0.0362 (0.0089)*** 0.0063 (0.0110)
Obtained card first year in college 0.0418 (0.0093)*** 0.0507 (0.0113)***
Acquired card in mail 0.0889 (0.0114)*** 0.0844 (0.0128)***
Acquired card at bank 0.0429 (0.0114)*** —0.0077 (0.0128)
Acquired card at online 0.1150 (0.0173)*** 0.0887 (0.0183)***
Acquired card at campus table 0.1676 (0.0191)*** 0.1796 (0.0205)***
Acquired card at retail store 0.0824 (0.0204)*** 0.0954 (0.0230)***
Acquired card at phone 0.0904 (0.0216)*** 0.1002 (0.0235)***
Acquired card other —0.0194 (0.0267) 0.0021 (0.0321)
Freshman —0.0191 (0.0105)* —0.1137 (0.0118)***
Sophomore —0.0020 (0.0089) —0.0915 (0.0100)***
Junior 0.0055 (0.0074) —0.0340 (0.0089)***
Female 0.0135 (0.0060)** 0.0610 (0.0074)***
Black 0.1587 (0.0179)*** 0.3005 (0.0212)***
Asian 0.0180 (0.0118) —0.0223 0.0141)
Hispanic 0.0673 (0.0166)*** 0.1420 (0.0203)***
Married —0.0019 (0.0139) 0.0499 (0.0198)**
GPA (3.0-3.5) 0.0486 (0.0076)*** 0.1008 (0.0092)***
GPA (2.0-2.9) 0.1300 (0.0095)*** 0.2422 (0.0109)***
GPA (<2.0) 0.2386 (0.0350)*** 0.3577 (0.0334)**
Out-of-state resident —0.0042 (0.0101) —0.0377 (0.0121)***
International student 0.1009 (0.0239)*** —0.0155 (0.0251)
First-generation college student 0.0010 (0.0068) 0.0170 (0.0086)**
Rents an apartment 0.0226 (0.0068)*** 0.0450 (0.0085)***
Parents own home —0.0370 (0.0098)*** —0.0691 (0.0127)***
Income/month ($1-$249) 0.0049 (0.0085) 0.0161 (0.0104)
Income/month ($250-$499) 0.0316 (0.0084)*** 0.0638 (0.0103)***
Income/month ($500-$749) 0.0648 (0.0119)*** 0.1281 (0.0142)***
Income/month ($750-$999) 0.0473 (0.0158)*** 0.1077 (0.0199)***
Income/month (> $1,000) 0.0657 (0.0151)™** 0.1238 (0.0184)***
Town/city (pop 2,500-20,000) —0.0334 (0.0098)*** —0.0659 (0.0123)***
City (pop 20,000-99,999) —0.0167 (0.0080)** —0.0280 (0.0102)***
City (pop 100,000 or more) —0.0064 (0.0079) —0.0232 (0.0099)**
Personal finance course —0.0248 (0.0063)*** —0.0433 (0.0078)***
Finances likely to affect degree 0.0655 (0.0100)*** 0.0699 (0.0124)***
Finances somewhat likely to affect 0.0463 (0.0084)*** 0.0739 (0.0104)***
degree
Observations 19,477 19,477
R? 0.1167 0.2006

Standard errors for the marginal effects are indicated by (-). Omitted categories include: obtained
credit card after first year of college, acquired card from parents, senior, white, in-state resident,
not working, rural area (pop<2,500), GPA (3.6-4.0), and finances not likely to affect degree. Ten
campus dummies were also included in the models to control for individual campus effects.

*p < 0.10; *p < 0.05; **p < 0.01
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points. Being financially independent increased the probability by 7.7 percentage
points.

Students who acquired their first credit card before college or during their first
year at college were significantly more likely to be at risk than those who acquired
it after their first year of college. Also, students who acquired the credit card they
used the most from a source other than their parents were significantly more likely
to have credit card balances of $1,000 or more. Those who acquired their credit
card at a campus table or over the phone were most at risk. In particular, students
who acquired their credit card at a campus table were 26.4 percentage points more
likely to be at risk than those who acquired their card from their parents. Those who
acquired a card over the phone were 25.0 percentage points more likely.

Other factors that significantly increased a student’s probability of holding $1,000
or more in credit card debt included being a senior, female, black, Hispanic, married,
renting an apartment, and being a first-generation college student. Those with lower
grade point averages and higher earnings per month were also more likely to be at
risk, as were those from hometowns that were located in rural areas with populations
of less than 2,500. Of these, the factors that had the largest effects on credit card
balances were being black, Hispanic, having a grade point average below 2.9, and a
monthly income above $1,000. Specifically, black and Hispanic students were 14.3
and 8.9 percentage points more likely than whites to have credit card balances over
$1,000, respectively. Those with grade point averages between 2.0 and 2.9 were
13.4 percentage points more likely than those with grade point averages above 3.5
to have credit card balances over $1,000, while those with grade point averages
below 2.0 were 22.1 percentage points more likely. Being an out-of-state resident
and having parents who owned their home significantly decreased the probability of
having large credit card balances.

With respect to financial education, students who had taken a personal finance
course were significantly less likely to be at risk for accumulating large credit card
balances, but only by 1.6 percentage points. Not surprisingly, those who believed
that their financial situation was likely to affect their ability to complete their college
degree were more likely to be at risk.

Probability of Being Delinquent on Credit Card Payments

The results for the probit model for the probability a student was delinquent on
their credit card payments by 2 months or more were fairly consistent with the
findings from the previous model. However, the percentage point changes tended
to be somewhat smaller. Yet, several factors continued to have a significantly large
impact on the likelihood that a student was financially at risk. Students who acquired
their first credit card at a campus table were 14.5 percentage points more likely to
be delinquent than those who acquired their card from their parents. In addition,
being Black significantly increased the likelihood of delinquency by 11.1 percentage
points. A grade point average below 2.9 continued to result in significantly large
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effects. However, unlike the previous model, marital status, monthly income, and
being a first-generation college student did not significantly affect the probability of
delinquency.

Probability of Having Reached Limit on Credit Cards

The results for the probit model for the probability a student had reached the limit
on their credit cards were also similar. The factors having the greatest impact con-
tinued to be being Black, having a lower grade point average, and having acquired
a credit card at a campus table rather than from one’s parents. Unlike the previous
two models, the results for this model showed that international students were 10.1
percentage points more likely to have “maxed out” their credit cards than domestic
students. This finding is perhaps not surprising since international students do not
have as many financial options available to cover their education costs and daily
living expenses. Interestingly, previous financial education had a larger effect on the
probability a student had reached the limit on their credit cards than on whether
they had accumulated large credit card balances or had been delinquent on their
payments. Specifically, students who had taken a personal finance course were 2.5
percentage points less likely to have “maxed out” their credit cards.

Probability of Not Paying Balances in Full

The results from the final model for the probability a student only paid off their
credit card balances in full some of the time or never were, not surprisingly, consis-
tent with the previous models. However, the extent to which various factors affected
financial risk was significantly larger. Students who had $10,000 or more in financial
aid were 17.6 percentage points more likely to not repay their balances, and those
who had $1,000 or more in other debt were 13.5 percentage points more likely.
Being Black or Hispanic increased the probability of not repaying balances by 30.1
and 14.2 percentage points, respectively. As in the other models, students who ac-
quired their cards at a campus table and those with lower grade point averages were
significantly more likely to be at risk. Being female also increased the likelihood
of not repaying balances by 6.1 percentage points. Financial education continued to
have an effect and that effect was largest for this model. Students who had taken a
personal finance course were 4.3 percentage points more likely to repay their credit
card balances in full each month.

Discussion

The purpose of this chapter was to provide the reader with an overview of the credit
practices of college students and identify specific groups of students who were more
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likely to carry higher credit card balances, be delinquent on their payments, max out
their cards, and fail to repay balances in full each month. The findings from this
study were similar to those found by previous researchers. The majority of students
reported having credit cards (72.4 %), and most students appeared to be using them
responsibly and were not accumulating large amounts of debt. Almost 16 % of the
students sampled reported balances over $1,000 and 7.5 % reported balances over
$3,000 compared to about 15-25 and 5-10 %, respectively, for other studies. In
addition, over 75.0 % of students reported paying off their entire credit card balance
each month—other studies have reported figures of between 50.0 and 60.0 %.

When the data were examined more closely, it was found that there were identi-
fiable groups of students who were more likely than others to be at risk for misusing
or mismanaging their credit. Specifically, at-risk students were more likely than
those not at risk to be financially independent from their parents, to owe more in
financial aid loans, and to owe other types of debt such as a car loan, mortgage, or
other personal loan. They also were more likely to have lower grade point averages
and to report higher earnings. Thus, at-risk students appear to be borrowing more
in general. This finding suggests that rising college costs may be playing a key role
in the rise of credit card usage on college campuses, and current levels of financial
assistance may not be enough to cover these costs (College Board, 2005b; Lyons,
2007a; Nellie Mae, 2005). Those students most in need of financial assistance may
be forced to work more hours per week and to turn to other forms of borrowing such
as credit cards to complete their college degree. Those at greatest financial risk may
be low- to middle-income students.

The results from this study also showed that how students acquire their credit
cards has a significant effect on students’ ability to manage their credit. Financially
at-risk students were more likely than those not at risk to have acquired their first
card prior to college or during their first year in college. They were also more likely
to have acquired the card they used the most from a campus table, over the phone,
or online rather than from their parents. These findings suggest that aggressive mar-
keting practices by credit card companies to target college students may, in fact, be
contributing to the rise in credit card debt on college campuses, putting some stu-
dents at greater financial risk than others (The Education Resources & The Institute
for Higher Education Institution, 1998; United States Government Accountability
Office, 2001). Across the country, several colleges and universities have already
limited credit card solicitations on their campuses while others have banned them
altogether.

With respect to demographics, the findings from this report also revealed that
financially at-risk students were more likely to be female, black, and/or Hispanic. It
is interesting to note that these students belong to groups that have historically had
difficulty obtaining credit (i.e., women, minorities, and low-income individuals). Of
these three groups, black students were the most likely to be at risk, especially for
having large debt burdens and mismanaging and misusing their credit cards. Given
these findings, groups such as minorities and women may have specific financial
education needs. Appropriate financial interventions may be needed to insure that
these students are not at a financial disadvantage when they graduate.
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Finally, this study showed that students who had taken, or were currently taking, a
formal course in personal finance were significantly less likely to be at financial risk.
While the percentage point impact of a personal finance course was less than that
for some of the other factors, there is evidence that formal financial education may
prevent some students from misusing and mismanaging their credit in the future.
This finding is consistent with other studies that have investigated how the financial
knowledge and practices students develop affect their overall financial well-being
(Chen & Volpe, 1998; Lawrence, Cude, Lyons, Marks, & Machtmes, 2006; Lyons,
2004, 2004/2005, 2007a; Lyons & Hunt, 2003; Lyons, Scherpf, & Neelakantan,
2007; Lyons, Scherpf, & Roberts, 2006; Oleson, 2001; Palmer, Pinto, & Parente,
2001; Shim, Xiao, Barber, & Lyons, 2007; Weston, 2001; Xiao et al., 2007).

Implications for Financial Professionals and Campus
Administrators

The findings from this study have important implications for financial professionals
and campus administrators. Many campuses take a “one-size-fits-all” approach to
providing financial education to college students. Some offer workshops and semi-
nars on general financial education topics. Others go as far as to implement a general
education requirement where all students must complete a personal finance course
prior to graduation. However, we know now that there are identifiable subgroups
of students that may be at greater financial risk than others, and these groups may
benefit from more targeted financial education efforts. The key for campuses is to
identify and implement the most appropriate interventions given their resource con-
straints so as to insure that these students are not at a financial disadvantage when
they graduate and are able to make informed financial decisions.

Knowing which students are most likely to misuse or mismanage credit can be
a critical step in helping financial professionals, educators, and campus adminis-
trators identify the appropriate financial interventions. However, in implementing
these types of services, campus administrators face a number of challenges. Given
the diverse needs of various groups of students, it is difficult to identify a single
approach. In fact, for many campuses, “one size does not fit all” when it comes to
financial education. Campuses often need to consider a variety of options.

Students who are most at risk may benefit from more one-on-one financial ser-
vices to help them work out an individualized plan for their particular financial
situation. However, one-on-one financial services, which are often tied to finan-
cial counseling and wellness centers, can be time and resource intensive. Moreover,
campus offices, especially financial aid, may not be equipped or have the expertise
to offer these services, especially to students who are experiencing serious financial
difficulties. If campuses are faced with limited resources, they may want to con-
sider forming partnerships with other campuses or local community organizations
such as Cooperative Extension or Consumer Credit Counseling Services (CCCS).
These non-profit organizations frequently help students with debt management and
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other financial issues. A number of opportunities exist for financial professionals
and educators to help campus administrators provide financial education to college
students. These partnerships have the potential to benefit students as well as faculty,
staff, parents, and the entire community.

A number of studies provide specific recommendations to campus administrators
and financial professionals on how they can develop targeted resources and services
to help students better manage their finances. For a summary of these recommen-
dations, see Lyons (2004, 2004/2005, 2007a), Mattson et al. (2004), Norvilitis and
Santa Maria (2002), and Oleson (2001).

Also, the American Council on Consumer Interests (in partnership with the Fed-
eral Reserve Bank of New York, the Association for Financial Counseling and
Planning Education, and Direct Selling Education Foundation) recently developed a
financial education guide called Get Financially Fit! A Financial Education Toolkit
Jor College Campuses. This step-by-step guide was designed to help campus admin-
istrators and financial professionals develop and implement successful financial ed-
ucation programs on college campuses. A series of steps helps them create tailored
programs and services that best meet the needs of their students, taking into consid-
eration available resources and expertise. A variety of best practices and examples
of successful financial education efforts are included. There are also discussions
on how to market financial education to students, identify potential partners, and
look for opportunities to pool resources. Finally, tips are included on how to effec-
tively assess whether particular programs are working (i.e., reaching the students
they were designed to target).

The guide is supplemented by three student brochures that highlight basic per-
sonal finance concepts that college students need to know about savings, credit,
budgeting, and consumer protection. Valuable tips on how they can get started
with a financial plan are also included, along with links to key financial web-
sites. The financial education toolkit and student brochures can be found at: http://
wwWw.consumerinterests.org.

Directions for Future Research

Overall, this chapter provides some interesting insight into college students’ credit
card behaviors, especially for those who are more likely to be financially at risk.
However, there is still much work to be done before our understanding is complete.
Research is already moving in new directions. Some researchers are now looking
beyond general trends in credit card usage and are investigating the impact that
credit usage has on the life successes of young adults (e.g., Lyons, 2004, 2007a,
2007b; Roberts, Golding, Towell, & Weinreb, 1999; Shim et al., 2007; Weston,
2001; Xiao et al., 2007). Factors that are being examined include campus reten-
tion rates, dropout rates, academic performance, employment and occupational out-
comes, future financial security and access to credit, and physical and emotional
well-being. Preliminary work is beginning to show that credit affects more than just
students’ finances—it permeates many aspects of their lives.
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Additional research is taking a more holistic approach, examining how students
develop their financial behaviors. Some of these studies have begun to empirically
look at the role that parents, social networks, and formal financial education play in
affecting the “financial socialization” of children and young adults (e.g., Lawrence
et al., 2006; Lyons et al., 2006; Lyons et al., 2007; Palmer et al., 2001; Shim et al.,
2007; Xiao et al., 2007). Preliminary research has shown that those who learn finan-
cial management skills at a younger age tend to do better financially than those who
do not (Lawrence et al., 2006; Lyons et al., 2007). Shim et al. (2007) have taken this
research one step further by developing, and empirically testing, a formal theoretical
framework that explains the financial socialization of young adults and how the fi-
nancial behaviors they develop affect a series of life outcomes related to overall life
satisfaction. The proposed framework integrates three prominent psychological the-
ories including lifespan development theory (Arnett, 2000), the theory of consumer
socialization (John, 1999), and the theory of planned behavior (Ajzen, 1991).

Overall, this emerging body of research is still in its infancy stage. Little is known
about how young adults develop specific financial behaviors and the relationship
between those behaviors and various life outcomes such as academic performance,
employment status, educational attainment, occupational choice, stress levels and
health status, and interpersonal skills and relationships. As already mentioned, pre-
liminary links have been found for some of these factors using descriptive anal-
ysis and cross-sectional data. However, these types of research questions are best
addressed using more rigorous longitudinal analysis, which to date has not yet
been done.

Also, as college costs continue to rise and students look for alternative way to
finance their education, there are opportunities for researchers to examine several
issues in the area of educational finance. For example, there is an immediate need
to look at the relationships between traditional financial aid options and alternative
financing options such as private education loans and credit card debt. Furthermore,
if current trends in college education continue (College Board 2005a, 200b), the real
financial issue facing students will not be the amount of credit card debt they have
incurred, but rather the total amount they owe in student loans and private education
loans. Thus, researchers may want to place more emphasis on addressing research
questions related to educational finance in general.

Finally, financial education programs and services already exist on several col-
lege campuses, and more efforts are currently underway on other campuses to ad-
dress the financial needs of students as well as faculty and staff. Research is needed
to examine the long-term effects that these programs and services have on the ability
of students to manage their finances and repay their debts. To date, researchers have
not been able to adequately show whether financial education for college students is
effective at changing their behaviors both before and after graduation.

Overall, there are numerous opportunities for researchers to explore the long-run
consequences that credit usage, financial education, and other financial behaviors
have on the life outcomes of young adults, especially those who may be particularly
at risk. Longitudinal research that tracks students through their academic careers
and into young adulthood is, perhaps, the most fruitful area for future research.
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Researchers, students, financial professionals, educators, and campus administra-
tors are encouraged to use this chapter as a foundation for future research and the
development of future financial education programs and initiatives.
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Chapter 12
Financial Issues of Older Adults

Sharon A. DeVaney

Abstract This chapter highlights three important concerns regarding older adults.
The concerns are (a) how to finance the increased number of years of retirement,
(b) to provide for adequate health at the very old ages, and (c) that older women,
especially minorities, are likely to be more economically disadvantaged than older
men. To respond to the first and third concerns, older adults should consider working
past the typical retirement age of 65 to increase retirement savings and delay the
receipt of Social Security benefits to their full retirement age or age 70. To respond
to the second concern, older adults should practice healthful behaviors.

In the United States, 65 years is the usual age for indicating who an elderly person
is. However, some research on the older population begins with those who are only
50 years old. This chapter is focused on people who are aged 65 and over. When the
discussion includes those who are younger than 65 years, it will be noted.

Another aspect of aging that is not clearly defined is the terminology that is most
appropriate to use when referring to the older population. When the word “elderly,”
is used as a noun, it portrays older people in a negative perspective. In contrast,
the use of the term “older adults,” is more positive (Lee, 2007). Therefore, “older
adults” will be used in this chapter to emphasize a positive approach to aging, and
“elderly” will be used only as an adjective.

It is important to emphasize the positive aspects of aging. The movement to focus
on the positive aspects of aging was highlighted by the MacArthur Group. This was
a group of 16 scientists from multiple disciplines who began a series of studies on
aging in 1984 (Rowe & Kahn, 1998). Their entire series of studies was based on
the concept of “successful aging” which they believed was the confluence of three
functions: decreasing the risk of disease and disease-related disability, maintaining
physical and mental functioning, and being actively engaged with life. Therefore,
the purpose of this chapter is to provide a summary of research on older adults and
their financial concerns with the goal of promoting “successful aging.”
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Demographics

In 1900, there were slightly more than 3 million Americans aged 65 and over. By
2000, the population of older Americans had swelled to 35 million. This meant
that one of every eight Americans in 2000 was an older adult. By 2030, demog-
raphers estimate that one in five Americans will be an older adult, e.g., age 65 or
older (Himes, 2004). There have been two major phases in the improvement of
life expectancy during the last two centuries. The first was a reduction in infant
mortality in the nineteenth and early twentieth centuries. The second phase is the
more recent decrease in death rates among middle-aged and older people (Rowe &
Kahn, 1998). Currently, more 65-year-olds are living to age 85, and more 85-year-
olds are living into their nineties. The oldest old, those 85 and older, are the fastest
growing segment of the population (Himes, 2004). The large increase in the number
of older adults in the United States has led to two important issues. The issues are
how to finance the increased number of years of retirement and how to provide for
adequate health at the very old ages (Clark, Burkhauser, Moon, Quinn, & Smeeding,
2004).

Similar to the increase in diversity of the overall population of the United States,
the elderly population is becoming more racially and ethnically diverse. In 2000,
about 84 % of the elderly population was non-Hispanic white, 8 % was Black, 5 %
was Hispanic, and 4 % of the elderly population was from other races. By 2050, the
elderly population in the United States is expected to be 64 % non-Hispanic white,
12 % Black, 16 % Hispanic, and 7 % of other races (U.S. Bureau of the Census,
2001).

There are more women than men at every age among the elderly. In 2000, the
number of men per 100 women was 82 among persons aged 65-74, 65 among
those aged 7584, and 41 among persons aged 85 and older (Clark et al., 2004).
The economic status of older women depends on their marital status and their age
cohort. The disparity in the number of men and women suggests that many women
will grow older alone. In fact, the proportion of women aged 62 and over who will be
divorced or never married is expected to reach 25 % by 2020. In comparison, the pro-
portion of divorced or never married women in 1991 was 12 % (Clark et al., 2004).

Theoretical Framework

Although many theories from psychology and sociology are used to explain the
changes that occur as people age, three theories from economics are important to the
study of older adults and financial issues. The theories that attempt to explain how
income and consumption vary over the life cycle include the life-cycle hypothesis,
the permanent income hypothesis, and precautionary savings.

The life-cycle hypothesis of savings suggests that people try to maintain a rela-
tively stable level of consumption over their lifetime (Ando & Modigliani, 1963).
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In practice, this means that those who are younger borrow to meet consumption
needs, those who are middle aged save a relatively large proportion of their earnings,
and those who are older spend down their assets when their income is reduced in
retirement. A strict interpretation of the life-cycle hypothesis suggests that people
will spend all of their assets before the end of their life. In practice, this does not
always happen.

The permanent income hypothesis suggests that people adjust their spending
level to their perceived level of future income. Permanent income is believed to
be what people can count on with confidence. Transitory income is believed to
be income that is received accidentally or by chance; it is not expected to affect
long-term consumption (Friedman, 1957).

Precautionary saving is aimed at providing against future drops in income. The
precautionary savings model implies that older adults are cautious about spending
down their assets. Their reluctance to spend down their assets is explained by their
uncertainty about how long they will live, about the cost of health care in the future,
and about the possibility of becoming impoverished (Carroll, 1997; Deaton, 1992).

Economic Status

Income

The median household income for households headed by a person aged 65 and
older in 2005 was $26,036, while the median household income for households
headed by a person under 65 in 2005 was twice as large, $52,287 (U.S. Bureau
of the Census, 2006). The income distribution can also be examined by looking at
income quintiles. In 2005, of all households, those in the lowest income quintile had
incomes of $19,179 or less, while households in the highest quintile had incomes
greater than $91,705. One-third (37.1 %) of all households in the lowest quintile
were headed by a person aged 65 and over, while only 8.3 % of households headed
by a person aged 65 and over were in the highest income quintile (U.S. Bureau of
the Census, 2006).

Older Americans receive income from a wide variety of sources, including labor
earnings, Social Security retirement benefits, employer-sponsored pensions, and in-
terest on private savings. Among households aged 65 and over, over 90 % receive
income from Social Security, about two-thirds receive income from assets, about
40 % receive income from pensions, and about one-fifth is from labor earnings
(Clark et al., 2004).

For older adults in the lower income quintiles, Social Security is a primary source
of income. Over 80 % of the income of households in the lowest two income quin-
tiles is from Social Security. For older adults in the highest income quintile, labor
earnings provide about one-third, assets provide one-fourth, and Social Security and
pensions each provide about one-fifth of total household income (Clark et al., 2004).
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Poverty

The official poverty definition is based on actual money income before taxes and
does not include capital gains and non-cash benefits (Federal Interagency Forum on
Aging Related Statistics, 2006). To determine who is poor, the U.S. Bureau of the
Census compares family income with a set of poverty thresholds that vary by family
size and composition and are updated annually for inflation.

The overall poverty rate in the United States in 2005 was 12.6 % while the
poverty rate for older persons was 10.1 %. However, the threshold used to establish
poverty status for older persons is about 10 % lower than that for other age groups.
The poverty threshold in 2005 was $9,367 and $11,815 for single persons and cou-
ples, respectively, who were aged 65 and older (U.S. Bureau of the Census, 2006).
The percentage of the population who are in poverty increases as people age. In
2004, 9.4 % of those aged 65-74 were living in poverty; 9.7 % of those aged 75-84
and 12.6 % aged 85 and over were living in poverty (Federal Interagency Forum on
Aging Related Statistics, 2006).

Net Worth

Net worth (which is defined as total assets minus total liabilities) is another measure
of economic status. Both the median and mean net worth of American households
have a hump-shaped pattern that usually peaks between ages 55 and 64 (Bucks,
Kennickell, & Moore, 2006). In 2004, median net worth for households with a head
aged 55-64 was $248,700. For those aged 65-74, median net worth was $190,100,
and for those aged 75 and older, median net worth was $163,100 (Bucks et al.,
2006).

Liquid Assets

Liquid assets consist of cash or accounts that can be easily converted to cash.
Financial advisors recommend that families should have 3—6 months of income
in liquid assets as a reserve for emergencies (Johnson & Widdows, 1985). Using
data from the 2004 Survey of Consumer Finances, Rodriguez-Flores and DeVaney
(2007) compared emergency funds held by retirees, wage earners, and the self-
employed. The researchers compared subjective funds (the amount the household
thought they should have), quick or liquid emergency funds (saving, checking, and
money market accounts), and comprehensive emergency funds (quick funds plus
certificates of deposit, cash value of whole life insurance, and the market value
of stocks, bonds, and mutual funds not held in retirement accounts). The anal-
ysis showed that retired and self-employed households held significantly larger
amounts of emergency funds than wage earners. For example, wage-earner house-
holds had $15,367 in quick funds compared to $37,976 for retired households and
$47,802 for self-employed households. This supports the theory of precautionary
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savings, suggesting that those who are concerned about uncertain income in the
future (such as retirees and the self-employed) will save more for emergencies.

Non-financial Assets

The most commonly owned tangible assets (also known as non-financial assets) are
homes and vehicles. It is not surprising that the majority of older adults own homes
and vehicles. In 2004, 81.3 % of householders aged 65-74 years and 85.2 % of
households aged 75 and older were homeowners. The median value of the primary
residence was $150,000 for householders aged 65-74 and $125,000 for household-
ers aged 75 and older. Vehicles were owned by 89.1 % of households aged 65-74
and by 76.9 % of households aged 75 and older. The median value of the vehicles
owned by those aged 65-74 and aged 75 and older in 2004 was $12,400 and $8,400,
respectively (Bucks et al., 2006). Hence, as people age, there is a slight reduction in
homeownership and vehicle ownership.

Consumption

The Consumer Expenditure Survey (CES), sponsored by the Bureau of Labor Statis-
tics, is the primary source of information on household consumption. Using data
from the CES, Paulin (2000) investigated whether consumers who were older than
65 had different tastes, preferences, or physical needs than consumers who were
younger than 65 by analyzing trends for several of the 13 major expenditure cat-
egories. He found that older consumers purchased different amounts than younger
consumers, but overall, the trend of expenditures was similar for older and younger
consumers.

Using the Consumer Expenditure Survey, Abdel-Ghany and Sharpe (1997) com-
pared spending by households aged 65-74 with those 75 and over. Housing was the
largest expense for each age group. Transportation was the second largest expense
for the 65—74 age group, while health care was the second largest expense for those
aged 75 and over.

Abdel-Ghany and Sharpe (1997) also observed the following differences in
spending. Households headed by college graduates spent more than those who
did not complete high school on food away from home, alcohol and tobacco, ap-
parel, entertainment, and personal care. Compared to White households, African-
American households spent more on personal insurance and less on food away from
home and entertainment. Compared to couples, unmarried female respondents spent
more on apparel, but they spent less on food at home, food away from home, alcohol
and tobacco, health care, and personal care. Unmarried male respondents spent more
than couples on food away from home, entertainment, and personal insurance and
less on food at home, health care, and personal care.
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Butrica, Goldwyn, and Johnson (2005) examined spending by adults aged 65 and
older using data from the 2000 Health and Retirement Study (HRS) and the 2001
Consumption and Activities Mail Survey of the HRS. Households aged 65-74 spent
33 % of their income on housing, 13 % on health care, 13 % on entertainment, 12 %
on food, 12 % on transportation, 8 % on gifts, 6 % on other, and 3 % on clothing.
Butrica and colleagues (2005) found that the share of housing expenses which was
going to mortgages declined with age, but the share of housing expenses going to
utilities and maintenance increased with age.

Debt

Using data from the 2001 Survey of Consumer Finances (SCF), Yilmazer and
DeVaney (2005) examined how the holding of types and amount of debt changed
over the life cycle. They hypothesized (a) that the likelihood of holding debt would
decrease as age of the household head increased and (b) that the likelihood of
holding most types of debt would be associated with lower financial assets. Their
research supported both hypotheses. Also, their results showed that holding non-
financial assets (such as vehicles, homes) had a positive effect on both the likeli-
hood of holding secured debt and the amount of secured debt compared to total
assets. Also, households headed by retired persons (compared to those headed by
a working person) had lower levels of each type of debt ratio (mortgage debt/total
assets, outstanding credit card balance/total assets, installment debt/total assets, and
other debt/total assets).

Labor Force Participation

Many older adults continue to work after the typical retirement age. In fact, the two
most significant changes in the U.S. labor market during the last half of the twentieth
century were (a) the trend toward earlier retirement by older men and (b) increased
levels of female labor force participation at all ages (Clark et al., 2004). However, the
retirement trend for men has slowed since the mid-1980s, and labor force participa-
tion for both men and women has shown a slight upward trend since the mid-1980s.
Data from the Current Population Surveys shows that the tendency to remain in the
work force increased slightly for both men and women in 2005 (Federal Interagency
Forum on Aging Related Statistics, 2006) compared to 2004. Continuing to work
past typical retirement ages could help men and women to increase their current
income and their retirement savings.

To predict which older adults were working, Bieker, DeVaney, and Chen (2001),
analyzed data on household heads aged 65 and older from the 1998 Survey of
Consumer Finances (SCF). Those who were employed were in good or excellent
health and had asset income, while those who were not employed were more likely
to be older, self-employed, and receiving Social Security benefits and pensions.
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Unmarried women and married individuals with non-working spouses were less
likely to be employed than a married individual with a working spouse.

Kim and DeVaney (2005) analyzed data from the Health and Retirement Study
(HRS) to learn the differences in the selection of partial and full retirement. They
found that partial retirees were more likely to be male, self-employed, with a col-
lege degree, and have a chronic health condition such as arthritis. Full retirees were
more likely to be male, to hold defined benefit pensions or both defined benefit and
defined contribution pensions, employee health insurance, and investment assets.
Respondents were less likely to retire fully if they were in excellent or good health,
self-employed, had debt, and if they had an advanced degree.

A study on retirement expectations of self-employed workers from the Health
and Retirement Study (HRS) showed that 10 % planned to stop working altogether,
10 % said they would never stop, 16 % were considering a change in their job, and
63 % had no retirement plans (DeVaney & Kim, 2003). Among the self-employed
with no retirement plans, 42 % were women, 26 % said their physical health was fair
or poor, 22 % were minorities, and 19 % were not married. The “no retirement plans”
group was the most likely to say they would make an intervivos transfer, suggesting
that they had family members they needed to support. The results suggest that many
older self-employed persons are financially vulnerable.

Housing

Housing usually becomes more important as people age. Retirees will have more
time to spend at home and some prefer to change locations. Also, illness or dis-
ability can occur resulting in the need to make changes in the home or require a
move. Robison and Moen (2000) proposed that older adults evaluated their expec-
tations about future housing options using an array of choices clustered by risk or
dependency. Low risk of dependency was defined as always living in or modifying
one’s current home. Medium risk was defined as living in a retirement community,
purchasing long-term care insurance, or getting a reverse mortgage. High risk was
defined as living with a family member, sharing a household with unrelated people,
or living in a separate housing unit on a relative’s property.

With data from the Cornell Retirement and Well-Being Study, Robison and Moen
(2000) found that lower income, more years in the home, and volunteering increased
the expectancy of remaining in the home (defined as low risk). Also, women were
more likely to expect to remain in their homes than men. The medium-risk choices,
moving to a retirement community and purchasing long-term-care insurance, were
positively related to income. Also, unmarried persons were more likely than mar-
ried persons to say they would move to a retirement community and/or purchase
long-term care insurance. The choice of sharing a residence with a non-relative
(defined as high risk) was an expectation of respondents who were in their fifties,
males, unmarried persons, white persons, and those who owned their homes outright
(versus holding a mortgage). Robison and Moen (2000) observed a trend away from
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depending on one’s children for help; the trend cut across gender, income, age, and
retirement status.

Health Care

Many retirees will no longer be covered by their employers’ health insurance. Al-
though older adults aged 65 and over are likely to be eligible for Medicare, they will
need to make choices about Medicare options and to pay part of the cost of care.
The various aspects of Medicare are explained in the following sections.

Medicare Parts A and B

Medicare is health insurance for people who are (a) aged 65 or older, (b) under age
65 with certain disabilities, and (c) any age with permanent kidney failure requiring
dialysis or a kidney transplant. Medicare Part A helps cover inpatient care in hospi-
tals. Most people automatically get Part A coverage because they or a spouse paid
Medicare taxes while working.

Medicare Part B helps cover medical services such as doctors’ services, outpa-
tient care, and other medical care that Part A does not cover. Part B also covers
some preventive services. Older adults must pay a monthly premium for Part B.
Beginning January 1, 2007, the Part B premium will be based on modified adjusted
gross income instead of being a flat amount (Centers for Medicare and Medicaid
Services, 2006).

Medicare Part C

Medicare Advantage Plans (such as HMOs and PPOs) are health plan options that
are approved by Medicare and run by private companies. They are part of the Medi-
care Program and are sometimes called Part C. Medicare pays an amount of money
for the person’s care every month to these private health plans, whether or not the
person uses services (Centers for Medicare and Medicaid Services, 2006).

Medicare Part D

Beginning in 2006, Medicare offers prescription drug coverage for everyone with
Medicare. This is called Part D. This coverage may help lower prescription drug
costs and help protect against higher costs in the future. If a person joins a Medicare
drug plan, he or she usually pays a monthly premium. Part D is optional. If a person
decides not to enroll in a Medicare drug plan when they are first eligible, he may pay



12 Financial Issues of Older Adults 217

a penalty if they choose to join later. These plans are run by insurance companies
and other private companies approved by Medicare.

Each Medicare drug plan is different. When a person chooses a Medicare drug
plan for the first time or switches to a different Medicare drug plan, he should com-
pare the plans in his area and choose one that meets his costs and coverage needs.
Information is available on the Internet at www.medicare.gov or by calling 1-800-
633-4227 (Centers for Medicare and Medicaid Services, 2006). Although there has
been a lot of research on out-of-pocket costs related to health care, the establishment
of the drug plan indicates that a new stream of research will be needed.

Medigap

A Medigap policy is health insurance sold by private insurance companies to fill
gaps in the Original Medicare Plan coverage. Medigap policies help pay a person’s
share (coinsurance, copayments, and deductibles) of the cost of Medicare-covered
services. Generally, a person must have Medicare Parts A and B to buy a Medigap
policy. In most states, people are able to choose from up to 12 different standardized
Medigap policies (Medigap Plans A-L). Medigap policies must follow state and
federal laws. A Medigap policy only works with the Original Medicare Plan. If a
person joins a Medicare Advantage Plan (like a Health Maintenance Organization
(HMO) or a Preferred Provider Organization (PPO)), the Medigap policy will not
work (Centers for Medicare and Medicaid Services, 2006).

Medicaid

Medicaid offers help for low-income and low-wealth Americans of all ages. It is a
joint federal/state program in which states have latitude in establishing eligibility
and coverage. It supplements coverage for about one in every seven older adults
(Clark et al., 2004). Research on family wealth transfer prior to becoming a Med-
icaid recipient has suggested that the amount transferred was modest, especially
among nursing home residents (Lee, Kim, & Tanenbaum, 2006).

Long-Term Care

Long-term care refers to services that are needed for an extended period of time to
cover poor health, disability, or frailty. Some services are more medical in nature,
but many of the needs are supportive. Long-term care may be provided in nurs-
ing homes, assisted living facilities, adult day care, congregate meal service, or the
home. In 2002, the funding sources for long-term care were Medicaid, 45 %; out of
pocket, 23 %; Medicare, 14 %; private insurance, 11 %; other private, 4 %; and other
public, 3 % (Clark et al., 2004).
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A qualitative study to identify intentions for financing long-term care was con-
ducted with a sample consisting of 16 couples (Stum, 2006). The study identified
two decision-making styles: scrambling and advance planning. Scramblers were try-
ing to make ends meet. They spoke of “hoping the kids would help” or relying on
government resources if long-term care was needed. The advance planners were
goal oriented and working to achieve financial security.

The possibility of self-funding long-term care was investigated by Lown and
Palmer (2004). The advantage of self-funding is that the funds would be available
for other expenses or inheritances. The disadvantage was that self-insuring would
provide only one-third of the amount needed. Lown and Palmer (2004) suggested
that a reverse annuity mortgage should also be considered as a technique to fund
long-term care in addition to self-funding.

Long-Term Care Insurance

Another possibility for funding long-term care is the purchase of long-term care
insurance (LTCI). The National Association of Insurance Commissioners (NAIC)
has established rules for the sale of LTCI, but states also play an important role
in regulating LTCI. Therefore, potential purchasers of LTCI should learn about the
regulations in their state. The age of the insured at the time of purchase and the
amount of risk that the insured is willing to accept are important determinants of
the cost of the premium. LTCI buyers have the right to return their policies within
30 days of purchase. The insurer has the right to rescind the policy within the first 6
months if the insured person engaged in misrepresentation (Shilling, 2001).

Reverse Annuity Mortgages

Another possibility for funding long-term care or paying other expenses is a reverse
annuity mortgage. Although reverse annuity mortgages have been available since
1982, their use until recently has been minimal. Half of all reverse mortgages ever
issued have occurred in the last 2 years (Opdyke, 2006). In a reverse annuity mort-
gage, the property owner borrows against the value of a personal residence. The
owner has three payment choices: a lump sum, monthly payments, or a credit line
that can be accessed at any time. No interest is charged on the unused portion of the
line of credit. The money borrowed is paid back to the bank with the accumulated
interest when the owner dies, sells the home, or permanently moves out of the home
(Weisman, 2004).

According to Shilling (2001), a reverse mortgage is a worthwhile strategy if any
of the following conditions are present. The conditions are as follows: if there are no
children to inherit or the children have homes of their own or the children have no
intention of living in the area, or if it seems likely that a Medicaid application will
be made in the near future (so transfers would create an unwieldy penalty period).
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Economic Vulnerability of Older Women

As previously mentioned, women are more likely to be economically disadvantaged
than men in old age (Clark et al., 2004). Women have longer life expectancies than
men at every age. Older women who are widowed or divorced are less likely than
older men to remarry. Women'’s labor force participation is frequently shorter than
men’s and less continuous. The interruption in work history to raise children or care
for family members negatively affects pension income and Social Security benefits.
Some of the issues related to the economic vulnerability of women are described in
the next chapters.

Fan and Zick (2006) found that about-to-be-widowed households had increased
miscellaneous expenditures and decreased expenditures for food at home, health
care, transportation, and recreation in the 6 months before the spouse’s death.
The miscellaneous category includes funeral and burial expenses. Fan and Zick
(2006) also found that total expenditures were about $10,000 more than after-tax in-
come, suggesting that these households draw down their assets when a spouse dies.

Another study showed that older adults should communicate more openly about
their financial status (Whirl & DeVaney, 2006) while both spouses are alive. Research
based on in-depth interviews with widows and widowers showed that 95 % of wid-
ows wished they had been more interactive and inquisitive about family finances.
Widows said they were “underprepared” to handle their financial affairs after the
unexpected loss of their spouse. Men in the same study said they were satisfied
with financial decisions made after the death of the spouse. However, women with
children recovered more quickly, both emotionally and financially, after the death
of a spouse than women without children. The recommendation to communicate
more openly with family and friends about their finances may be applicable to the
majority of older adults, whether married or single.

Suggestions for Future Research

Topics for research include (a) financing retirement needs assuming that retirees
might live an additional 30 or 40 years after retiring and (b) financing long-term
care assuming that one or more family members might need care for a lengthy
period. Other topics of interest could focus on the needs of minorities and women
although this should be included in how to finance a lengthy period of retirement
or long-term care. A new area for research would be to examine satisfaction with
Medicare Part D. Another area for research would be to investigate the financial
scams that are perpetrated on older adults. Although the types of scams are similar
to those used on other adults, the perpetrators who take advantage of older adults are
aware that older adults may be lonely. Also older adults are less likely to realize that
they are being victimized than young and middle-aged adults (Loonin & Renuart,
2006).
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Chapter 13
Consumer Finances of Low-Income Families

Steven Garasky, Robert B. Nielsen, and Cynthia Needles Fletcher

Abstract Serious challenges face families at the bottom of the economic ladder.
The difficulties of balancing low incomes against expenditures are exacerbated by
a lack of assets and insurance. We examine patterns of family asset ownership and
health insurance coverage rates. A review of research focuses on selected dimen-
sions of the financial environment of low-income families: the phenomena of the
“unbanked,” home ownership trends, credit use and predatory lending. In each of
these areas, additional research is needed to identify ways to help families not only
meet their needs, but also to accumulate assets that promote long-term economic
well-being.

Serious challenges face families at the bottom of the economic ladder. Stagnant
wages and increasingly restrictive public transfer programs have stifled income
growth among low-income families. At the same time, in an effort to expand mar-
kets, those with marginal incomes have become the targets of marketing campaigns
promoting middle-class lifestyles and extending credit to consumers traditionally
viewed as unacceptably high-risk customers. Together, these forces are putting pres-
sures on the finances of low-income consumers. The difficulties of balancing low
incomes against expenditures are exacerbated by a lack of assets and insurance.
Limited access to earnings, other income, assets and health insurance coverage
affects the ability of families to weather financial difficulties or generate income
in ways other than by working. For example, middle- and high-income families can
access savings when earnings are disrupted; low-income families may have to resort
to short-term loans—often those available only from lenders in the fringe econ-
omy. Investment opportunities with greater returns often require minimum balances.
Maintaining minimum investment levels is more difficult for families with limited
incomes compared to families with greater resources. Having health insurance al-
lows families to withstand financial shocks associated with expensive or unexpected
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medical care needs. In short, the financial and insurance environment of low-income
families may further hinder their ability to meet their basic needs.

Using data from the Survey of Income and Program Participation (SIPP), we
examine patterns of asset ownership rates among low-income families compared
to others. We define “low-income” as those in the bottom quintile of the income
distribution. We also examine health insurance coverage rates among low-income
individuals, again comparing them with those with higher incomes. This analysis is
followed by a review of research evidence on selected dimensions of the financial
environment of low-income families: the phenomena of being “unbanked,” home
ownership trends, credit use, predatory lending and access to public or private health
insurance coverage. A discussion of future directions for research on the consumer
finances of low-income families completes the chapter.

Consumer Finances of Low-Income Families: Current Evidence

The U.S. Census Bureau’s Survey of Income and Program Participation (SIPP) is
a leading source of data on social, demographic and economic trends over time.
Researchers have relied on the SIPP for nearly three decades, in part, because it over-
samples the low-income population. Descriptive information about families’ use of
basic financial services, ownership of physical assets and other financial investments
in 2001 and 2003 is reported in Table 13.1. Data are from the 2001 SIPP panel, the
most recent complete panel that is available. Families are categorized into quintiles
according to annual total family income in 2001 and 2003. The discussion focuses
on low-income families—those in the first (lowest) income quintile.

Expressed in 2003 dollars, median income for all families declined from $48,294
in 2001 to $46,320 in 2003. Real median annual family income also declined for
families in the lowest quintile from $15,856 in 2001 to $15,442 in 2003. Median
income in the second quintile fell as well from $31,788 to $31,537. These declines
are in contrast to increases in median family income for the three highest-income
quintiles between 2001 and 2003.

Low-income families face financial constraints—in terms of both assets and fi-
nancial services utilization—that set them apart from middle- and upper-income
families. For this analysis, family financial resources are grouped into three types:
basic financial services, physical assets and investments. As shown in Table 13.1, the
percentage of families with each of these resource types varies by income quintile.
However, the contrast is greatest between families in the lowest income quintile
compared to all others. Low-income families have fewer attachments to mainstream
banking products and services. For example, in 2003 only 16% of the families in the
lowest quintile had an interest-earning savings account. In contrast, 55% of families
in the highest-income quintile had such accounts. The patterns of asset ownership
changed little between 2001 and 2003.

Although the daily financial challenges faced by low-income families capture
much of the attention of researchers and policy makers (e.g., Blank, Danziger, &
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Schoeni, 2006), there is also concern about the challenges these families face when
attempting to accumulate assets for long-term goals such as acquiring a car, home
or saving for retirement (McNichol & Springer, 2004; Neuberger, Greenstein, &
Sweeney, 2005). Physical assets are less commonly held by low-income families
than middle- and