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PREFACE 

 
 
 
 
This book contains extended and revised versions of the best papers that were 

presented during the fourteenth edition of the IFIP TC10/WG10.5 International 
Conference on Very Large Scale Integration, a global System-on-a-Chip Design & 
CAD conference.  The 14th conference was held at the Hotel Boscolo, Nice, France 
(October 16-18, 2006). Previous conferences have taken place in Edinburgh, 
Trondheim, Vancouver, Munich, Grenoble, Tokyo, Gramado, Lisbon, Montpellier, 
Darmstadt and Perth. 

 
The purpose of this conference, sponsored by IFIP TC 10 Working Group 10.5 

and by the IEEE Council on Electronic Design Automation (CEDA), is to provide a 
forum to exchange ideas and show industrial and academic research results in the 
field of microelectronics design.  The current trend toward increasing chip integration 
and technology process advancements brings about stimulating new challenges both 
at the physical and system-design levels, as well in the test of these systems. VLSI-
SOC conferences aim to address these exciting new issues.  

 
The 2006 edition of VLSI-SoC maintained the traditional structure, which has 

been successful at the previous VLSI-SOC conferences. The quality of submissions 
(154 papers from 26 countries) made the selection process difficult, but finally 54 
papers and 16 posters were accepted for presentation in VLSI-SoC 2006. Out of the 
54 full papers presented at the conference, 13 regular papers and 6 papers from 
special sessions were chosen by a selection committee to have an extended and 
revised version included in this book. These selected papers came from Brazil, 
Belgium, France, Italy, Japan, The Netherlands, Portugal, Singapore, Spain, 
Switzerland, the U.K. and the United States of America. 

 
Furthermore, this book includes two papers related to invited talks presented at the 

conference as part of a panel, by Shekhar Borkar from Intel Corporation and Khrisna 
Palem, from Georgia Institute of Technology. 

 
VLSI-SoC 2006 was the culmination of many dedicated volunteers: paper authors, 

reviewers, session chairs, invited speakers and various committee chairs, especially 
the local arrangements organizers. We thank them all for their contribution.  

 



 
This book is intended for the VLSI community mainly to whom that did not have 

the chance to take part in the VLSI-SOC 2006 Conference. The papers were selected 
to cover a wide variety of excellence in VLSI technology and the advanced research 
they describe. We hope you will enjoy reading this book and find it useful in your 
professional life and to the development of the VLSI community as a whole. 

 
 

 
 

 The editors 
 

 
 

x Preface 



Architectures for High Dynamic Range, High
Speed Image Sensor Readout Circuits

Sam Kavusi, Kunal Ghosh, and Abbas El Gamal

Department of Electrical Engineering, Stanford University, Stanford CA 94305, USA

Abstract. The stringent performance requirements of many infrared
imaging applications warrant the development of precision high dynamic
range, high speed focal plane arrays. In addition to achieving high dy-
namic range, the readout circuits for these image sensors must achieve
high linearity and SNR at low power consumption. We first review four
high dynamic range image sensor schemes that have been developed for
visible range imaging and discuss why they cannot meet the stringent
performance demands of infrared imaging. We then describe a new dy-
namic range extension scheme, Folded Multiple Capture, that can meet
these performance requirements. Dynamic range is extended using syn-
chronous self-reset while high SNR is maintained using few non-uniformly
spaced captures and least-squares fit to estimate pixel photocurrent. We
conclude with a description of a prototype of this architecture targeted
for 3D-IC IR focal plane arrays.

1 Introduction

Precision high dynamic range (HDR), high speed imaging is finding growing
applications in the automotive, surveillance, tactical, industrial, and medical
and diagnostic instrumentation (e.g., fluorescence detection and spectroscopy)
arenas. These applications can be broadly segmented into those operating in the
visible range (typically 400nm < λ < 800nm) and those operating in the infrared
(IR) range (typically 4µm < λ < 12µm). Precision HDR, high speed IR imaging
applications, specifically, are fraught with challenges. In addition to the ability to
capture scenes with large variations in irradiance due to object temperatures, the
imaging system must be able to deal with undesirable scene disturbances, due
to, for example, sun reflection or laser jamming. The imaging system must also
have highly linear, shot noise limited readout in order to achieve the stringent
sensitivity requirements. In [1], it is argued that low power IR focal plane arrays
(FPAs) with > 120dB dynamic range operating at 1000 frames/sec are needed
for such applications. These performance requirements are far more aggressive
than is achievable with present-day IR FPAs.

The advent of 3D-IC technology, which has increased the effective pixel area
available, enables implementation of recently-developed HDR schemes with high
pixel count. In this chapter, we discuss the main design and implementation
challenges that limit the performance of these architectures. We find that these

Please use the following format when citing this chapter:

Kavusi, S., Ghosh, K. and El Gamal, A., 2007, in IFIP International Federation for Information

Processing, Volume 249, VLSI-SoC: Research Trends in VLSI and Systems on Chip, eds.

De Micheli, G., Mir, S., Reis, R., (Boston: Springer), pp. 1–23
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architectures cannot achieve the high speed, HDR requirements without a sig-
nificant penalty in pixel area and power consumption, and therefore do not lend
themselves well to the aforementioned IR imaging applications. We then describe
an HDR extension scheme, called Folded Multiple Capture (FMC) [7], that can
achieve all the requirements stated in [1].

The rest of this chapter is organized as follows. In Section 2, we first briefly
review the fundamentals of image sensors and introducing some needed terminol-
ogy. In Sections 3-6, we discuss several of the recently-developed HDR schemes.
In Section 7, we discuss the architecture and operation of FMC, implementation
of a prototype, and experimental results obtained.

2 Background

An image sensor consists of an array of photodetectors followed by circuits for
readout. Sensor performance is therefore a function of both the photodetec-
tor used and the readout circuits. Each photodetector in a conventional image
sensor, e.g., CCD, CMOS APS, or IR FPA, converts incident photon flux into
photocurrent iph. In visible range imaging, the incident photon flux corresponds
to light reflected off of objects in the scene, while in IR imaging, the incident
photon flux corresponds to object thermal radiation. A simplified Signal-to-Noise
ratio (SNR) of the integrated photocurrent is given by

SNR(iph) =
(iphtint)2

qiphtint + q2σ2
Readout

, for iph ≤
qQmax

tint
,

where tint is the integration time, q is the charge of an electron, Qmax is the
saturation charge or well capacity, and σReadout is the readout noise. Note that
this simplified SNR only considers integrated shot noise and readout noise and
assumes that correlated-double-sampling (CDS) is performed, thus eliminating
the reset noise and offset contributions. We also assume that gain FPN and
dark current are either negligible or calibrated for, as is usually the case for
state-of-the-art visible and IR sensors.

Image sensor dynamic range (DR) is defined as the ratio of the largest non-
saturating photocurrent to the minimum detectable photocurrent, typically de-
fined as the standard deviation of the noise under dark conditions. In visible
range imaging, this corresponds to the range of intrascene illumination levels
that can be imaged, while in IR imaging, this corresponds to the range of in-
trascene temperatures that can be imaged. Assuming the above sensor model,
imax = qQmax/tint and imin = qσReadout/tint and dynamic range is given by

DR =
imax

imin
=

Qmax

σReadout
.

Since the dynamic range of image sensors is generally limited by the readout
circuitry, HDR extension schemes modify a conventional sensor’s readout circuits
to improve its DR. Extending DR at the low end requires reducing imin, which
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can be achieved by either reducing σReadout or increasing tint. DR extension
at the low end obtained by decreasing the diode or sense node capacitance to
reduce σReadout, as is usually done in visible range image sensors, reduces Qmax

which is not desirable for IR imaging. Extending dynamic range at the high
end requires increasing imax, which can be achieved by adapting the integration
times to photocurrent or increasing the effective well capacity.

In the following sections we review some of the recently developed HDR
architectures.

3 Time-to-Saturation

The time-to-saturation scheme [9] attempts to achieve high dynamic range with
high SNR by converting each photocurrent iph into its time-to-saturation tsat
(iph) = qQmax/iph. A block diagram of the scheme and plot of the integrator
output as a function of time are given in Figure 1. After the photodiode and the
time reference capacitor CT−Ref are reset, the output of the integrator is read
out for CDS. Photocurrent is then integrated and converted to voltage, which
is compared to a reference Vmax. Concurrently, CT−Ref follows the time-ramp.
When the integrator output reaches Vmax, the comparator flips and tsat(iph)
is stored on CT−Ref . At the end of integration, v(tint) and tsat are read out. If
tsat < tint, the signal is estimated as qQmax/tsat, otherwise the signal is estimated
using v(tint) only.

The filter is defined by

ˆiph =
Cv(t)
tsat

.

Note that the minimum detectable signal is given by imin = qσReadout/tint,
which has the same form as that of the conventional sensor. The maximum
nonsaturating signal depends on the comparator delay and offset as well as the
noise associated with tsat(iph) due to time-ramp noise, kTC of CT−Ref , and the
readout noise. Let σsat be the total rms of the noise added to tsat(iph), then
the maximum detectable signal is given by imax = qQmax/σsat. Therefore, the
maximum achievable dynamic range for a given tint is given by

DR =
Qmaxtint

σReadoutσsat
.

To calculate SNR, note that qQmax corresponds to the expected value of the
integrator charge at tsat. Assuming CDS the integrator charge is given by

Q(tsat) =
1
q

(iphtsat + QShot + QReadout) .

Note that tsat has an Inverse Gaussian distribution [8]. Linear approximation
of îph can be used to calculate the error term caused by TError, readout noise of
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Fig. 1. Time-to-saturation block diagram.
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time-to-saturation:

îph =
qQmax

tsat + TError

=
(iphtsat + QShot + QReadout)

tsat + TError

≈ iph +
QShot

tsat
+

QReadout

tsat
− iph

TError

tsat

Therefore, the total output noise power is given by

σ2
i =


qiph

tint
+ q2σ2

Readout
t2int

if iph ≤ qQmax
tint

qiph

tsat(iph) + q2σ2
Readout

tsat(iph)2 + (qQmax)2σ2
sat

tsat(iph)4 if iph > qQmax
tint

,

and SNR is thus given by

SNR(iph) =


(iphtint)

2

qiphtint+q2σ2
Readout

if iph ≤ qQmax
tint

(qQmax)2

q2Qmax+(iphσsat)2+q2σ2
Readout

if iph > qQmax
tint

.
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Fig. 3. SNR versus iph for time-to-saturation for two different examples.
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Figure 3 plots SNR versus iph assuming Qsat = 125, 000e−, σReadout = 5e−,
tint = 30msec. Example 1 assumes σsat = 0.0005tint and achieves DR= 156dB.
Example 2 assumes σsat = 0.004tint and achieves DR= 136dB.

Note that SNR is identical to that of the reference sensor within the reference
DR. For larger iph, SNR drops monotonically as 1/i2ph (-20dB per decade) due
to the effect of σsat. Thus, DR is increased but at the expense of reduction in
SNR. In Example 2 σsat is the dominant term degrading SNR at high end.

In the original implementation [10] only the time-to-saturation of the pixel
is readout and therefore at low end cannot be differentiated producing tsat =
tint(see Figure 2). By adding the residue readout in [9,11] the time-to-saturation
is combined with a conventional readout and achieve very high dynamic range.
The digital samples read out include the integrator voltage v(tint) and the time
to saturation tsat shown in Figure 2. Using this readout, the integrating capacitor
dynamic range is multiplied by the dynamic range of CT−Ref and thus a much
wider dynamic range is achieved in a small area.

More details concerning implementation and correction for several nonideali-
ties can be found in [9,11]. Note that the implementation in [9] actually uses two
time-ramps and two capacitors to reduce σsat. We accounted for this indirectly
by using small σsat in the examples.

4 Multiple-Capture

The multiple-capture scheme [12, 13] increases dynamic range by sampling the
signal nondestructively multiple times during integration. The HDR image can
be constructed using the last-sample-before-saturation algorithm [12] as illus-
trated in Figure 4. Note that with this algorithm DR is only increased at the
high end. DR at the low end can be increased by a combination of image blur pre-
vention and weighted averaging [15], which requires significant on-chip memory
and DSP capability.

To define DR and SNR, we assume uniform sampling time tcapt and that the
filter only performs last-sample-before-saturation and digital CDS. The maxi-
mum nonsaturating signal is given by imax = qQmax/tcapt and the minimum
detectable signal is given by imin = qσReadout/tint. Thus

DR =
Qmaxtint

σReadouttcapt
.

To define SNR note that it follows that of a conventional sensor for tsat(iph) ≥
tint. In the extended range we use

SNR ≈ φ(iph)Qmax

approximation, where φ is the normalized integrator output voltage. Note that
φ(iph) = tlast−sample(iph)/(tsat(iph)), where tsat(iph) = qQmax/iph.

Note that when tsat(iph) < tint

tlast−sample(iph) =
⌊

tsat(iph)
tcapt

⌋
tcapt,
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Fig. 4. Multiple-capture block diagram.

and therefore (1− tcapt/tsat(iph))Qmax < SNR(iph) < Qmax.
Figure 5 plots SNR versus iph assuming Qsat = 125, 000e−, tint = 30msec.

Example 1 assumes 10 bit ADC, σReadout = 35e−, tcapt = 150µsec and achieves
DR= 117dB. Example 2 assumes 9 bit ADC, σReadout = 70e−, tcapt = 100µsec
and achieves DR= 114dB. The parameters tcapt and σReadout assume comparison
time of 100ns and readout time per row per bit of 10nsec and 512 × 512 pixel
array.

Note that unlike time-to-saturation, SNR does not degrade in the extended
range, since tlast−sample has the same accuracy as the multiple capture clock.
However, DR suffers at the low end due to the large quantization noise of the
per pixel ADC.

Moderate dynamic range increase has been also achieved using dual capture
technique for CCD and CMOS APS sensors [18]. In dual capture, a scene is
imaged only twice, once using a short integration time and another using a
much longer integration time, and the two images are combined into a high
dynamic range image. In [14] the authors cleverly take a second capture with a
short integration time while the rest of the image is read out using dual outputs.
There is a trade-off between the extension achieved by dual capture and the
minimum SNR over the extended range. To find the SNR dip over its peak,
minimum φ can be calculated. For example in [14] φ = 1/64 and minimum SNR
= 30dB with Qmax = 60, 000e.
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Fig. 5. SNR versus iph for multiple-capture for two different examples.

5 Extended Counting Σ∆

We first discuss the first order Σ∆ readout scheme and its variations. In Sub-
section 5.2, we analyze the extended counting scheme.

5.1 First Order Incremental Σ∆

The block diagram of the first order single-bit Σ∆ [19] is shown in Figure 6. At
each clock cycle, the integrator output v(t) is compared to the threshold value
Vmax/2. If the comparator flips, Vmax/2 is subtracted off v(t), thus preventing
saturation of the integrator. The subtraction is typically implemented using a
switched capacitor circuit. Note that the number of resets during the exposure
time is proportional to the photocurrent value. A filter, which can be as simple
as a counter, is used to estimate the photocurrent from the binary comparator
output sequence. In incremental Σ∆ [17], the integrator is reset at the beginning
of each frame. Such resetting improves SNR [19], because, unlike the free-running
case, the integrator value at the beginning of each frame is known [5]. We,
therefore, focus on incremental Σ∆.

To quantify the SNR and DR achieved by incremental Σ∆, we use the equiv-
alent integrator output ramp shown in Figure 7. Note that the output sequence
from the Σ∆ modulator is identical to the sequence generated by comparing the
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equivalent ramp to the cumulative sum of the sequence, scaled by and biased by
Vmax/2.

� �����

���	��
���
������


�	��� � � � � � � � � � � � � �
�

v(t)

N

��� � � � � � � � � � � � � � � �"!$#�%'&(�*),+

Fig. 7. Equivalence of Σ∆ output sequence (SEQ) to the sequence obtained by com-
paring the equivalent ramp (solid line) to the cumulative sum (CMP) of the sequence
scaled and biased by Vmax/2.

Assuming that a counter is used for decimation, then at the end of integration
time, the counter value is

ncounter(iph) = b2iphtint/CVmaxc.
Now, assuming that the Vmax/4 bias in the counter readout is compensated

for, and that quantization noise is signal independent and uncorrelated with
other noise sources, the standard deviation of the effective readout noise is ap-
proximately given by

σReadout−eff =

√
(CVmax)2

48q2
+ ncounter(iph)σ2

Switch + σ2
Reset,

where, σSwitch is the noise due to charge subtraction and σReset is the reset
noise. The first term in σReadout−eff corresponds to quantization noise ∆2/12
with ∆ = Vmax/2. Therefore, the minimum detectable signal is given by

imin = qσReadout−eff/tint ≈ CVmax/4
√

3tint.



VLSI-SoC: Research Trends in VLSI and Systems on Chip 11

From Figure 7, the maximum non-saturating signal is given by

imax = CVmax/2tclk.

Therefore, the maximum achievable dynamic range for a given tint is given by

DR =
2
√

3tint

tclk
.

In order to derive SNR, we need to consider the variation in charge subtrac-
tion, which translates into gain FPN. Denoting the standard deviation of charge
subtraction by σOffset, we obtain

SNR(iph) =
(iphtint)2

qiphtint + (qσReadout−eff)2 + (ncounterqσOffset)2
.

Figure 8 plots SNR versus iph and compares it with SNR of the refer-
ence sensor. Both examples assume Qmax = 125, 000e−, tint = 30msec, tclk =
10µsec, σSwitch = 57e− and achieve DR= 80dB. Example 1 assumes σOffset =
0.0005Qmax. Example 2 assumes σOffset = 0.01Qmax.

Note that with the same Qmax and tint the DR of this scheme is shifted to
the right with respect to the reference sensor DR, that is, this scheme has very
poor low signal performance. Also note that SNR at the low end is quantization
limited, whereas at the high end, it becomes gain FPN limited. The reason for the
SNR degradation at the low end is the coarseness of the single-bit quantization
and the filter used.

Reducing the size of the integrating capacitor or lowering Vmax may improve
low end performance. However, these solutions increase σOffset, which would de-
grade SNR at the high end. SNR at the low end can also be improved by using
more sophisticated filters such as triangular, zoomer, recursive, etc. To demon-
strate the extent of possible SNR improvement, in Figure 9 we compare the per-
formance using a counter to that using the optimal filter [5]. Examples assume
Qmax = 125, 000e−, tint = 30msec, tclk = 10µsec, σSwitch = 57e−, σOffset =
0.0005Qmax and achieve DR= 80dB. Note that substantial improvement in SNR
is possible, but at the expense of higher digital circuit complexity and increased
power consumption, required to achieve thermal noise level below quantization
noise. As discussed, SNR at the high end is limited by the gain FPN due to
variation in charge subtraction.

The extended counting scheme we discuss in the following section solves the
coarse quantization problem of the single-bit Σ∆ schemes by quantizing the
residue at the end of integration, v(tint), using a multi-bit ADC.

5.2 Extended Counting

A block diagram of the extended counting scheme [16] is shown in Figure 10.
Except for the additional residue ADC step, the architecture is identical to the
single-bit Σ∆ architecture with a counter, discussed in the previous section.
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Fig. 8. SNR versus iph for single-bit incremental Σ∆ ADC for two different examples.
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Fig. 9. SNR versus iph for single-bit Σ∆ with counter and optimal filter.
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The counter value at the end of the integration time and the digitized residue
are combined to estimate the photocurrent as

îph =
qQmax

tint

(
1
2
ncounter +

v(tint)
Vmax

)
.
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Fig. 10. Extended counting block diagram.

In order to calculate DR and SNR, we note that the standard deviation of
the effective readout noise is given by

σReadout−eff =
√

σ2
ADC−Readout + ncounter(iph)σ2

Switch + σ2
Reset,

where, σADC−Readout is the quantization noise, σSwitch is the switched capacitor
noise due to charge subtraction, σReset is the reset noise and ncounter(iph) is the
counter output at the end of tint. Thus, the minimum detectable and maximum
non-saturating signals are

imin = qσReadout−eff/tint = q
√

σ2
ADC−Readout + σ2

Reset/tint, and
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Fig. 11. SNR versus iph for extended-counting for two different examples.

imax = CVmax/2tclk.

Therefore, the maximum achievable dynamic range for a given tint is given by

DR =
Qmaxtint

2
√

σ2
ADC−Readout + σ2

Resettclk
.

In order to derive SNR, note that any variation of charge subtraction, σOffset

will translate to gain fixed pattern noise. Thus SNR is given by

SNR(iph) =
(iphtint)2

qiphtint + (qσReadout)2 + (ncounterqσOffset)2
.

The SNR is plotted versus signal in Figure 11 assuming σSwitch = 57e−,
σADC−Readout = 9e− and achieving DR= 130dB. Example 1 assumes σOffset =
0.0005Qmax . Example 2 assumes σOffset = 0.01Qmax.

6 Synchronous Self-reset with Residue Readout

In this section we discuss the synchronous self-reset with residue readout scheme
proposed in [21]. The scheme is described in Figure 12. The photocurrent is
integrated and converted into voltage v(t), which is periodically compared to a
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reference voltage Vmax. If v(t) ≥ Vmax, the comparator switches, the integrator
is reset, and the counter is incremented. At the end of integration, the digitized
value of v(tint) and the reset count are combined to estimate the photocurrent.
Let nReset be the number of resets, then

îph =
qQmax

tint

(
nReset +

v(tint)
Vmax

)
.
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Fig. 12. Synchronous self-reset block diagram.

To compute DR and SNR, we first compute the distortion due to the un-
derestimation of charge resulting from saturation before synchronous resetting
takes place (see the waveform in Figure 8(b)). At the high end, assuming no
noise Treset = dqQmax/(iphtclk)e tclk, and the counter output is given by nReset =
btint/Tresetc. Therefore, we can write

iph −
iphtclk
tint

×
⌊

tint

dqQmax/(iphtclk)e tclk

⌋
< ˆiph < iph.



16 Kavusi et al.

The total average distortion power is therefore given by

σ2
Distortion =

1
3

(
iphtclk
tint

×
⌊

tint

dqQmax/(iphtclk)e tclk

⌋)2

.

To find the total noise power we need to add contributions from shot noise,
reset noise, residue readout noise, and gain FPN. To estimate the average noise
power due to shot noise, we approximate the total integration time for shot
noise by tint. Gain FPN in the extended DR is due in part to the comparator
and reset offsets that result in offset variation, σOffset, in Qmax. Combining these
noise terms with the distortion, we obtain the total noise power

σ2
i = σ2

Distortion +
qiph

tint
+ (nReset + 1)

(
qσReset

tint

)2

+
(

qσReadout

tint

)2

+

+
(

qσOffsetnReset

tint

)2

+ (σHiph)2 .

Therefore SNR is given by

SNR(iph) =
(iphtint)2

σ2
i

.

To compute DR for the scheme, note that imin is given by
imin = q

√
σ2

Readout + σ2
Reset/tint and imax =

√
3qQmax/tclk. Therefore,

DR =
√

3Qmaxtint√
σ2

Readout + σ2
Resettclk

.

Figure 13 plots SNR versus iph for two examples, assuming Qsat = 125, 000e−,
σReadout = 35e−, tint = 30msec, tclk = 1µsec, Example 1: σOffset = 0.001Qmax,
Example 2: σOffset = 0.01Qmax, both achieve DR= 161dB. Note that SNR in the
extended DR first increases as iph (10dB per decade) then drops as 1/i2ph (-20dB
per decade). In particular note the sudden decrease in SNR for the example with
high σOffset.

This technique suffers from poor quantization at the high end. Figure 14
shows the transfer function assuming no noise. Note that the plot is logarithmic
in both axes and the quantization regions are growing. Constant SNR can be
achieved if the number of quantization regions were the same in all decades;
however, as shown in Figure 14 this number is decreasing with iph.

In the following section, we discuss the new Folded Multiple Capture HDR
scheme [7], which by combining features of the synchronous self-reset and multi-
ple capture schemes discussed above, can satisfy the precision imaging require-
ments in IR with low power consumption and robust circuits. We first discuss
the architecture and operation of FMC. We then describe a prototype of the
architecture and experimental results obtained.
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7 Folded Multiple Capture

A block diagram of the FMC architecture is shown in Fig. 15(a). Each pixel
consists of an integrator, with reset that is controlled by a comparator, a counter,
and a sample-and-hold (S&H). The S&H output is digitized by a fine ADC,
whose output along with the counter values are fed to a filter that generates the
photocurrent estimate. At each clock cycle, the integrated photocurrent, v(t), is
compared to a threshold voltage Vth. The integrator is reset when the comparator
output flips creating the folded waveform shown in Fig. 15(b). Meanwhile, the
integrator output is sampled and digitized at predefined sampling or capture
times t1, t2, . . . , tn. The capture times are synchronized with Clk, shifted by
tClk/2 to avoid simultaneous reset and capture. The counter is incremented by
the clock and reset by the comparator output signal. Its value, which corresponds
to the effective integration time tlast i (the time from the last reset), is read out
at each capture time. The slope of the linear least-squares fit of the digitized
capture values and their corresponding integration times is used to estimate
the photocurrent (see Fig. 15(c)). In effect, FMC performs n regular captures
during an exposure time and combines them to achieve a high fidelity estimate of
the photocurrent. Dynamic range is extended by 2tint/tClk over the integrating
capacitor dynamic range. For example, for tint/tClk = 1000, DR increases by
66dB. Fig. 16 shows example waveforms for tint/tClk = 8 and four capture times.
A low input photocurrent (see Fig. 16(a)) results in no reset and the scheme
reduces to a conventional FPA with Fowler readout [20]. A high photocurrent (see
Fig. 16(c, d)) results in periodic reset. Unlike other self-reset schemes discussed
earlier, however, the number of resets is not used to estimate the signal.
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four photocurrent values with capture times, (t1, t2, t3, t4) = (0, 3, 6, 7)tClk. The ×
indicate capture times that satisfy Qint > Qmax/2.
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For low power, the number of captures used in achieving the high fidelity
estimate of the photocurrent must be small. A surprising fact about FMC is
that only 3 to 4 scene-independent globally set captures are needed to achieve
uniformly high SNR. We wish to select capture times to guarantee a minimum
SNR of Qmax/2, for photocurrents ≥ qQmax/tint. Note that a single capture only
guarantees this requirement for a certain range of photocurrents. To illustrate
this point, consider the example in Fig. 16 again. A capture at t4 = 7tClk satisfies
the above SNR condition for the examples in Fig. 16(a),(c),(d). However, using
only this capture results in SNR ≈ 0 for example (b). The problem is solved
by using another capture, e.g., between 3tClk ≤ t3 ≤ 6tClk. It can be shown
that capture times (t2, t3, t4) = (3, 6, 7)tClk for tint/tClk = 8 ensure that for all
photocurrent values, at least one of the capture values has a value higher than
Qmax/2. To perform offset cancelation, a low value capture, e.g., at t1 = 0, is
also required.

While the above algorithm guarantees minimum SNR of Qmax/2, least-squares
fit of the captures and corresponding effective integration times to estimate pho-
tocurrent further improves SNR by canceling offsets, e.g., due to integrator and
readout, and reducing the read, shot, and 1/f noise (see [20]). Note that since
all signals in FMC are synchronized with a low jitter clock, SNR is not affected
by timing inaccuracies. Further area and power reductions are achieved by re-
laxing the comparator specifications. As discussed earlier, the variation of the
reset period with comparator offsets results in fixed pattern noise (FPN) that
typically degrades SNR of HDR schemes. Since in FMC reset periods are not
used to estimate photocurrent, the associated FPN is avoided and a simple re-
generative architecture can be used for the comparator, obviating the need for
a larger, power consuming gain stage. A relaxed comparator design also means
that the highest clock frequency is not limited by the comparator speed, but by
the settling time of the S&H circuit.

7.1 Implementation

A prototype of the FMC architecture has been implemented in a 0.18µm CMOS
double-poly, five metal-layer process. The chip micrograph is shown in Fig. 17.
Four columns have pixels with NWELL/PSUB diodes and the fifth has pixels
driven by external current sources. Provisions have been made for bump-bonding
IR detectors adjacent to the diodes. The analog and digital periphery circuits are
placed at opposite ends of the pixel array. The Timing Control block generates all
control signals. The clock rate (and thus dynamic range) and capture times are
programmable via a scan chain. Each pixel occupies an area of 30µm × 150µm
(40% analog, 60% digital). In a 3D-IC implementation of the fully integrated
imaging system [1], each pixel is estimated to be 30µm × 30µm with 2 analog
and 1 digital circuit layers.
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Fig. 17. FMC chip micrograph.

7.2 Experimental Results

A uniform LED illuminator is used as the light source for characterization. The
chip analog column outputs, digitized using an on-board ADC, and the chip dig-
ital column outputs are transferred to a PC via an FPGA-based data acquisition
board. Least-squares fit of the digitized capture values and corresponding effec-
tive integration times to estimate photocurrent is then performed in software.

The linearity and SNR are characterized locally at multiple random intervals.
Experimental SNR versus iph results are shown in Figure 18. Read noise is
expected to be lower with test setup improvements.

The power consumption per pixel is 25.5µW and dominated by the ana-
log front-end. This corresponds to energy consumption of 25.5nJ for each pixel
readout with DR = 138dB and SNR = 60dB. Note that this power consumption
can be significantly reduced, e.g., using switched biasing, with knowledge of the
detector parameters.

8 Conclusion

This chapter discusses the need for precision high dynamic range, high speed
focal plane arrays for IR imaging applications. High dynamic range schemes tar-
geted for visible range imaging are reviewed. A new HDR scheme, Folded Mul-
tiple Capture, that meets the stringent performance requirements of IR imaging
applications is discussed. A prototype of the architecture targeted towards 3D-IC
IR FPAs is described.
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Fig. 18. Experimental scatter plot of SNR vs. iph for FMC.
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Abstract. The use of oversampling to reduce I/O requirements of time-to-
digital converters for arrays of high precision photonic detectors is considered. 
Simulation results show that the high linearity offered by oversampled convert-
ers can be applied to time estimation. The averaging and lowpass filtering in-

estimates for Lidar range-finding is modeled using a first order sigma-delta 
modulator. Novel event-driven techniques are proposed for the reduction of 
sensitivity to background light level. 

1 Introduction 

Accurate time measurement is commonly required for space science, high energy 
physics, range finding and fluorescence lifetime sensing. The key component of such 

increase SNR from spuriously generated events due to background noise. Particular 

and avalanche photodiodes. Single-photon Avalanche Photodiodes (SPADs) have re-
cently been realised in deep submicron CMOS processes [4]. Such detectors promise 
massively-parallel, single-photon detection with extremely high timing accuracy and 

herent in these techniques reduce jitter and enhance estimates of mean time 
delay. The effect of background illumination on the accuracy of time-of-flight 

systems, integrated Time-to-Digital Converters (TDCs), Time to Analogue Converters

is to take many repeated single-shot time measurements and to construct event histo-

Please use the following format when citing this chapter:

Detectors with both high time precision and sensitivity include photomultiplier tubes 

age time delay between a cyclical stimulus and response. The conventional approach 
seconds [1]. Often however, the quantity that must be estimated accurately is an aver-
(TACs) or gated counters have achieved single-shot resolutions of 10’s of pico-

Averaging has two favourable effects; to reduce time uncertainty due to jitter and to 

examples of this are time-of-flight (TOF) measurement or time-correlated single-

Henderson, R., Rae, B., Renshaw, D. and Charbon, E., 2007, in IFIP International Federation for Information Processing, 

photon counting techniques for fluorescence imaging [2,3].   

Volume 249, VLSI-SoC: Research Trends in VLSI and Systems on Chip, eds. De Micheli, G., Mir, S., Reis, R.,

grams. The average delay is then extracted from the mean of the event histogram.  

(Boston: Springer), pp. 25–35 
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low dark count. The ability to integrate arrays of SPADs with on-chip TDCs or count-
ers is expected to yield imagers with unprecedented sensitivity and dynamic range. 
However, the high data bandwidths required to transmit photon arrival times or counts 
to off-chip memories for histogram construction are likely to have serious implica-
tions for power consumption, thermal effects and pin-count.  

In this paper, we will apply oversampled techniques to improve the accuracy of aver-
age photon arrival time estimation and greatly reduce I/O data bandwidth.  This is of 
particular interest for arrays of photonic detectors such as SPADs which can be inte-
grated together with the other readout and processing circuitry in a single chip. 

2 Background 

2.1 Time-to-digital Conversion 

Time-to-digital conversion is the process of converting time delay linearly into a nu-
meric digital representation. Various architectures have been proposed with time reso-
lutions down to a few picoseconds. However, the linearity of these converters has 
conventionally been limited to around 10-bits by matching [1]. Jitter and temperature 
stabilization are other key performance criteria. 

Sigma-delta converters have been employed very successfully to achieve very high 
resolutions and linearity at the cost of reduced bandwidth [5]. To the best of our 
knowledge, the first use of a sigma-delta modulator within a TDC is described in [6] 
for the estimation of on-chip clock jitter.  The authors construct a cascade of a mixer 
and lowpass filter with a sigma-delta modulator in order to achieve femtosecond time 
resolutions. 

2.2 Optoelectronic System 

The optoelectronic system which will be studied in this paper consists of an illumina-
tion source (usually a laser or laser diode) producing very short light pulses (femtosec-

has been used in the past to perform ranging by the time-of-flight method [7,8]. A 
similar system may be employed for fluorescence lifetime imaging and various other 
applications [2,3].  

3 Sigma-Delta TDC 

Fig. 1 shows a circuit diagram of a simple first order sigma-delta modulator with a 
time to voltage conversion input. A MASH (Multi-stAge noise Shaping) architecture 
has been chosen for simplicity and inherent stability although there are many others to 
which the same concepts may be applied [5]. The operation of the modulator is con-

ond or picosecond) at 10-100MHz. The illumination is reflected from a target and 
returns to a detector and TDC system synchronized to the laser by a clock. This system 
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trolled by the timing waveforms of Fig. 2 and is appropriate to any system with a re-
petitive pulsed illumination source. 
 

3.1 Operation 

The two-phase switched-capacitor implementation of a first order modulator produces 
an output bit-stream Fbk which will be passed to a lowpass decimation filter (not 
shown). The clock clk can operate at 10’s of MHz synchronized with the pulse repeti-
tion rate of the pulsed light source. Fast triggering events from the SPAD or other op-
tical detector generate the waveforms InPos and InNeg. In particular the falling edge 
of InNeg is related to the detection of the first photon after the laser pulse. Thus the 
time delay or time-of flight is represented by the delay time between the falling edges 
of InPos and InNeg.  
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Fig. 1. Sigma-delta Time to Digital Converter based on a first order MASH architecture. 

Fig. 2.  Sigma-delta TDC timing. 
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The current source charge the capacitor C1 to a produce a voltage proportional to the 
time delay in a similar way to a time-to-analogue converter (TAC) or the charge 
pump of a PLL. The overlap time between the on-state of the positive and negative 
current source is based on a technique is used in PLL charge pumps to extend the lin-
ear range of conversion and eliminate dead band. Since the current sources are con-
nected passively to the capacitor C1 and common mode voltage Vcm during clk, fast 
open-loop settling to the nanosecond time intervals of the photonic detector can be 
achieved. The settling and current requirements of the integrating OTA are deter-
mined during the next phase clkn and have a full half clock period. At the end of the 
period clk, capacitor C1 has been charged to a voltage linearly related to the delay 
time interval from laser pulse to the first photonic detected. A feedback decision has 
also been made by the comparator fbk to select either of the reference voltage Vrefn 
or Vrefp. During the next phase clkn, the selected reference voltage and the voltage 
on C1 are integrated on the capacitor Cint. This process is repeated over many repeti-
tions of the laser and clock waveform. 

3.2 Modeling 

To investigate the properties of the system a software model of the modulator and 
signal source has been developed. We take the particular example of a time-of-flight 
system where the return signal from the emitted femtosecond pulsed light source is 
consider to be a Gaussian distributed photon detection peak. This represents the ag-
gregate jitter in the detection system [7] and may originate from a number of sources. 
The distribution has an adjustable offset representing the TOF and standard deviation 
representing the jitter. 
 
We also consider a background signal from ambient light or detector dark signal as a 
Poisson random process parameterized by a mean arrival rate in photons/sec. The 
output from the detector is considered to be a sequence of delay times of the first pho-
ton arrival after the repeated laser pulse. This event may either be triggered by the re-
flected laser pulse or by a background event photon (internal noise, the dark count 
rate DCR), whichever occurs first. The detector is considered to generate only one 
event per clock cycle. 

 
Fig. 3 shows a sample histogram of photon detections for a clock frequency of 
25MHz, jitter of 300ps and background arrival rate of 10Mphotons/sec or around 
100Lux at 500nm without filtering. We consider that photons detected from the target 
can be modeled as a set of independent probabilities with different averages as a func-
tion of reflectivity. Thus on some clock cycles no photon is returned from the target 
and events are generated by background illumination, dark count or forced to occur 
by gating. Note that the jitter and TOF are normalized to the clock period in the forth-
coming treatment. 
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Fig. 3. Sample histogram of the first detected photon for a 25MHz laser repetition rate, 10ns 
time of flight and 2Mphotons/sec background. 

4 Simulation Results 

A second order MASH sigma delta modulator with oversampling rate N=256 and 3rd 
order comb filter has been simulated. A sweep of TOF measurements has been per-
formed and a least mean squares fitting algorithm applied to the decimated modulator 
output in order to estimate linearity. A number of clock periods (10000) are used be-
fore analysis to avoid any transient effects. The noise level at the comb filter output is 
estimated from the standard deviation of the code over 10000 clock cycles. 
 
Fig. 4 shows the output of the modulator and comb filter with no background noise 
and a 300ps jitter input with a 25MHz laser and system clock. As expected, the noise 
has been reduced by sqrt(N) or a factor of 16 from 300ps to 18.75ps. The linearity of 
the modulator is estimated to be around 10bits, limited only by the RMS noise of the 
input. As the oversampling factor is increased both jitter and linearity are improved. 
Note that the jitter on the input signal also acts as a dither and reduces the build up of 
tones which are known to reduce modulator resolution [5]. 

 
Fig. 5 shows the analysis repeated in the presence of 2Mphotons/sec Poisson arrival 
rate of background illumination. As the TOF is increased there is a greater probability 
of a background photon triggering the detector rather than the TOF signal. Below 0.1 
TOF/period we obtain the same improvement in resolution as in the case without 
background. Above this level the noise level and distance accuracy is steadily de-
graded. In Fig. 6 the level of background illumination is varied whilst keeping a fixed 
TOF input. The minimum and maximum errors from a least mean squares linearity fit 
on the data is shown in Fig. 7. Below 0.1 TOF/Period the data has good linearity and 
above 0.1 TOF/Period we see a nonlinear departure and increasing uncertainty.
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Fig. 4. Relative jitter of a 2nd order modulator/comb filter versus TOF DC level for over- 
sampling ratio 256, period 40ns, input jitter 300ps. A 16x reduction in jitter at the output has 
been achieved. 

Fig. 5. Relative jitter of a 2nd order modulator/comb filter versus TOF DC level for over- 
sampling ratio 256, period 40ns, input jitter 300ps in the presence of 2Mphotons/sec back- 
ground illumination. 
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5 Departure from Linearity 

Fig. 6. Modulator output estimate of TOF versus background illumination level for three differ-
ent TOFs. Shorter TOFs are more resistant to background illumination level. 

can be obtained over histogram construction from single-shot TDCs. However, back-
ground light will cause departure from linearity when the TOF delay is comparable to 
the mean Poisson photon inter-arrival time (Fig. 6). Linearity above 10-bit matching 
level is achievable dependent on correct choice of oversampling rate and input TAC 
stage. 

 
Fig. 7 shows how the maximum linearity error varies with relative time of flight. The 
uncertainty is roughly proportional to the relative time of flight. The histogram in Fig. 
3 makes an assumption that a photon is received either from the pulsed emission 
source or the background within every half clock period interval. Two circumstances 
invalidate this assumption; 1) in a low light environment the probability of receiving a 
photon will be greatly diminished 2) a low reflectivity target will also greatly reduce 
the number of detected photons returning from the target. The former case is likely to 
be encountered in low signal environments such as in fluorescent imaging [9] and the 
latter in laser ranging with black surfaces or distant targets. 
 
A standard sigma-delta modulator expects an input sample on every clock cycle. In 
the absence of a trigger from the detector, a full-scale input would be generated to the 
sigma-delta modulator resulting in a secondary peak of counts at exactly T/2 as shown 
in Fig. 8. These spurious integrations will skew the average integrated pulse delay [4]. 
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TOF level for oversampling ratio 256, period 40ns and input jitter 300ps in the presence of 
2Mphotons/sec background illumination level. 

Fig. 8. A sample histogram of the first detected photon for a 25MHz laser repetition rate, 10ns 
time of flight and 2Mphotons/sec background illumination level. The accumulation of photons 
at T/2 is due to low probability of photon return from target. 
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6 Event-driven or Time-windowed Operation  

mitigated by a simple modification of the system operation: event driven clocking of 
the modulator triggered by a time windowed detector input. 

Let us define a lower and upper time bound Tlo and Thi where 

0 < Tlo < Thi < T/2 (1) 

Consider Tevent(i) to be the time of the first detector event after the ith rising edge of 
the clock Clk 

0 < Tevent(i) < T/2 (2) 

We generate a new integrating clock signal Clkint(i) such that if 
Tlo < Tevent(i) < Thi : Clkint(i) = 1 
Tevent(i) > Thi : Clkint(i) = 0 
Tevent(i) < Tlo : Clkint(i) = 0 
The integrating clock causes the modulator to integrate the analogue time estima-

tion charge from Cin only if the detector event occurs within the bounds Tlo and Thi. 
In low light environments, setting Tlo=0 and Thi=T/2 will suppress integration of 
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The effects of high background illumination and low photon detection rate can be 

spurious full scale signals due to the absence of an event in the half period time 
window. 

Fig. 9. Event driven operation of a sigma-delta TDC with various time window intervals. 
Relative jitter of a 2nd order modulator/comb filter versus TOF DC level for oversampling 
ratio 256, period 40ns, input jitter 300ps in the presence of 2Mphotons/sec background  
illumination. 
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Fig. 9 shows how the residual jitter on the relative time of flight can be restored to the 
value in darkness by reducing the time window interval. In this case, the RMS jitter 
can be restored to the value without ambient light level with a relatively coarse sam-
pling window of 4ns which would be relatively easy to implement in an integrated 
circuit. Wider time windows cause a ceiling on the maximum jitter following the un-
windowed jitter versus relative TOF curve.  In Fig. 10, we see that a 4ns time window 

duration is related to the maximum tolerable background light level and desired line-
arity and output accuracy of the converter.  

sent for manufacture in a 0.35µm CMOS technology. The circuit occupies an area of 
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A 1st order sigma-delta TDC with a SPAD detector has recently been designed and 

In high background light environments Tlo and Thi should be narrowed around the 
mean value of Tevent. Triggers from the detector are inhibited until the falling edge of 
Clk. This pulse can be scanned by a variable delay to a position close to the mean 
TOF. Thus spurious integrations due to background can be minimized. 
 

Fig. 10. Comparison of maximum and minimum linearity error of a 2nd order sigma-delta 
modulator versus TOF level for oversampling ratio 256, period 40ns, input jitter 300ps in the 

 
systems. 

is also sufficient to restore the linearity of the converter. The choice of time window 

presence of 2Mphotons/sec background illumination level for windowed and unwindowed 
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100um x 200um. This is relatively compact for a time-to-digital converter and prom-
ises miniaturized arrays of highly accurate time-estimators for time-resolved imagers. 

7 Conclusions 

Estimation of mean time-of-flight or decay time has been identified as an oversam-
pled system. We have shown that sigma-delta converters provide a compact, efficient 
solution to achieve high time resolution, low jitter and reduced system IO bandwidth. 
A development of traditional sigma-delta converters has been proposed for low-light 
conditions or for suppression of high ambient light whereby the conversion cycles are 
event-driven. Simulations show that implementation of a narrow time window for 
event triggering is sufficient to reject ambient light and restore converter linearity and 
jitter. Circuit implementations of the trigger and event driven mechanism will be pro-
posed in future work. 
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Abstract. This paper intends to provide a brief survey of the most ad-
vanced implementations of molecular analysis tools based on microtech-
nologies and to discuss a new approach for the development of integrated
molecular analysis. The technique presented hereafter combine a label-
free method for molecular characterization based on UV absorbance and
two technologies of silicon photodetectors addressed to fulfill the require-
ments of different applications.

1 Introduction

Microtechnologies play a crucial role in the development of innovative low-cost
and mass-produced assays for bio-sensing and bio-interactive purposes. In some
areas, their use in the development of bio-interactive systems is already well-
established. For instance, microsystems for in-body drug delivery and passive
silica chip (or slides) for high-parallel molecular analysis are among the most
important innovations.

The advantages derived by the use of advanced devices can be summarized
as follows:

– The miniaturization of the reaction sites and cells allows the use of a reduced
amount of sample and reagents.

– The miniaturization of the measurement system leads to portability and a
higher signal-to-noise ratio.

– The possibility to implement high-parallel analysis tools increases of orders
of magnitude the speed of analysis.

– The integration of mechanical and fluidic functions for sample handling,
delivery, mixing, purification, separation, and amplification leads to stand-
alone and easy-to-use devices. In case of miniaturized handling, volumes are
often in the nanoliter to picoliter range rather than the microliter range
needed for conventional experiments.

– The possibility to provide low-cost and mass-produced assays by batch pro-
duction.
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– The generation of electrical read-out by the integration of electronic sen-
sors allows the use of microelectronic circuits available for electrical signal
conditioning, amplification, filtering, modulation, and transmission.

– The sensing performance can be increased by using high-sensitive electron
devices.

The following section provide a survey of some of the most interesting imple-
mentations of molecular analysis assays based on advanced technologies, from
the point of view of sample handling functions (Sect. 2.1), of electronic devices
for parallel molecular detection (Sect. 2.2) and of micromachining implementa-
tions for molecular analysis (Sect. 2.3). In Sect. 3 we present the state-of-the-art
of integrated optical sensing of molecular reactions and we describe the new
approaches we tested based on UV absorbance.

2 Microtechnologies for Biomolecular Analysis

2.1 Total Analysis Systems on a Chip

Integrated microfluidics may be made of plastic, glass, quartz, or silicon. Bulk
and surface micromachining performed with sophisticated etching, patterning
and deposition techniques are at the basis of channels implementation.

One of the most relevant microfabricated implementation on chip is the Poly-
merase Chain Reaction (PCR) molecular amplification. This approach has been
widely investigated exploiting the good properties of thermal conductivity of
silicon and its ability to easily integrate thermal resistances [1],[2],[3].

A large number of basic fluidic components have been assembled in different
ways to perform various other chemical process. Many of these are based on
electrokinetic transport principles, and include valves, mixing structures, chem-
ical reactors, and chemical separation channels. In addition, chemical separa-
tion mechanisms have been miniaturized, including gel electrophoresis, solvent
programmed chromatography, isoelectric focusing, isotachophoresis and two-
dimensional separations based on liquid chromatography and free-solution elec-
trophoresis. Surface interactions have been exploited for solid-phase extraction
to process samples for hybridization of target DNA molecules, and nanoliter-
scale reactors have been demonstrated for continuous flow, stopped flow, and
thermal cycling reactions [4],[5],[6].

2.2 Electronic Circuits for Bio-sensing Transduction and Processing

Printed Circuit Technology for DNA Detection An electrical-based DNA
analysis system has been developed by Motorola (Clinical Microsensors Divi-
sion). It is based on an electronic instrumentation and on disposable chips im-
plemented with printed circuit board technology. Few dozens of gold electrodes
of 250µm are defined on the board where DNA capture probes are immobilized
by a self-assembled monolayer technology. Target DNA molecules are detected
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by specific probes in a first stage. Then, a second probe, which hosts an elec-
troactive label, is used to generate a current signal on the corresponding site
[7]. The electronic instrumentation performs alternating current voltammetry
on the disposable chip and identifies the site where specific DNA hybridization
has occurred.

An Active Chip for Direct DNA Detection Recently, Infineon Technologies
has developed two generations of fully-electronic sensor arrays for DNA detection
based on CMOS technology.

The chips are implemented in 0.5µm CMOS process extended with addi-
tional process steps meant to form gold electrodes on the top. The electrodes
are connected to the integrated circuits by means of vias of composite structures
of different metals. A single sensing site array is made of two interdigitated
gold electrodes arranged within a circular surface of down to 100µm diameter.
The spacing between the fingers and their width is 1µm. Single-stranded DNA
probe molecules are deposited by microspotting technology and immobilized on
the gold surface by covalent AU-S bonds. After immobilization, a liquid sample
containing the target molecules to be detected is applied to the surface of the
whole chip and, in case of matching sequences, an hybridization reaction occurs
capturing permanently the targets.

In the first chip – a 16×8 sensor array – an enzyme label (alkaline phos-
phatase) is beforehand bound to the targets molecules in order to generate
an electrochemical signal after the hybridization reaction. The electrochemical
activity of the enzyme is detected by applying a suitable chemical substance
(p-aminophenyl-phosphate) and performing redox-cycling measurements. The
magnitude of the redox current between the finger electrodes depends on the
amount of detected targets. The circuits within each position allow to detect
sensor currents in a range between 10−12 A and 10−7 A [8].

In a further chip realization, a label-free detection technique has been success-
fully applied. The detection principle relies on the interface capacitance change
led by the hybridization reaction. Indeed, the interface capacitance depends on
the configuration of the layer of ions in the vicinity of the electrodes which is
affected by the molecules immobilized on the gold surface. The electrodes which
captured target molecules ad thus host double-stranded molecules, exhibit a
capacitance 20% smaller than the one of the other electrodes. Input/output
signals are both analog and digital but the output is fully digital, as CMOS
circuits placed below each of the 128 interdigitated electrode perform internally
capacitance measurement and analog-to-digital conversion by mixed signal. The
conversion is performed in parallel and results are multiplexed on the output
using the address signals [9].

2.3 Micromachining for High-sensitive Structures

Microcantilevers for Molecular Mass Sensing Surface and bulk microma-
chining techniques may help with providing innovative solutions for molecular
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sensing at the microscale level. Silicon nitride cantilevers have been tested for
sensing of molecular binding events. The detection principle is based on the
detection of mass changes or on the surface stress change at the cantilever by
measuring the change of the resonant frequency or of the bending, respectively.
Both label-free and label-mediated techniques have been successfully employed.
The recent discovery of the origin of nanomechanical motion generated by DNA
hybridization and proteinligand binding provided some insight into the speci-
ficity of the technique. DNA hybridization detection, including accurate posi-
tive/negative detection of one base pair mismatches have been reported by [10]
and [11].

Porous Materials Porous materials are suitable structures for surface sensing
techniques as they provide a high surface/volume ratio. Moreover, this technol-
ogy is meant to create inexpensive devices. High surface areas provide a mecha-
nism to achieve detection sensitivities that are in the range of parts per billion
on a short time scale.

DNA hybridization has been detected in a porous silicon media by the in-
terferometric Fabry-Perot technique [12]. Other powerful optical techniques, like
the super-prism phenomenon are also under investigation [13].

3 Optical Sensing of Molecular Reactions

Glass arrays for molecular analysis are widely employed in fields like drug dis-
covery, genetic research and medical diagnostics (at the research level). Each
site can recognize and capture specifically an identifying part of a gene, a RNA
strand or a protein.

At present, these detection systems need a preparation step of optical func-
tionalization of target biomolecules (labeling) and the use of high-cost scanning
fluorescence detectors. They relies on the quantification and/or the localiza-
tion of target biomolecules by means of fluorescent labels. The slides host two-
dimensional arrays of small sites (from 20 µm2 to 400µm2), on which different
molecular probes are immobilized.

Recent works witness the effort of developing arrays of solid state optical
devices able to detect on-site the emitted light of the fluorescent labels. The in-
terest in integrated detectors is led by the demand for low-cost devices, to be em-
ployed even outside specialized laboratories and addressed to mass-production.
These photodiodes arrays are meant both to be coupled with glass structures
[14],[15],[16],[17], and to become active sensing substrates for the molecular-
spotted arrays [18],[19],[20]. In the latter approach, probes may be spotted di-
rectly on the top of the chip by chemically modifying the silicon dioxide pas-
sivation. Nevertheless, the integration of optoelectronic detection on existing
fluorescence microarrays is still far to be achieved [21], being the reason the non
trivial design issues due to the need for integrated filters to screen the excitation
light. Moreover, fluorescent labels have been demonstrated to be quite unreliable
employed in common scanning procedures [22].
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We recently considered a different sensing approach which relies on the in-
trinsic optical absorbance of biomolecules in the far-UV range. The absorption
properties of polynucleotide molecules (DNA and RNA) are highly specific, well-
characterized and able to provide quantitative information as well as molecular
composition indications [23]. UV absorbance is widely employed to characterize
volume samples and even molecular layers [24],[25],[26].

Here, we present some innovative approaches based on the measurement of
UV absorbance for DNA strands quantification and detection, suitable for fully-
integrated analysis systems.

A system integration perspective must start from the analysis of the exist-
ing array surfaces and their needs in terms of densities according to the dif-
ferent applications. At present, existing arrays differs for both dimensions and
density of molecular spots per square centimeters. The use of a single chip of
mono-crystalline silicon seems to be the natural electronic evolution of quartz
high-throughput, high-density microarrays, like the one created by Affymetrix
(surface 1.2 cm2). These passive chips, implemented with photolithographic tech-
niques are able to test a whole genome in parallel, with densities of one million
sites per square centimeter [27].

Nevertheless, low or medium density array (from ten sites [28],[29] to forty
thousand sites [30]) - suitable for analysis targeted to a restricted number of
genes - are usually spotted on very large areas (several square centimeters). As a
result, to provide on site optoelectronic detection a different technology should
be considered.

In what follows, the paper presents different technologies for UV-based mole-
cular detection that are suitable to different applications. In specific, Sect. 3.1
concerns the use of amorphous silicon p-i-n junctions in the measurements of
extremely low concentrations of molecules and the suitability of these devices
for surface detection of long DNA molecules. Section 3.2 presents the use of UV
high-sensitive floating gate memories implemented in CMOS technology for the
measurements of molecular absorbance. This technology allows very dense im-
plementations and the integration of additional circuitry for processing of large
amount of data. In Sect. 4 are drawn some conclusions.

3.1 Amorphous Silicon P-I-N Junctions

Amorphous silicon technology is particularly suitable for microsystem imple-
mentations of analysis tools. It involves low-cost and low-temperature processes,
thus, it is suitable to be integrated directly on glass or plastic microfluidics.
Amorphous silicon photodetectors are well-known to be high-sensitive devices
which can be tuned to be specific to a narrow range of wavelengths [31]. Re-
cently, they have been employed in integrated system for fluorescence detection
on molecular assays [15],[20].

Here, we present experimental results of molecular characterization obtained
by high-sensitive p-i-n structures of composite amorphous silicon. We describe
two employments of such devices, namely the characterization of low-molecular
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concentrations (see Sect. 3.1 and the use of photodetectors coupled with molec-
ular sensing spots (see Sect. 3.1).

Device We describe the design choices which aim at providing very high-
sensitive UV detectors. In the attempt to make inexpensive and compact analysis
systems there the use of low-molecular concentrations and of low UV radiation
intensity levels are needed.

These devices, already presented in [32], are n-type amorphous silicon/intrinsic
amorphous silicon/p-type amorphous silicon carbide (a-SiC:H) stacked struc-
tures (n-i-p) grown by Plasma Enhanced Chemical Vapor Deposition (PECVD)
on a glass substrate covered by Cr/Al/Cr metal layers (top and front view are
shown in Fig. 1). The top contact is a Al/Cr metal grid, whose spacing is opti-
mized for charge collection by taking into account the conductivity of the un-
derlying p-layer. The p-layer is the active zone of the device. In order to ensure
good collection efficiency, thus sensitivity, the p-layer thickness has to be less
than the electron diffusion length in the p-doped layer and more than the dis-
tance needed to generate the built-in potential. A good trade-off between these
two competitive requirements is obtained by setting the thickness to 5 nm. The
i-layer composition and thickness are determined to keep the dark current as low
as possible. As a first step, this specification can be met by using hydrogenated
amorphous silicon for the intrinsic layer; this allows to reduce the defect density
in the i-region, hence the contribution to the inverse saturation current due to
thermal generation. The optimum value of the thickness is found to be 150nm,
which allows to achieve the minimum of the inverse saturation current around
5 × 10−11 A/cm2 at small reverse bias. The part of the device under the grid is
2 × 2mm2. The metal grid of the device has a pitch of 200µm and the width
of the fingers is 50µm. The responsivity measured is 45mA/W . The quantum
yield is around 0.15 for wavelengths below 300nm.

Method The UV optical absorbance AM of a molecular sample is given by the
Lambert-Beer law :

AM = −Log(IntM/Int0) (1)

where Int0 is the intensity of light transmitted to the detectors through a
reference sample, (i.e. in absence of absorbing molecules) and IntM the intensity
transmitted by an equivalent sample containing molecules. The current flowing
through the p-i-n junction and the intensity incident on the detectors being
proportional, it is possible to substitute the ratio between the intensities with
the ratio between the detector currents I0 and IM :

AM = −Log(IM/I0) (2)

In order to evaluate the characteristics of an optimized device, it is very
important to point out the role of the absorbance of the reference sample. As
it will be described in Sect. 3.1, when dealing with microarrays of sensing sites
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Fig. 1. Front view and top view of the amorphous silicon photodetector. The device
surface is 2 × 4 mm2

the reference absorbance is the one of the sensing site prior to target mole-
cules binding (it is due to the quartz substrate, the linkers and the probes).
The resolution of the system (or the minimum detectable absorbance of the
captured target molecules), depends on the current working point, defined by
the absorbance of the sensing site before molecular recognition reaction. In fact,
being eI the absolute error on the photocurrent, a variation of absorbance can
be detected if the corresponding variation of the photocurrent is twice the noise
current (6dB SNR). The minimum variation of the current corresponding to the
sensing site I0 that can be detected is 2 · eI . It follows that:

minAM (I0) = −Log((I0 − 2 · eI)/I0) (3)

where minAM is the minimum detectable absorbance of captured layer on
this sensing site. As I0 is a function of the absorbance of the sensing site A0:

A0 = −Log(I0/Ivoid) (4)

the function minAM (A0) can be derived. Ivoid is the photocurrent sensor in
absence of the quartz slide and corresponds to Ivoid = P0 · R, where P0 is the
power of the light source and R is the responsivity.

Setup The sensitivity of UV photodetectors has been evaluated by the optical
setup drawn in Fig. 2. The light, generated by a mercury lamp, has been filtered
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Fig. 2. Optical setup employed in the measurement of DNA molecular samples.

by a Yobin-Yvon SPEXH10 monochromator. Devices has been tested at a wave-
length of 253.4nm which is located in the absorption peak region of nucleotides
(maximum: 260nm) [23]. The incident power on the sensor is 0.35µW . UV op-
tics (a lens and a mirror) have been used for beam collimation and focusing while
a Keithley 236 Source Measure Unit has been employed for the measurement of
the a-Si:H sensor current. To validate the UV approach to DNA microarrays, we
have compared the absorbance of sensing sites where target DNA binding has
and has not taken place, respectively. Bio-functionalized quartz slides have been
aligned with the photodetectors (Fig. 3).

High-sensitive molecular sample characterization The sensitivity of the
detectors has been investigated by measuring the absorbance of molecules in
solution down to very low concentrations. Short sequences of the single-stranded
form of DNA have been selected: 30 − mer 5′−gat cat cta cgc cgg acc cgg gca
tcg tgg−3′ (MW 7669 g/mole, extinction coefficient 260700 L/mole · cm). The
molecules have been diluted to different concentrations into a TAE Mg++ buffer
and placed in a quartz container.

The DNA absorbance (ADNA) has been calculated by using 2 where the
reference sample was a buffer solution of TAE Mg++ at room temperature.
The short term variability of the mercury lamp intensity has been monitored by
measurements of the white field. In Fig. 4 the calculated absorbances for different
concentrations (following from 2) have been compared to their nominal value. A
good linearity can be observed down to 3 × 10−4 absorbance. Figure 2 shows
the setup corresponding to the characterization of molecular samples in solution
Sect. 3.1.
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Fig. 3. A site with probes and captured long target sequences has been aligned with
the exposed part of the detector. The other site has been aligned on the sensor by a
shift of the slide.

Target Molecules Detection on Surface Sites The ability given by a:Si
technology to deposit large area arrays allows the implementation of detectors
slides meant to integrate most existing DNA microarrays the way they are (for
example low/medium density array spotted on standard microscope slides). To
demonstrate the viability of the UV approach to DNA microarrays, we detected
a layer of captured target molecules on sensing sites with UV a:Si detectors. Sens-
ing sites hosted short probe strands which could capture specifically long strands
of target molecules thanks to the complementarity between their sequence and
a part of the target.

Device The target molecule is pBR322 linearized with PvuII, a commonly used
plasmid cloning vector of 4361 base length (extinction coefficient at 260nm:
4× 107 l/mole · cm). The sites have been exposed to unlabeled target molecules
at a 10nM concentration in a TAE Mg++ buffer. The reaction has been re-
alized in a humid chamber at 90◦C for fifteen minutes to allow the separation
of pBR322 strands and then cooled down to room temperature for two hours.
Unbound molecules have been removed by successive rinsing procedures (SSC
2× and 0.2× solutions, 5 minutes each) which ensure high specificity for surface
affinity reactions. Capturing oligonucleotides (5′ −SH − (CH2)6gag ctc gga agc
cca gta gta ggt−3′; MW 8570 g/mole; extinction coefficient: 269800 l/mole cm)
have been provided to bind pBR322 strands by the use of of a 21-base long
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Fig. 4. Plot of the absorbance of molecular samples of low concentrations measured
with the photodetector vs. their nominal value.

complementary sequence (acc tac tac tgg gct gct tcc in pBR322) and have been
immobilized on sensing site by means of a standard procedure [33].

When target molecules were captured the sites exhibited higher absorbance
and, consequently, a lower current was measured from the photodetectors (see
in Fig. 5).

3.2 CMOS-Compatible Floating Gate Cells

This section presents an original approach based on the use of floating gate cells
aiming at providing high-density arrays for integrated molecular detection and
high flexibility in the choice of signal conditioning and processing strategies.

High-UV-sensitive floating gate cells have been exploited as devices to mea-
sure DNA molecular absorbance. In these memories the electrons can be injected
into the floating gate by tunnel effect and can be completely or partially removed
by a certain dose (intensity × time-interval) of UV light. A particular kind of
cells, single-poly memories, have been selected because the UV sensitivity of
their floating gate was enhanced by specific design choices. A schematic repre-
sentation of single-poly cells is sketched in Fig. 6, where the main features of the
design can be observed:
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– the floating gate is the top conductive layer of the device and, in our test-
chip, it was entirely exposed to the light (under the passivation oxide);

– the floating gate extends for a large portion of the surface of the cell (which
measures 20 µm2 for this generation). An advanced modeling and experimen-
tal results on the characteristics of these wafers have been already presented
in [34].

The test-chips have been fabricated by STMicroelectronics–Italia in 0.25µm
CMOS technology. It should be noticed that, although these memory cells are
far from being state of the art, their dimensions are comparable to the minimum
surface that microfabrication of molecular spots can achieve with the existing
technology.

Fig. 5. Sites with only sensing probes (Non-Sensing sites) and sites with sensing probes
and captured targets (Sensing Sites) have been aligned successively with a photodetec-
tor. The lamp drift was monitored with measurements of the white field and it causes
variations in the order of 25 pA.

Method The erase-characteristic of the memory cell (the way the threshold
voltage of the cell decreases with time during UV irradiation) depends on the
intensity of the UV light with an exponential law [35]. The incident photons
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impart energy to the electrons which have been stored in the floating gate during
the programming process and excite them over the oxide energy barrier. The
current due to the photo-excitation (IUV ) is a linear function of the light intensity
at a given wavelength (IntUV ) and of the electric field Eel. When the control
gate is at the same voltage than the substrate, the electric field across the oxide
can be written as:

Eel =
QFG

CTOT tox
(5)

where QFG is the negative charge stored in the floating gate, CTOT the
total capacitance of the floating gate and tox the effective oxide thickness in the
photo-excitation area.

The charge excited over the oxide has the following rate:

dQFG

dt
= AeffIntUV

(
const1

QFG

CTOT tox
+ const2

)
(6)

where Aeff is the effective area on the floating gate surface. Const1 and
const2 are empirical constants depending on the light wavelength and on the
silicon dioxide characteristics. Their ratio const2/const1 has the dimension of a
field and is negligible with respect to Eel. Thus,

QFG(t) = QFG(0)e−
IntUV t

ϑ0 (7)

where QFG(0) is the charge at the beginning of the erase process and ϑ0

equals (Aeffconst1)/(CTOT tox).
The erase characteristic can be written as follows:

V thPR − V thE(t) = (V thPR − V thTOT E) · (1 − e−
IntUV t

ϑ0 ) (8)

where V thPR is the threshold voltage at the end of the programming process
(beginning of the erasing process), V thTOT E the threshold voltage correspond-
ing to the floating gate trapping no electrons and V thE(t) the threshold voltage
after t seconds of UV light exposure.

For our purposes, let’s consider that the UV light intensity can be attenu-
ated by the presence of absorbing molecules on its path, thus affecting the erase
characteristic. We demonstrated that floating gate cells may be used to ana-
lyze molecular samples (i.e. to provide a quantification or to detect the type of
molecule) by observing their threshold after UV irradiation.

More particularly, the cell is programmed at a well-defined threshold volt-
age V thPR by injecting a corresponding amount of electrons in the floating
gate. Then, the cell and the molecular sample are exposed to UV radiation dur-
ing a certain time t. In the end, a different threshold voltage (V thE) – lower
than V thPR – is reached. This threshold voltage depends on the container, sol-
vent, absorbing biomolecules placed as filters on the UV-light path. The erase-
characteristic has the following form:
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V thPR − V thE(t) = (V thPR − V thTOT E) · (1 − e−
tIntUV T

ϑ0 ) (9)

where T is the transmittance due to the absorbing effect of the molecular
sample and of the container.

If V thE1 and V thE2 are the threshold voltages reached in case of two samples,
their difference is related to the transmittances as follows:

V thE1(t)− V thE2(t) = (V thPR − V thTOT E) · (e−
tIntUV T2

θ0 − e−
tIntUV T1

θ0 ) (10)

The analysis of the characteristics of a molecular sample is usually done with
respect to a reference solution, which corresponds to the same solution in which
molecules are diluted during measurements. The reference sample has a defined
transmittance TREF for which we can take into account at the denominator
inside the constant τ0. Correspondingly, the threshold voltage after a certain
time of irradiation reaches V thREF (t)

For an certain molecular sample having a transmittance TM :

V thE(t)− V thREF (t) = (V thPR − V thTOT E) · (e−
tIntUV

τ0 − e−
tIntUV TM

τ0 ) (11)

which directly links the threshold voltage of a sample to its transmittance
and to its absorbance, as AM = −Log(TM ).

The difference between the exponentials will be maximum at a certain dose
which should be evaluated for each setup.

Setup The source of UV radiation is a Xenon lamp, the distribution of which
presents high emission values in the range of interest 250 to 270nm. Though the
lamp is controlled by a special circuit maintaining the supplied power constant
(100W ), radiation stability over long time periods is not guaranteed. That is why
the radiation needs to be measured to compute the effective dose. This system
is based on a photodiode the output current of which is amplified by an I/V
converter and sampled by the use of an acquisition board equipped with 16-bit
converters. The photodiode is placed directly after the UV filter needed to select
the radiation range of interest and before the DNA sample container. Then a
LabVIEW program controls the shutter and switches off the radiation once the
dose has reached the desired value.

The cell characteristic is traced once the light source is masked by means of
a HP4156 Semiconductor Parameter Analyzer (SPA) driven by the control PC.
The threshold voltage is conventionally defined as the control gate polarization
needed to obtain a drain current of 2µA when the drain is driven to 1V and
source and bulk are grounded. Resolution in threshold voltage is 1mV .
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Fig. 6. Schematic top view of single-poly memory cells. The polysilicon floating gate
extends for a large portion of the whole cell and it is exposed directly to the light under
the silicon dioxide top passivation. The control gate is realized by means of a diffusion
as source and drain and not by a second polysilicon layer.

Measurement of DNA hypochromic effect In our experiments, the ref-
erence sample (see Sect. 3.2) was a quartz container filled with 1.5ml buffer
solution (TE 1×). So the optical path through the liquid sample was 1 cm long.
Two different forms of DNA molecule have been considered: single-stranded and
double-stranded (two single strands zipped in a double helix). The total ab-
sorbance of two separate single strands is 30% bigger than that of the double
helix form. This is known as hypochromic effect of DNA which is due to the fact
that the interaction of the nucleotide bases with light changes when the strands
are bound together.

The strands were 25 or 30 bases long. DNA molecular samples in the two
forms have been analyzed in different concentrations by means of floating gate
cells erase-characteristics (Fig. 7). On the x axis we reported the concentration
of the nucleotide bases for each sample and on the y axis the threshold voltage
at the time t of the erasing process. Each measurement is repeated 5 times and
the standard deviation is indicated by the errors bars for each point (the latter
cannot be easily seen on the plot as they measure 1 mV ).

The two forms of the molecules are clearly distinguishable even for 1 µM
bases concentration, which means a resolution equaling the 30% on a 15× 10−3

absorbance scale corresponding to the single-stranded sample. Such a behavior
is comparable to that obtained with standard spectrophotometers [36]. Never-
theless, signal to noise ratio would be remarkably improved by an integrated
setup.
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Fig. 7. Experimental plot and linear fit of the measurements of single-stranded
(squares) and double-stranded (circles) DNA molecules for different concentrations.

4 Conclusions

Two silicon technologies aimed at the implementation of optical detectors for
integrated molecular analysis tools have been selected and tested. The amor-
phous silicon devices have demonstrated high UV absorbance sensitivity down
to 3× 10−4. They have also been employed to measure the presence of captured
target molecules on a sensing site.

CMOS-compatible floating gate cells, suitable for high-parallel assays have
been employed to detect molecular samples of different forms and concentrations.
The erase-characteristics have been shown to follow a reproducible exponential
law. Besides the cells have been able to detect the hypochromic effect of DNA
down to 15 × 10−3 absorbance or at a concentration of 300nM short oligonu-
cleotide strands.
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Lett., 88: 083904-1 – 083904-3
33. Rogers Y, Jiang-Baucom P, Huang Z, Bogdanov V, Anderson S, Boyce-Jacino M

T, (1999) Anal Biochem, 266(1):23 - 30
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Abstract. We consider a transistor based approach for DNA detection.
Immobilization of DNA at different positions of poly(l-lysine) coated field
effect transistor arrays is achieved by deposition with a microspotting
device or specific hybridization between complementary oligonucleotide
sequences. The current voltage characteristics of the transistors are mea-
sured with the sample surface immersed in aqueous solution. The chapter
provides a brief overview of our experimental technique and of its appli-
cations to the detection of DNA adsorption and hybridization.

1 Introduction

The large majority of nucleic acid analysis techniques presently rely on detection
schemes which involve fluorescence, radioactivity or enzyme based labelling [1].
In many cases the labelling steps are expensive, time-consuming and error-prone
and the corresponding equipment is expensive. These disadventages are major
motivations for research on alternative detection methods [2–4].

After early work by P. Bergveld [5], several papers addressed the detection
of biomolecules binding on field effect transistor (FET) structures [6–8]. DNA
is a strong negatively charged polyelectrolyte in aqueous solutions. Capacitive
impedance and FET detection of DNA have been achieved over the last years
[9–14].

We use a differential technique based on dc measurements with arrays of inte-
grated FET devices [12, 15, 16]. Our approach allows for efficient miniaturisation
and parallelisation through on-chip integration of the detection and readout cir-
cuits [17]. It involves adsorption of the biomolecules to part of the array (achieved
by local deposition of sub-nanoliter volumes of solutions with a microspotting
device) and measurement of the transistors (with the surface of the microchip
covered by an aqueous solution).

The chapter is organized as follows. The experimental techniques are pre-
sented in Sect. 2. Electronic detection of DNA immobilized by direct adsorption
on poly(L-lysine) coated FET arrays is considered in Sect. 3. Sect. 4 is devoted
to the detection of specific hybridization between DNA oligonucleotides. Salt
effects are briefly considered in Sect. 5. Sect. 6 contains the concluding part of
the chapter.
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2 Experimental techniques

2.1 Fabrication of the FET arrays

Arrays of silicon p-channel field effect transistors have been used in this work.
The samples were fabricated in the clean room facility of the Max Planck Institut
für Biochemie, Martinsried, Germany. The process is based on standard silicon
microtechnology and is described in [18, 19]. The active areas of the individual
transistors carry a 10 nm thick SiO2 oxide without metal gate. Typically, 96
FETs are linearly arranged with a period of 20 µm, the active surface area of
an individual FET amounts to 36 or 100 µm2. The drain of each transistor is
individually connected, while the whole array shares a common source contact.
On the silicon chip these connexions are realized by boron p+ implantation. The
chips are mounted on ceramics sockets, wire bonded and finally a plastic well is
glued on the surface to protect the wiring during the subsequent manipulations
where the surface is incubated with liquids.

2.2 Surface preparation

Prior to DNA immobilization, we perform the following global treatment of the
SiO2 surface. Incubation in sulfochromic acid, rinsing with H2O, incubation in
a NaOH/ethanol solution, H2O rinsing and drying with air. Afterwards, the
FET array is incubated in a poly(L-lysine) dilution, again followed by H2O
rinsing and drying with air. Immobilization of DNA by a poly(L-lysine) layer is
widely used in the field of DNA microarrays, although the resulting attachment
is less stable than the one obtained by covalent immobilization strategies. DNA
immobilization with poly(L-lysine) is relatively simple and allows us to use a
FET array several times. In fact, we can clean the SiO2 surface after use and
repeat DNA immobilization and detection.

2.3 Local deposition of DNA

A piezo spotting device equiped with a custom microscopic imaging system is
used to deposite DNA solutions on the FET array, as shown in Figure 1. Typ-
ically spot diameters of 50-200 µm are used, corresponding to volumina in the
0.1-1 nl range.

2.4 Electronic measurements

For the electronic measurements the surface of the chip is immersed in aqueous
electrolyte solution, together with a reference electrode. We measure the drain
current ID of each transistor as a function of a dc voltage USD applied between
source and drain and a dc voltage USE applied between source and the reference
electrode. These 2D characteristics are recorded at room temperature. An analog
amplifier circuit is used to bias the FETs and to measure the drain current ID,
as shown in Figure 2. The individual FETs of the array are multiplexed by a
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Fig. 1. Microscopic image of a transistor array with two local deposits. The spots have
diameters of about 200 µm and each one covers about 10 FETs of the linear array. The
active regions of the individual transistors appear as white squares in the image. The
gray lines in the bottom part are the individual drain connexions. The homogeneous
region in the upper part is the common source contact.

switch unit, the latter being computer controlled by a digital I/O board. Two dc
voltages ŨSE , ŨSD are generated by 16 bit D/A converters of a multifunction
I/O board and are lowpass filtered in the input stage of the amplifier. The drain
current is converted to a voltage that is measured by a 16 bit A/D converter of
the I/O board. The acquisition of the bidimensional characteristics ID(ŨSD, ŨS)
for all FETs is computer controlled.

Dependending on the design of the FET array device the implanted on-chip
connexions to the individual drains and the common source may lead to non-
negligible serial resistances. In this case, we consider the lateral geometry of the
connexions and derive the serial resistances of the drain lead RD and the source
lead RS for each FET. The transformation

USE = ŨSE − RS ID

USD = ŨSD − (RD + RS) ID

finally gives the intrinsic characteristics ID(USD, USE). To study shifts in USE

we convert the ID(USD, USE) characteristics, to USE(ID, USD) by numerical
interpolation.

2.5 Microfluorescence

For comparison with the electronic signals we use microscopic fluorescence mea-
surements. The corresponding optical setup is schematically presented in Figure 3.
The beam of a red (632.8 nm) HeNe cw laser or a green (532 nm) solid state
cw laser is expanded, introduced in the illumination path of an upright micro-
scope and focused with a microscope objective to a spot of adjustable diameter
(0.5-10 µm). Fluorescence is collected by the same objective and passes two
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Fig. 2. Recording setup used for the differential detection of biopolymers. The FET
array contains one drain connection for each of the 96 transistors and one common
source.

crossed piezo-adjustable slits, positioned in an image plane of the sample. The
two-slit arrangement defines a rectangular detection region and allows us to op-
timise this region with respect to the size of the excitation spot. Excitation light
is blocked by an emission filter and the fluorescence signal is measured with a
cooled photomultiplier tube. A motorized xy translation stage with integrated
position sensors operating in a feedback loop is used to scan the sample laterally.

3 Detecting DNA adsorption

A typical electronic measurement of DNA adsorption is presented in Figure 4.
One deposit of pure water (left) and four deposits of an oligonucleotide solution
(right) are done on the surface of a poly(L-lysine) coated array. The horizontal
axis indicates the index of the different transistors. The 96 individual transistors
of this array are arranged along a line of about 2 mm in length. Each transistor
has an active surface of 100 µm2. In this experiment, spots of about 200 µm
in diameter were deposited. The difference in USE between a first measurement
done prior to the deposition and a second measurement done directly afterwards
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is presented. The adsorption of DNA gives rise to negative shifts ∆USE , while
for the transistors below the reference spot no significant shift relative to the
baseline is measured.
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Fig. 4. Electronic detection of DNA adsorbed on a poly(L-lysine) coated array of 96
FETs linearly arranged with a period of 20 µm. Four local deposits of a DNA oligonu-
cleotide solution are performed and a H2O spot is added for comparison. The positions
of these spots are indicated by arrows. Each data point correspond to one transistor of
the array (bottom axis). The quantity ∆USE gives the shift of the current/voltage char-
acteristics at a given (ID, USD) working point, observed between two measurements.
The first measurement is done prior to the deposition, the second one immediately
afterwards, in both cases the sample surface was covered by an aqueous electrolyte
solution (0.1 mM KNO3). The DNA spots induced negative shifts ∆USE of about 60
mV, while no corresponding signal is observed on the reference spot.

In an earlier publication [12], we presented a comprehensive investigation
of the electronic detection of poly(L-lysine) and DNA. Adsorption of DNA on
poly(L-lysine) coated SiO2 induces negative shifts in USE , while adsorption of
poly(L-lysine) on SiO2 leads to positive shifts. This can be attributed to the fact
that we use p-channel FET arrays and that DNA carries negative charge in aque-
ous solution around pH 7, opposite to the positively charged poly(L-lysine). The
electronic signals induced by adsorption of these charged polymers were studied
as a function of electrolyte salt and polymer concentrations and an analytical
model which accounts for screening of the adsorbed charge by mobile ions was
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developed. The microfluorescence setup described above was used in combina-
tion with Cy3 and/or Cy5 modified oligonucleotides to quantify the local DNA
adsorption. Non-modified, Cy3-modified and Cy5-modified oligonucleotides are
electronically detected without noticable differences. It is also possible to detect
the adsorption of double stranded DNA. This was shown with double stranded
molecules synthesized in-vitro by PCR (polymerase chain reaction).

In another study, we showed that the FET based measurement is compatible
with enzymatic technology and complex DNA samples [15]. We combined the
electronic detection with an allele-specific polymerase chain reaction and thus
detected a single-basepair mutation in genomic DNA. The approach was applied
to test human DNA for the 35delG mutation, a frequent mutation related to
prelingual nonsyndromic deafness.

4 Detecting DNA hybridization

Hybridization involves the specific interaction between complementary base se-
quences and the transition from two single stranded to one double stranded
molecule. In general, the single stranded molecule carries a different effective
charge than the double stranded one [20, 21]. Therefore hybridization between a
surface bound probe molecule and a target molecule from solution can change
the electrostatic potential of the SiO2/electrolyte interface and it is conceivable
to electronically detect this specific interaction with our FET arrays. Specific
recognition of target sequences by hybridization to surface bound probe DNA is
the basis of microarray based DNA analysis, a rapidly developping technology
with broad applications in research and diagnostics.

Seq 2

Seq 1 1

96 1st hybridization
Cy5 - Seq 1*

Seq 2

Seq 1

Seq 2

Seq 1

2nd hybridization
Cy3 - Seq 2*

c~100 nM
in 20 mM KCl

c~100 nM
in 20 mM KCl

left
part

right
part

Fig. 5. Detection of hybridization. Oligonucleotide probes with two different base se-
quences are spotted to the left (transistors 1-31) and right (transistors 54-96) parts
of an array of 96 transistors. Each transistor exhibits an active surface of 100 µm2.
The first hybridization is done with Cy3 labeled target oligonucleotides, matching the
probes on the right part of the array. Afterwards, the second hybridization is done with
Cy5 labeled targets matching the probes on the left part of the array.
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signals are higher at the left, as expected.
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Figures 5, 6 and 7 illustrate an experiment showing electronic and fluores-
cence detection of hybridization between DNA oligonucleotides. After initial
cleaning we coated the surface of our planar device with poly(L-lysine). Us-
ing a micropipette we then deposited two different oligonucleotide solutions (0.3
µl of 1 µM solutions of 20 mer oligonucleotides in 20 mM KCl) to the left and
right parts of the FET array (transistors 1-31 and 54-96, respectively). Incuba-
tion was done for 15 min at room temperature, before H2O rinsing and drying
with air.

For hybridization, the sample is incubated for 5 min at room temperature
in 20 mM KCl buffer containing target oligonucleotides to a concentration of
100 nM. The hybridization is stopped by rinsing with fresh 20 mM KCl buffer
(without target DNA and using a micropipette). The left part of figure 6 shows
the difference ∆US between two electronic measurements at [KCl]=20 mM, done
immediately before and after hybridization 1. The base sequence of the target
molecules is complementary to the sequence of the probes deposited on the right
part of the array; the targets are Cy3 labeled. In hybridization 2 (figure 7),
performed afterwards on the same sample, targets are Cy5 labeled and match
the probes on the left. Hybridization 1 leads to a stronger negative shift in US

on the right (8.3 compared to 1 mV in average), while for hybridization 2 we
observe a stronger negative shift on the left (8.1 compared to 4.8 mV). This is
consistent with specific hybridization in both directions.

The specificity of both hybridizations is subsequently confirmed by fluores-
cence imaging. For this purpose the sample is rinsed with H2O and dried. Under
excitation at 532 nm (figure 6, right) we observe 4 times more fluorescence on
the right part than on the left part of the array. This way we measure the flu-
orescence arising from the Cy3 labeled targets used in the first hybridization
(targets matching the probes on the right part of the array). Under excitation at
633 nm (figure 7) we observe 5 times more fluorescence on the left part than on
the right part of the array. This way we measure the fluorescence arising from
the Cy5 labeled targets used in hybridization 2 (targets match probes on the
left part of the array). Each fluorescence data point corresponds to the average
of 3 measurements taken across the active surface of a transistor with a spatial
resolution of about 500 nm. The fluorescence measurements are in qualitative
agreement with the electronic signals and the signal-to-noise ratios observed with
the two different techniques are not very different.

Residual non-specific interactions are expected under our experimental con-
ditions and might explain the signals observed even on the non-matching probes.
In particular, here we didn’t introduce a blocker step to neutralize the positive
charges in the poly(L-lysine) layer that still remain after the deposition of the
DNA probes.

The hybridization conditions used in the present experiment (salt, temper-
ature, duration, oligonucleotide length, surface concentrations of probes and
hybridized targets) are similar to the conditions used by Fritz et al [10] in ac mea-
surements of oligonculeotide hybridization on capacitive Si/SiO2 devices and our
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differences in the average shifts ∆US (7.3 mV for hybridization 1 and 3.3 mV
for hybridization 2) are close to their result (3 mV).

It is possible to use different salt concentrations for hybridization and detec-
tion in order to optimise both the specificity of the sequence recognition (prefer-
entially high salt) and the sensitivity of the field effect detection (preferentially
low salt to reduce screening by mobile ions). We have shown experimentally
that the differential signals of hybridization can be enhanced significantly (from
about 3 mV to 20 mV) by changing the salt concentration between hybridization
and detection [16].

5 Salt dependence of the electronic signals

Descriptions of the silica surface in aqueous environment [23] and of its modifica-
tions induced by biomolecule binding are complex, combining surface chemistry,
statistical mechanics and electrostatics. In these systems the concentration of
the mobile ions in the electrolyte is an important parameter, controlling the bio-
molecule interaction with the surface as well as the sensitivity of the electronic
detection.

Towards a quantitative understanding of the FET based electronic detec-
tion, we performed combined experimental and theoretical studies of the salt
dependencies of the electrostatic potentials at the silica/biomolecule/electrolyte
interface. This section only gives a glimpse at our study of the salt dependence
of a bare silica surface in contact with a KCl electrolyte. The interested reader is
refered to the original references [12, 22]. The topic is related to the modelisation
of pH measurement by field effect devices [24, 25] and to recent publications on
the mechanisms of field effect detection of surface bound biomolecules [26–28].

To prepare the experimental study of the salt dependence of the silica/electro-
lyte interface, we prepare the FET array surface according to Sect. 2.2 without
poly(L-lysine) coating. In figure 8, a measurement of the salt dependence of
USE at fixed ID, USD working point is shown. Starting at 5×10−6 M, a series of
increasing concentration has been obtained by successively adding concentrated
KCl to the electrolyte. The experimental data are compared to two different
theoretical descriptions. In the first description (constant charge model, dashed
line) we assume an effective interface charge σeff which does not depend on the
salt concentration [KCl] of the electrolyte. In the second case (salt-dependent
charge model, solid line) the dependence of σeff on [KCl] is taken into account
considering the chemical equilibrium of the ionisable sites at the silica surface.
This introduces two fitting parameters, the surface density of ionisable site NS

and the pH value. We find that, although the constant charge model can describe
the global trend of the measured salt dependence, the salt-dependent charge
model provides a better description of the experimental data.
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Fig. 8. Average shifts ∆USE of an array of 29 transistors as a function of the salt
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measurement performed with a concentration [KCl] of 5×10−6 M. The experimental
data (squares) are compared to two different theoretical descriptions as explained in
the text.

6 Concluding remarks

The electronic detection is sensitive to charged molecules in general. Two differ-
ent concepts have been used to obtain sequence specific transistor based DNA
detection.

In a first approach, point-mutations have been detected in human DNA by
allele-specific PCR followed by electronic detection of the double stranded PCR
product [15]. The PCR and the electronic detection are separated by a purifica-
tion that retains PCR product and substrat DNA, but eliminates nucleotides,
primers, proteines and salt. As very few substrat DNA is used, the PCR prod-
uct represents the only species susceptible to induce a significant signal in the
electronic detection. Comparative analysis of two different samples on the FET
array provides reproducible mutation detection, the overall specificity is simply
that of the allele-specific PCR. A combination of FET based DNA detection and
sequence specific extension of surface bound oligonucleotides has been reported
by Sakata and Miyahara [29].

The second concept consists in obtaining a sequence specific binding on the
surface of the FET device by hybridization. Electronic detection of hybridiza-
tion with probe DNA covalently bound on the surface of FET devices has been
reported by several groups [9, 13, 14]. In the work reviewed in Sect. 4, we im-
mobilize DNA probes on poly(L-lysine) and hybridize oligonucleotide targets
at low salt, without preceeding blocker step. The low salt hybridization on a
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charge-compensated surface has initially been introduced to obtain faster hy-
bridization [30]. It has been shown that under these conditions a single base
mismatch can be detected in 12 mer oligonucleotides [10], although more stan-
dard hybridization protocols use higher concentrations of monovalent salt (50
mM-1M) to improve stringency [31]. For FET array based electronic detection it
has been shown experimentally, that the differential signals of hybridization can
be enhanced significantly by changing the salt concentration between hybridiza-
tion and detection [16].

We use devices with multiple transistor structures to detect DNA. Silicon
FET arrays can be made with an individual structure size of a few µm2. Using
silicon CMOS technology, Infineon fabricated 2D sensor arrays with 16384 FET
structures and integrated readout electronics on a chip surface of 1 mm2 [17].
As the signals from the individual active FET structures do not decrease with
sensor surface and because the dc measurement does not require sophisticated
on-chip electronics, this suggests that an electronic dc detection based on a two-
dimensional transistor array even integrated with on-chip multiplexing would
not limit the number of different DNA probes that could be used in parallel. In
the field of DNA microarrays, robotic spotting of probe molecules typically gives
spot diameters of about 100 µm, while smaller diameters down to about 5 µm
are achieved by direct on-surface oligonucleotide synthesis.

The planar SiO2 surface of the FET arrays exhibits sufficiently uniform wet-
ting properties to allow for local spotting and microscopic fluorescence measure-
ments, common in the field of DNA microarrays. In this geometry, integrations
with microfluidics approaches and even sophisticated “lab on chip” devices are
conceivable and are also potentially interesting in terms of applications.
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Abstract. As technology scales, variability will continue to become worse. 
Random dopant fluctuations, sub-wavelength lithography, and dynamic varia-
tions due to circuit behavior will look like inherent unreliability in the design. 
Increasing soft errors will increase intermittent error rate by almost two orders 
of magnitude. As transistors scale even further, degradation due to aging will 
become worse. We discuss these effects and propose solutions in microarchitec-
ture, design, and testing, for designing with billions of unreliable components to 

methodology. 

1   Introduction 

VLSI system performance has increased by five orders of magnitude in the last three 
decades, made possible by continued technology scaling. This treadmill will continue, 
providing integration capacity of billions of transistors; however, power, energy, vari-
ability, and reliability will be the barriers to future scaling. 
 
Die size, chip yields, and design productivity have so far limited transistor integration 
in a VLSI design. Now the focus has shifted to energy consumption, power dissipa-
tion and power delivery [1]. Transistor sub-threshold leakage continues to increase, 

have been devised [2].  As technology scales further we will face new challenges, 
such as variability [3], single event upsets (soft errors), and device (transistor per-

pose solutions in microarchitecture, circuit, and testing, for designing with many un-
reliable components (transistors) to yield reliable system designs in the future. 
 

sues. For example, error correcting codes are commonly used in memories to detect 
and correct soft errors. Careful design, and testing for frequency binning, copes with 
variability in transistor performance. What is new is that as technology scaling con-
tinues, the impact of these issues keeps increasing, and we need to devise techniques 
to deal with them effectively. 

 

Please use the following format when citing this chapter:

yield predictable and reliable systems, with probabilistic and statistical design 

components, posing design and test challenges. We will discuss these effects and pro-
formance) degradation—these effects manifesting as inherent unreliability of the 

and leakage avoidance, leakage tolerance, and leakage control techniques for circuits 
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This problem is not new; even today we design systems to comprehend reliability is-

in VLSI and Systems on Chip, eds. De Micheli, G., Mir, S., Reis, R., (Boston: Springer), pp. 69–79



2    Sources of Variation 

Primarily there are two types of variations: static and dynamic. Static variations are 
caused by variations induced during processing, and the behavior does not change 
over time. Dynamic variations, on the other hand, are caused by the behavior of the 
chip while it is functioning. An example of static variations is Vt mismatch between 
two adjacent transistors caused during fabrication. Supply voltage droop generated 
during operation of a chip causing circuit to slow down is an example of a dynamic 
variation. 
 
The variations could be within a die, or between different dies; they could be system-
atic or random. Systematic variations are primarily induced by limitations in the proc-
essing, and random variations are caused by randomness in physical dimensions such 
as line edge roughness and discreteness of dopant atoms.  
 
 
 
 
 
 
 
 
 
 

Figure 1 shows variation in photo resist thickness resulting in die to die variations, 

causing random variations. 
 
 
 
 
 
 
 
 
 
 

wavelength lithography until EUV. 

Random Dopant Fluctuations results from discreteness of dopant atoms in the channel 
of a transistor [4]. Transistor channels are doped with dopant atoms to control their 
threshold voltage. Figure 2(a) shows dopant atoms in the channel of several genera-
tions of transistors. As a transistor scales in size each technology generation, its area 

10

100

1000

10000

1000 500 250 130 65 32

Technology Node (nm)

M
ea

n 
N

um
be

r 
of

 D
op

an
t 

A
to

m
s

0.01

0.1

1

1980 1990 2000 2010 2020

µ

10

100

1000

nm

193nm

EUV
13nm

248nm

Lithography
Wavelength

65nm
90nm

45nm
Feature 

Size
Gap

0.01

0.1

1

1980 1990 2000 2010 2020

µ

10

100

1000

nm

193nm

EUV
13nm

248nm

Lithography
Wavelength

65nm
90nm

45nm
Feature 

Size
Gap

10

100

1000

10000

1000 500 250 130 65 32

Technology Node (nm)

M
ea

n 
N

um
be

r 
of

 D
op

an
t 

A
to

m
s

0.01

0.1

1

1980 1990 2000 2010 2020

µ

10

100

1000

nm

193nm

EUV
13nm

248nm

Lithography
Wavelength

65nm
90nm

45nm
Feature 

Size
Gap

0.01

0.1

1

1980 1990 2000 2010 2020

µ

10

100

1000

nm

193nm

EUV
13nm

248nm

Lithography
Wavelength

65nm
90nm

45nm
Feature 

Size
Gap

Fig. 1. Resist Thickness, Lens Aberrations, and Random placement of dopant atoms. 

Fig. 2. (a) Mean number of dopant atoms in transistor channel decreases, and (b) sub-

lens aberrations causing systematic variations, and random placement of dopant atoms 
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is reduced by half, and thus the number of dopant atoms in the channel reduces expo-
nentially over generations. In one micron technology generation there were thousands 
of dopant atoms, whereas in 32 to 16 nm generation there will be only 10’s of dopant 
atoms left in the channel, and the law of  large numbers does not apply. Therefore, 
two transistors sitting side by side will have different electrical characteristics due to 
randomness in small number of dopant atoms, resulting in variability. 
 
Another source of variability is due to sub-wavelength lithography shown in figure 
2(b). Since 0.25µ technology generation, sub-wavelength lithography is being used 
for patterning transistors. For example, 248nm wavelength of light was used to pat-
tern 0.25µ (250nm) and 0.18µ (180nm) transistors. The wavelength reduced to 193nm 
for 130nm technology, and since then it has remained constant until today for even 
65nm transistors. There may be some additional breakthroughs to effectively reduce 
this wavelength (157nm light source or immersion technology) but the difference in 
the wavelength of light and the patterning width will continue to get wider until EUV 
(Extreme Ultra-violet, 13nm) technology becomes available. This sub-wavelength li-
thography is the primary reason for line edge roughness in transistors, and several 
other effects, resulting in variations. 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig. 3. Heat flux, and temperature variation across a microprocessor die. 

Figure 3 shows heat flux (power density) across a microprocessor die, varying de-
pending on the functionality of the circuit block. For example, the cache has less heat 
flux than an execution unit, and it also depends on the activity and compute load at 
any given time. Higher heat flux also puts more demand on the power distribution 

ing hot spots, and thus temperature variations across the die affecting circuit perform-
ance. This also results in higher sub-threshold leakage, variations in the leakage 
across the die, and dynamic variations in power delivery demand across the power 
distribution grid.  
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grid resulting in resistive and inductive voltage drops, creating time dependant, 
dynamic, supply voltage variations. Higher heat flux results in higher temperature, creat-
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3 Impact of Variations on Products 

Variations have been with us for a long time, and their impact on product was not pro-
found in the past, but now it impacts performance, power, and yield. As technology 
scales, this impact will probably become worse [3]. 

Fig. 4. Impact of variations on microprocessor frequency and leakage power. 

Impact of variations on a product is shown in figure 4. It shows frequency and sub-
threshold current measurements of about thousand microprocessors fabricated in 
130nm technology, with 30% variation in the frequency distribution and about 5 to 
10X spread in the sub-threshold leakage current. Since sub-threshold leakage power is 
a major portion (30-50%) of the total power consumption, 5-10X variation in the 
leakage power alone contributes to almost 50% variation in the total power. The be-
havior of the fabricated design in power and performance is different from what was 

4 Variations in transistors 

Variation in transistor length, width, and threshold voltage affect circuit performance, 
and thus overall performance of the VLSI chip. It also impacts yields and probability 
of meeting performance targets with yields.  
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intended, and hence the effect of variations looks like inherent unreliability in the 
design. 
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Fig. 5. (a) Gate length variation trend, and (b) within and die-to-die variation. 

Figure 5(a) shows systematic and random, within-die and die-to-die gate length varia-
tion. The first bar shows the aggregate effect, and notice that it is almost a fixed per-
centage of the nominal gate length. However, random variations within die increase 
with gate length scaling. Figure 5(b) shows impact of die to die and within-die varia-
tions. Within-die variations impact Fmax mean, that is the mean of maximum fre-
quency of operation, and die-to-die variations impact the variance of Fmax. So, 
loosely speaking, within-die variations reduce maximum frequency of operation, and 
die-to-die variations reduce the yield of the design at the maximum frequency. 

5 Design Considerations 

Design practice too impacts performance in the presence of variations as shown in 
figure 6.  

 
 
 
 
 
 
 
 
 
 
 

Fig. 6. Large number of time critical paths impact design performance. 
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Microarchitecture also plays an important role in tolerating variations in a design. For 
example, microarchitecture with small number of gate stages in a clock period yields 
higher frequency of operation, compared to one with large number of gates. Both may 
provide equivalent logic throughput; however, with different variation tolerance. 
Large numbers of gates in a clock cycle tend to average out the effect of random 
variations, as shown in figure 7. 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 7. Impact of random variations reduces with increasing logic depth. 

6 Variation Tolerant Design 

Numerous process technology, circuit, and architectural solutions have been proposed 
to deal with variations [3,5,6], which may require radical changes in our design meth-
odology. For example, forward and reverse body bias can be used to tighten sub-
threshold leakage and frequency distributions. Chips with higher leakage tend to be 
faster, hence reverse body bias may be applied to reduce the leakage and reduce the 
frequency. Similarly, slow chips can benefit from forward body bias to improve their 
speed at the expense of moderate increase in sub-threshold leakage power. Similarly, 
adaptive supply voltage too can be used in conjunction with body bias to tighten the 
distribution [6]. 
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Typically, the maximum frequency of operation of a design depends on a handful of 
time critical paths, and the number of such critical paths in the design plays important 
role in variation tolerant design. Notice that with a large number of critical paths in a 
design, the maximum critical path delay increases, thus lowering mean Fmax, but the 
variance also decreases. Reduction in the mean Fmax with the number of critical 
paths is logarithmic, that is, the reduction in Fmax slows down as the number of criti-
cal paths increase. 
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Fig. 8. Modeling and simulation of a critical path. 

The chip frequency depends on the speed of the critical paths. Hence a critical path is 
typically modeled to have deterministic delay as predicted by a circuit simulator, as 
shown in figure 8; however, due to static and dynamic variations discussed before, the 
delay of the circuit is probabilistic. When the design is complete and conventional de-
sign methods are applied, transistors are typically down sized to save active power. 
As a result, transistors in the critical paths will also get down sized adequately. While 
every attempt is made during manufacturing to maintain the deterministic behavior, 
the increased variability, or not fully comprehended variability in transistor perform-
ance, can make these path delays probabilistic. Therefore, we need to deviate from 
conventional methodology of down-sizing transistors indiscriminately to reduce ac-
tive power, because down-sizing indiscriminately makes many non-critical paths 
critical, and reduces probability of meeting the frequency goal.  
 
Similarly, low threshold voltage transistor usage does not have to be minimal to re-
duce leakage power. With reduced low Vt usage across the design, the transistors near 
the critical path too may get replaced with high Vt transistors, and due to variations in 
the threshold voltage these paths could become slower, resulting in wider frequency 
distribution. Design tools and methodologies need to comprehend variations, and op-
timize the design not for frequency alone, but for active and leakage powers and their 
distribution.  
 
When a micro-architecture is designed, the tendency is to improve frequency of op-
eration by creating more critical paths, which reduces the probability of meeting the 
increased frequency goal. Furthermore, to meet higher frequency goals, micro-
architecture tends to employ less number of gate-delays in a clock cycle. Since less 
number of gates in a clock cycle does a poor job of averaging and canceling the ef-
fects of variations, it results in reducing the probability of meeting the frequency goal. 
This once again, is contrary to conventional thinking and design methodology. 
 
We need to evolve from today’s deterministic design to probabilistic and statistical 
design for the future, comprehending variations, and optimizing for yield, perform-
ance, and power (figure 9). 
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Fig. 9. Variation tolerant design methodology to optimize yield, performance, and power. 

7 Longer Term Outlook 

As technology continues to scale further, both static and dynamic variations will con-
tinue to get worse for the reasons discussed before, resulting in wider distribution of 
characteristics of the transistors. These variations in the transistors could be severe 
enough that it would be impossible to correct for them during design—they will have 
to be compensated somehow at the whole system level. 
 
Single event upsets (soft-errors) are another source of concern. These errors are 
caused by alpha particles and more importantly cosmic rays (neutrons), hitting silicon 
chips, creating charge on the nodes to flip a memory cell or a logic latch. These errors 
are transient and random. These errors are relatively easy to detect and correct in 
memories by protecting the memory bits with parity, and employing error correcting 
codes. However, if such a single event upset occurs in a logic flip-flop then it is diffi-
cult to detect and correct.  
 
We expect a modest increase in soft-error rate per logic state bit each technology gen-
eration [7]. Since the number of logic state bits on a chip double each technology gen-
eration (following Moore’s Law), the aggregate effect on soft-error rate FIT (failure 
in time) could be almost 100X by the next few generations. 
 
Aging has had significant impact on transistor performance. Studies have shown that 
transistor saturation current degrades over years due to oxide wear-out and hot carrier 
degradation effects. So far, the degradation is small enough such that it can be ac-
counted for as an upfront design margin in the specification of a VLSI component. 
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We expect this degradation to become worse as we continue to scale transistor 
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dation effects upfront in a system design. 
 
As gate dielectric scales, gate leakage will increase exponentially, and we fear that 
burn-in power will become prohibitive, making burn-in testing obsolete. Therefore, 
screening for defects and infant mortalities in VLSI chips will become increasingly 
difficult if not impossible. One-time factory testing will be insufficient, and what you 
need is the test hardware embedded in the design, to dynamically detect errors, isolate 
and confine the faults, reconfigure using spare hardware, and recover on the fly. 

8 Paradigm Shift 

There are several potential solutions in sight in all discipline to tackle most of the 
problems discussed before; however, all disciplines of VLSI will have to make con-
certed efforts to make this successful. 
 
A shift from deterministic design to probabilistic and statistical design would ease 
impact of transistor variations on circuit performance. Today’s design optimizations 
are performed with only one or two objectives, namely performance and power. This 
will have to change, with multi-variable design optimizations, comprehending per-
formance, active & leakage power, reliability, yield, and bin-splits. Design tools to 
implement such optimizations, and statistical and probabilistic methodologies to go 
along with the tools need development. 
 
In circuit design, replacing regular flip-flops by soft-error tolerant hardened flip-flops 
will improve soft-error rate tolerance by almost 10X. To catch dynamic errors, inno-
vative techniques such as Razor [8] need serious consideration which will not only 
detect and correct errors, but will also allow the design to operate at optimum power 
and performance. This technique is power efficient because it replicates only those 
flip-flops that are critical and need to be checked for correctness, and is also capable 
of catching circuit marginalities arising from variations.  
 
At the system architecture level, functional redundancy check may work; however, it 
may not be power and energy efficient, since it almost doubles the hardware and 
power consumption for the same performance. Any redundancy and checking hard-
ware must be used judiciously to dynamically catch errors and take corrective action, 
and should not burden the system with excessive power consumption and complexity. 
An interesting microarchitecture is proposed in [9], where a traditional processor core 
is accompanied by a small, yet robust, core as a checker. The checker core is correct 
by construction, may be over designed to be variation tolerant and is made immune 
from any further errors—both static and dynamic. Since the checker core is small it 
consumes very little power, and can dynamically detect and correct any errors made 
by the large core, thus providing reliable operation of the system. 

geometries beyond. It may become so bad that it would be impractical to absorb degra-
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9 Multi—a Solution to Variability and Reliability 

The key to the variability and reliability problems may be to exploit abundance of 
transistors using Moore’s Law to your advantage. Instead of relying upon higher and 
higher frequency to deliver higher performance, a shift towards parallelism to deliver 
higher performance is in order, and thus Multi- may be the solution at all levels—
from multiplicity of functional blocks in a design to multiple processor cores in a sys-

 
Multiple functional blocks, operating at lower voltage and frequency, provide the 
same logic throughput, but at much reduced power, and can be used for redundancy 
and error checking. For example two ALUs (Arithmetic and Logic Units) could be 
used to provide higher throughput when needed, and can be used to check and correct 
results produced by each other (figure 10). Multiple cores in a system will provide 
similar performance and redundancy benefit with functional redundancy checking 
employed at a coarse level of granularity.  
 
 
 
 
 
 
 
 
 
 
 
 
 

Test functionality can either be distributed as a part of the hardware, to dynamically 
detect errors, correct, and isolate aging & faulty hardware, or a sub-set of cores in the 
multi-core design can be used to do this task. This microarchitecture strategy, with 
Multi-cores to assist in redundancy, is called Resilient Microarchitecture, to continu-
ally detect errors, isolate faults, confine faults, reconfigure the hardware, and adapt. If 
such a strategy is made to work, then there is no need for one time factory testing or 
burn-in, since the system is capable of testing and reconfiguring itself to make itself 
work reliably throughout its lifetime. 
 
All this is possible, but all disciplines from fabrication to software will have to coop-
erate and make the system reliable in spite of unreliable components. A lot of research 
and development needs to be done, however, to make this concept into a reality. 
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Fig. 10. (a) Multiple functional blocks, and (b) Multi-core processor for resiliency. 

tem [10]. 
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Abstract. This paper describes thedesign of a high-speedCMOSsample-
and-hold (S/H) circuit for pipelined analog-to-digital converters (ADCs).
This S/H circuit consists of a switched-capacitor (SC) amplifier and a
comparator to generate the mixed-mode sampled output data, which are
represented both in analog and digital forms. The mixed-mode sampling
technique reduces the operational amplifier (op amp) output swing. As
a result, the requirements on op amp DC gain, slew rate and bandwidth
are relaxed; the linearity of the SC amplifier is also improved. The reduc-
tion of signal swing in the front-end also brings benefit to the pipelined
stages in speed and power consumption. The aperture errors at high
frequency are minimized by time constant matching and digital error
correction logic in the pipelined ADC. Designed in a 0.18-µm CMOS
process, the proposed S/H circuit operates up to 200-MSample/s with a
total harmonic distortion (THD) less than -60 dB and a signal-to-noise
and distortion ratio (SNDR) larger than 59 dB in the worst-case simula-
tion. The power consumption of the mixed-mode S/H circuit is 3.6-mW
with 1.8-V supply voltage.

1 Introduction

The pipelined analog-to-digital converter (ADC) is one of the most popular con-
verter architectures and has been widely used in many high-speed applications
in wireless communication and video systems. Most pipelined ADCs include a
sample-and-hold (S/H) circuit at the front-end to minimize the high frequency
errors and to improve system performance. The performance of the S/H circuit
dominates the overall ADC dynamic characteristics and plays a major role in
determining the spurious free dynamic range (SFDR), signal-to-noise and dis-
tortion ratio (SNDR) of the system.

The stringent performance requirements of the S/H circuit make it the most
design-challenging and power-hungry block in a pipelined ADC. Although a
dedicated front-end S/H circuit can be removed and the sampling function is
performed in the first stage of a pipelined ADC, the input capacitance of the
pipelined ADC in this implementation is significantly increased due to the multi-
bit first stage configuration [1]. A large input capacitance stresses the driving
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circuit of the ADC, which usually is a variable gain amplifier (VGA). In some
solutions, the full scale input range of the ADC is reduced and so is the achievable
dynamic range [2]. The time constant matching is another concern in a pipelined
ADC without a front-end S/H circuit. Although the aperture errors due to the
time constant mismatch can be treated as comparator offset errors and removed
by the digital error correction logic, due to the high gain of the multi-bit first
stage, it is easy for the aperture errors to saturate the S/H circuit output swing.
This sets a limit on the highest working frequency of the pipelined ADC without
a front-end S/H circuit. Therefore, a dedicated front-end S/H is necessary in
these considerations.

The performance of an S/H circuit is usually determined by an operational
amplifier (op amp) in a switched-capacitor (SC) implementation. In an S/H
circuit, the op amp must have enough DC gain to guarantee the accuracy re-
quirement; and a fast slew rate and large bandwidth to meet the speed demand.
The op amp performance also has an effect on the linearity of the S/H circuit,
and consequently the overall ADC dynamic performance. Beyond these, in order
to achieve a desirable signal-to-noise ratio (SNR), a large signal swing is required
at the output of op amp even in the low voltage environment.

In high-speed low-power applications, it is always desirable to use the single-
stage op amp architecture with the minimum transistor size whenever possible.
This is due to the high-speed, low-noise, low-power and stability characteristics
of the single-stage op amp. In practice, one of the challenges is that the DC gain
of the single-stage op amp is limited unless larger transistors are use to increase
the output impedance. However, a larger transistor size transfers into a lower
speed because of the parasitic capacitance load. Another problem associated
with single-stage op amp is the limited output signal swing due to the cascode
operation, which leads to a limitation on the SNR and linearity. These challenges
become more and more significant as the supply voltage and device size scale
down.

This paper proposes a mixed-mode S/H circuit that reduces the requirements
of op amp DC gain, slew rate, bandwidth, and output swing. The relaxation on
performance requirements enables the use of single-stage cascode op amp in low
voltage environment without degrading the system performance. The reduced
requirements are accomplished through a built-in comparator in the S/H circuit.
The aperture errors are minimized by time constant matching and digital error
correction logic.

2 The Op Amp in the S/H Circuit

The schematic of a conventional fully differential switched-capacitor S/H circuit
is shown in Fig. 1 [3]. In the sampling mode, switches S1, S2 and S4 are on
and S3, S5 off, the input signal is sample in CS and the feedback capacitor CF

is reset. At the end of the sampling mode, S2 turns off first, leaving the top
plate of CS floating to eliminate the signal-dependent charge-injection caused
by S1. Subsequently, S1, S4 turn off and S3, S5 turn on. The charges in CS are
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transferred to the feedback capacitor CF . The output is given by

Vout = Vin
CS

CF + CF +CS+Cin

A0

(1)

where Cin is the input gate capacitance of op amp and A0 is the op amp DC
gain. If A0 is large,

Vout ≈ Vin
CS

CF
(1 − 1

β · A0
) (2)

where β = CF /(CF + CS + Cin) is the feedback factor in the holding mode.
Equation (2) shows that there is a gain error of 1/(β · A0) due to the finite op
amp DC gain.
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Fig. 1: SC implementation of a sample-and-hold circuit.

Assume this S/H circuit was used in an N-bit ADC, for a full scale step
input, the output error due to finite op amp DC gain must be less than half
of the least-significant-bit (LSB) in order to avoid introducing any error to the
following pipeline stages This determines the minimum DC gain requirement of
the op amp, which is

A0 >
1
β
× 2N+1 (3)

Although an S/H gain error can be tolerated in some applications, the gain
error drift must be minimized, which requires a high op amp DC gain across
temperature and process corners.
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2.1 Op Amp DC Gain Variation with Input Signals

The op amp DC gain depends on input and output signal swing, which can be
illustrated by the differential amplifier shown in Fig. 2. In this amplifier, the
current difference ∆I = I+ − I− can be expressed as [4]

∆I =
1
2
µnCox

W1

L1
Vin

√
I

µnCox
W1
L1

− V 2
in

=
1
2
µnCox

W1

L1
Vin

√
4(VGS − VTH)21 − V 2

in

= µnCox
W1

L1
(VGS − VTH)1Vin ×

√
1 − V 2

in

4(VGS − VTH)21

= gm1Vin

√
1 − V 2

in

4(VGS − VTH)21
(4)

where L1, W1 and gm1 are the channel length, width and transconductance of
M1, respectively.

M1 M2

I

I+ I-

Vin

VB

Vout

M3 M4
VB1

Fig. 2: A differential amplifier.

The output impedance of the amplifier is ro1||ro3. Assume ro1 = ro3, the gain
of the amplifier equals to

A = ∆I
ro1

2
/Vin

= gm
ro1

2

√
1 − V 2

in

4(VGS − VTH)21

≈ A0(1 − V 2
in

8V 2
eff1

) (5)
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where A0 = gm1ro1/2 is the amplifier DC gain when the output is zero. Veff1 =
(VGS − VTH)1 is the input transistor overdrive voltage.

The discussion so far on the op amp DC gain dependence on input and
output signals has been based on the assumption that the output impedance ro

of MOS transistor in the saturation region is constant during signal swing. This is
approximately true for long channel device working at high voltage environment.
In short channel device, however, ro varies very much with the drain-to-source
voltage VDS . In saturation region, this dependence can be approximated as

ro =
2L

1 − ∆L
L

1
I

√
qNB

2εsi
(VDS − Vdsat) (6)

The variation of ro gives rise to nonlinearity in an op amp. The amount of
nonlinearity is heavily depends on how much the output signal swing, i.e. how
much the VDS changes. In addition, the transistor transconductance gm also
varies with VDS , which further exacerbates the op amp nonlinearity since the
voltage gain is determined by gm · ro1. This phenomenon becomes significant in
cascode op amp as VDS of the cascode devices change significantly during the
operation. The gm, ro, and voltage gain of an op amp vary with the output is
illustrated in Fig. 3, 4, and 5, respectively.

Because the voltage gain varies during the operation, the gain requirement in
(3) should be the gain when a largest output swing is applied. At this condition,
the required zero output op amp DC gain is usually much larger than (3).

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8
0

500

1000

1500

2000

2500

Vds (V)

ro

Fig. 3: gm variation with output.

2.2 Nonlinearity Errors

The nonlinearity of the op amp DC gain is an important cause of nonlinearity
errors in the S/H circuit. This harmonic distortion can be analyzed via charge
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Fig. 5: A0 variation with output.

conservation in a switched-capacitor circuit. If A0 in (2) is replaced with A in
(5), the transfer function of the S/H circuit in Fig. 1 can be written as

Vout ≈ Vin
CS

CF
(1 − 1

β · A )

≈ Vin
CS

CF
(1 − 1

β · A0
· 1
1 − V ′2

8V 2
eff1

) (7)

V ′ is the voltage at the op amp input, which can be approximated as

V ′ ≈ −Vout

A0
≈ −

Vin · CS

CF

A0
(8)
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Substitute (8) into (7), Vout can be expressed as

Vout ≈ Vin
CS

CF
[1 − 1

β · A0
· 1

1 + V 2
in

·(CS/CF )2

A2
0

]

≈ Vin
CS

CF
[1 − 1

β · A0
· (1 − V 2

in · (CS/CF )2

A2
0

)]

= Vin
CS

CF
(1 − 1

β · A0
) +

(CS + CF )3

β · A3
0

V 3
in (9)

Equation (9) indicates the dependence of the S/H nonlinearity on the input
signal. The above analysis doesn’t take into account the nonlinearity due the
device transconductance gm and output impedance ro variations with the output
swing. This also contributes a large amount of nonlinearity but its derivation is
tedious.

2.3 Op Amp Slew Rate and Bandwidth

The speed of an S/H circuit is determined by the settling time of the op amp
in holding mode. The op amp settling time can be divided into two phases as
shown in Fig. 6. The first phase is the nonlinear settling which is contributed by
the slewing behavior of the op amp. The second phase is the quasi-linear settling
which is contributed by the bandwidth of the op amp. For speed consideration,
the slewing phase should be minimized, which requires a high op amp slew
rate. The op amp with a high slew rate settles to the final value in the linear
settling phase. Therefore even if the op amp is not fully settled at the end of
the hold mode, there is only a linear error and an improvement of the dynamic
performance can be expected. Since the slew rate of the op amp is determined
by the output swing and the sampling frequency, a reduced output swing can
improve the S/H accuracy and linearity.

In the linear settling phase, the op amp output settles exponentially towards
its final value. If the op amp has one dominated pole and the second pole fre-
quency is much higher, the output of the S/H circuit in Fig. 1 can be expressed
as

Vout(t) = (1 − e−
t
τ )Vin

CS

CF
(10)

For the op amp incomplete settling introduced error to be less than LSB/2 of
an N-bit ADD, the minimum value of op amp time constant τ should be

τ <
1

2 · Fs · (N + 1) · ln2
(11)

where FS is sampling frequency. The time constant τ can be further related to
the op amp unity-gain bandwidth ωu as

τ =
1

β · ωu
(12)
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Fig. 6: Settling behavior of the op amp.

As a result, the op amp bandwidth requirement for an incomplete settling error
smaller than LSB/2 is

ωu >
2 · (N + 1) · Fs · ln2

β
(13)

3 The Mixed-Mode S/H Architecture

From above discussions, the variation of op amp DC gain with respect to the
output swing introduces both gain error and nonlinearity in an S/H circuit.
These errors become severe as the headroom left for the cascode device operation
decreases in a low voltage environment. Although the single-stage op amp is
preferred in high-speed applications, the error and nonlinearity often deprive its
use ability in low voltage environment.

In order to exploit the single-stage op amp in low voltage environment, we
propose a mixed-mode S/H circuit as shown in Fig. 7. One comparator is added
to the conventional S/H circuit. The S/H operation is controlled by two non-
overlapped clock phases, namely sampling phase φ1 and holding phase φ2. φ1a

is a copy of φ1 but with an earlier falling edge. During the sampling phase,
switches controlled by φ1 and φ1a are on, the sampling capacitor CS is charge to
Vin − Vos with the aid of the virtual ground formed by the op amp in the unity-
gain configuration. Vos is the offset voltage of op amp. Meanwhile, the feedback
capacitor CF is reset. The sampling phase ends at the falling edge of φ1a. At
the same clock edge, the comparator quantizes the input signal and generates
the digital output DOUT . Subsequently, φ1 turns off the input switches and the
bottom plate of CS is connected to either +Vref/2 or −Vref/2, determined by
the value of DOUT . The S/H circuit is in the holding mode and the op amp offset
is eliminated by the correlated double sampling [5]. As a result, for CS = CF ,
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Fig. 7: The proposed mixed-mode sample-and-hold circuit.

the transfer function of the mixed-mode S/H circuit is given as

Vout ≈ (1 − 1
β · A0

)[Vin + (−1)DOUT × Vref/2] (14)

where

DOUT =
{

1 for Vin ≥ 0
0 for Vin < 0 (15)

β = CF /(CF + CS + Cin) (16)

The sampled data is represented both in analog and digital forms. The trans-
fer curve of this mixed-mode S/H circuit is illustrated in Fig. 8. Also shown is
the one bit digital output send to the digital error correction logic. The dashed
line shows the transfer curve of the conversional S/H circuit in Fig. 1 with CS

equals to CF . As expected, the output swing of the proposed S/H circuit is the
half of the full scale input range. The reduced analog signal swing doesn’t de-
grade the SNR or stress the following pipelined stage since now the information
is stored both in analog and digital forms and the full scale range is maintained.

Although the full scale input is unchanged, the effective input signal to the
op amp is reduced by Vref/2 as can be seen in (14). Therefore, the maximum
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error introduced by finite op amp DC gain is FS/2βA0 in the proposed S/H
circuit. If this S/H circuit is used in an N-bit ADC, for gain error to be less than
LSB/2, we need

A >
1
β
× 2N (17)

which is 6 dB lower than the requirement for the conventional S/H circuit as
shown in (3). Although this configuration increases the error caused by finite op
amp gain when the input is in the vicinity of zero as shown in Fig. 8, this error
is still within the range of LSB/2 of the full scale. In addition, since the output
swing is reduced, the DC gain is more stable, therefore an improvement of the
S/H circuit linearity is expected.

-Vref

+Vref

+Vref /2

-Vref /2

Vin

VoutDOUT=0 DOUT=1

Fig. 8: The transfer curve of the proposed and conventional S/H circuit.

Since the output swing is halved, the required op amp unity-gain bandwidth
in the mixed-mode S/H circuit becomes

ωu >
2 · N · Fs · ln2

β
(18)

which is smaller compare to the requirement of conventional S/H circuit ex-
pressed in (13).

The analog output of the mixed-mode S/H circuit will be processed by the
following pipelined ADC stages. The 1-bit digital output will be combined with
ADC outputs to generate the final output. Fig. 9 shows an example of the mixed-
mode S/H circuit used in a 3-bit pipelined ADC. The S/H circuit has a 1-bit
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output F1. The final ADC digital output D2D1D0 is the combination of the S/H
output F1 and pipeline stages’ output F2F3F4F5.

Analog 
input

S/H Stage 1

Digital Error Correction

3 bits

1.5 bits 2 bits

Stage 2

1 bits

SH

SG1

SG2

Output

F1

F2 F3

F4 F5

D0D1D2

Fig. 9: The proposed S/H circuit used in a 3-bit pipelined ADC.

In a pipelined ADC, the op amp in the first pipeline stage has the most
stringent requirements. Another benefit of the mixed-mode S/H is that since
the output swing, which is the input of the first pipeline stage, is now reduced,
the op amp gain and slew rate requirements in this stage are also relaxed based
on the above observation.

Due to the additional comparator, in the sampling mode there are two signal
paths in this S/H circuit. One is formed by the sampling switch, the sampling
capacitor CS and the op amp. The other goes through the comparator. Because
of the time constant difference between these two paths, there exists a voltage
error, i.e. the sampling capacitor CS and the comparator see different input
signals. The voltage difference is known as aperture error and will be increased
with the input frequency. For an input signal of Vin = Vrefsin(2πfint), the
maximum slope of this signal can be presented as

dVin

dt
|max= 2πfinVref (19)

Assuming the unmatched time constant between the two signal paths is ∆τ , the
aperture error voltage, Ve, can be calculated as

Ve = 2πfinVref∆τ (20)

Despite the existence of the aperture error, particularly at high frequency
input, it is possible to minimize this error by matching the two signal paths in
terms of topology and time constant. Fig. 10 shows the two signal paths during
the sampling period. Instead of connecting the comparator directly to the input
signal, it is connected to the output of the sampling switch. Thus the two paths
see the same delay caused by the sampling switch. In addition, the op amp and
comparator both use the falling edge of φ1a to sample and quantize the input
signal.

In actual implementation, it is difficult to match these two signal paths par-
ticularly at high frequency due to parasitic components and second-order effects.
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Fig. 10: The two signal paths in the sampling mode.

However, based on the characteristic of pipelined ADCs, the aperture error due
to time constant mismatch can be treated as comparator offset error and elimi-
nated by the digital error correction logic.

Although op amp and comparator offset errors can be tolerated in pipelined
ADC by using digital error correction, these errors will increase the output swing,
occupy a large offset correction range, and degrade the effective of the mixed-
mode sampling technique. Therefore, in this design, auto-zero technique is used
for the op amp in the sampling mode to eliminate its offset error. This is realized
by connecting the op amp in the unity-gain configuration during the sampling
mode. The comparator does not employ the auto-zero configuration because of
the speed consideration. Otherwise the comparator has to quantize the input
signal during the hold mode, which leads to a higher op amp speed requirement,
or complicates the timing scheme that uses a shorter sampling phase to increase
the time slot for amplifying.

4 Building Blocks

4.1 Operational Amplifier

Because the mixed-mode sampling technique reduces the signal swing and relaxes
op amp gain and slew rate requirements, a gain-boosted single-stage telescopic
op amp is use in the proposed S/H circuit as shown in Fig. 11. Transistors
M1 ∼ M9 forms the main telescopic op amp. Transistors MB1 ∼ MB7 provide the
biasing voltages for the op amp. To improve the gain, transistors M10, M12 and
M11, M13 form two common-source amplifiers and introduce negative feedback
loops that make the source voltages of the common-gate transistors M3 and
M4 less sensitive to the output signal. The gain boosting circuit increases the
output impedance without adding more cascode devices. The gain boosting is
only applied to the NMOS cascode transistors. The output impedance of the
PMOS active load are increased by increasing the channel length of M7 and
M8 since the size of these two devices have less effect on the op amp frequency
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response. The overall DC gain of the gain-boosted telescopic op amp can be
shown as

A0 = gm1{[gm3ro3ro1gm10(ro10||ro12)]||(gm5ro5ro7)} (21)

Vcmfb

- Vout +VB2

VB3

VB1 Vin+ Vin-

IB
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M7 M8

M9M10 M11

M12 M13

MB1 MB2 MB3

MB4 MB5

MB6 MB7

VDD

GND

VB3

VB1

VB2

VB3

Fig. 11: The telescopic op amp with gain boosting.

It is clearly shown in (21) that the op amp DC gain depends on the transcon-
ductance of transistor M1 M3 M5 and output impedance of M1 M3 M5 M7. In
short channel devices, both gm and ro increase with VDS before the devices reach
drain-introduce barrier lowering (DIBL). In the mixed-mode S/H circuit, since
the op amp output swing was reduced, the gate voltages of M3 and M5 are made
high and low enough respectively to archive a higher DC gain. Fig. 12 shows the
dependence of DC gain on output swing simulated with the slow MOS model.
The simulation with the slow model gives the lowest available output swing
which is the worst-case for accuracy and linearity. The simulated op amp has a
DC gain of 64 dB, a phase margin of 70 degree and a unity-gain bandwidth of
1.1-GHz with 1-pF capacitive load as plotted in Fig. 13. The power consumption
of the op amp is 2.8-mW at 1.8-V supply voltage.

For stability and settling considerations, the gain boosting circuit doesn’t
have to be very fast as long as its unity-gain frequency can satisfy

βωum < ωug < ωnp (22)

where β is the close-loop feedback factor, ωum is the unity-gain bandwidth of the
main amplifier, ωug is the unity-gain bandwidth of the gain-boosting amplifier
and ωnp is the second-pole frequency of the main amplifier [6]. Special attention
is paid to the position of the pole-zero doublet introduced by the gain-booting
amplifier. Although this doublet does not deteriorate the op amp stability, it can
affect the op amp close-loop settling time [7].
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Fig. 12: Worst-case simulation of op amp gain variation.

1 00 1 01 1 02 1 03 1 04 1 05 1 06 1 07 1 08 1 09 1 01 0

freq (Hz)

7 0

6 0

5 0

4 0

3 0

2 0

1 0

0

−10

−20

G
ai

n 
(d

B
)

G
ai

n 
(d

B
)

25.0

0

−25.0

−50.0

−75.0

−100

−125

−150

P
ha

se
 (

de
g)

P
ha

se
 (

de
g)

 Gain 

 Phase 

freq (Hz)

Fig. 13: The op amp gain and phase plot.
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4.2 Comparator

The comparator used in the mixed-mode S/H circuit is shown in Fig. 14. The
differential pair M1 and M2 amplify the input signal and transistors M4 ∼ M7

form a regeneration latch. When φ1a is high, Vout+ and Vout− are reset to VDD

via M8 and M9. When φ1a goes low, the differential pair M1 and M2 compare the
input Vin+ and Vin− and generate voltage difference at the drain of transistors
M4 and M5. This voltage difference is amplified by the positive feedback of the
latch therefore Vout+ and Vout− goes to VDD or ground according to the input
voltages.

M3

M1 M2

M4 M5

M6 M7M8 M9

Vout+
Vout-

Vin+ Vin-

VBIAS

VDD

GND

a1φ a1φ

a1φ M10

Fig. 14: The comparator used in the S/H circuit.

The offset of this comparator can be expressed as

Vos = ∆VTH1,2 +
(VGS − VTH)1,2

2
(
∆S1,2

S1,2
+

∆R

R
) (23)

VTH1,2 is the threshold voltage mismatch of transistors M1 and M2. ∆S1,2 is the
physical dimension mismatch between M1 and M2. ∆R is the load resistance
mismatch, which is contributed by transistors M4 ∼ M7. The offset voltage in
this comparator is dominated by the mismatch between transistors M1 and M2.
The mismatches caused by other transistors are reduced by the gain of M1 and
M2. Besides increasing the size of M1 and M2, the offset can also be reduce by
decrease (VGS−VTH)1,2, which is controlled by the tail current of the differential
pair.

With manually introduced 20% device dimension mismatch, this comparator
has an offset voltage less than 7-mV in worst-case simulation. This comparator
achieves less than 300-pS regeneration time for a 1-mV differential input signal
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in the worst-case simulation. The power consumption is 0.4-mW at 1.8-V supply
voltage.

4.3 Bootstrapped MOS Switch

Besides the op amp, the input sampling switches also introduce nonlinearity due
to its signal-dependent on-resistance. In order to investigate the error introduced
by the op amp only. Bootstrapped MOS switches are used in the proposed S/H
circuit. Fig. 15 illustrates the bootstrapped switch circuit [8].

CLK

CLKM3

M1
M2

M4

M5 M6

M7

M8M9

MSVIN VOUT

C1

Fig. 15: The bootstrapped switch

The bootstrapped voltage is realized with the capacitor C1, which is pre-
charged to VDD during the switch-off period. At the switch-on period, C1 is con-
nected between the gate and source terminals of the switch MS via the switches
M1 and M4. As a result, a constant gate-to-source voltage of VDD applies to
MS , making its on-resistance independent of input signals.

5 Simulation Results

The proposed mixed-mode S/H circuit has been designed using a 0.18-µm CMOS
process and simulated at worst-cast corner with manually introduced 7-mV com-
parator offset. The simulation is performed at 200-MHz sampling frequency and
1.8-V supply. Under these conditions, the S/H circuit consumes 3.6-mW.

Fig. 16 illustrates the digital and analog outputs of the mixed-mode S/H cir-
cuit at 200MSample/s with a 1-VPP input sine-wave of 190-MHz (sub-sampling).
It can be seen that the output swing is less than 540-mV with the aperture error
and 7-mV comparator offset presented.

Plotting in Fig. 17 is the simulated SNDR, SFDR and THD as a function of
the input signal frequency while the S/H samples at 200-MHz. The mixed-mode
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Fig. 16: Output waveform at 200-MSample/s with 190-MHz input.
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Fig. 17: Dynamic performance of the mixed-mode S/H circuits at 200-MSample/s.
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Fig. 18: Output spectrum with 200-MSample/s and 90-MHz input.

S/H circuit exhibits a THD lower than -60 dB and SNDR larger than 59 dB,
i.e. better than 9-bit accuracy. The SNDR is larger than theory analysis in (17)
because the linear settling behavior of the op amp. Fig. 18 shows the FFT plot
of a 90-MHz input with 200-MSample/s, where about -61.2 dB THD and 59.5
dB SNDR are observed.

Table 1 summaries the simulated performance of the mixed-mode S/H circuit
and compared it with the conventional S/H circuit in Fig. 1. Both the gain error
and nonlinearity of the proposed mixed-mode S/H circuit are less than that of
the conventional S/H circuit using the same op amp and switches.

Table 1: S/H circuit performance summary and comparison

Design Mixed-Mode S/H Conventional S/H

Technology 0.18-µm CMOS 0.18-µm CMOS

Power Supply 0.18-V 0.18-V

Sampling Frequency 200-MHz 200-MHz

SFDR 62.5 dB @ 90-MHz input 55.2 dB @ 90-MHz input

THD -61.2 dB @ 90-MHz input -53.2 dB @ 90-MHz input

SNDR 59.5 dB @ 90-MHz input 49.4 dB @ 90-MHz input

Power Consumption 3.6-mW 3.1-mW
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6 Conclusion

In this paper, the design of a high-speed sample-and-hold circuit has been demon-
strated by simulation results at 200-MSample/s. The proposed S/H circuits ex-
hibits better linearity and lower power characteristic due to the mixed-mode
sampling technique. This technique enables the use of single-stage cascode ampli-
fier in the low voltage environment without degrading the dynamic performances
and linearity.
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Abstract. Highly scaled CMOS devices in the nanoscale regime would inevitably
exhibit statistical or probabilistic behavior. Such behavior is caused by process
variations, and other perturbations such as noise. Current circuit design method-
ologies, which depend on the existence of “deterministic” devices that behave
consistently in temporal and spatial contexts do not admit considerations for prob-
abilistic behavior. Admittedly, power or energy consumption as well as the asso-
ciated heat dissipation are proving to be impediments to the continued scaling
(down) of device sizes. To help overcome these challenges, we have character-
ized CMOS devices with probabilistic behavior (probabilistic CMOS or PCMOS

devices) at several levels: from foundational principles to analytical modeling,
simulation, fabrication, measurement as well as exploration of innovative ap-
proaches towards harnessing them through system-on-a-chip architectures. We
have shown that such architectures can implement a wide range of probabilis-
tic and cognitive applications. All of these architectures yield significant energy
savings by trading probability with which the device operates correctly—lower
the probability of correctness, the greater the energy savings. In addition to these
PCMOS based innovations, we will also survey probabilistic arithmetic—a novel
framework through which traditional computing units such as adders and multi-
pliers can be deliberately designed to be erroneous, while being characterized by
a well-defined probability of correctness. We demonstrate that in return for erro-
neous behavior, significant energy and performance gains can be realized through
probabilistic arithmetic (units)—over a factor of 4.62X in the context of an FIR

filter used in a H.264 video decoding—where the gains are quantified through
the energy-performance product (or EPP). These gains are achieved through a
systematic probabilistic design methodology enabled by a design space spanning
the probability of correctness of the arithmetic units, and their associated energy
savings.

1 Introduction and Overview

Device scaling, the primary driver of semiconductor technology advances, faces sev-
eral hurdles. Manufacturing difficulties in the nanometer regime yield non uniform de-
vices due to parameter variations, and low voltage operation makes them susceptible to
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perturbations such as noise [18, 25, 32]. In such a scenario, current day circuit design
methodologies are inadequate to design circuits, since they depend on devices with de-
terministic (in terms of their temporal behavior, since they are operated at high voltages)
and uniform spatial behavior. To design robust circuits and architectures in the presence
of this (inevitable) emerging statistical phenomena at the device level, it has been spec-
ulated that a shift in the design paradigm, from the current day deterministic designs to
statistical or probabilistic designs of the future, would be necessary [2].

We have addressed the issue of probabilistic design at several levels: from foun-
dational models [26, 27] of probabilistic switches establishing the relationship between
probabilistic computing and energy, to analytical, simulation and actual measurement
of CMOS devices whose behavior is rendered probabilistic due to noise (which we term
as probabilistic CMOS, or PCMOS devices). In addition, we have demonstrated design
methodologies and practical system-on-a-chip architectures which yield significant en-
ergy savings, through judicious use of PCMOS technology, for applications from the
cognitive, digital signal processing and embedded domains [3, 13]. In this paper we
present a broad overview of our contributions in the area of probabilistic design and
PCMOS, by surveying prior publications [3, 5, 6, 13, 26, 27]. The exception is our recent
work on probabilistic arithmetic, a novel framework through which traditional comput-
ing units such as adders and multipliers while erroneous, can be used to implement ap-
plications from the digital signal processing domain. Specifically, our approach involves
creating a novel style of “error-prone” devices with probabilistic characterizations—we
note in passing that from a digital design and computing standpoint, the parameter of
interest in a PCMOS device is its probability of correctness p—derived by scaling the
voltages to extremely and potentially undesirably low levels [19], referred to as over-
scaling.

The rest of the paper is organized as follows. In Section 2 we outline the founda-
tional principles of PCMOS technology based on the probabilistic Switch. In Section 3
we show approaches through which these abstract foundational models can be realized
in the domain of CMOS, in the form of noise susceptible scaled CMOS devices operating
at low voltages. The two laws of PCMOS technology using novel asymptotic notions
will be the highlights. To help with our exposition, it will be convenient to partition the
application domain into three groups (i) applications which benefit from (or harness)
probabilistic behavior at the device level naturally, (ii) applications that can tolerate
(and trade off) probabilistic behavior at the device level (but do not need such behav-
ior naturally) and (iii) applications which cannot tolerate probabilistic behavior at all.
We will briefly sketch our approach towards implementing PCMOS based architectures
for application categories (i) and (ii), in Section 4.1 and Section 4.2 respectively. In
Section 5, we describe probabilistic arithmetic. In Section 6, we outline other emerging
challenges such as design for manufacturability, and present a novel probabilistic ap-
proach towards addressing one such problem—the problem of multiple voltage levels
on a chip. Finally, in Section 7, we conclude and sketch future directions of inquiry.
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2 Foundational Principles

Probabilistic switches, introduced by Palem [27], incorporate probabilistic behavior as
well as energy consumption as first class citizens and are the basis for PCMOS de-
vices. A probabilistic switch is a switch, which realizes a probabilistic one-bit switching
function. As illustrated in Figure 1, the four deterministic one bit switching functions
(Figure 1(a)) have a probabilistic counterpart (Figure 1(b)) with an explicit probability
parameter (probability of correctness) p. Of these, the two constant functions are trivial
and the others are non-trivial. We consider an abstract probabilistic switch sw to be the
one which realizes one of these four probabilistic switching functions. Such elementary
probabilistic switches may be composed to realize primitive boolean functions, such as
AND, OR, NOT functions.
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Fig. 1. (a) Deterministic one bit switching functions (b) Their probabilistic counterparts with
probability parameter (probability of correctness) p

The relationship between probabilistic behavior—the probability with which the
switching steps are correct—and the associated energy consumed was shown to be an
entirely novel basis for energy savings [26]. Specifically, principles of statistical ther-
modynamics were applied to such switches to quantify their energy consumption, and
hence the energy consumption (or energy complexity) of a network of such switches.
While a switch that realizes the deterministic non-trivial switching function consumes
at least κt ln 2 Joules of energy [24], a probabilistic switch can realize a probabilistic
non-trivial switching function with κt ln(2p) Joules of energy in an idealized setting.
For a complete definition of a probabilistic switch, the operation of a network of proba-
bilistic switches and a discussion of the energy complexity of such networks, the reader
is referred to Palem [27].

3 The CMOS Domain: Probabilistic CMOS

Probabilistic switches serve as a foundational model supporting the physical realiza-
tions of highly scaled probabilistic devices as well as emerging devices. In the domain
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of CMOS, probabilistic switches model noise-susceptible CMOS (or PCMOS) devices op-
erating at very low voltages [6]. To show that PCMOS based realizations correspond to
abstract probabilistic switches, we have identified two key characteristics of PCMOS:
(i) probabilistic behavior while switching and (ii) energy savings through probabilis-
tic switching. These characteristics were established through analytical modeling and
HSpice based simulations [6, 19] as well as actual measurements of fabricated PCMOS
based devices.
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Fig. 2. (a) PCMOS switch (b) Representation of digital values 0 and 1 and the probability of error
for a PCMOS switch

For a PCMOS inverter as shown in Figure 2 (a), the output voltage (Vout) is prob-
abilistic, in this example, due to (thermal) noise coupled to its output. The associated
noise magnitude is statistically characterized by a mean value of 0 and a variance of
σ2. The normalized output voltage Vout

σ can be represented by a random variable whose
value is characterized a Gaussian distribution as shown in Figure 2 (b), where the vari-
ance of the distribution is 1. The mean value of the distribution is 0 if the (correct)
output is meant to be a digital 0, and Vdd

σ if the (correct) output is meant to be a digital
1. In this representation, the two shaded regions of Figure 2 (b) (which are equal in
area) correspond to the probability of error associated with this PCMOS inverter dur-
ing each of its switching steps. From this formulation, we determine the probability of
correctness denoted as p, by computing the area in the shaded regions and express p as

p = 1− 1
2
erfc

(
Vdd

2
√

2σ

)
(1)

where erfc(x) is the complementary error function

erfc(x) =
2√
π

∞∫
x

e−t2dt (2)

Using the bounds for erfc derived by Ermolova and Haggman [9], we have

p < 1− 0.28e−1.275
Vdd

2

8σ2 (3)
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Using this expression to bound Vdd and hence the switching energy 1
2CVdd

2 from
below, we have, for a given value of p, the energy consumed represented by

E(p, C, σ) > Cσ2

(
4

1.275

)
ln

(
0.28
1− p

)
(4)

Clearly, the energy consumed E is a function of the capacitance C, determined
by the technology generation, σ the “root-mean-square” (RMS) value of the noise, and
the probability of correctness p. For a fixed value of C = Ĉ and p = p̂, ẼĈ,p̂(σ) =

Ĉσ2
(

4
1.275

)
ln

(
0.28
1−p̂

)
. Similarly for fixed values of C = Ĉ and σ = σ̂, ÊĈ,σ̂ a function

of p alone: ÊĈ,σ̂(p) = Ĉσ̂2
(

4
1.275

)
ln

(
0.28
1−p

)
.

We will succinctly characterize these behavioral and energy characteristics of PC-
MOS switches using asymptotic notions from computer science [7, 14, 30] in the form
of two laws. The notion of asymptotic complexity is widely used to study the efficiency
of algorithms, where “efficiency” is characterized by the growth of its running time (or
space), as a function of the size of its inputs [7, 14, 30]. The O notation provides an
asymptotic upper-bound, where, for a function f(x) where x is an element of the set of
natural numbers

f(x) = O (h(x))

given any function h(x), there exist positive constants c, x0 such that ∀x ≥ x0, 0 ≤
f(x) ≤ c.h(x).

Similarly, the symbol Ω is used to represent an asymptotic lower-bound on the rate
of growth of a function. For a function f(x) as before,

f(x) = Ω (h(x))

whenever there exist positive constants c, x0 such that ∀x ≥ x0, 0 ≤ c.h(x) ≤ f(x). In
the classical context, the O and the Ω notation is defined for functions over the domain
of natural numbers. For our present purpose, we now extend this notion to the domain
of real numbers. For any y ∈ (α, β) where α, β ∈ {<+ ∪ 0}

ĥ(y) = Ωr (g(y))

whenever there exists a γ ∈ (α, β) such that ∀y ≥ γ, 0 ≤ g(y) ≤ ĥ(y). Intuitively,
the conventional asymptotic notation captures the behavior of a function h(x) “for very
large” x. Our modified notion Ωr captures the behavior of a function ĥ(y), defined in an
interval (α, β). In this case, ĥ(y) = Ωr(g(y)) if there exists some point γ in the interval
(α, β) beyond which 0 ≤ g(y) ≤ ĥ(y). Thus our current notion can be interpreted
to mean “the function ĥ(y) eventually dominates g(y) in the interval (α, β)”. In this
paper, we will use this asymptotic approach to determine the rate of growth of energy
described in Equation 4, as follows.
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Returning to the lower-bound from (4) using the novel asymptotic (Ωr) notation.
Again, fixing C = Ĉ and σ = σ̂, let us consider the expression Ĉσ̂2

(
4

1.275

)
ln

(
0.28
1−p

)
from Equation 4, and compare it with the exponential (in p) function, Ee

Ĉ,σ̂
(p) =

Ĉσ̂2ep. We note that, when p = 0.5,

Ĉσ̂2

(
4

1.275

)
ln

(
0.28
1− p

)
< Ee

Ĉ,σ̂
(p)

Furthermore, both functions are monotone increasing in p and they have equal val-
ues at p ≈ 0.87. Hence,

Ĉσ̂2

(
4

1.275

)
ln

(
0.28
1− p

)
> Ee

Ĉ,σ̂
(p)

whenever p > 0.87. Then, from the definition of Ωr, an asymptotic lower-bound
for ÊĈ,σ̂(p) in the interval (0.5, 1) is

ÊĈ,σ̂(p) = Ωr(Ee
Ĉ,σ̂

(p)) (5)

Let Eq

Ĉ,p̂
(σ) = Ĉ

(
4

1.275

)
ln

(
0.28
1−p̂

)
σ2. Referring to (4) and considering ẼĈ,p̂(σ)

for a fixed value of C = Ĉ and p = p̂, using the Ωr notation,

ẼĈ,p̂(σ) = Ωr

(
Eq

Ĉ,p̂
(σ)

)
(6)

Observation 1: For p ∈ (0, 1), whereas the function Ee
Ĉ,σ̂

(p) grows at least ex-

ponentially in p, for a fixed C = Ĉ and σ = σ̂, the function Eq

Ĉ,p̂
(σ), grows at least

quadratically in σ, for fixed values C = Ĉ and p = p̂
Then, from (5) and (6), we have

Law 1: Energy-probability Law: For any fixed technology generation determined
by the capacitance C = Ĉ and constant noise magnitude σ = σ̂, the switching energy
ÊĈ,σ̂ consumed by a probabilistic switch grows with p. Furthermore, the order of
growth of ÊĈ,σ̂ in p is asymptotically bounded below by an exponential in p since

ÊĈ,σ̂(p) = Ωr

(
Ee

Ĉ,σ̂
(p)

)
.

Law 2: Energy-noise Law: For any fixed probability p = p̂ and a fixed technology
generation (which determines the capacitance C = Ĉ), ẼĈ,p̂ grows quadratically

with σ since ẼĈ,p̂(σ) = Ωr

(
Eq

Ĉ,p̂
(σ)

)
.

Earlier variations of these laws [5, 6, 19] were implicitly based on the asymptotic
notions described here explicitly. Together these laws constitute the characterization of
probability and its relationship with energy savings in CMOS devices level. We will now
show how this characterization helps build architectures composed of such devices and
how energy savings as well as the associated performance gains can be extended up to
the application level.
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4 Implementing Applications Using PCMOS Technology

So far, we have summarized abstract models of probabilistic switches and their imple-
mentation and characterization in the domain of CMOS. To harness PCMOS technology
to implement applications, we now reiterate that we consider three application cate-
gories: (i) applications which benefit from (or embody) probabilistic behavior intrinsi-
cally, (ii) applications that can tolerate probabilistic and (iii) applications which cannot
tolerate statistical behavior.

4.1 Applications Which Harness Probabilistic Behavior

We will first consider applications from the cognitive and embedded domains which
embody probabilistic behaviors. Probabilistic algorithms are those in which computa-
tional steps, upon repeated execution with the same inputs, could have distinct outcomes
characterized by a probability distribution. A well known example of such an algorithm
is the celebrated probabilistic test for primality [29, 34].
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Fig. 3. The probabilistic truth table for a node in a Bayesian network with 37 nodes, where the
desired probability parameter p is represented parenthetically

In particular, the applications we have considered are based on Bayesian inference
[21], Probabilistic Cellular Automata [11], Random Neural Networks [12] and Hyper
Encryption [8]. For brevity, these algorithms will be referred to as BN, PCA, RNN and HE
respectively. Common to these applications (and to almost all probabilistic algorithms)
is the notion of a core probabilistic step with its associated probability parameter. An
abstract model of such a step is a probabilistic truth table. In Figure 3, we illustrate
the probabilistic truth table for a step in BN. Intuitively, realizing such probabilistic
truth tables using probabilistic switches built from PCMOS is inherently more efficient
in terms of the energy consumed when compared to those built from CMOS technology.
This is because of the inherent probabilistic behavior of the PCMOS switches.
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We have constructed probabilistic system on a chip (PSOC) architectures for these
applications, and as illustrated in Figure 4, probabilistic system on a chip architectures
are envisioned to consist of two parts: A host processor which consists of a conventional
low energy embedded processor like the StrongARM SA-1100 [16], coupled to a co-
processor which utilizes PCMOS technology and executes the core probabilistic steps.
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Algorithm
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Fig. 4. A canonical PSOC architecture

The energy-performance product or EPP is the chief metric of interest for evaluating
the efficiency of PSOC based architectures [3]; it is the product of the energy consumed,
and time spent in completing an application, as it executes on the architecture. Then,
for any given application, energy-performance product gain ΓI of its PSOC realization
over a conventional (baseline) architecture is the ratio of the EPP of the baseline denoted
by the symbol β, to the EPP of a particular architectural implementation I. We note in
passing that in the context of the baseline implementation, the source of randomness is
a pseudo-random number generator. ΓI is thus:

ΓI =
Energyβ × Timeβ

EnergyI × TimeI
(7)

When compared to a baseline implementation using software executing on a Stron-
gARM SA-1100, the gain of a PCMOS based PSOC is summarized in Table 1

Algorithm ΓI
Min Max

BN 3 7.43
RNN 226.5 300
PCA 61 82
HE 1.12 1.12

Table 1. Minimum and Maximum EPP gains of PCMOS over the baseline implementation where
the implementation I has a StrongARM SA-1100 host and a PCMOS based co-processor
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In addition, when the baseline is a custom ASIC realization (host) coupled to a
functionally identical CMOS based co-processor, in the context of the HE and PCA ap-
plications, the gain ΓI improves dramatically to 9.38 and 561 respectively. Thus, for
applications which can harness probabilistic behavior, PSOC architectures based on PC-
MOS technology yield several orders of magnitude improvements over conventional
(deterministic) CMOS based implementations. For a detailed explanation of the archi-
tectures, experimental methodology and a description of the applications, the reader is
referred to Chakrapani et. al. [3].

4.2 Applications Which Tolerate Probabilistic Behavior

Moving away from applications that embody probabilistic behaviors naturally, we will
now consider the domain of applications that tolerate probabilistic behavior and its
associated error. Specifically, we considered applications wherein energy and perfor-
mance can be traded for application-level quality of the solution. Applications in the
domain of digital signal processing are good candidates, where application-level qual-
ity of solution is naturally expressed in the form of signal-to-noise ratio or SNR. To
demonstrate the value of PCMOS technology in one instance, we have implemented
filter primitives using PCMOS technology [13], used to realize the H.264 decoding al-
gorithm [23].

As illustrated in Figure 5(b), the probability parameter pδ of correctness can be low-
ered uniformly for each bit in the adder; which is one of the building blocks of the FIR
filter used in the H.264 application. While this approach saves energy, the corresponding
output picture quality is significantly degraded when compared to conventional CMOS
based and error-free operation. However, as illustrated in Figure 5(c), if the probability
parameter is varied non-uniformly following the biased method described earlier [28],
significantly lower energy consumption can be achieved with minimal degradation of
the quality of the image [28]. Hence, not only can PCMOS technology be leveraged
for implementing energy efficient filters, but can also be utilized to naturally trade-off
energy consumed for application level quality of solution, through novel probabilistic
biased voltage scaling schemes [13, 28].

5 Probabilistic Arithmetic

Following our development of characterizing error in the context of probabilistic behav-
iors induced by noise and considering an adder as a canonical example,we will associate
a parameter δ, which indicates the magnitude by which the output of a computing el-
ement, an adder for example, can deviate from the correct answer before it is deemed
to be erroneous; thus, an output value that is within a magnitude of δ from the correct
value is declared to be correct. The rationale for this approach is that in several embed-
ded domains in general and the DSP domain in particular—a topic to be discussed in
some detail in the sequel—error magnitudes below a “tolerable”’ threshold, quantified
through δ, will be shown to have no impact on the perceived quality of an image. The
probability of correctness pδ of the probabilistic adder is defined, following the fre-
quentist notion, to be the ratio of the number of correct values of the output compared
to the total number of values.
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Note that our approach to realizing energy savings and performance gains is entirely
novel, and can be distinguished from similar aggressive and well-known approaches
to voltage scaling: Our approach is aimed at designing arithmetic elements that are
deliberately designed to function in an erroneous manner, albeit in a regime where such
erroneous behavior can be characterized through probabilistic models and methods.

5.1 Probabilistic Arithmetic Through Voltage Overscaling

It is well known that energy savings can be achieved through scaling down supply volt-
ages in a circuit. However, in the past, this approach resulted in increasing propagation
times, consequently lowering the circuit’s performance. Instead of avoiding bit errors
through conventional voltage scaling, we advocate a probabilistic approach through
voltage overscaling. We consider an approach here wherein the speed of the system
clock is not lowered, even as the switching speed of the data path is lowered by voltage
scaling.

Thus, source of error is caused by the gap between the values of the clock period,
γ, and the effective switching speed σ. To understand this point better, consider keep-
ing the system clock period, γ, fixed at 6ns in the context of a “probabilistic adder”;
throughout this paper, we will consider the ripple-carry algorithm [20] for digital ad-
dition. Now, consider that as a result of voltage overscaling, for a particular input, the
adder switches at a slower clock value of σ = 7ns, potentially yielding an incorrect
result when its output is consumed or read by the system every 6ns. Thus the output is
not completely calculated at 6ns (system clock speed) intervals since the adder takes
7ns to completely switch in this example. However, by lowering the operating voltage
of the adder and thus increasing σ, the energy consumption of the adder is lowered as
well. In this case, the relationship of interest is between the rate at which the output
value is incorrect and the associated savings in energy. As one would expect, error rates
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will be increased while yielding greater energy savings and this relationship will be
characterized in Section 5.2.

5.2 Energy Savings Through Overscaled PCMOS

Typically, the nominal clock rate for a computing element is set by allowing for the
worst case, critical path delay. However, the critical path is not active for most oper-
ational data sets, since the active path in the circuit is determined by the input data.
In order to maintain correct operation, all potential propagation paths must be consid-
ered and the system clock rate must accommodate this worst case. This results in a
clock period to delay (clock-to-delay) gap necessary to account for worst case. Voltage
overscaling, however, attempts to take advantage of this gap by trading deterministic
operation in exchange for energy savings.

Empirically Characterizing the Energy-Probability Relationship Through Bench-
marks To demonstrate the potential energy savings through overscaled PCMOS, we
consider an 18-bit ripple-carry adder, a 9-bit two’s-complement tri-section, array mul-
tiplier, and a 6-tap 9-bit FIR filter composed of adders and multipliers. In each of these
cases, we will execute three benchmark data sets: (i) uniformly distributed random
data, (ii) H.264 data from a low quality video source, and (iii) H.264 data from a
high quality video source. As seen in Table 2, all three cases show reductions in energy
consumption. However, H.264 data sets yield greater energy reductions when com-
pared to uniformly distributed data. This is due to the fact that H.264 video data tends
to have little variance and relatively infrequent output switching and as a result, only
small portions of the circuit are active on occasions when there is output switching.
As a result, the computation infrequently causes delays greater than the system clock
period.

Conversely, uniformly distributed data exercises all portions of the circuit because
of an associated larger variance. Accordingly, there is a smaller clock-to-delay gap and
as a result, the energy savings are lower for a given probability parameter p.

Table 2. Voltage Overscaled PCMOS Energy Savings for Benchmark Data Sets

Computing Element Benchmark pδ E(pδ) ∆pδ ∆E(pδ) pδ Sacrifice Energy Savings

Adder Uniform data 0.9999 0.88pJ 0.0001 2.59pJ 0.01% 75%

Enom = 3.47pJ Low Quality H.264 0.9993 0.62pJ 0.0007 2.85pJ 0.07% 82%

δ threshold = 127 High Quality H.264 0.9998 0.62pJ 0.0002 2.85pJ 0.02% 82%

Multiplier Uniform data 0.9998 8.30pJ 0.0002 11.73pJ 0.02% 59%

Enom = 20.03pJ Low Quality H.264 0.9549 2.11pJ 0.0451 17.92pJ 4.51% 89%

δ threshold = 127 High Quality H.264 0.9862 2.11pJ 0.0138 17.92pJ 1.38% 89%

FIR Uniform data 0.9999 102.89pJ 0.0001 34.67pJ 0.01% 25%

Enom = 137.56pJ Low Quality H.264 0.9998 37.37pJ 0.0002 100.19pJ 0.02% 73%

δ threshold = 255 High Quality H.264 0.9999 57.46pJ 0.0001 80.1pJ 0.01% 58%
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As in the case of PCMOS devices, the energy-probability relationship will be used
to characterize our design space. As an illustrative example, we will consider an 18 bit
ripple carry adder and its overscaled variants. The design space is characterized by three
dimensions. The probability parameter pδ , the energy and the relationship between γ
and σ. For example in Figure 6, consider a specific value of energy. For this fixed energy
budget, the probability of correctness is determined by the clock period of the circuit.
As a result of these three properties, there exists a 3-dimensional design space where
probability of correct output can be traded for energy savings and performance gains.
A plot of one possible design space for a PCMOS adder is shown in Figure 6.

Fig. 6. Energy/performance/probability tradeoff for an 18-bit, ripple-carry adder: at nominal
clock rate (11 ns period), at 1.8X faster clock rate (6 ns period), and at 3.7X faster clock rate
(3 ns period)

By extension, energy can be saved and performance improved by increasing the
error rate pδ . This novel approach to achieving significant energy savings are possible
since a “small” decrease in the probability of correctness can yield a disproportionate
gain in energy savings (Table 3) as well as in the associated EPP. This energy-probability
tradeoff is also characterized in Section 5.2 through the energy-probability or E-p re-
lationship of elemental gates used to realize probabilistic arithmetic. Through this re-
lationship, we provide a coherent characterization of the design space associated with
probabilistic arithmetic. Specifically, the design space is determined by the parameters
γ and σ yielding a probability parameter pδ , with an associated energy consumption
E(pδ).

Using this notion of probabilistic arithmetic primitives as building blocks, we im-
plement two widely used DSP algorithms: the fast Fourier transform (FFT) and the finite
impulse response (FIR) filter. As a result of the probabilistic behavior of the arithmetic
primitives, the associated DSP algorithm computations are also probabilistic. In this pa-
per, we show the EPP gains in the context of the FIR filter in Section 5.2, and extend it to
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Table 3. Probability of correctness and energy savings for a PCMOS adder

Benchmark pδ Degradation Energy Savings
Low Quality Video 0.07% 82%

demonstrate gains at the application level in the context of a movie decoded using this
filter based on the H.264 standard. Briefly, from the perspective of human perception,
the degradation in quality is negligible whereas the gains quantified through the EPP
metric were a factor of 3.70X as presented in Section 5.2).

There are several subtle issues that have played a role in this formulation, notably
the ability to declare a phenomenon—the behavior of adder in our case—to be prob-
abilistic based on aposteriori statistical validation. A detailed analysis is beyond the
scope of this discussion, and the interested reader is referred to Jaynes’s excellent treat-
ment of this topic [17].

Case Study of an FIR To analyze the value and the concomitant savings derived from
voltage overscaled PCMOS, we have evaluated H.264 video decoding algorithm. Motion
compensation is a key component of the H.264 decoding algorithm. Within this motion
compensation phase a six-tap FIR is used to determine luminosity for the H.264 image
blocks using 1, −5, 20, 20, −5, and 1 as the coefficients at taps [0..5] respectively.
Video data from a low quality source (military video of ordnance explosion) and a
high quality source (video from the 20th Century Fox movie XMen 2) were used for
experimentation.

Experimental Framework First, the FIR was decomposed into its constituent adder
and multiplier building blocks. These building blocks were then decomposed into full
adders classified by type and output loading. Each full adder class was then simulated
in HSpice for all input state transitions that result in an output state transition. This was
repeated for both the sum and carry out bits of the full adder classes, and the resulting
output transition delays were then summarized into a transition-delay lookup table. All
input state transitions that did not result in an output state transition were considered
to have no delay. HSpice simulation was then repeated with 1000 uniformly distributed
random input combinations for each full adder class to determine average switching
energy.

Building on this HSpice model and using a C-based simulation, benchmark data
was used and using the current and previous states for both input and output at each full
adder, the delay is estimated for each model using the look-up table previously devel-
oped using the HSpice simulation framework. Individual full adder delays were further
propagated to building block outputs, which were then propagated to FIR outputs and
compared to a specified clock period γ. Any FIR output delays violating timing con-
straints were considered to be erroneous and the appropriate bit was deemed incorrect
and forced to be erroneous. The results of the outputs of the FIR filter in the fully func-
tional context is then compared to those derived from overscaling to determine pδ and
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SNR. Energy consumption was determined by adding the energy of each individual full
adder comprising the FIR and the results were compared to conventional operation (at a
supply voltage Vdd=2.5V ). The overall delay in the FIR filter was determined by maxi-
mum propagation delay calculated as the sum of worst case delays for each full adder
in the critical path.

Finally, H.264 decoding was performed using a program written by Martin Fiedler.
The original code was modified to inject bit-errors determined by the C simulation
described above. The resulting decoded frames were then compared to originals to de-
termine SNR. Energy consumption was calculated as the FIR energy consumption for
the specific voltage overscaling scheme employed.

FIR Results As shown in Figure 7, voltage overscaled PCMOS operation yielded a 47%
reduction in energy consumption with a 2X factor increase in performance, resulting in
an EPP ratio of 3.70X for high quality video. We also consider a low quality military
video, where the primary requirement is object recognition, and larger gains in energy
savings and performance are possible. Thus, voltage overscaled PCMOS operation yeilds
a 57% reduction in energy consumption and 2.19X factor increase in performance gain
with an EPP ratio of 4.62X in this case where the quality of the output video is not as
significant as the high quality case.
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Fig. 7. Application level impact of our approach on high quality H.264 video comparing voltage
scaled PCMOS [bottom](with an EPP ratio of 3.70X) to the original H.264 frames [top]

6 Related work and Some Implementation Challenges

The use of voltage scaling in an effort to reduce energy consumption has been explored
vigorously in previous work [4, 22, 36, 37]. In each of these papers, increased propa-
gation delay was considered the primary drawback to voltage overscaling. To main-
tain circuit performance and correctness while simultaneously realizing energy savings
through voltage scaling, several researchers employ the use of multiple supply voltages
by operating elements along the critical path at nominal voltage and reducing supply
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voltages along non-critical paths [4, 22, 36, 37]. Supply voltage scheduling and its in-
terplay with path sensitization along with task scheduling has been studied as well [4,
22, 36].

Offering a contrasting approach, in [15, 33, 35], propagation delay errors are re-
moved through error correction in a collection of techniques named “algorithmic noise-
tolerance (ANT)”. In [15], difference-based and prediction-based error correction
approaches are investigated and in [35], adaptive error cancellation (AEC) is employed
using a technique similar to echo cancellation. In [33], the authors propose reduced
precision redundancy (RPR) to eliminate propagation delay errors with no degradation
to the SNR of the computed output. Our work can be distinguished from all of these
methods through the fact that our designs permit the outputs of the arithmetic units to
be incorrect, albeit with a well-understood probability.

The actual implementation and fabrication of architectures that leverage PCMOS
based devices poses further challenges. Chief among them is “tuning” the PCMOS de-
vices, or in other words, controlling the probability parameter p of correctness. Addi-
tionally, the number of distinct probability parameters is a concern, since this number
directly relates to the number of voltage levels [6]. We make two observations aimed
at addressing these problems: (i) Having distinct probability parameters is a require-
ment of the application and the application sensitivity to probability parameters is an
important aspect. That is, if an application uses probability parameters p1, p2, p3, for
example, it might be the case that the application level quality is not affected when only
two distinct values, say p1, p2 are used. This, however can only be determined experi-
mentally and is a topic being investigated. (ii) Given probability parameters p1 and p2,
other probability parameters might be derived through logical operations. For example,
if the probability of obtaining a 1 from a given PCMOS device is p and the probability of
obtaining a 1 from a second PCMOS device is q, a logical AND of the output of the two
PCMOS devices produces a 1 with a probability p.q. Using this technique, in the context
of an application (the case of Bayesian inference is used here), the number of distinct
probability parameters may be drastically reduced. Since the probability parameter p
is controlled through varying the voltage, this, in turn reduces the number of distinct
voltage levels required and is another topic being investigated.

7 Remarks on Quality of Randomness and Future Directions

In any implementation of applications which embodies probability, the quality of the
implementation is an important aspect apart from the energy and running time. In con-
ventional implementations of probabilistic algorithms—which utilize hardware or soft-
ware based implementations of pseudo random number generators to supply (pseudo)
random bits,—it is a well known fact that random bits of “low quality” affect applica-
tion behavior, from the correctness of Monte Carlo simulations [10] to the strength of
encryption schemes. To ensure that application behavior is not affected by low qual-
ity random bits, the quality of random bits produced by a particular strategy should be
evaluated rigorously. Our approach to determine the quality of random bits, is to use
statistical tests to determine the quality of randomness. To study the statistical proper-
ties of PCMOS devices in a preliminary way, we have utilized the randomness tests from
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the NIST Suite [31] to assess the quality of random bits generated by PCMOS devices.
Preliminary results indicate that PCMOS affords a higher quality of randomness; a fu-
ture direction of study is to quantify the impact of this quality on the application level
quality of solution.
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Abstract. Technology scaling has traditionally offered advantages to
embedded systems in terms of reduced energy consumption and die cost
as well as increased performance, without requiring significant additional
design effort. Scaling past the 45 nm technology node, however, brings a
number of problems whose impact on system level design has not been
evaluated yet. Random intra-die process variability, reliability degrada-
tion mechanisms and their combined impact on the system level para-
metric quality metrics are prominent issues that will need to be tackled
in the next few years. Dealing with these new challenges will require a
paradigm shift in the system level design phase.

1 Introduction

Embedded system design is especially demanding and challenging in terms of
requirements that need to be satisfied, e.g. real-time processing, cost effective-
ness, low energy consumption and reliable operation. These requirements have
to be properly balanced until a financially viable global solution is found. Novel
mobile multimedia and communication applications pose extremely severe re-
quirements on the amount of storage, processing and functionality capabilities
of the system. Near future embedded systems will have to combine interactive
gaming with advanced 3D and video codecs together with leading edge wireless
connectivity standards, like software defined radio front-ends and protocol stacks
for cognitive radio. This will increase the platform requirements by at least a
factor of 10. Meanwhile, battery capacity is only increasing by about 7% per year
and users demand longer times between battery recharges. Optimizing any one
of these requirements by compromising on another is a rather straightforward
design task. However, in embedded system design the solution must obey the
constraints in all four requirement axes.

Products containing some sort of embedded system implementation targeting
safety critical applications (i.e. advanced braking systems and traction control
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of modern cars, biomedical devices, etc.) impose aggressive constraints on the
design of embedded systems, especially in terms of meeting reliability and fail-
safe operation targets during the guaranteed product lifetime. This translates
onto very low field return targets during that time, since failures can lead to
dire financial consequences or catastrophic results. On the other hand, systems
that belong to the low end consumer electronics market are also subject to tight
lifetime and reliability targets. They are usually deployed in very large volume,
thus even a small percentage of failures can lead to a large amount of field returns
that cost both financially and in consumer loyalty and in company image. For
all these reasons fail-safe reliable operation throughout a guaranteed product
lifetime becomes a strategically important property for the design of embedded
systems.

Technology scaling has traditionally enabled improvements in three of the
design quality metrics: increased processing performance, lower energy consump-
tion per task and lower die cost. Reliability targets were also guaranteed at the
technology level by using well controlled processes and well characterized mate-
rials. Unfortunately this “happy scaling” scenario where technology and design
could be kept decoupled is coming to an end [1]. New technologies become far less
mature than earlier ones, e.g. the nanometer range feature sizes require the intro-
duction of new materials and process steps that are not properly characterized by
the time they start being used in commercial products, leading to potentially less
reliable products. On the other hand, progressive degradation instead of abrupt
failure of electrical characteristics of transistors and wires becomes reality as an
intrinsic consequence of the smaller feature sizes and interfaces as well as increas-
ing electric fields and operating temperatures (see [2] and its references). Effects
considered as second-order in the past, become a clear threat now for the correct
operation of the circuits and systems since they start affecting their parametric
features (e.g., timing but also energy dissipation) while the functionality remains
unaltered. Moreover, as we show in this work, the combined impact of manufac-
turing uncertainty (e.g. process variability) and reliability degradation results in
time-dependent variability. The electrical characteristics of the transistors and
the wires will vary statistically in a spatial and a temporal manner, directly
translating into design uncertainty during fabrication and even during operation
in the field, especially as a function of the application’s functionality influence
in the system as such. Unfortunately, current reliability models based on tradi-
tional worst case stress analysis are not sufficient to capture these more dynamic
system level interactions, resulting in over-pessimistic implementations [2]. Re-
search in fully integrated analysis models (from technology to full system) is
urgently needed.

On the solution side, a number of conventional techniques already exist for
dealing with uncertainty. However, most of them rely on the introduction of
worst-case design slacks at the process technology, circuit and the system level
in order to absorb the unpredictability of the transistor and interconnect per-
formance and to provide implementations with predictable parametric features.
But trade-offs are always involved in these decisions, which result in excessive
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energy consumption and/or cost leading to infeasible design choices. From the
designers perspective reliability degradation mechanisms manifest themselves as
time-dependent uncertainties in the parametric performance metrics of the de-
vices. In the future sub 45 nm regime, these uncertainties would be way too high
to be handled with existing worst-case design techniques without incurring sig-
nificant penalties in terms of area/delay/energy. As a result, reliability becomes
a great threat to the design of reliable complex digital systems-on-chip (SoC)
implementations. We believe this will require the development of novel reliability
models at all three levels, namely device, circuit and system level. They should
be capable of capturing the impact of the application functionality on the sys-
tem as well as new design paradigms for embedded system design in order to
build reliable systems out of technology which will be largely unpredictable in
nature. This problem cannot only be solved at the technology and circuit level
anymore. A shift toward Technology-Aware Design solutions will be required to
keep designing successful systems in future aggressively scaled technologies.

2 Reliability Degradation Mechanisms for Scaled
Technology Nodes

Reliability has always been a concern in the technology development community.
In the past decades however, technology scaling involved shrinking the feature
sizes of transistors and wires as well as the supply voltage with minimal inter-
vention on the materials used. The available reliability margins were quite large
and guaranteeing a life time of ten years for each of the transistors in the design
was a feasible target, even under worst-case assumptions on the operating con-
ditions. Furthermore, the first transistor to break in the die has been assumed to
render the entire die non-functional which is another worst-case assumption that
reliability engineers have always made in order to guarantee life-time under all
circumstances. Still these conditions were based on reasonable assumptions. But
scaling toward Deep Deep Sub-Micron (DDSM) technology nodes is not busi-
ness as usual. Along with feature miniaturization, process technologists have also
introduced a number of novel materials and process steps in the leading edge
manufacturing processes. Examples include the high-k materials used for the
transistor gate insulation from the channel, the low-k materials for the imple-
mentation of the dielectrics in the metal stack, the re-introduction of copper for
the implementation of interconnect wires a couple of technology nodes ago etc.
Characterizing these materials and their interactions for reliability degradation
mechanisms is an extremely complex task. Typically they are used in commer-
cial processes before full understanding of the physical degradation mechanisms
is available. At the same time, the supply voltage scaling has been saturating
in order to keep enough headroom between the transistor threshold voltage and
the supply voltage hence increasing the electric fields and stress conditions for
these devices. Furthermore, effects that in the past have been considered second
order are now becoming a clear threat for the parametric and functional oper-
ation of the circuits and systems in near future technologies. Examples include
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soft-breakdowns (SBD) in gate oxide of transistors (especially dramatic in high-k
oxides) [2], Negative Bias Temperature Instability (NBTI) issues in the thresh-
old voltage of the PMOS transistors [3], Electro-Migration (EM) problems in
copper interconnects [4], breakdown of dielectrics in porous low-k materials [5],
etc.

The net result is that it becomes increasingly difficult to guarantee the life
time of transistors and wires for new technology nodes, as will be discussed in
the remainder of this section. Apart from the reliability mechanisms, transistors
and wires are also subject to manufacturing imperfections which lead to static
manufacturing time variability. This is also aggravated by novel transistor ar-
chitectures. The development of FinFETs is a good example. Variability due to
random dopant fluctuations can be severely reduced by alleviating or reducing
the need of dopant atoms in the channel. But implementing FinFETs in a stable
and reliable process requires the controlled and precise manufacturing of very
complex three-dimensional structures (fins), which leads to a significant increase
in the variability contribution due to line edge roughness in all three dimensions.

NBTI effects [6, 3] in PMOS transistors and (Soft) gate oxide Break-Downs
(SBD) in NMOS transistors [7] are becoming two of the most important sources
of progressive degradation of electrical properties of devices in DDSM technolo-
gies. Thinner equivalent gate oxides, due to dimension scaling, and a deficient
supply voltage scaling are leading to higher electrical fields in the oxide inter-
faces, hence in larger tunneling currents that degrade the electrical properties
of the oxide, resulting in electric traps in the interfaces. These traps translate in
both NBTI and SBD effects. NBTI appears as a progressive drift of the thresh-
old voltage of the PMOS transistors over time, which can partially be recovered
once the negative voltage stress between the gate and the drain/source becomes
zero or positive. SBD appears when enough traps align in the gate dielectric. A
conducting path is created resulting in “micro” tunneling currents through the
gate. After some time the path created will “burn out” leading to an electrical
short or Hard Break-Down (HBD) resulting in a catastrophic failure of the tran-
sistor. The transition from the initial conducting path to the HBD is not abrupt,
the gate leakage current will start to progressively increase long before the HBD
actually occurs (Fig. 1). Moreover, changes of the stress conditions due to the
application usage of the platform, like activity, and the way this is translated
into operating conditions of the devices and wires will also have a major impact
on the actual dynamics of the degradation phenomena.

Similar effects are predicted for wires from the 45nm technology node on.
Both electro-migration in the metal wires and reliability problems in the di-
electrics between them are becoming serious concerns for guaranteeing correct
and reliable operation during a specified product lifetime. The ever decreasing
widths of the local wires combined with the slowing scaling of the supply voltage
lead to an increase in current densities along technology nodes, which is accel-
erating electro-migration problems not only in aluminum but also in the more
robust copper interconnects [4]. The problem is not alleviated by assuming a
decreasing fan-out condition which would provide a temporary partial solution
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Fig. 1. Wear-out and breakdown model for normal (SiON) and high-k (HfO2) gate
oxides [8]

to current densities control. For relatively long local and intermediate inter-
connects even though the current densities can increase due to large fan-outs,
electro-migration is not a considerable problem. System-on-Chip level commu-
nication typically has more relaxed constraints on energy consumption per task
and performance. Local interconnects, on the other hand, which are used to
implement processing elements or local communication between processors and
local memories/caches have all the fore-mentioned stringent constraints. Guar-
anteeing real-time performance and improving density in order to minimize area
(die cost) leads to the minimization of the lateral dimensions of the wires [9].
These conditions significantly speed up the electro-migration mechanism in this
context.

Similar to SBD effects in transistors, electro-migration is also translated to
a progressive degradation of the associated resistance of the wire. The thin-
ner the wire is, the earlier the degradation will start [4] (see Fig. 2). This is
aggravated by asymmetries in the printed interconnect features, such as connec-
tions between wires and vias. Interfaces between different materials across the
conducting path are especially susceptible to electro-migration problems. Also
irregularities in the critical dimensions of the interconnects, due to Line Edge
Roughness [10] as a consequence of sub-wavelength lithography, will make the
whole metal structure far more vulnerable to electro-migration problems. This
can lead to uncontrollable (location- and impact-wise), random hot-spots.

A similar case can also be drawn for breakdowns in the dielectrics in the
interconnect stack, where the wire pitch is reducing in each new technology node.
This leads to reduced thicknesses of the dielectrics between metal wires, while
the supply voltage does not reduce at the same pace. As a result the main figure
of merit for reliability, Mean Time To Failure (MTTF), drastically reduces [5]
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Fig. 2. EM signature in narrow lines (<120 nm line width) [4]

(see Fig. 3). The reason is the combination of the increasing electric fields in
active wires due to the insufficient voltage scaling and the introduction of low-k
dielectric materials for improving the RC delay of wires based on less electrically
robust porous materials. Even when this failure phenomenon manifests itself as
catastrophic without an explicit progressive degradation phase, the number of
dielectric breaks over time and the time to first break becomes less predictable
than earlier. Imperfections of the low-k dielectric material, like granularity of
the material grains and/or air gaps, are dramatically increasing the uncertainty
on the actual useful life-time of the product.

Fig. 3. Reliability targets and projected MTTF in advanced Cu-low-K materials [5]
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3 The Impact of Reliability Degradation Mechanisms
on the Circuit Level Performance Metrics

For a proper evaluation of the impact that the fore-mentioned reliability prob-
lems have in circuit and system design, it is not sufficient to have models rep-
resenting the mechanism and effect of a particular reliability effect in a single
device or interconnect. Not even considering possible interactions with other re-
liability phenomena is sufficient, e.g. studying the combined impact of NBTI and
SBD effects in the behavior of an SRAM cell [11]. The real problems need to be
evaluated in the context of the particular circuit where the device/interconnect
subject to degradation is situated. The fact that a progressive degradation effect
may manifest mildly when looking at each single transistor/wire separately does
not provide any information about its impact on the circuit level performance
metrics. For instance, oxide breaks manifest themselves as a slight increase in
the total gate leakage [12] that may not have strong impact on the transistor
current-voltage characteristics [8], since the drain current does not change signif-
icantly at the moment the soft oxide breakdown occurs. However, when looking
to the interaction that the gate current increase may have with the circuit op-
eration, although small, it can affect the parametric figures of the circuit by
affecting the current of another device whose drain is connected to that gate. A
typical example where small changes in the gate current of a single transistor
can cause major problems at the circuit level are SRAM sense amplifiers or other
circuits that work under a common mode rejection mode. Affecting the bias con-
ditions of one of the transistors even slightly may have detrimental effects for
the functionality of the circuit. Different types of circuits are much more robust
toward breakdowns, for example ring oscillators can tolerate hard breakdowns
on several of their transistors before they stop oscillating at the specified fre-
quency [13]. This means that in order to evaluate the impact that reliability
degradation mechanisms have on the circuit level performance metrics we need
analysis and modeling tools that can take into account the context where the
affected transistor/wire is operating in.

In the general case, the gate leakage current of FETs can either impede or
favor the charging/discharging process of the output node of a gate leading to
longer/shorter delays. In terms of equivalent SBD resistance, previous research
has predicted that it is in the order of several hundred kilo-Ohm and above for
sub-45nm technologies [14]. Furthermore, the extra leakage contributes directly
to the increase of total energy consumption. A lower than nominal voltage swing
can be observed at the gate of the output node, due to the soft oxide breakdown
induced gate leakage. Such a voltage swing then slows down the downstream
logic driven by the defective gate [15]. Delay degradation induced by such a
defect has already been observed in simple logic NOR/NAND gates and small
data-paths (full adder)[15, 16].

Apart from the standard logic gates, it has recently been shown that SBDs
in the NMOS transistors of SRAM components can also bring shifts in their per-
formance. The energy and delay of both sense amplifiers and individual SRAM
cells are dramatically affected by having a single SBD in one of their transistors.
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A variation of 36% in energy and 22% in delay is reported for the sense amp
and a similar variation is reported in the SRAM cell parametric (energy/delay)
operation [14]. The amount of drift is mainly due to the impact of soft oxide
breakdown on the internal feedback loops of these sub-circuits. Similar to com-
binational logic, the infected feedback loop can also reduce/increase the delay
of the actual component. Such drifts come from the second-order interactions of
the gate leakage increase enabled via the circuit topology and a more significant
variation in the circuit parametric figures is also expected when the soft gate
oxide breakdown starts affecting the first order characteristics of the device. The
actual behavior of the associated sub-circuit under SBD effect is more difficult
to model than those of logic gates because of these feedback loops.

Moreover, these complex interactions exhibit a multiplicative effect when
considered in combination with random intra-die process variability. The time
dependent nature of the degradation effects and the uncertainty in the initial
parametric figures due to variability lead to time dependent variability that is
very difficult to predict and control by countermeasures that are only based on
design time analysis and solutions. Given that the breakdown resistance value
and location are random in nature [7], it is reasonable to expect a more dramatic
impact of this combined effect on the energy and delay of the SRAM in the
DDSM era. Figure 4 illustrates the increase in the uncertainty ranges of the sense
amplifier performance metrics when a single soft break-down is considered in one
of its transistors. The delay and energy consumption ranges increase by more
than a factor of two. This additional uncertainty largely prohibits the designers
to predict the run-time circuit behavior at design time. Thus it is impossible to
steer circuit level optimizations, e.g. timing slacks, device sizing decisions, etc.,
that make the circuit robust enough to both effects combined.
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In the case of a complete SRAM cell matrix the conclusion is quite different.
Only the access delay is greatly affected by SBDs, while the associated access
energy is only marginally influenced. The matrix consists of a very large number
of cells, where a few of them are accessed in parallel in every memory read or
write operation. The matrix static energy consumption is an accumulation of
the static energy of all the cells, so a change in the leakage current of one of the
transistors in the matrix is unlikely to impact the total static energy consump-
tion significantly. Dynamic energy consumption also exhibits the same trend.
The impact on break downs on the dynamic energy consumption of the matrix
is also rather small. In the case of delay, however, things are quite different. The
break downs have a significant impact on the relative driving strengths of the
transistors in the cross-coupled inverter pair, which leads to a significant impact
on the delay of reading or writing the activated cells. Transistor level simulations
have been carried out to evaluate the impact of soft break downs on the main
performance metrics of the SRAM matrix. The difference in dynamic and static
energy consumption of the matrix incurred by injecting soft break downs in four
individual transistors is around 1%, so it is indeed negligible. The impact of these
break downs on delay however are much larger. The standard deviation on the
read delay is about 20% of the nominal, while it increases to 60% in the case of
the write delay. In addition, the number of soft breakdowns present in the matrix
also affects the variation range and distribution of the matrix delay. Such effects
can be clearly observed in Fig. 5 which shows the cumulative density functions
of the cell matrix delay in the case of one, two or three individual transistors
suffering SBDs. The results are obtained via transistor-level simulations of the
matrix assuming negligible process variability. The slopes of the cumulative func-
tions indicates the degree of uncertainty, the “slower” the slope the larger the
uncertainty and vice versa. Initially no break downs have occurred and the delay
of the matrix is completely deterministic. For an increasing number of SBDs it is
interesting to note that the delay variation range increases and leads to a more
evenly distributed delay over the range. But the mean value of the delay also
shifts for a different number of break downs. Moreover, in this case of an SRAM
matrix, additional SBDs always increase the mean and the second moment of
the delay distribution. The conclusion for this example is that both delay and
spread deteriorate for each new SBD suffered. The mechanism behind this is
simply due to the increasing interactions between SRAM sub-circuits that have
suffered a SBD. For instance, the interaction between a defective SRAM cell and
sense amp in the same column during the read operation not only increases the
delay variation range, but also leads to a larger uncertainty in delay. Adding
the impact of random process variability on delay on top of the fore-mentioned
figures gives a perspective on the scale of the real problem. The circuit topology
and context are extremely important in determining which circuit metrics will
be influenced by degradation mechanisms and which will be unaffected.

Finally, the effect of the application running on the hardware and conse-
quently the bit-level activity that defines the operating voltages of the devices
and interconnect is essential to fully characterize the actual impact that the
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Fig. 5. Cumulative distribution of SRAM matrix delay variation under SBD

reliability effects will have in the time-dependent parametric variations of the
system. Trying to characterize this impact at design time becomes extremely
difficult, if not impossible in sub-45 nm technologies using existing commercial
tools and design flows. Todays worst case analysis and system design paradigms
are breaking down in the presence of the increasing dynamism which is present
in the modern application in both the multimedia and wireless domains. The
way reliability problems appear within the circuit is a rather random process
and it depends on the actual operating conditions: time, temperature and stress
voltages [7]. This is especially true for large circuit and systems featuring many
transistors which can undergo significantly different stress conditions when exe-
cuting dynamic applications. The actual location of the progressive defect and
severity degree is hard to estimate at design time in this case. Moreover due to
the varying nature of the stress induced by the application the defect genera-
tion rate also becomes very difficult to capture unless this is done at operation
time (run-time). These facts simply indicate that innovation in circuit and sys-
tem level design and analysis has to take place to counteract the impact that
progressive parametric degradation mechanisms will have in the actual useful
life-time of the system.

For the past decades variations have always existed on critical parameters
during the design and operation of electronic systems. The most common such
parameters are temperature, activity and other operating conditions. The cir-
cuits must always operate within the specified performance constraints for a
given range of temperature and humidity conditions. In recent years, variations
have also been observed in the electrical parameters, like capacitance, drive cur-
rent etc., of the transistors and wires due to tolerances during the processing
of the wafers. The conventional solution for dealing with these variations is to
incorporate worst-case margins so that the circuit will always meet the target
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constraints under all possible specified conditions. The minimum and maximum
value of each varying parameter is characterized and the combinations of these
values for all the parameters form the corners of the parameter space which de-
fines the working conditions of the design. Designers typically tune their designs
to meet the performance constraints for all the corner-points, this technique is
called corner-point analysis.

This technique is still widely used in the industry, but it suffers from a number
of disadvantages. The corner points are usually very pessimistic; it is extremely
unlikely that all the parameters will have their maximum or minimum values si-
multaneously. Thus, the design margins required to make the circuits operational
under all corner conditions are excessive. Furthermore, the number of parameters
affected by time-dependent variability becomes very large. This means that cir-
cuit designers will have to deal with parameter spaces of many dimensions and
extremely large numbers of corner points. Finally, corner-point analysis tech-
niques cannot handle the impact of intra-die time-dependent variability, which
is spatially uncorrelated in nature [17], because the electrical parameters of each
transistor would become an additional axis in the parameter space and the com-
plexity would become unmanageable. So similar to the evolution at the system
level, also here the worst case design paradigm is breaking down.

The most prominent alternative for corner-point analysis, which is already
finding its way into the design flows of the major companies of the consumer
electronics segment, is Static Statistical Timing Analysis (SSTA). Instead of just
working with the value ranges of each electrical parameter, SSTA works with the
statistical distribution of each of the parameters. Standard cell libraries are cal-
ibrated in order to correctly reflect the impact of variability on the transistor
threshold voltage, beta and other electrical parameters on the delay of the stan-
dard cells. Then the delay of the complete circuit is estimated by statistically
adding the delays of the critical path standard cells. This opens an entirely new
perspective to circuit designers. Instead of blindly trying to achieve functional
and parametric compliance in all corner points, they can evaluate the sensitivity
of the design margins on the timing yield of the circuit. Thus, designers can
trade-off the magnitude of the required design margins against the parametric
yield of the circuit in a qualitative manner. Accepting some parametric yield
loss can significantly limit the required margins, which is beneficial for energy
consumption and area.

Mani et al. [18] have quantified the impact of corner-point analysis and sta-
tistical analysis on the power consumption, performance and yield of small logic
circuits comprising a few hundred gates for the 130 nm technology node. They
have assumed a limited impact of variability on the performance characteristics
of the gate, a 25% delay variation in terms of 3σ/µ, which was reasonable for
the 130 nm technology node. In their paper they demonstrate that in order to
achieve a yield of 3σ (99.73%) using statistical timing analysis, squeezing the last
5.5% out of the circuit delay to meet the performance constraint incurs a power
overhead of about 65% even for a small circuit. The overheads that corner-point
analysis incurs, on the other hand, are about 30% larger on average. This illus-
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trates one of the walls that circuit designers have to face due to the increased
variability. The larger spreads of the delays due to variability lead to a need to
excessively over-design the circuit, so that the nominal or average delay becomes
much faster than the target. This headroom between the average and the target
delay is there to absorb the spread due to variability. But faster circuits consume
more energy, so an implicit energy consumption vs. timing yield trade-off exists
for a given performance specification. Furthermore, fundamental limits exist for
the maximum speed of circuits. Increasing the transistor sizes, for instance, fails
when self-loading exceeds the output load. Further increases in transistor sizes
lead to degrade energy consumption and delay.

In the meantime, variability on the electrical characteristics of devices and
wires and hence of the circuits is growing in magnitude as technology scales.
Moreover it is becoming randomly time-dependent as illustrated in the previ-
ous section and verified by the results in Fig. 5 due to the more progressive
degradation of the key electrical parameters of devices and wires. As a result the
uncertainty region collecting the actual electrical properties of the devices/wire
will move randomly in space as time progress. This leads to a new global region
of uncertainty resulting from the collection of the local variability “clouds” (see
Fig. 6) which becomes far bigger than the corresponding one right after man-
ufacturing. In the conceptual view in Fig. 5, t0 represents manufacturing time
and t1,t2 represent moments in time during the product normal operation in
the field. The 1 sigma, 2 sigma and 3 sigma contours correspond to iso-yield
boundaries. It is clear from the above discussion, that the various degradation
mechanisms will force the initial uncertainty cloud to shift in different directions
as well as increase in magnitude. The region of uncertainty that is relevant for
the designer is not just the initial (t0) cloud, but rather the aggregate area of
all the clouds, because the design may be situated in any of these points during
its life time. If the total cloud becomes too large, the possibility exists that it
will be impossible to design a circuit for a given combination of performance and
power budget constraints.

4 Impact of Time-Dependent Variability and Progressive
Degradation in System Design

This increase in uncertainty has a very significant impact on system design as
well. It effectively means that the system architect should build a system out
of components that have unpredictable performance and quality metrics (that
cannot even be fully bounded at design time anymore) as well as limited reli-
ability guarantees. Conventional system design optimization techniques include
trading-off energy consumption for performance at design-time, where most op-
tions are available at the component level. For instance, if a system has to meet a
given clock frequency target, memories from a high-speed memory library might
be used instead of slower low-power memories to guarantee sufficient timing
slack. Typically components that are significantly faster than the given require-
ment are used in order to guarantee the parametric system target is met with
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Fig. 6. Evolution of the uncertainty region of the system-level energy consumption and
performance

reasonable yield. This is a worst-case margin that is usually added by system
designers on top of the worst-case circuit tuning already performed by circuit
designers. However, the large performance and energy consumption uncertainty
at the component level combined with the requirement for very high yield forces
designers at all levels to take increasingly larger safety margins. Stacking all
these margins leads to systems that are nominally much faster than required
and hence, much more energy hungry and potentially costly as well. It becomes
clear that using margins is an acceptable solution only if we can give up on one
of the major embedded system requirements (real-time performance, low energy
consumption, low cost, high yield). Design margins trade-off energy consump-
tion for performance, redundancy trades off cost for yield, parallelism trades off
cost for performance and so on. No solution exists, however, that can optimize
all these cost metrics simultaneously.

Furthermore, it is not yet known whether the corner points for each of the
varying parameters will be fully characterizable, because they will depend on the
detailed operating conditions on each device, like activity and stress conditions
on the transistors and wires. Furthermore, these operating conditions heavily
depend on the applications that are running on the system and the way they use
the system resources. This means that the corner points and the distributions
of each parameter, which guide the corner point and the SSTA analysis and
optimization techniques respectively, will not be available anymore at design
time. The only reasonable way out in the current design flows is to add second
order design margins, namely on the place of the corner points to tackle the
uncertainty due to time-dependent variability. Putting the fore-mentioned results
of the SSTA technique in perspective of this unpredictability of the magnitude of
the growing time-dependent variability, we conclude that design-time tuning of
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the circuit will be impossible for the target constraints of real-time performance,
low energy and low cost.

5 Inadequacy of State of the Art Solutions

Even though both variability and reliability mechanisms affect the quality met-
rics of the same transistors and wires, the communities working on processing
and reliability aspects at the technology level are different and usually disjoint.
Plenty of literature exists in the process technology community about the sources
and impact of variability in devices. At the technology level though little can be
done to reduce the magnitude of random intra-die process variability. Random
dopant fluctuations, for instance, are an unavoidable side-effect of the shrinking
dimensions due to the limited amount of dopant atoms in the channel region of
the transistor. Thus this type of variability has to be dealt with by the design
community. The reliability community, on the other hand, generally focuses on
the impact of the physical breakdown and degradation mechanisms on individ-
ual transistors and interconnects in typically small circuits and test structures
which are not fully representative of the design reality. The main assumption
there is the classical way of reliability lifetime prediction, which is based on ex-
tensive accelerated testing and extrapolations toward real operating conditions,
design sizes and time scales. But the reliability community typically fails to also
take into account the impact of random variability, since few test structures are
used and statistics on manufacturing imperfections cannot be extracted with
sufficient confidence.

Circuit and system designers have always been confronted with process vari-
ability and reliability degradation issues especially in the analog domain. A va-
riety of alternative solutions has been developed in the previous years to deal
with them. Good examples of such solutions include the one-time post fabrica-
tion tuning and binning technique, adaptive body bias, statistical static timing
analysis, asynchronous design styles, architectural error detection and correction
techniques and redundancy mechanisms, among others.

Binning has been the most popular technique used in general purpose micro-
processors to deal with fabrication process induced inter-die variations. Instead
of clocking every chip (of the same design) at the same frequency, the capable
frequency of a chip is decided after fabrication with the help of at-speed test-
ing. In parallel, chip-level supply voltage (Vdd) and body-bias voltage (Vbb) can
be adjusted so as to increase the percentage of chips that can meet the design
target frequency [19]. As frequency, Vdd, and Vbb are coarse chip-level controls,
this method is not suitable to deal with stochastic intra-die variability, which
requires some of control parameter that operates at a much finer granularity
level.

Prevailing worst-case design methodologies use best-case and worst-case pro-
cess corners to predict the impact of intra-die variability and enable potential
optimizations. But they also fail in handling the complete problem in a generic
manner. Static timing analysis (STA) which computes the critical path delays
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and hence clock period uses a single worst-case gate delay, which is the result
of the most pessimistic corner for delay. As corners move farther and farther
apart due to the increasing random intra-die variability component, STA based
design incurs significant overheads (in terms of area/delay/energy depending
upon the specific design objectives) which could jeopardize the scaling bene-
fits. Statistical STA (SSTA) exploits the fact that device parameters and hence
gate delays are stochastically distributed. As a result the path delay is much
smaller than the sum of worst-case delays due to the averaging effect [20–22]
of adding statistical distributions. SSTA calculates path delay distributions and
hence the clock period distribution, which allows trade-offs between parametric
timing yield and performance. Use of SSTA also improves the efficacy of circuit
optimizations, such as circuit sizing under intra-die uncertainty [18]. But it suf-
fers from a major drawback: it can only handle sequential or combinational logic
circuits comprising standard cells, which is usually only a small part of current
embedded system designs.

Razor [23] is a micro-architectural error technique based on dynamic detec-
tion and correction of circuit timing errors. The key idea of Razor is to tune the
supply voltage by monitoring the error rate during circuit operation, thereby
eliminating the need for voltage margins. A Razor flip-flop is introduced that
double-samples pipeline stage values, once with a fast clock and again with a
time-borrowing delayed clock. A meta-stability-tolerant comparator then vali-
dates the latch values sampled with the fast clock. In the event of a timing
error, a modified pipeline misspeculation recovery mechanism restores the cor-
rect program state. This solution can guarantee correct I/O functional behavior
of the processor pipeline. But it works on the principle of error detection and
correction, so the timing at the application level cannot be guaranteed because
the number of faulty cycles cannot be a priori known. So this is not directly
portable to real-time embedded systems.

Asynchronous design styles produce circuit implementations that are inher-
ently very robust toward local performance uncertainties [24]. Functionality in
terms of correct input/output behavior of the circuit can be easily guaranteed,
since no synchronization boundaries exist to create timing violations. Their ma-
jor drawback is that their actual performance is completely unpredictable, thus
mapping real-time applications on asynchronous circuits is very difficult.

Redundancy has been a popular technique to tackle reliability concerns in
the past. Historically designers have been treating reliability degradation mech-
anisms as a pure functional concern and hence built reliability support by ex-
ploiting one (or some combination) of three forms of redundancy: information,
hardware or time [25]. Use of information redundancy, such as parity or error
correction codes (ECC), allows detection and/or correction of certain classes
of bit errors. Systems achieve hardware redundancy by carrying out the same
computation on multiple, independent hardware units at the same time and cor-
roborating the redundant results to expose errors. Systems with triple (or higher)
redundancy can obtain a correct answer through a majority voting scheme. Time
redundancy techniques are based on redundant computation in time, they repeat
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the same operation multiple times on the same hardware. They mostly target to
counteract soft errors, but they cannot handle catastrophic failures in a circuit.
All forms of redundancy, however, come with a large associated overhead. Time
redundancy incurs a significant delay penalty, which is not acceptable in the
domain of real-time performance embedded systems. Hardware redundancy, on
the other hand, incurs significant area overheads and does not provide adequate
solutions. Time-dependent variability influences both the performance charac-
teristics of processing elements and memories as well as those of communication
networks. Thus communication becomes the weak link of the system. Existing
redundancy solutions rely on perfect communication between the various degrad-
ing blocks in order to find an optimal assignment of tasks to system resources.
Moreover, the new degradation mechanisms incur parametric drifts in all the
utilized system components, thus they will all degrade uniformly. This makes
it impossible to detect which redundant component has a “defect”. Finally, ex-
isting testing fault models are not appropriate for dealing with the parametric
degradations, because they have been developed for catastrophic defects that
impact one or a few of the redundant layers [26]. In the case of parametric
time-dependent variability all the layers will be affected, thus conventional re-
dundancy solutions cannot be applied. In conclusion, redundancy techniques are
only suited to partly deal with functional reliability issues, not with parametric
ones.

All the fore-mentioned techniques, however, were developed to tackle the
manifestation of variation and degradation mechanisms of past technology nodes.
Post-fabrication tuning and binning techniques, for instance, are very success-
ful at recovering dies that suffer from systematic variations, like die-to-die and
wafer-to-wafer variations etc. Coarse-grain redundancy mechanisms based on
majority voting can easily overcome malfunctions in limited parts of the de-
sign, due to failures related to sudden break downs of parts of the design. But
the nature of the currently prominent process variability and reliability degra-
dation effects has changed significantly by scaling feature dimensions into the
DDSM regime. Systematic process variations are being overshadowed by ran-
dom spatially-uncorrelated intra-die variability. Binning and adaptive body bias
techniques cannot tackle the impact of variability on the quality metrics of the
design, because they operate at a very coarse-grain level thus failing to deal
with the spatial dynamics of variability. Reliability degradation mechanisms,
on the other hand, are shifting from effects causing abrupt failures which are
catastrophic for the circuit operation to gradual and graceful degradations of
the circuit performance and energy consumption during normal operation. Re-
dundancy mechanisms fail to provide adequate solutions for these new effects,
since all the redundant components of the design will also degrade along with the
original ones if they are used in parallel, thus providing negligible improvements
in the product life-time.

It becomes clear that even though partial solutions for intra-die process vari-
ability and reliability issues are being worked out, solutions that can deal with
the combined impact of time-dependent variability have not gained attention yet
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by the research community. On the other hand, both effects manifest themselves
as parametric drifts in the timing and the energy consumption of the devices.
Their combined impact can also be described as time-dependent variability. For
any solution to be adequate, especially for real-time embedded systems, it will
have to deal with the run-time temporal shifts in the performance metrics of the
devices and circuits.

6 A Paradigm Shift in System Design Solutions

One of the main reasons why the existing solutions are breaking down in the
case of time-dependent variability is that they try to tackle both the functional
and the parametric issues at the circuit level with clear performance constraints
on meeting the target clock period. This means that all the system components
are designed so as to be functional and satisfy the frequency performance con-
straints with minimal performance variations to achieve maximum parametric
yield. This forces the designers to design for the worst-case, since all the com-
ponents should meet the common clock period constraint. In reality, the perfor-
mance of each system component will follow a statistical distribution if margins
are not embedded in its design, see [27] for a case study on on-chip memories.
Some components will be faster than the mean performance and some will be
slower, due to the nature of the statistics of their performance. This variation
is not exploited in state-of-the-art techniques dealing with variability issues at
the system level. Instead all the components are designed to have a predictable
performance, even though this incurs a significant energy overhead. Meeting the
constraints of low energy, low cost and real-time performance for maximum yield
will become impossible with the conventional techniques, if the magnitude of un-
certainty due to time-dependent variability increases. A paradigm shift will be
required both in the design of the circuits and at system level design to overcome
these limitations.

Current commercially available design and modeling flows are just starting to
incorporate SSTA techniques to incrementally reduce the required design mar-
gins. For the transition to technology nodes where time-dependent variability
becomes prominent, these flows will have to be extended significantly. Specifi-
cally, new statistical techniques will have to be developed to cover two main holes
of the existing techniques. The first hole is the lack of dynamic energy calcula-
tion in the existing SSTA techniques, currently they can only estimate timing
and static energy consumption. Total energy consumption is an extremely im-
portant metric for the design of battery-powered embedded systems, even more
important than timing in some cases. The second required extension is a move
to a higher abstraction level [28]. SSTA today deals with combinational or se-
quential logic blocks. Systems, however, are heterogeneous in their composition,
memories and other IP blocks take up a very significant part of the die. Sta-
tistical techniques should move one level higher and they should be able to
provide complete modeling of the entire die and an estimation of the timing, dy-
namic and static energy consumption as well as parametric yield for the complete
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system. An initial attempt to cover this gap has been outlined in [29]. A Vari-
ability and Reliability Aware Modeling (VRAM) framework exhibiting all the
fore-mentioned attributes is required, which can be used in parallel to the exist-
ing design flow. A potential instance of such a framework can be seen in Fig. 7. It
will aid designers in characterizing the impact of random variability and degra-
dation mechanisms on the specific design and evaluate whether the impact on
the design performance and quality metrics is severe. Such a framework would
enable the quantitative evaluation of the magnitude of the potential problem and
supply all the relevant information for designers to decide whether the problem
is significant and which solutions are appropriate.

Fig. 7. An instance of a complete modeling flow for propagating variability and relia-
bility information from the technology level to the complete system level.

If the problem is deemed significant enough to require a solution, one of
the necessary steps is to separate the functional issues from the parametric is-
sues, like performance and energy consumption. Circuit designers should deal
with making circuits that are robust enough to remain functionally correct inde-
pendently of the degree of time-dependent variability impact, because it may be
impossible anyhow to fully characterize that at design time. The previous section
has already outlined a number of existing methods for tackling functional issues.
Solutions for functional degradations due to reliability based on redundancy and
other techniques that enhance robustness are already available. Another example
of a circuit level technique to design robust SRAMs cells under variability can be
found in [30]. Asynchronous logic is another way of implementing functionally
robust circuits against time-dependent variability. The parametric constraints
can be ignored at this phase in favor of finding a functional solution for larger
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uncertainty ranges. This approach relieves the circuit designers of the pressure to
meet performance requirements; the target is to design functional circuits under
potentially extreme time-dependent variability with minimal overhead in energy
consumption and delay. The only additional requirement from the circuit design-
ers is that they should equip their designs with circuit level configuration/tuning
parameters, which can trade-off performance for energy consumption at the cir-
cuit level, see [31] for an example.

Meeting the performance and energy budget constraints is the responsibility
of the system itself. Only when the exact impact of time-dependent variability on
the performance of the individual components and the short-term performance
constraints are known, can an optimal solution be found. This implies that the
actual performance of all the components will have to be measured after fabri-
cation and at regular intervals via in-situ monitors in order to implement the
required system observability. In a second step, if the actual performance of some
components is lower that the required local timing constraint, the system should
be able to influence it via the supplied tuning parameter. A very popular system
level tuning parameter in current electronic systems is Vdd scaling. By lowering
the supply voltage a system or component can decrease its energy dissipation
while also reducing its performance and vice versa. But Vdd scaling is losing its
efficiency due to the reduction of the voltage headroom, thus the required tuning
parameters should be designed in the circuits to be more effective. An additional
advantage of circuit level parameters is their local scope which is necessary in
order to compensate for random variability, as opposed to parameters of global
scope like Vdd scaling. Such tuning parameters, which we call knobs, provide
the necessary controllability over the performance of the individual components
and the system overall. The existence of knobs and monitors (K&M) in all, or
a few critical, system components along with a simple algorithm for the knob
control enables the system to find at run-time the optimal configuration setting
for each of the components in order to minimize any given cost function, like
timing violations or excessive energy consumption. This eliminates the need for
allocating large design time margins so as to make sure that components always
meet the most aggressive timing constraints, which is common practice today.
Figure 8 illustrates an example architecture which utilizes configurable mem-
ories, monitors and an instance of a hardware controller for the tuning of the
memories.

If this simple control algorithm does not provide enough range in the timing
axis for mitigating the impact of time-dependent variability on performance, a
more elaborate solution is needed which involves a more complex control algo-
rithm. Namely the timing constraints can be moved from the level of a clock cycle
to the level of application deadlines. Given that the components are designed
without unnecessary design margins, their average performance will be faster
than the one of components with margins but much more unpredictable. Some
components will be faster than the clock frequency and some will be slower. Even
though some components will violate the nominal frequency target, the average
performance of all the components could still be faster than the target. Thus,
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Fig. 8. Instance of a system architecture employing configurable components (memo-
ries), monitors for in-situ measurements and a controller for tuning the components.

over a number of cycles the application deadline can still be met, even though
some clock level “deadlines” will be violated. This solution does not require
system designers to resort to asynchronous logic. The conventional synchroniza-
tion boundaries can be preserved as long as the clock frequency can be slowly
adapted to the speed of the slowest component that is used at each moment in
time. This can be achieved via dynamic frequency scaling or fine grain frequency
islands, similar to the Globally Asynchronous Locally Synchronous principle. In
combination with the use of the knobs that can fine-tune the component perfor-
mance, a solution that globally meets the application deadline constraints can
be achieved.

Energy consumption minimization is equally important to meeting the real-
time performance constraints for embedded systems. It is mainly influenced by
two factors, time-dependent variability and design margins. Variability intro-
duces side-effects like unnecessary switching overhead and additional standby
energy and its impact can only be partially mitigated at the technology level, so
the system will have to live with these overhead situations. The second source
of additional energy consumption is the design margins themselves. Designers
control the magnitude of the margins; separating the functional from the para-
metric issues will allow the use of smaller margins which will result into more
energy efficient system implementations.

A solution method based on the above principles has been outlined in [32]
and an implementation in [33]. It is based on the assumption that the perfor-
mance unpredictability is not completely tackled at the component level. When
this unpredictability can be tackled at the circuit level with acceptably small
overheads it makes sense to provide circuit solutions. But in many cases the
resulting overheads are unacceptably high, especially in energy. In that case the
system has to be exposed to the performance unpredictability to enable a reduc-
tion of the circuit energy and delay overhead due to the margins, by providing
system level solutions for variability. The individual component performance and
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energy consumption is measured after fabrication by on-chip monitors and rele-
vant component level configuration options are adapted by the system in order
to meet the real-time performance requirements of the application with minimal
energy and area overhead. In [32] the solution is only activated after processing
to increase the initial processing yield. But once it is in place the same approach
can be used infrequently, e.g. once every few seconds, to check whether the en-
ergy or timing is lower for the alternative path. This is still a reactive approach
though and it will not solve all degradation problems in a fully optimal way. But
the big advantage is that is it not that difficult to implement in existing design
flows. Future work should look at more optimal global paradigm shifts. A further
extension of this technique tackling the impact of time-dependent variability in
the context of dynamic application has been reported in [34]. It uses the concept
of application scenarios to handle the unpredictability coming from the intrinsic
dynamism of the application or the user interaction.

In summary, time-dependent variability will require a paradigm shift in the
design of electronic systems in order to benefit from the area scaling opportu-
nities offered by technology scaling without excessive energy and performance
overheads. A shift toward Technology-Aware Design solutions, which take into
account the process imperfections early in the design cycle, will be required to
design and fabricate embedded systems that will meet the constraints in all four
major cost criteria: energy consumption, real-time performance, area/cost and
yield/guaranteed lifetime.

7 Conclusions

Scaling to sub 45 nm technology nodes changes the nature of reliability effects
from abrupt functional problems to progressive degradation of the performance
characteristics of devices and system components. Process technology can no
longer alleviate their impact on the performance and energy consumption at
the design level. Moreover, existing design flows cannot evaluate this impact
due to the lack of modeling tools, let alone provide adequate solutions. Tackling
time-dependent variability will necessitate a paradigm shift for embedded system
design in order to meet the power, timing and cost constraints with acceptable
yield and life-time guarantees.
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Abstract. This paper presents an overview of the Built-In Soft Error Resilience 
(BISER) technique for correcting soft errors in latches, flip-flops and combinational 
logic.  The BISER technique enables more than an order of magnitude reduction in 
chip-level soft error rate with minimal area impact, 7-11% chip-level power impact, 
and 1-5% performance impact (depending on whether combinational logic error 
correction is implemented or not).  In comparison, several classical error-detection 
techniques introduce 40-100% power, performance and area overheads, and require 
significant efforts in designing and validating corresponding recovery mechanisms.  
Design trade-offs associated with the BISER technique and other existing soft error 
protection techniques are also analyzed. 

1 Who Cares about Soft Errors? 

only a major concern for space applications.  That scenario has changed.  Terrestrial 
radiation has been a growing concern, and many designs today implement extensive error 

SRAMs.  However, memory protection alone is not enough for designs in sub-65nm 
technologies.  Most future designs targeting enterprise computing and communication 

to be 10

FIT, where 1 FIT corresponds to one error per billion device hours. According to recent 

Errors Workshop, www.selse.org), a typical value for latch soft error rate may be assumed 

of design hierarchy and manufacturing process. 
The soft error rate of a design is generally quantified in terms of Failure-in-time, or 

Soft errors are radiation-induced transient errors caused by neutrons generated from 

detection and correction by way of Error Correcting Codes (ECC) mainly for on-chip 

-3

cosmic rays and alpha particles from packaging material. Traditionally, soft errors were 

 FIT.  Note that, there is a lot of variance in latch soft error rates depending on 

SRAMs.  While combinational logic protection may not be an immediate necessity, it may 
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applications require soft error protection of latches and flip-flops, in addition to on-chip 

Reis, R., (Boston: Springer), pp. 143–156 



specific latch designs.  Assuming that a design contains 1 million flip-flops (and each flip-
flop consists of two latches), the contribution of all flip-flops to the overall soft error rate 
of the design can be conservatively estimated as 1,000 FITs. In this estimate, a 50% latch 
timing vulnerability factor (TVF) [Ngyuen 03, Seifert 04] is assumed based on the fact 
that a latch is vulnerable to soft errors when it holds a logic value (i.e., when its clock 
input is 0).   

Soft error rates of 1,000 FITs may not sound too high.  However, it is not uncommon 
for enterprise systems to contain between 500 – 20,000 processors.  For the 500 processor 
system, the system-level soft error rate contribution of the flip-flops will be 500,000 FITs 
(if our previously discussed design is a processor).  This means, roughly once every 3 
months some flip-flop in the system will be erroneous.  For a system with 20,000 
processors, the system-level soft error rate contributions of flip-flops will be 20 Million 
FITs – i.e., roughly once every 2 days there will be an error in some flip-flop of the 
system. 

Fortunately, some soft errors do not have any impact on system operation.  For 
example, an error in a flip-flop whose output is AND-ed with another signal with logic 
value 0 has no effect on the system.  As another example, an error in an operand of a 
speculatively executed instruction which is finally not committed (and becomes a dead 
instruction) does not impact system operation.  However, a significant percentage of 
errors in flip-flops can result in data corruption without being detected by the system or 
the user.  As a result, system data integrity is compromised.  This situation is referred to as 
Silent Data Corruption (SDC), and is of great concern.  Depending on the design and the 
application, between 10-40% of soft errors can result in SDC [Mukherjee 03, Nguyen 03, 
Wang 04].  Imagine the significance of SDC caused by a 1 to 0 bit flip in the most 
significant bit of the register storing the balance of a bank account. 

Suppose that we optimistically assume that only 10% of soft errors cause system-level 
SDC.  Continuing our previous analysis, for a 500-processor system, flip-flops will 
contribute to SDC roughly once in 30 months.  For a 20,000-processor system, the latch 
contribution to system-level SDC is roughly once every 20 days.  These numbers are 
unacceptable for enterprise system installations such as banks and stock markets.  That is 
why future designs will require adequate protection to prevent such unacceptable 
situations. 

SDC protection in terms of error detection alone is not enough. Suppose that we have a 
perfect way to detect all the soft errors that can potentially cause SDC.  Once an error is 
detected, the system must recover from the detected error.  If there is no user transparent 
way to recover it, it results into the so called Detected but Uncorrected Errors (DUE). 
Depending on how recovery is implemented, a part or the entire system may be down.  (It 
is possible to implement efficient recovery in a transparent way without having to bring 
the entire system down [Spainhower 99].)  Downtimes are very expensive in the order of  
$10K to $10M per hour [Hennessy 02]. Hence, it is not enough to simply employ error 
detection to prevent silent data corruption – it is absolutely necessary to ensure that 
system downtime is also minimized.  
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2 Soft Error Scaling Trend 

radiation-induced soft error rate trends for SRAM and logic over technology generations. 
Figure 1 shows the scaling trend of the soft error rate per SRAM memory cell for Intel 
designs. Alpha-particle and neutron induced soft error rates both show a clear decrease 
over the last two generations. This trend is consistent with what TI has also observed 
[Baumann 05].  Since SRAMs are typically protected by ECC for several reasons (soft 
errors, infant mortality, etc.), this trend does not have a major impact on most system 
designs targeting applications requiring high data integrity and availability.  
 

 
Figure 1. Technology trend of per bit SRAM soft error rates from Intel [Seifert 06]. 

In contrast to SRAM soft error rates, Baumann of TI [Baumann 05] has observed a 
steep increase in per latch soft error rate with technology scaling.  Intel, on the other hand, 
has observed a relatively flat trend of per latch soft error rates for the last three 
generations (Fig. 2).  In Fig. 2, the soft error rates of 20-30 most frequently used latches 

standard deviation).  The soft error rate of an actual product depends on the use of specific 
kinds of latches from the technology library.  Soft error rates of various latches in the 
same technology library can vary by more than an order of magnitude [Seifert 06].  
 

The importance of soft error protection techniques is best understood by analyzing 

from Intel technology libraries elements are summarized (plotted are the mean and 
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Figure 2. Latch per device relative error rates. Error bars indicate standard deviation within 
population of 20-30 selected library elements [Seifert 06].  

Even if the soft error rate of a single latch or a single SRAM cell stays constant or 
increases over technology generations, chip-level soft error rates will increase 
significantly with technology scaling because of increased integration per constant area.  
We emphasize another soft error rate scaling trend that may be very important for future 
technology generations. Neutrons do not directly ionize Si but generate electron hole pairs 
via secondary ions created in neutron – Si spallation reactions. If those secondary ions 
generate sufficient charge over a region larger than a device, more than one single device 
maybe affected, creating a so-called multi-bit upsets (MBU). We call this phenomenon 
charge sharing and it can affect different devices or more than one node in one device. 
Figure 3 underlines that charge sharing among different SRAM cells is exponentially 
increasing with process scaling. This trend is expected to grow and we may not be able to 
ignore the effects of charge sharing in future designs, in particular for radiation hardened 
designs that are known to be immune to single node upsets only. 
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Figure 3. SRAM multiple bit upset probabilities plotted as a function of cell pitch [Seifert 06]. 
MBU probability is defined as the ratio of the number of MBUs to single bit upsets (SBUs). 

3 How to Protect Systems from Soft Errors? 

future systems should be protected from soft errors.  We will focus on logic soft error 
protection: soft errors in latches, flip-flops and combinational logic.  Soft errors in 
SRAMs are protected using parity or Error Correcting Codes with interleaving (there are 
some open issues involving efficient error protection of small SRAM arrays and register-
files). 

Several techniques for logic soft error protection are available in the literature.  Each of 
these techniques has its own advantages and disadvantages.  The purpose of this section is 
to put together a set of metrics that can help distinguish these techniques and understand 
their pros and cons from an overall system design perspective.  We hope that these metrics 

technique over another.  The metrics are: 
• SDC reduction: A technique that reduces silent data corruption by a small amount 

(e.g., by 50%) may be useful in helping a specific design meet its soft error rate goals, 
but is not scalable with increased integration in future technologies. 

• DUE reduction: SDC reduction techniques can significantly increase DUEs.  
Consider a situation where every flip-flop in a design is checked for errors and 
recovery actions are initiated based upon types of errors detected.  All errors that can 

By now the need for logic soft error protection should be clear.  The question is how 

will help designers understand trade-offs associated with the adoption of one protection 



cause SDC are detected for most practical purposes (double errors may not be 
detected).  However, this approach can significantly increase DUEs.  Any error in any 
flip-flop manifests as a DUE even though only a portion of these errors will actually 
cause SDC. 

• Cost: It is extremely important to understand power, performance and area penalties 
associated protection techniques. 

• Recovery mechanism design and validation effort: Designing proper error 
recovery mechanisms and validating them are non-trivial tasks.  Costs associated with 
the design and validation of recovery mechanisms can limit the advantages associated 
with soft error protection techniques. 

• Configurability:  Soft error protection in future technologies will be significantly 
impacted by the industry trend to reuse the same design for multiple applications with 
a wide range of power, performance and reliability requirements.  For example, the 

application that requires soft error protection; however, the incurred power overhead 
may be excessive for another application that intends to reuse the same core, but 

overhead. 

• Applicability: Several soft error protection techniques are optimized for specific 
applications such as processors, signal processing applications, etc.  While such 
techniques are very useful, they have limited applicability for many designs. 

• Flip-flop and combinational logic protection: It is desirable for protection 

complexity. 

4 
Correction 

the use of BISER for flip-flop based designs.  Soft errors in latches are corrected using a 
C-element as shown in Fig. 4 [Mitra 05a, Mitra 05b].  During normal operation, when the 
clock signal Clock = 1, the latch input is strongly driven by the combinational logic and 
the latch is not susceptible to soft errors.  This is illustrated in the Timing Vulnerability 
Factor discussion [Nguyen 03, Seifert 04].  When Clock = 0, C-OUT already has the 
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techniques to address soft errors in both flip-flops and combinational logic using

an error resilient mode in which the protection mechanisms are turned on, and an 

the same soft error protection technique.  Otherwise, separate protection techniques 
for flip-flops and combinational logic introduce additional penalties and design

doesn’t require soft error protection.  One option is to build in two operation modes – 

Built-In Soft Error Resilience (BISER) for Logic Soft Error 

use of a specific protection technique may incur acceptable power overhead for an 

We first illustrate the BISER technique for latch-based designs. We will also discuss 

economy mode when the protection mechanisms are turned off reducing the power 
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correct value –any soft error in either latch will result in a situation where the logic value 
on A will not agree with B. As a result, the error will not propagate to C-OUT and the 
correct logic value will be held at C-OUT by the keeper.  The cost associated with the 
redundant latch is minimized by the reusing on-chip resources such as scan or scanout for 
multiple functions at various stages of manufacturing and field use [Mitra 05a, Mitra 05b]. 

 

 
Figure 4. Latch error correction using C-element: (a): Overall technique; (b) C-element. 

Extensive simulations in a sub-90nm process technology using a state-of-the-art 
simulation tool validated by radiation experiments [Nguyen 03] show that the design in 
Fig. 4 can achieve more than 20-fold reduction in the soft error rate compared to that of an 
unprotected latch.  Note that, a soft error in the keeper does not have a major effect 
because the C-element output will be strongly driven by the latch contents assuming 
single error.   

Fault injection simulations have been conducted on an Alpha-like microprocessor to 
evaluate the system-level effectiveness of the BISER technique for latch error correction.  
The results show that the BISER technique improves system-level soft error rate by 10 
times over an unprotected design with negligible area or performance penalty and 7-11% 
power penalty [Zhang 06]. 
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Soft errors in combinational logic can be corrected using two techniques – Error 
Correction using Duplication, and Error Correction using Time-Shifted Outputs.  Figure 5 
shows the soft error correction technique using duplication.  Instead of comparing the 
contents of the latches storing duplicated outputs, we insert a C-element.  This technique 
results in significant reduction (> 60-fold) in combinational logic soft error rate [Mitra 
06].  Moreover, this technique also corrects soft errors in latches when Clock = 0.  
However, there can be significant cost – power and area costs of combinational logic 
duplication.  The Error Correction using Time Shifted Outputs technique, described next, 
doesn’t require combinational logic duplication, but imposes additional performance 
penalty.   

The Time Shifted Outputs technique for error correction is shown in Fig. 6.  This 
technique takes advantage of the fact that soft errors in combinational logic manifest as 
glitches.  Instead of duplicating combinational logic, we sample the combinational logic 
output (OUT3), and a delayed version of OUT3 called OUT4.  In Fig. 6, OUT3 is delayed 
by τ time units to obtain OUT4.  The clock must be slowed down by τ units compared to 
Fig. 5.  The latch outputs are connected to a C-element.  The major advantage of the Error 
Correction using Time Shifted Outputs technique is that the power and area penalties 
incurred by the duplication scheme are minimized. Note that, τ is a design parameter that 
can be tuned based on the reliability requirement.  Moreover, this technique also corrects 
soft errors in latches when Clock = 0.  Simulation results in [Mitra 06] show that this 
technique can reduce combinational logic soft error rate by more than an order of 
magnitude when τ = 21ps.  Note that the incremental power penalty of protecting 
combinational logic using the Time-shifted outputs technique over latch error correction is 
very little – less than approximately 7% of the power penalty for latch error correction. 

 
Figure 5. Combinational Logic Soft Error Correction using Duplication. 
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Figure 6. Combinational Logic Soft Error Correction using Time Shifted Outputs. 

While the BISER technique has been illustrated for latch-based designs, it is also 
applicable for flip-flop based designs.  Figure 7 shows flip-flop designs for the BISER 

technique is used for combinational logic soft error correction, IN2 in Fig. 4b will be 
connected to the duplicated logic output (Fig. 5) or the delay element output (Fig. 6), 
respectively. 

5 Comparison of Soft Error Protection Techniques 

amount of soft error protection that can be obtained.  The focus is on latches and flip-flops 
since they require immediate attention.  The protection techniques include: (1) BISER 
technique; (2) selective node engineering technique, which increases the capacitances of 
selective nodes of a circuit [Karnik 02]; (3) transistor sizing technique [Zhou 06]; (4) 
circuit hardening [Calin 96]; and, (5) classical hardware and time redundancy fault-
tolerance techniques [Bartlett 04, Mukherjee 02, Oh 02a, 02b, 02c, Saxena 00]. 

The circuit-level comparison between BISER and circuit hardening techniques is 
conducted by a unified timing and power characterization methodology [Zhang 06]. While 
optimizing the various flip-flop designs, the objective is to match the timing parameter, D-
to-Q delay. Several assumptions are made during the power measurement of all flip-flops: 
(1) the data activity factor (average number of output transitions per clock cycle) is 0.25; 
(2) low-to-high and high-to-low data transitions are equally likely. The cell layout areas 
are estimated by an internal tool at Intel, with a worst case error of 5% compared to real 
layouts. The SERs are obtained from an internal simulator at Intel. 
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error protection techniques, in terms of power, performance and area overheads, and the 
Table 1 presents a comparative analysis of the trade-offs associated with major soft 

techniques discussed earlier.  Depending on whether duplication or time-shifted-outputs 



 
Figure 7. BISER for flip-flop based designs: (a): Flip-flop design for correcting soft errors in flip-
flops; (b) Flip-flop design for correcting soft errors in flip-flops and combinational logic. 

 
The selective node engineering technique, which increases the capacitances of selective 

nodes of a circuit, is an effective approach for designs requiring 30-50% undetected soft 
error rate reduction.  For circuit hardening and BISER techniques, power overheads are 
derived based on an Alpha processor model with 10-fold chip-level soft error rate 
reduction [Zhang 06].  The power and area overheads are significantly lower for the 
BISER technique because it reuses already existent design-for-testability and debug 
resources.  Moreover, the BISER technique allows insertion of an economy mode which 
enables reuse of the same core design for various applications with soft error protection 
and power trade-offs. 

For the BISER technique, the power overhead is between 7-11%.  In comparison, 
hardware duplication and time redundancy techniques such as multi-threading for error 
detection and Software Implemented Hardware Fault Tolerance (SIHFT) have very 
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significant power overheads.  For chip-level duplication, the power overhead is expected 
to be greater than 100%.  For more fine-grained duplication (e.g., [Spainhower 99]), the 
power overhead is lower.  (We estimated the power overhead to be similar to area 
overhead in the absence of published data).  These numbers are greater than even a worst-
case scenario in which all flip-flops (rather than the subset of important flip-flops) are 
protected with BISER resulting in 14-22% power overhead.  Moreover, time redundancy 
techniques have very significant performance overheads (40-200%) [Mukherjee 02, Oh 

microprocessors.   
Tables 1 and 2 imply that the BISER technique is most cost-effective for soft error 

protection.  One major advantage of the BISER based error blocking technique is that it 
doesn’t require any error recovery mechanisms and does not incur significant costs 
associated with the design and validation of recovery mechanisms.   

6 Conclusion 

soft error correction.  Comparative analysis with existing techniques demonstrates that the 
BISER technique combines the major benefits of circuit-level error correction and 
architectural techniques such as time redundancy and error detection, while avoiding their 
drawbacks.  This is possible because the characteristics of soft errors are utilized by the 

This may limit the use of the BISER technique since all error sources may not have 
characteristics similar to radiation-induced soft errors. 
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Table 1. Comparative analysis of various soft error protection techniques: (a) Quantitative analysis; 
(b) Qualitative Analysis.  
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(b) 
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Abstract. With technology steadily progressing into nanometer dimen-
sions, precise control over all aspects of the fabrication process becomes
an area of increasing concern. Process variations have immediate impact
on circuit performance and behavior and standard design and signoff
methodologies have to account for such variability. In this context, tim-
ing verification, already a challenging task due to the sheer complexity of
todays designs, becomes an increasingly difficult problem. Statistical sta-
tic timing analysis has been proposed as a solution to this problem, but
most of the work has focused in the development of timing engines for
computing delay propagation. Such tools rely on the availability of delay
formulas accounting for both cell and interconnect delay that take into
account unpredictable variability effects. In this paper, we concentrate
on the impact of interconnect on delay and propose an extension to the
standard modeling strategies that is variation-aware and compatible with
such statistical engines. Our approach, based on a specific type of pertur-
bation analysis, allows for the analytical computation of the quantities
needed for statistical delay propagation. We also show how perturbation
analysis can be performed when only the standard delay table lookup
models are available for the standard cells. This makes the proposed
approach compatible with existing timing analysis frameworks. Results
from applying our proposed modeling strategy to computing delays and
slews in several instances accurately match similar results obtained using
electrical level simulation.

1 Introduction

The impact of process variation on circuit performance is an area of increasing
concern, both in the semiconductor industry, as well as academic research. In the
research community, considerable work has been devoted to the development of
statistical static timing analysis [1, 2]. Nowadays, designers spend a considerable
amount of their verification budget trying to make sure that their circuits will
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work under all possible settings. To achieve this, they target the worst possible
scenarios by considering so-called pessimistic conditions, and design in order to
ensure that such corner cases are accounted for. This analysis is usually based on
assuming worst-case conditions on all possible variations simultaneously. Such
an scenario is pessimistic and may lead to considerable over-design.

Improving this situation requires tools that are better suited to handle realis-
tic variations and the complex inter-relations that exist between those variations.
Not only should those tools directly make use of realistic process information,
thus making them better suited to model the unpredictability of process para-
meter variations, but they should be able to implicitly determine how such varia-
tions affect the circuit behavior. Such a formulation makes it possible to compute
on a single analysis the circuit behavior not only due to a given parameter set-
ting, but to a variety of settings. The recent development and availability of
statistical timers that are based on a parametric description of delay in terms of
random process variables is an example of movement in this direction [1]. Other
approaches targeting direct determination of the worst parameter settings with
respect to delay also follow the same trend [3].

A timing analyzer consists of several component pieces. In a statistical con-
text, the most well-studied part of the timing engine is the timing graph traversal,
which manages the calculation of arrival times and slews at the level of abstrac-
tion of a timing graph. An equally important, if more mundane, component is
the delay calculation engine. The delay calculator takes as input the cell and
interconnect models and produces a delay expression in a form that can be con-
sumed by the graph engine. This paper is concerned with a portion of the delay
calculation step, the impact of interconnect on delay. We explore how commonly
used interconnect modeling strategies can be extended to be compatible with
the most recent generation of statistical timing analysis tools [1]. Specifically,
we wish to produce cell and interconnect delay as affine functions of process
parameters. We assume that one of several recently proposed approaches for in-
terconnect reduction under process variation is available to generate tractably
sized reduced order models [4–6]. The key technology in our approach is a spe-
cific type of perturbation analysis. While digital circuits are strongly nonlinear
with respect to the circuit inputs, cell delays are often close to linear with respect
to process parameters. In this paper we adapt the general development of linear
time-varying (LTV) perturbation theory [7, 8] for extraction of variation-aware
delay models to the specific needs of delay calculation for precharacterized stan-
dard cells. LTV perturbation theory has been widely used in RF analysis with
great success [9] and is at the heart of many interesting new developments. The
advantage of this type of approach over, for example, differencing repeated delay
calculation runs is that it is essentially an analytic method. Differencing type
approaches can suffer from severe robustness problems that make them difficult
to use reliably. In addition, our technique can potentially be made very fast,
handling parametric models with ten to twenty parameters at minimal penalty
relative to a non-variational calculation.
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The outline of this paper is as follows: in Section 2, we review the basics of
delay computation, the general mechanics of the procedure including cell and
interconnect delay, assuming no variations are taken into account. Then, in Sec-
tion 3, we introduce the general perturbation formulation and discuss the specific
specialization of the more general technique to cell-level interconnect-related de-
lay. In Section 4, we also discuss how perturbation analysis can be performed
when only delay table lookup models are available for the standard cells. A key
point is that analytic expressions for delay sensitivities can be obtained with-
out having to have closed-form expressions for the cell delay elements (however,
see [10] for such closed-form expressions). Finally in Section 5 we discuss the
utilization of adjoint methods to accelerate the computation of timing models
when large numbers of parameters are present. Results of using our proposed
approach are shown in Section 6 and conclusions are drawn in Section 7.

2 Nominal Delay Calculation

Timing verification is an enabling methodology for optimizing performance and
ensuring that circuits satisfy certain timing and frequency requirements. To that
end, timing verifiers determine approximate but safe estimates of the worst-
case delay through a circuit: for every input and output signal, there are many
possible paths through the circuit, each path consisting of a set of interconnected
network cells. Timing verification deals with the identification and analysis of the
critical paths, also known as the longest delay paths in the circuit. In addition to
finding critical-path delays, timing verifiers can also be used to do miscellaneous
static analysis, like finding high-speed components off the critical path that can
be slowed down to save power and several other relevant tasks. However, the
most common usage is indeed to determine the worst case paths. Computing
the delay along a path requires the computation of the delay of every cell along
that path, plus the added delay due to interconnect between the cells. In this
section we review the standard computation of cell and interconnect delay.

2.1 Mechanics of Delay Computation

Timing analysis constitutes the foundation of any timing verificationmethodology.
The typical timing analysis methodology consists in arrival time computation,
which is concerned with computing the time instants at which signal transitions
reach “interesting” nodes in the circuit, often corresponding to primary outputs
or register inputs, where specific timing constraints must be enforced.

Two main approaches have been proposed for timing analysis: block-based
and path-based. In the block-based approach, characterized by linear runtime,
arrival times are pushed through the circuit in a levelized fashion, perform-
ing sum operations with cell or interconnect delays and min/max operations to
compute the arrival times in the outputs of multi-input cells, assuming that the
earliest/latest input transition determines the output transition. The alterna-
tive path-based approach consists in individually computing the delay of each
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Fig. 1. Typical partition of a digital IC topology for timing analysis.

path in the circuit by adding the delay of all the cells and interconnect along
that path. Even though more accurate, this approach is computationally much
more expensive than the former, since the number of paths is known to grow
exponentially with the number of nodes. Clearly any timing analysis approach
requires the computation of cell and interconnect delays.

For timing analysis purposes, the digital IC topology is usually partitioned
into cells and interconnect nets, as illustrated in Figure 1. Primary inputs and
outputs are usually represented by the corresponding pads, which are a particular
type of cells. Cell input and output pins are connected by interconnect nets.
Each interconnect net can be seen as distributing the signal injected in its input,
designated by port, to each of its outputs, designated by taps, that are connected
to cell input pins. For typical cell and interconnect delay models, the slew of
the input signal(s) is a required parameter. Accordingly, the slew of the output
signal(s) is a result produced by the model. Therefore, once the circuit is properly
partitioned and all the cell and interconnect delay models are in place, the task
of the delay computation engine is to forward propagate the slews and invoke
the appropriate delay models that will compute delays and output slews given
the input slews and output loads.

2.2 Cell Delay and Cell Loading

Mainly for historical reasons, the most common modeling strategy for cell library
characterization is based in delay look-up tables (LUTs) sometimes referred to as
dot-lib (.lib) tables. This is a simplified model where delay and power information
is maintained in the form of a few parameters. In this simplified model the timing
behavior of a cell is usually characterized by a set of lookup tables that, for each
input/output pin pair, describe the delay and output slew of the cell as a function
of the input slew and output load. Such a model is illustrated in Figure 2 where
the standard definitions are also used, namely input and output slews are defined
as s = tH − tL, where tL and tH are the time instants at which the respective
voltage waveform reaches some pre-defined values, VL and VH , related to the
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Fig. 2. Voltage source based cell model, loaded by the effective capacitance (top right),
and by the parasitic network (bottom right) and corresponding waveforms (left).

definition of noise margins. In a similar manner, delay is defined as the time it
takes the output of a cell to reach its transition midpoint, from the time the cell
input waveform reached its own midpoint. Cell characterization is performed by
simulating the cell behavior as a function of input slew and loading capacitances.
These results are then stored in look-up tables as mentioned, which are accessed
to determine delay and slew in specific instances.

The outlined delay modeling strategy assumes a voltage source model for
the cell characterization, as illustrated in Figure 2, since delay and slew values
implicitly characterize the output voltage waveforms of the cell. However, in
recent years, current source models are gaining more prominence, since they are
more effective in handling complex interconnect loading effects. Even though
throughout this paper we assume voltage source delay models, the proposed
techniques can also be directly applied when using current source delay models.

In Figure 2, the output load is assumed to be a single lumped capacitance
that somehow models the capacitive effects introduced by the interconnect and
by the input pins of the cells connected to same net. In reality, however, the
interconnect attached to the driver cell is a complex RC network that in deep
submicron processes is very poorly modeled by a lumped capacitance. The load-
ing effect of interconnect on the cell, i.e. the impact of downstream interconnect
on the cell delay itself, cannot be accurately obtained simply by looking at the
total capacitance on the net. To try to account for the effects of complex inter-
connect, while still preserving table-based cell models, the concept of effective
capacitance [11, 10] has been widely adopted. For the remainder of this paper we
will consider that the C shown in Figure 2 is such an effective capacitance.

The idea behind the effective capacitance consists in determining the value
of C that in a certain sense approximates as accurately as possible the behavior
of the original parasitic network. In Figure 2. the output stage of a cell (or more
accurately, of an output pin of a cell) is modeled by a voltage source, producing a
voltage ramp v, with slew s, and a series resistor, with resistance R, that models
the output resistance of the pin. The figure depicts the output stage of a cell
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loaded by the effective capacitance C (top right), and by the original parasitic RC
network, obtained by layout extraction (bottom right). In the following, without
loss of generality, in order to simplify the description, we restrict ourselves to the
case of rising output waveforms for non-inverting cells. Clearly any other case
can be derived in a similar manner.

The simple RC circuit on the top of Figure 2 is an approximated model of
the output stage of a cell connected to an effective capacitance, that is itself an
approximation of the interconnect load. For a given input slew si and a given
effective capacitance C, we can compute the estimated cell delay d and the
estimated output slew so, by a table lookup in the timing characterization of the
cell. Using this information, we can compute the three time instants at which
the waveform of the output voltage vo should cross VL, VT and VH , respectively,

tL =
si

VH − VL
VT + d − so

VH − VL
(VT − VL) (1)

tT =
si

VH − VL
VT + d (2)

tH =
si

VH − VL
VT + d +

so

VH − VL
(VH − VT ) (3)

Assuming the voltage v to be a rising ramp of slew s, shifted in time by k,

v(s, k, t) =

⎧⎪⎨
⎪⎩

0 if 0 ≤ t < k
VH−VL

s t if k ≤ t < k + sVDD

VH−VL

VDD if t ≥ k + sVDD

VH−VL

(4)

the output voltage, vo, produced by the simple RC circuit presented in Figure 2,
with time constant τ = RC, is given by,

vo(s, k, τ, t) =

⎧⎪⎨
⎪⎩

0 if 0 ≤ t < k
VH−VL

s (−τ + t − k + τe−
t−k

τ ) if k ≤ t < k + sVDD

VH−VL

VDD − VH−VL

s (e
sVDD

VH−VL − 1)τe−
t−k

τ if t ≥ k + sVDD

VH−VL

(5)
In order to simplify our notation, in the following we will assume,

φ = 〈s, k,R,C〉. (6)

Using Eqn. (5), we can compute a waveform for v (e.g. s and k) and a
resistance R, such that the waveform of the response vo crosses (tL, VL), (tT , VT )
and (tH , VH), thus matching the tabulated behavior of the cell and its output
response. This problem can be stated by the following three equations,

vo(tL, φ) = VL (7)
vo(tT , φ) = VT (8)
vo(tH , φ) = VH (9)

The waveform of v can be seen as the “ideal” output voltage of the cell, under
a zero output load. We should not lose track of the fact that our goal is to
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determine an appropriate value for the effective capacitance C. The previous
derivations assumed that such a value was somehow known. However, all that
is required is that C should approximate the behavior of the original parasitic
network as accurately as possible. Several criteria [12] can be used when defining
what effective capacitance provides a good approximation of the behavior of the
original parasitic network. In this work we consider that the effective capacitance
that better approximates the behavior of the original parasitic network is the
one that draws the same average current, over the transition period (e.g. when
the output voltage switches from VL to VH). Formally,

〈Ic〉 = 〈Im〉 ⇔ 1
so

∫ tH

tL

Ic dt =
1

t
′
H − t

′
L

∫ t
′
H

t
′
L

Im dt (10)

where vm(t
′

L) = VL and vm(t
′

H) = VH . An analytical expression for 〈Ic〉 can be
derived. On the other hand, 〈Im〉 must be computed by numerically integrating
the port current, obtained by interconnect simulation, as detailed in Section 2.3.

From Eqns. (7), (8), (9), and (10) we can compute the value of φ that both
matches the output waveform vo with the tabulated timing information at tL, tT
and tH , and also that matches the average current drawn by the original parasitic
network and the effective capacitance. Since Eqns. (7), (8), (9) and (10) contain
nonlinear terms, an implicit iterative method must be used to solve them. We
have used Newton’s method in this work. Once the value of the effective capaci-
tance C is known, we can compute the delay d and output slew so of the cell by
a simple lookup in the timing characterization of the cell. This completely char-
acterizes the cell output waveform within the constraints of the simple model.
Such a waveform constitutes the input to the interconnect model.

2.3 Interconnect Delay

Assuming that the cell output voltage waveform has been computed, signals are
then propagated along the path through an interconnect net. The input of such
nets, the port, is tied to the output of a cell, and the net outputs, the taps,
connect to the inputs of several other cells. At the timing level, the difference in
the timing of the transition at the cell output (port) and next cell inputs (taps)
we refer to as intrinsic interconnect delay. There are various methods of comput-
ing the interconnect delay ranging from closed-form expressions, descendants of
the Elmore delay formula, to numerical solution of the underlying interconnect
equations. In this work we assume that the circuit equations of the cell driver
plus interconnect network are solved numerically, either via direct integration or
an equivalent process like recursive convolution. Likewise the slew at the output
nodes must be computed to be used in the analysis of the following cell.

The general state-space representation of a parasitic RC network (either in
its original of reduced form) is

C
d

dt
x(t) + Gx(t) = u(t) (11)

y(t) = NT x(t) (12)
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where x ∈ R
n is the vector of circuit state variables, u is the input excitation,

y is the output response, C and G are the matrices describing the reactive
(capacitances) and dissipative (conductances) parts of the circuit and N selects
the output response.

Assuming a cell characterization in terms of voltage source models, as illus-
trated in Figure 2, the input excitation is the voltage waveform, vm, and the
output response are the voltage waveforms in the taps, vtap. Therefore, we have,

u(t) = Bvm (13)
vtap(t) = LT x(t) (14)

where B is a matrix describing the node where the input voltage is injected, and L
is an incidence-type matrix describing which voltage nodes are monitored (taps).
In the particular case of voltage source models, the current drawn by the parasitic
network, Im, is also relevant, both for computing the effective capacitance and
the input voltage waveform. Hence, an additional equation should be added,

Im(t) = MT x(t) (15)

where M selects the output current out of the state vector x.

3 Variation-Aware Methodology

3.1 General Perturbation Formulation

In this section, we will discuss the parametric analysis of the intrinsic intercon-
nect delay itself. The impact of the interconnect parameters on the cell delay
(i.e. variation in cell loading effects) is taken up in the next section.

The starting point of our analysis is the general formulation of time-varying
linear perturbation theory (see [8] for details). We assume the existence of a set
of nonlinear differential-algebraic equations whose topology is fixed, but whose
constitutive relations depend on a continuous way on a set of parameters. With-
out loss of generality the basic circuit equations can be written as

d

dt
q(x, λ) + i(x, λ) = u(t) (16)

where x again represents the circuit state variables, for example, node voltages,
q ∈ R

n, the dynamic quantities such as stored charge, i ∈ R
n, the static quanti-

ties such as device currents, t, time, and u(t) ∈ R
n, the independent inputs such

as current and voltage sources. In departure from the usual case, we introduce
a p-element parameter vector λ ∈ R

p. These parameters represent properties of
the circuit, such as wire width or thickness, that induce variation in the circuit
behavior through the q and i functions.

The perturbation approach to modeling the parameter variation treats the
parameters as fluctuations ∆λ around a nominal value λ0, and assumes the
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circuit response x can be treated similarly, i.e.

λ = λ0 + ∆λ (17)
x(t) = x0(t) + ∆x(t). (18)

Expanding i and q as function of x, λ and keeping the first order variations, we
get

q(x, λ) = q(x0, λ0) +
∂q

∂λ
∆λ +

∂q

∂x
∆x (19)

i(x, λ) = i(x0, λ0) +
∂i

∂λ
∆λ +

∂i

∂x
∆x. (20)

Assuming a solution to the nominal case, x0(t) is obtained, that is

d

dt
q(x0, λ0) + i(x0, λ0) = u(t) (21)

then substituting the perturbation expansions (19) and (20) into Eqn. (16) and
using (21) to eliminate the nominal-case terms, we obtain the equations for the
first-order perturbation expansion as

d

dt

[
∂q

∂x
∆x

]
+

∂i

∂x
∆x = −

[
d

dt
(
∂q

∂λ
)∆λ +

∂i

∂λ
∆λ

]
(22)

The simplest way to compute waveform sensitivities from Eqn. (22) is by
solving it once for each parameter in turn, as

for each k:
d

dt

[
∂q

∂x

∂x

∂λk

]
+

∂i

∂x

∂x

∂λk
= −

[
d

dt
(

∂q

∂λk
) +

∂i

∂λk

]
. (23)

This gives the final expression

x(t, λ) = x0(t) +
p∑

k=1

∂x

∂λk
(t)∆λk. (24)

Once the sensitivities in the waveforms are known, the next step is to trans-
late to sensitivity of delay. As discussed, delay can be computed as d = t2 − t1
where t2, t1 are the crossing times of the two waveforms of interest. The sensi-
tivity in a crossing time can be related to the sensitivity of the waveform value
x(t) at that point via the slew, ∂x/∂t. Suppose there is a small change ∆T in
the crossing time of a given waveform. With a linear model, the corresponding
change in the voltage is

∆X =
∂x

∂t
∆T. (25)

Conversely, if the perturbation in the waveform ∆X can be computed, the change
in crossing time is given by

∆T =
∆X
∂x
∂t

. (26)
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Therefore we can compute the sensitivity of the delay as

∂d

∂λk
=

∂x
∂λk

∣∣∣
t2

∂x
∂t

∣∣
t2,λ0

−
∂x
∂λk

∣∣∣
t1

∂x
∂t

∣∣
t1,λ0

(27)

Note that for this computation, the waveform sensitivity is only needed at
a few points in time, a fact that can be used to speedup computations (see
Section 5).

This is the formulation for a general first-order perturbation analysis. In the
following we restrict ourselves to the problem at hand, namely modeling the
linear interconnect sub-circuits assuming variations in parameters affecting the
interconnect elements.

3.2 Specialization to Interconnect

Our concern in this document is with the special case of interconnect para-
meters, so simplifications of the general theory are possible. On-chip cell-level
interconnect models are usually written in terms of capacitances and resistances,
or equivalently, capacitances and conductances. Inductance is typically neglected
at this level and for the sake of simplicity we will proceed likewise; it is how-
ever easy to see that the derivation is quite similar when inductance is involved.
Therefore, in this case,

q(x, λ) = C(λ)x i(x, λ) = G(λ)x (28)

so that
∂k

∂λk
=

∂G

∂λk
x

∂q

∂λk
=

∂C

∂λk
x (29)

Let us then assume, for now, that for every element in the parasitic network
(resistor or capacitor), a linear variational model is available. Such a model
contains the nominal values for the elements and also the sensitivities to each
parameter. Therefore, the conductance and the capacitance matrices have the
form:

G = G0 +
p∑

k=1

(Gk∆λk) , C = C0 +
p∑

k=1

(Ck∆λk) (30)

where G0 and C0 are the nominal values of the elements in the interconnect
network and the sensitivities ∂G

∂λk
and ∂C

∂λk
to each parameter λk are given by

∂G

∂λk
= Gk,

∂C

∂λk
= Ck. (31)

The nominal value corresponds to the solution of the equations with each ∆λk =
0, that is λ = λ0. Assuming the variational formulation for G presented in
Eqn. (30), and for x presented in Eqn. (18) we obtain, for instance for i(x, λ):

i(x, λ) =

[
G0 +

p∑
k=1

(Gk∆λk)

]
(x0 + ∆x) (32)
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Simplifying and eliminating the (non-linear) cross-product terms, we obtain:

i(x, λ) ≈ G0x0 + G0∆x +
p∑

k=1

(Gkx0∆λk) (33)

implying that:

i0 ≡ i(x0, 0) = G0x0,
∂i

∂x
= G0,

∂i

∂λk
= Gkx0. (34)

An identical procedure can be applied to q(x, λ) leading, as expected, to:

q(x, λ) ≈ C0x0 + C0∆x +
p∑

k=1

(Ckx0∆λk) (35)

and therefore, that:

q0 ≡ q(x0, 0) = C0x0,
∂q

∂x
= C0,

∂q

∂λk
= Ckx0 (36)

Eqns. (21) and (22) which describe the general perturbation analysis frame-
work, can therefore, in the specialization of parameter-varying interconnect, be
written as:

C0
d

dt
x0(t) + G0x0(t) = u(t) (37)

C0
d

dt
[∆x] + G0∆x = −

p∑
k=1

[
d

dt
(Ckx0(t))∆λk + Gk∆λk

]
(38)

The delay modeling problem is completed by adding the notion of inputs
and outputs to form state-space models. In the case of cell-level interconnect,
the inputs are represented by drivers, the output stages of cells. If the cell library
is characterized using current source models, then the input is a fixed current
source,

u(t) = Bidrv(t) (39)

where B is simply an incidence matrix indicating at which node each driver is
connected to. Similarly, if the cell library is characterized using voltage source
models (as in the case under study), we have

u(t) = Bvdrv(t) (40)

as in Eqn. (13), where vdrv = vm. Other models may be used, like nonlinear
current source models [13, 14].

Recalling Eqn. (14), the full set of equations is now

C0
d

dt
x0(t) + G0x0(t) = u(t) (41)

v0,tap(t) = LT x0(t) (42)

C0
d

dt
[∆x] + G0∆x = −

p∑
k=1

[
d

dt
(Ckx0(t))∆λk + Gk∆λk

]
(43)

∆vtap = LT ∆x (44)
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These equations can be written more compactly if we define

sk(t) = −
[
Ck

d

dt
x0(t) + Gkx0(t)

]
(45)

where x0(t) is the nominal solution computed above. sk can be interpreted as the
“equivalent source” that will allow determination of the sensitivity to the kth
interconnect parameter. With this definition, the final, complete set of equations
is then rewritten as

C0
d

dt
x0(t) + G0x0(t) = u(t) (46)

v0,tap = LT x0(t) (47)

C0
d

dt
[∆x] + G0∆x =

p∑
k=1

sk(t)∆λk (48)

∆vtap = LT ∆x (49)

3.3 Interconnect Sensitivity Calculation

The process of sensitivity calculation can now be concisely stated. First, solve
Eqns. (46) and (47) to get the nominal case responses. Then, for each parameter
k, solve

C0
d

dt

[
∂x

∂λk

]
+ G0

[
∂x

∂λk

]
= sk(t) (50)

∂vtap

∂λk
= LT

[
∂x

∂λk

]
(51)

to get the sensitivity of the response waveforms. From the sensitivity waveforms,
the delay sensitivity can be computed using Eqn. (27) at the appropriate time-
points. Of course, in practice, it is useful to diagonalize the state-space model
above, i.e. to put the C0, G0 matrices into pole-residue form, as numerical solu-
tion of the multiple systems is much more efficient.

4 Cell Delay Sensitivity Calculation

In the preceding section, we have seen how to perform variation-aware delay
computation, by computing the sensitivities of the response waveforms in inter-
connect blocks. However, it is also necessary to show that similar sensitivities
can be computed at the output of cells, in particular assuming that cell delay
computation is still based on delay table models.

To show this, we refer back to the derivation in Section 2 and in particular to
Eqns. (7), (8), (9) and (10). If we perform an expansion around a nominal point
φ0, keeping the first order variations, and eliminating the nominal-case terms,
we obtain,

∆vo(tL,∆φ) = 0 (52)
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∆vo(tT ,∆φ) = 0 (53)

∆vo(tH ,∆φ) = 0 (54)

〈∆Ic〉(tL, tH ,∆φ) = 〈∆Im〉 (55)

Noticing the dependence of tL, tT and tH , on d and so, and their dependence on
si and C, we obtain the generic equation,

∂vo

∂s
∆s +

∂vo

∂k
∆k +

∂vo

∂R
∆R

+
(

∂vo

∂C
+

∂vo

∂tX

dtX
dC

)
∆C +

∂vo

∂tX

dtX
dsi

∆si = 0
(56)

where
dtX
dC

=
∂tX
∂so

∂so

∂C
+

∂tX
∂d

∂d

∂C
,

dtX
dsi

=
∂tX
∂si

+
∂tX
∂so

∂so

∂si
+

∂tX
∂d

∂d

∂si
. (57)

tX can be replaced by tL, tT or tH to obtain Eqns. (52), (53), and (54), and all
derivatives are computed at time tX . For Eqn. (55) a similar expansion can be
performed, (

∂〈Ic〉
∂s

− ∂〈Im〉
∂s

)
∆s +

∂〈Ic〉
∂k

∆k

+
(

∂〈Ic〉
∂R

− ∂〈Im〉
∂R

)
∆R +

d〈Ic〉
dC

∆C +
d〈Ic〉
dsi

∆si = 〈∆Im〉
(58)

where
d〈Ic〉
dC

=
∂〈Ic〉
∂C

+
∂〈Ic〉
∂tL

dtL
dC

+
∂〈Ic〉
∂tH

dtH
dC

(59)

d〈Ic〉
dsi

=
∂〈Ic〉
∂tL

dtL
dsi

+
∂〈Ic〉
∂tH

dtH
dsi

(60)

∆si and 〈∆Im〉 are related to the parameter variation vector, ∆λ, by the follow-
ing expressions,

∆si =
∂si

∂λ
∆λ (61)

〈∆Im〉 =
∂〈Im〉

∂λ
∆λ (62)

where ∂si

∂λ and ∂〈Im〉
∂λ are the sensitivity vectors. Resorting to Eqns. (56), (58), (61),

and (62), we can now represent Eqns. (52), (53), (54), and (55) in matrix form
as,

J∆φ =
(

Q
∂si

∂λ
+ W

∂〈Im〉
∂λ

)
∆λ (63)

where J , Q and W are given by

J =

⎡
⎢⎢⎢⎣

∂vo

∂s

∣∣
tL

∂vo

∂k

∣∣
tL

∂vo

∂R

∣∣
tL

∂vo

∂C

∣∣
tL

+ ∂vo

∂tL

dtL

dC
∂vo

∂s

∣∣
tT

∂vo

∂k

∣∣
tT

∂vo

∂R

∣∣
tT

∂vo

∂C

∣∣
tT

+ ∂vo

∂tT

dtT

dC
∂vo

∂s

∣∣
tH

∂vo

∂k

∣∣
tH

∂vo

∂R

∣∣
tH

∂vo

∂C

∣∣
tH

+ ∂vo

∂tH

dtH

dC
∂〈Ic〉

∂s − ∂〈Im〉
∂s

∂〈Ic〉
∂k

∂〈Ic〉
∂R − ∂〈Im〉

∂R
d〈Ic〉
dC

⎤
⎥⎥⎥⎦ (64)
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Q =

⎡
⎢⎢⎢⎣
− ∂vo

∂tL

dtL

dsi

− ∂vo

∂tT

dtT

dsi

− ∂vo

∂tH

dtH

dsi

−d〈Ic〉
dsi

⎤
⎥⎥⎥⎦ , W =

⎡
⎢⎢⎣

0
0
0
1

⎤
⎥⎥⎦ (65)

∂si

∂λ results from the variational timing analysis on the interconnect of the input
net, as described in Section 3. ∂〈Im〉

∂λ can be computed by integrating the sensitiv-
ities of the port current, Im, for the transition period and dividing by its width.
All the derivatives in J , Q and W can either be computed analytically or by
accessing the timing characterization of the cell.

If NC = [0 0 0 1] is a vector that “selects” the capacitance row of ∆φ,

∆C = NC∆φ = NCJ−1

(
Q

∂si

∂λ
+ W

∂〈Im〉
∂λ

)
∆λ (66)

Acknowledging the dependence of the delay d and the output slew so on the
input slew si and the capacitance C, the following expressions can be derived,

∆d =
∂d

∂si
∆si +

∂d

∂C
∆C (67)

∆so =
∂so

∂si
∆si +

∂so

∂C
∆C (68)

where ∂d
∂si

, ∂d
∂C , ∂so

∂si
and ∂so

∂C can be computed by direct analysis of the lookup ta-
ble that contains the timing characterization of the cell. Substituting Eqns. (61)
and (66) in Eqns. (67) and (68), we can derive the sensitivities of the delay and
output slew to the parameters,

∂d

∂λ
=

∂d

∂si

∂si

∂λ
+

∂d

∂C
NCJ−1

(
Q

∂si

∂λ
+ W

∂〈Im〉
∂λ

)
(69)

∂so

∂λ
=

∂so

∂si

∂si

∂λ
+

∂so

∂C
NCJ−1

(
Q

∂si

∂λ
+ W

∂〈Im〉
∂λ

)
(70)

5 Optimizations for Large Numbers of Parameters

In this section, we discuss how using adjoint methods [15] can accelerate the com-
putation of the timing models when large numbers of parameters are present.
Since the computation time is nearly independent of the number of parameters,
the sensitivity to a larger number of parameters can be done simultaneously.
Thus, if only a few crossing times are of interest, the computation is very cheap
on an information-gained basis. When device mismatch is of interest, the sensi-
tivities to multiple model parameters, for every device in a circuit, are needed.
Mismatch could be caused by purely stochastic mechanisms, such as dopant
fluctuations in MOSFET channels. Systematic effects such as optical proximity
printing errors may also lead to device-by-device parameter variations.
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Let us suppose the nominal system in Eqn. (46) has been discretized into
M time-points and an operating point x0(t) has been computed. For a given
timepoint tk, k = 1 . . . M , let us introduce the capacitance and conductance
matrices C,G as follows:

Ck ≡ ∂q

∂x

∣∣∣∣
x(tk)

Gk ≡ ∂i

∂x

∣∣∣∣
x(tk)

(71)

Similarly, define the “source” functions s as

s
(q),(l)
k ≡ − d

dt

[
∂q

∂λl

]
x(tk)

, s
(i),(l)
k ≡ − ∂i

∂λl

∣∣∣∣
x(tk)

(72)

s
(l)
k = s

(q),(l)
k + s

(i),(l)
k . (73)

We “pack” the time-varying quantities into matrices and vectors with a block
structure. If there are N equations in (22) and M timepoints, then the vectors

X =

⎡
⎢⎢⎣

∆x1

∆x2

. . .
∆xM

⎤
⎥⎥⎦ , s(l) =

⎡
⎢⎢⎢⎣

s
(l)
1

s
(l)
2

. . .

s
(l)
M

⎤
⎥⎥⎥⎦ (74)

have M sections, each section a vector of N entries. The vector X represents the
waveforms of perturbations due to parameter fluctuation. The vectors s(l) will
be used to form the p columns (one for each parameter) of the matrix S,

S =
[
s(1) s(2) . . . s(p)

]
(75)

Likewise the matrix

G =

⎡
⎢⎢⎢⎣

G1

G2

. . .
GM

⎤
⎥⎥⎥⎦ (76)

has M × M blocks, each block an N × N matrix.
After time-discretization, a composite capacitance matrix C may also be

formed. The precise structure of this matrix depends on the discretization scheme
used. For example, for a backward Euler discretization with timesteps h1, . . . , hM ,
the matrix C becomes

C =

⎡
⎢⎢⎢⎢⎣

C1
h1

−C1
h2

C2
h2

. . .
−C(M−1)

hM

CM

hM

⎤
⎥⎥⎥⎥⎦ (77)
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Eq. (22) can be written as one composite matrix equation3

CX + GX = S∆λ. (78)

To extract the sensitivity of the waveforms to the parameter λk, we solve

(C + G)Xk = Sek (79)

where ek denotes the kth unit vector (all zero, except entry k, where it is unity).
For the delay computation, the sensitivity of the waveform at a specific time-

point j and node k is needed. Construct the (block-structured) vector

E =

⎡
⎢⎢⎣

E1

E2

. . .
EM

⎤
⎥⎥⎦ (80)

with the vectors El given by

El = ek, l = j El = 0, l 	= j. (81)

Then the required sensitivity ak is ak = ETXk.
Note that (C+G) is block-lower-triangular. This means that operations with

(C + G)−1 are cheap to compute. Of course, the matrices C,G are never written
down explicitly, we only perform implicit operations as as multiplying (C+G)−1

times a vector. Clearly, to extract the full set of sensitivity information, we must
perform p solves – one for each parameter. This is acceptable if p is small, but
problematic if p is large. On the other hand, for one solve, we obtain the sensi-
tivities of the waveforms at all nodes and all all timepoints. The computational
complexity is O(pNM) for the solution.

The idea of adjoint analysis is to obtain the sensitivity of a voltage wave-
form at a single timepoint and single node, to perturbations of all parameters
simultaneously, at all timepoints. With the above notation, the notation of the
procedure is simple. First we solve

(C + G)TU = E. (82)

Denoting the vector of sensitivities η = [a1, a2, . . . , ap], we have

η = UTS. (83)

If the sensitivities for multiple timepoints or nodes are to be computed, there
is one solve of Eq (82) for each such observation point. The computation of S
is done once, and shared across all solves. If t is the number of such terminal
points, the computational complexity is O(tNM) for matrix solution. Compared
to the direct computation, savings is possible if t < p.

3We have omitted uncertainty in the initial condition, which will contribute an
additional term to s(q),(l) above.



VLSI-SoC: Research Trends in VLSI and Systems on Chip 173

We have not yet discussed the computation time for constructing the matrix
S. At worst, this is O(pDM) where D is the number of devices. However, usually
either the number of parameters is small, p is O(1), or each device depends
on only a small number of parameters. In either case, the complexity becomes
O(DM) O(NM) if the implementation is done so as to exploit such structure.

6 Experimental Results

A realistic circuit block was synthesized and mapped to an industrial 90nm tech-
nology. As process parameters, we considered the widths and thicknesses of the
six metal layers needed to route the block. During parasitic extraction of the de-
sign, we computed the nominal values and sensitivities of each parasitic element
(resistors and grounded capacitors), relative to each one of the 12 parameters.

In order to validate the interconnect delay and slew computations, we se-
lected from the design 3671 nets, including nets in the internal logic, nets in the
clock tree and nets in the pad wiring. For each of these nets, we computed the
parametric delay and slew expressions for each of its taps (resulting in 13870 taps
among all nets), while the port was excited by a rising voltage ramp. To assess
the accuracy of the proposed methodology, the delay and slew sensitivities were
compared to transistor-level simulations performed using the circuit simulator
Spectre. In Figure 3 we present scatter plots of the sensitivities computed by
both methods, for 4 parameters. In Figure 4 we present histograms of the rela-
tive errors for other 4 parameters. Both figures clearly show that the computed
sensitivities accurately match those obtained by simulation.

In order to validate the cell delay and output slew computations we pro-
ceeded as follows. For a given standard cell of that same 90nm technology, and
using Spice-level models, we generated a dotlib-style lookup table of size 7x7,
for delay and output slew, as a function of input slew and load. Using these
tables, and applying the proposed methodology, we computed the delay and
output slew sensitivities for one of the cell instances in the previously mentioned
design, considering its loading net obtained from extraction. Using the method-
ology proposed in Section 4 we generated the sensitivities of delay and output
slew to all 12 parameters. Next, varying the parameter values, a similar set of
sensitivities was also computed with Spectre, using accurate Spice-level mod-
els for the cell. The delay and output slew sensitivity values obtained using the
proposed method were then assessed by computing its relative error versus the
Spectre-generated data. These relative errors are shown in Figure 5 (left plot).
As can be observed, the errors are in general small, usually in the low percentage
range. The only exception to this rule is the pathological case of the slew sen-
sitivity to parameter #2, whose absolute value is small, the smallest of all the
sensitivities and near machine precision. In order to investigate this behavior, we
introduced a variation in the input slew depending on parameter #2, so that the
delay and output slew sensitivity values to this parameter would become larger.
As a result we observed that when this happened the relative error dropped to
the normal range, as shown in Figure 5 (right plot). Considering that the size
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Fig. 3. Computed delay sensitivities vs. transistor-level simulation.

of the dotlib-style lookup table used was only 7x7 (typical value), providing a
rough approximation of the behavior of the cell, and that the parasitic network
was also approximated by a single lumped capacitance, we believe that the accu-
racy of the computed values is fairly good. Better accuracy should be obtained
by using larger lookup tables, or by extending the proposed model for handling
tables depending on other parameters.

7 Conclusions

In this paper we have developed an analytic delay calculation methodology suit-
able for use in a statistical static timing methodology. Our approach, based on
a specific type of perturbation analysis, allows for the analytical computation
of the quantities needed for statistical delay propagation. We also showed how
perturbation analysis can be performed when only the standard cell delay table
lookup models are available. The techniques proposed are robust and show good
correlation with transistor level calculations. Furthermore, they can be directly
applied when cell characterization is based either in voltage or current source
models. Future work will show how to develop models that include nonlinear
contributions from the process parameters.
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Fig. 4. Histograms of errors in computed delay sensitivities.
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Abstract. This work introduces an application mapping methodology and case
study for multi-processor on-chip architectures. Starting from the description of
an application in standard sequential code (e.g. in C), first the application is pro-
filed, parallelized when possible, then its components are moved to hardware im-
plementation when necessary to satisfy performance and power constraints. After
mapping, with the use of hardware objects to handle concurrency, the application
power consumption can be further optimized by a task-based scheduler for the
remaining software part, without the need for operating system support. The key
contributions of this work are: a methodology for high-level hardware/software
partitioning that allows the designer to use the same code for both hardware and
software models for simulation, providing nevertheless preliminary estimations
for timing and power consumption; and a task-based scheduling algorithm that
does not require operating system support. The methodology has been applied to
the co-exploration of an industrial case study: an MPEG4 VGA real-time encoder.

1 Introduction

Technological advances have made multiprocessor implementations of embedded sys-
tems a viable alternative to traditional single-processor and pure-hardware designs.
Such multiprocessor designs offer high levels of performance, flexibility and, at the
same time, promise low-cost and power-efficient implementations. One of the most
promising approaches to design such systems is the Multiprocessor System-on-a-Chip
(MPSoC) paradigm. A typical MPSoC system consists of a number of processing ele-
ments (PEs), which can be programmable processors or fixed application-specific co-
processors, and storage elements (SEs) connected to PEs via an on-chip communication
architecture. As a result, MPSoC architectures represent heterogeneous systems that of-
fer flexible parallel processing resources for implementation of bandwidth-demanding
multimedia applications.

However, MPSoC platforms introduce several design challenges associated with
their parallel and heterogeneous architecture. Platform-based design [1] faces the prob-
lem of defining a configurable microarchitecture platform, onto which an application
can be mapped through a well defined parallel programming model, specified via an
application-program interface (API) platform. The mapping of an application to a mi-
croarchitecture platform starts from a complex system specification and goes through a
possible extensive design space exploration phase. In this context, the reuse of a large
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base of existing software to perform the exploration of different possible implemen-
tations constitutes an important concern. The existing software commonly written in
C/C++ language with a single-processor architecture in mind cannot be directly reused
in a multiprocessor environment, especially if it consists of a heterogeneous mix of dif-
ferent software and hardware components. The existing software needs to be adapted
to the parallel capabilities of the architecture. Furthermore, to enable fast and flexi-
ble exploration of the possible application-to-architecture mappings, it is necessary to
automate the hardware-software partitioning of the application. Therefore, there is a
need for a disciplined approach based on a unified parallel modelling paradigm that
would enable a smooth translation of existing sequentially-coded software algorithms
into their parallel models suitable for the design space exploration of MPSoC platforms.

In this work, we show how it is possible to map an application to the MultiFlex [2]
platform, exploiting the features offered by the combined use of the DSOC and the SMP
programming model to provide a novel way of performing initial partitioning and ex-
ploration. The use of the DSOC programming model together with the transaction-level
modeling (TLM) [3] infrastructure allows easy moving of a component from hardware
to software and vice-versa.

Once the application has been partitioned and mapped to the target platform accord-
ing to its performance and power constraints, it is possible to further optimize its power
consumption with the use of a proper Dynamic Power Management System (DPMS).
In this work we extend our previous work [4] with a task-based DPMS scheduler, that
optimizes power consumption without affecting the system’s performance.

The rest of this paper is structured as follows: Section 2 describes current ap-
proaches to the parallel mapping problem; Section 3 outlines the proposed mapping
flow; Section 4 introduces power optimization to the overall architecture; Section 5 de-
scribes an industrial case study to which the proposed methodology was applied; and
finally, Section 6 draws some concluding remarks.

2 Related work

The present paper focuses on a mapping methodology of applications onto MPSoC
platforms in order to identify the best trade-off of power and performance behavior
of the application on a given platform configuration. The next step is task allocation
for dynamic power consumption optimization. Most literature is either focused on pro-
gramming models to solve the mapping of software applications onto specific platforms
or on the scheduling for dynamic power management on multiprocessors. So far, no pa-
per considered yet the entire design flow from a comprehensive perspective.

2.1 Designing MPSoCs

The architectural changes introduced in the emerging MPSoCs have a direct conse-
quence in how software engineers program. This fact has already been acknowledged
by several researchers, who have proposed preliminary solutions. Most of them agree
on the importance of new high-level programmer views of SoC.
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A number of programming models focused on multiprocessor SoCs have been pre-
sented, such as the MESCAL approach [1], which has served as base for further dif-
ferent programming models. Nevertheless, most of them are application or domain
specific.

A more general approach composed of two SoC parallel programming models has
been introduced in [5]. The Distributed System Object Component (DSOC) model and
the Symmetric Multi-Processing (SMP) model are inspired by leading-edge approaches
for large system development, but adapted and constrained for the SoC domain.

Various actor-oriented frameworks are proposed to capture arbitrary Models of
Computation (MoC) for the purpose of system level modeling and tool supported paths
to exploration, implementation and/or verification [6]. The modeling strategy presented
in this paper can be implemented on top of any of these MoC generic frameworks.
We selected SystemC mainly because of the broad user acceptance and commercial
tool support. Complementary to our top-down refinement flow, the Component Based
Design paradigm [7] advocates the bottom-up platform composition from a parameter-
izable IP library, containing off-the-shelf processing elements, communication fabrics
and hardware dependent software layers. This approach is clearly advantageous for the
rapid exploration and implementation of the general purpose portion of the applica-
tion, whereas our approach is focused on application specific architectures executing
the data-processing part.

The highest possible abstraction level for design space exploration and application
mapping is static performance analysis [8, 9]. Other approaches are closer related to
simulation frameworks for top-down exploration and refinement like ARTEMIS [10]
and StepNP [5]. Some recent works present simulation frameworks for mapping appli-
cations based on SystemC [11], and mapping and scheduling of applications on parallel
architectures [12, 13].

2.2 Power optimization

Dynamic Power Management (DPM) is a design methodology that dynamically recon-
figures an electronic system to provide the requested services and performance levels
with a minimum number of active components or a minimum load on such components.

Dynamic Voltage/Frequency Scaling (DVFS) requires processors to adapt their volt-
age and frequency at run-time, according to some control actions. The work in [14]
introduce architectural and implementation issues together with energy saving bounds
concerning DVFS techniques.

A significant amount of research on DVFS scheduling and algorithms have been
proposed on both single and multi-processor systems. DVFS has been implemented
in several contemporary microprocessors as Intel XScale, AMD Mobile K6 Plus and
Transmeta Crusoe [15]. These can be classified as compile-time and run-time poli-
cies [15]. Run-time policies have drawn more attention because of the ability to reduce
energy consumption in response to workload variations. A run-time DVFS policy con-
sists of two elements [15]:

– Scaling points: these are the positions where voltage/frequency scaling occurs.
They can be signaled by timer interrupts, cache misses, etc. The time frame en-
closed by two scaling points is referred as a scaling unit.
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– Scaling criteria: it is the policy that determines the voltage/frequency level of the
next scaling point.

Depending on scaling points, DVFS policies can be classified as interval-based policies
(timer interrupts) [16, 17], micro-architecture-based policies (cache misses and perfor-
mance counters),and task-based policies (task arrivals and completions) [18]. Other
techniques have also been introduced for multiprocessor embedded systems, such as
[19], focusing mostly on scheduling algorithms.

3 Mapping and Exploration Design Flow

The proposed mapping flow allows the designer to co-explore the application design
space including both the architecture model and the application source code, as shown
in Figure 1. This flow is targeted to highly parallel applications, like, for instance, mul-
timedia ones. This flow starts from an executable specification of an application, in a
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Co-Simulation
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Fig. 1. The proposed mapping and exploration flow

language that can be compiled and executed on the target micro-architecture platform.
The mapping phase starts by considering a fully software implementation. The applica-
tion undergoes the following steps:

– Static Profiling: the source code of the application is profiled natively on a worksta-
tion and the total computation effort needed by the application is estimated, given
performance constraints. It is worth noting that this provides the lower bound to the
number of processors, in case of a fully software solution.

– Parallelism Extraction: since the target architecture is an MPSoC, the intrinsic par-
allelism must be extracted from the application to exploit the available system re-
sources. The general problem of automatic parallelization of the code is out of
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the scope of this paper. We consider code that has been already parallelized for
the MultiFlex programming models. This step identifies data dependencies at very
coarse-grain, e.g. image macroblocks for an MPEG4 encoding algorithm.

– Validation: any modification to the reference source code is validated against the
reference data, to avoid losing the original program behavior due to some neglected
dependencies.

– Architecture Modeling: static profiling provides the lower bound in terms of com-
putational resources to run the application and to meet the constraints, hence we
need to model the architecture components considering these basic requirements.
As an example, the static profiling states the minimum number of processors for a
fully software implementation.

– Co-simulation: the architecture model and the software are co-simulated, extracting
both performance and power measures.

– Analysis: simulation results are collected and analyzed to modify both the applica-
tion (e.g. to increase the parallelism) and the architecture model, by modifying the
initial hardware and software partitioning, for example by moving some parts of
the application in hardware or by varying some platform architectural parameters.

The mapping continues to cycle through these steps until the constraints for the appli-
cation are fully met. These steps are detailed in the following.

3.1 Static Profiling

Statically profiling an application consists of determining its computational require-
ments. The idea is to define a lower bound to the resources needed by the application.
In this way, it is possible to configure the micro-architecture platform so that it satisfies
the lower bound. Static profiling can be done natively on any machine that supports a
profiling tool-set, like gprofor iprof. iprof identifies the number of instructions
needed to execute the native code, while gprof provides analysis on the call graph.
Merging the two outputs allows the designer to identify the computational needs of the
application and how those need are distributed in the code. As an example, an MPEG4
encoder developed at STMicroelectronics (described in detail in Section 5), when pro-
filed on a x86 architecture, shows a requirement of 4.081 GIPS (Giga Instructions Per
Second). It is worth noting that this requirement is strictly valid only on the same In-
struction Set Architecture (ISA) on which the application was profiled. More complex
(or simpler) ISAs may run the code using less (or more) instructions.

Considering a micro-architecture platform where the target processor is an ARM9
core running at 200MHz, the bound for a fully software implementation is 21 ARM
CPUs. In fact, ARM9 has at most a CPI (cycles-per-instruction) equal to 1:

c× f × CPI = 21× 200 · 106 × 1
= 4200GIPS

with c and f the number of processors and their frequency respectively. Even suppos-
ing that the micro-architecture platform has enough computational power, a sequential
application cannot run on all the processing elements and therefore the designer needs
to modify it to exploit all possible inherent parallelism.
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3.2 Parallelization

Parallelization requires the identification of sections of code working on independent
sections of the application’s input data. This is not trivial even for applications that
exhibit an “embarrassing” level of parallelism like multimedia audio and video encod-
ing. The kind of parallelization needed for distributing tasks to the processing elements
of an MPSoC is coarse- to medium-grained. Although there is a large amount of re-
search devoted to the automatic parallelization of code [20, 21], coarse-grain paralleliz-
ing compilers are still not widespread in the industry. It is more common to directly
apply programming models to sequential code, leaving the designer to identify data-
dependencies in the code. As an example, a routing application like an IPv4 forwarder,
can be parallelized in such a way that every packet is manipulated by a separate thread.
The use of the MultiFlex SMP approach reduces the effort [2] because it provides a
well-established parallel API, that is entirely similar to multi-threaded programming
when using a traditional UNIX-like operating system, in particular POSIX threading. In
addition, the Concurrency Engine (a hardware SMP accelerator that is part of the Multi-
Flex approach) provides load balancing functionalities, leaving the designer to the only
effort of determining the data dependencies of the target application. The proposed flow

Blocks concurrently 
computed

Fig. 2. Parallelization of a motion estimation algorithm over the macroblocks of a frame

involves the application of the MultiFlex SMP programming model, identifying data de-
pendencies manually. As an example, considering STM’s MPEG4 encoder, independent
data blocks in the motion estimation algorithm are represented by a “knight’s move” on
the chessboard formed by dividing a frame to be encoded in macroblocks (squares of
2x2 blocks of 8x8 pixels), as typical in JPEG and MPEG compression [22]. The par-
allelized application starts a thread for each independent macroblock to be encoded, as
shown in Figure 2.

3.3 Validation

After some parts of the application have been parallelized, the resulting code has to be
verified again in order to prove that the functional requirements of the application still
hold. Applying regression tests to simulated code can be excessively time consuming
and may seriously slow down the design process. To overcome such problem, we ex-
ploit the similarities of the MultiFlex programming model to Pthreads. It is conceivable
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to compile natively the same code that would run on the micro-architecture platform,
given that the API is the same. Using Pthreads it is possible to explore the paralleliza-
tion of the application natively, obtaining the exact same behavior that would take place
on the simulated platform. The only attention to be given is to use only those Pthread’s
concurrency control structures that have been implemented in the Concurrency Engine
(such as semaphores, monitors, conditions). Validating the parallel design implies en-
forcing proper synchronization through the use of those structures avoiding any sort of
deadlock or race condition. The time saving introduced by this solution is conspicuous.
As an example, a simulation run over 30 frames of the MPEG4 encoder takes about
1s natively, while it requires minutes (or even hours, depending on the accuracy level)
when it is executed, on the same workstation, with an instruction-set simulator (ISS).

3.4 Simulation

Once the first run of mapping has been applied, the architecture model and the software
can be co-simulated. Co-simulation is performed using a transaction-level simulator (in
our case, StepNP [5]), first using timed functional models. The first run of simulation
provides data concerning the actual performance of the system, giving bounds to de-
lay and energy consumption. The results of the simulation provide data to proceed in
the exploration of the platform configuration. Examples of these results might be low
processor utilization, which mean that channel latency is excessive and has to be ac-
counted for, as an example using hardware multi-threading [23]. Whenever the applica-
tion meets the required constraints, simulation can be performed at a lower abstraction
level, going into progressive refinements that lead to the actual implementation of the
system.

It is unlikely for a complex, high speed, application, that a full software solution
gives acceptable performance. In this case, some parts of the system may be imple-
mented in hardware, raising the performance but, at the same time, raising the plat-
form’s design cost and lowering its flexibility.

3.5 Hardware-software partitioning

One of the main advantages of the proposed flow is the ease of HW/SW partitioning
through the use of DSOC. In fact DSOC does not make a distinction, from the point of
view of the user, between hardware and software components. The DSOC ORB routes
requests and the MP engine takes care of the marshaling and unmarshaling activities. In
fact, it is possible to create transaction-level models of the application functions using
the exact same code that is used for software models, as shown in Figure 3.

During the static profiling phase, the critical kernels of the applications have been
identified. These are implemented as DSOC objects, defining their function signatures
as appropriate interfaces using SIDL. The SIDL compiler generates skeletons and stubs
needed for communication between DSOC clients and servers. Using a transaction-level
DSOC object adapter, it is possible to connect any DSOC object to a communication
channel. Since the code used by DSOC objects can be either compiled for the simu-
lated processors or natively, it is kept into a separate library compiled in both forms.
Being StepNP (and MP4Free) based on SystemC, which produces native executable
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simulators, the natively-compiled library can be linked directly to the simulator, and ac-
cessed through the stubs. This allows the creation of untimed functional models of each
component modeled as DSOC. Models can be turned into timed functional ones adding
appropriate wait() statements in the SystemC wrapper. It is worth noting how this ap-
proach is not specific to a type of function or hardware component, but it is completely
general: it is sufficient to define a SIDL interface to connect a new object.

Fig. 3. Exploiting DSOC to re-use code for both hardware and software object models

The proposed methodology, however, suffers from a minor limitation. Since the
simulated application and SystemC have different address spaces, it is not possible to
use pointers when passing parameters to hardware components. This means that is is
not possible for a hardware component to access memory via DMA, unless the SystemC
wrapper is sophisticated enough to support address space conversion.

Concerning power consumption, the timed functional models associated with each
DSOC object have no power model. To overcome this limitation, we roughly estimated
the energy consumption per access to the components using SPARK [24]. SPARK is a
behavioral C synthesizer, that produces RT VHDL code. The VHDL code is synthesized
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as well in Synopsys Design Analyzer and estimated with Power Compiler. The result
gives a first estimation of the energy cost per access to the component, as shown in
Figure 3.

Exploiting DSOC, SystemC and TLM, the designer can perform the HW/SW par-
titioning of the system as a matter of turning some switches and running simulations,
greatly simplifying high-level design space exploration. The methodology has been ap-
plied to a set of critical kernels, as outlined in the following.

4 Power-Aware Scheduling on MPSoCs

After the application has been partitioned and mapped to the MPSoC platform, in this
work we also propose a power-aware task-driven scheduling algorithm that, with re-
spect to previous approaches, works at run-time without the need of an operating system
on a multi-processor system. The basic idea is to exploit the MultiFlex [2] hardware-
assisted programming models and task structures to gather the necessary information
for the scaling criteria to assign voltages to processors. The scheduler is included in the
Concurrency Engine as a hardware component, and, if only hardware threads are used,
does not require any operating system support except that needed to access the Con-
currency Engine (CE). The scheduler acts transparently, identifying task events (start,
finish, resource availability) snooping the requests to the CE core. The proposed voltage
scheduler, described in the following, has three key advantages:

1. It is a task-driven scheduler but nevertheless does not require any operating system
support.

2. It is based on very simple, constant time algorithms
3. Its granularity is very coarse, trying to get as close as possible to the optimal value

of one voltage setting per deadline [25]

Due to the structure of most common SMP programming models, i.e. a main thread
forking parallel worker threads, it is easier than in the general case to predict the next
value of the average load of a processor for the next scheduling unit, due to the pre-
dictable behavior of the system. The scheduling points are the fork and join operations
(therefore the classification of the policy as event-driven) defined by a predictive ap-
proach, outlined in the following. We define the main thread the hardware thread ex-
ecuting the main flow of a program, and worker thread every other thread. Tasks are
functions or programs executed by worker threads; jobs are instances of a task, that is,
they are a mapping between a task and a working data set. A fork operation consists
of creating a set of jobs that have to be executed by worker threads. According to the
MultiFlex model, only hardware threads are allowed in the system, and the CE maps
jobs to threads according to its own internal scheduling algorithm.

For each scheduling unit, we determine the best load obtained for each proces-
sor, then use them to compute the predicted value of the next scheduling point. As a
prediction scheme, we use an exponentially smoothed moving average, obtained as a
weighted average of the best loads of the given task. This prediction scheme works well
for applications whose tasks roughly keep the same behavior in time. The assumption
is not a limitation if tasks (i.e. functions) don’t have a timing behavior that is strongly
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dependent on data. Nevertheless, it is possible to use another and perhaps more effec-
tive prediction scheme. The average load of a processor is determined with its internal
instruction counter and is a number less than or equal to one. The idea is to scale the
voltage/frequency of all the processors to keep the average load as close as possible
to one. Load average tends to be lower than one due to wait states caused by channel
latency, contention, etc..

The targets of the MultiFlex approach are multimedia and network applications:
these applications require a huge amount of computational resources, but they are also
quite linear and repetitive. This linearity allows collecting statistics on the current pro-
gram in order to manage future iterations of the same task. According to the program-
ming model, the sequence of fork-join of an application is computed sequentially, and
tasks are forked to one or more threads. The main thread is stalled until all the worker
threads have completed their task. For each task we keep track of the worst execu-
tion time τ as an exponentially smoothed moving average. At every scheduling point,
the voltage/frequency of the processor is set according to the predicted worst load av-
erage for the next set of jobs. Since most DVFS processors can modify their voltage
settings in discrete intervals, we approximate the setting to the voltage/frequency tuple
si = (Vdd, f) such that

f ≥ fmax · lw (1)

where fmax is the maximum frequency value and lw is the predicted average load for
the next scheduling unit. This means that the frequency will be higher or equal to the
frequency needed to complete the task without incurring in performance penalties, ac-
cording to the predicted load. The higher the accuracy of the prediction, the better the
DVFS result. This approach can be extended to perform static voltage scheduling, if the
execution time of each task is known a priori. Finally, we can assume that the schedul-
ing points are far enough in time to reduce the scheduling points in such a way that the
transition cost is not affecting the overall power consumption of the application. This
has been proved valid for an MPEG4 encoder application: fork-join sections generate a
high number (up to 103) of threads, and each task requires a time t >> ttran, making
the overhead negligible.

With the classic SMP approach, scaling voltage of active processors may still incur
in energy waste due to idle processing elements. This may happen in two conditions:

1. The inherent parallelism of the application for a task does not allow forking enough
threads to cover all the processing elements of the target platform. This means that
some processors will be idle during the execution, until the next join.

2. Job distribution is not uniform during a join phase: some jobs finish earlier than
others and leave their processor idle.

To avoid this energy expenditure, the DVFS subsystem of the CE applies DPM method-
ologies, turning off the unused hardware if the conditions arise and this does not affect
the performance of the system due to restart delays.

In the following, for the sake of simplicity, we will consider mono-threaded proces-
sors, i.e. processors that can execute only one thread at a time. However, the approach
still holds for multi-threaded processing elements: a processor executing n threads is
considered as n single-threaded processors that belong to the same voltage cluster and
can be turned off if and only if all n threads are idle.
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4.1 The Concurrency Engine Scheduler

To maximize the effectiveness of the approach, the DVFS subsystem of the Concur-
rency Engine has to interface with its multi-processor task scheduler. Our approach is
designed to interface with both static (fixed for all the tasks) and dynamic schedul-
ing approaches, but in this work, we will focus on the standard dynamic scheduler of
the Concurrency Engine. The original implementation of the CE scheduler is a simple
FIFO: every new job is mapped in sequence to available worker threads. Every time a
job is completed, if there are some unmapped jobs, the first in the queue is assigned to
the newly freed resource.

To manage the state of the processors (idle, on, off), the CE monitors the execution
of every job. Whenever a task is about to be completed, some processors become idle,
but turning them off immediately is not necessarily the most effective strategy. In fact,
it is possible that their restart is too slow for the next job to be scheduled without delays,
hindering the system’s global performance. In the original CE implementation, after the
last job is assigned, all the processors are active, finishing their jobs before deadline τ ,
given by the application constraints (e.g. 30 fps for a video encoder). At the time τ all
processors are ready for the next fork, but in the interval between the completion of
their job and τ , they are idle. We define the critical time tc,i of a task i, the minimum
time required to turn off and restart a processor before the beginning of the next task.
Finally, we define the shutdown time td and the start time ts as the time needed to turn
off a processor and to turn on one that was previously off, respectively. The time ts,i

is the time during task i after which it is not possible to turn on a processor before the
next task.

4.2 Scheduling with on/off management

Since the CE possesses all the information needed to schedule tasks over free resources,
we can add the proper signals to switch on and off each processor independently. Each
processor needs a non-null time to change its state (in either direction), so the CE must
check if there is enough time available to shutdown and restart a processor before the
beginning of the next task, considering also the voltage schedule of the current task.

Since the DVFS subsystem predicts the duration of a task τ , the CE has an estima-
tion of the time needed to execute the task. Supposing that the restart time is known as
trs = td + ts, where td is the shutdown time and ts is the start time. Therefore:

tc,i = τ − trs (2)

The improvement when compared to the standard CE scheduler is little: only proces-
sors that can be restarted before τ are turned off, that is processors are stopped only
if the number of remaining jobs is lower than the number of available processors, and
there is no guarantee that there will be any in all tasks. The constraint that all the proces-
sors have to be active at time τ , before starting a new job assignment, can be relaxed
if not all the processors are needed for the next task. This can be discovered by the CE
after a first conservative run where all tasks are supposed to be needing all computa-
tional resources, or can alternatively be defined at design time. In this case, shutdown
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and restart operations can be allowed over task boundaries (i.e. when there are no more
waiting jobs to be mapped), leading to three cases:

– Case 1: τi+1 − τi > trs

In this case it is possible to shutdown a processor in any moment between t0 and
τ0. Considering the example in Figure 4, supposing that the task ending in τ2 needs
only 3 resources, processors P2 and P5 can be shut down and their restart can be
scheduled at tc,2 without incurring in any penalty. This case provides the maximum

Fig. 4. Shutdown over task boundaries with τi+1 − τi > trs

power saving, because it enforces loose constraints on the processors’ shutdown
process.

– Case 2: tstart < τi+1 − τi < trs

In this case, it is only possible to start (and not restart) a processor before the next
deadline

– Case 3: τi+1 − τi < ts
In this case, it is not possible to stop and restart any processor before τ2

Scheduling with task reordering It is also possible to reorder job mapping to proces-
sors so that at the task boundary, the number of required resources knext is less than the
number of processing elements k. In fact, the programming model implies that each job
is independent from the others, as each job is working on a different data set. Roughly,
each job will take the same execution time σ when executed repeatedly using the same
resources. If there are k processing elements and there are n jobs to be completed, there
are always k active jobs until the last job is scheduled, and the total execution time is:

τ ≈ (n mod k)× σ (3)

We call each set of k jobs an iteration of the task. If the number of jobs n is a multiple
of the number of processors, then it is not possible to perform reordering among itera-
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tions. However, if k mod n 6= 0, it is conceivable to reorder the jobs mapping among
iterations, to reduce the fragmentation of idle times at task boundaries.

Given the number of processors k and the number of jobs n, supposing initially, that
n > k, the number of mapped jobs for all the iterations of the task is described by the
regular expression: [k] + λ, where

λ =

{
k if n mod k = 0
n mod k otherwise

As an example consider n = 16, k = 5, λ = 1, in this case [k]+λ = ”5551”. Therefore,
the job distribution over the iterations is the sequence 5-5-5-1, 5 jobs for the first 3
iterations and 1 for the last. Let us rewrite the expression as k′k∗λ, where k′ ∈ [1, k].
Keeping constant k′ + λ, it is possible to rearrange the job assignment to best fit the
scheduling of shutdown and restart operations in the first and the last iteration. We
define the tuple (k′

i, λj) the value of λ and k′ for the ith and jth task, respectively.
As an example, assume that k = 5, then λ = {1, 2, 3, 4, 5}, and k′ = 5; with

these values, all the possible pairs of (k′, λ) and their rearrangements are: (5, 1) ⇒
(3, 3), (5, 2) ⇒ (4, 3), (5, 3) ⇒ (5, 3), (5, 4) ⇒ (5, 4), (5, 5) ⇒ (5, 5).

This arrangement reduces the probability that λj > k′
j+1. In fact, if λj > k′

j+1,
some processor may be idle at the beginning of the first iteration of task j + 1. Con-
sidering the example and two consecutive tasks, there are 9 different (λj , k

′
j+1) tuples,

and only 3 have λj > k′
j+1. In the worst case, 2 processors every 4 join operations

will be in idle state for a time smaller than trs. Removing the hypothesis that n > k,
in the worst case, a processor can be in an idle state for an iteration. This reordering
table is computed at design time and hard-coded in the CE, and depends on the num-
ber of processing elements available in the target SoC. The CE FIFO scheduler uses
the reordering table for scheduling whenever it receives a fork command by the main
thread.

If we consider that, in general, the execution time needed by a task of more than
a few assembly instructions is greater than trs, it is possible to merge the three cases
presented in Section 4.2 into a single algorithm. The algorithm merges the last and
the first iteration of two consecutive tasks, considering two separate deadlines. The
behavior is shown in Figure 5, and the algorithm follows:

1: scheduled active = 0;
2: for all Pj do
3: if Pj completes his job before tc,i then
4: shutdown Pj ;
5: if length(scheduled active) ¡ knext then
6: schedule Pj for restart at ts,i

7: scheduled active++;
8: else
9: schedule Pj for restart at ts,i+1

10: end if
11: else if Pj completes his job in [tc,i, tc,i+1] ∧ ka ≥ knext then
12: shutdown Pj ;
13: schedule Pj for restart at ts,i+1;
14: else
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Fig. 5. Behavior of the generalized DPMS

15: scheduled active++;
16: end if
17: end for
It worth noting that if τi+1 − τi > trs, we obtain Case 1, and if ts < τi+1 − τi < trs,
the result is an improved arrangement of Case 2, that were detailed in Section 4.2.
Theoretically, it is possible that τi + τi+1 is lower than the time required to restart a
processor and only in such case, the scheduler considers also τi+2 and so on. However,
it is reasonable to assume that the time required to execute a task is significantly larger
than the time needed to restart a processor, and therefore only two deadlines have to
be considered when scheduling shutdowns and restarts. In fact, considering as an ex-
ample an MPEG4 algorithm parallelized for the purpose, each task requires on average
7ms while an ARM10 processor running at 200MHz requires ∼ 10µsto awake from
shutdown mode.

The introduced algorithms have linear complexity in the number of computational
resources, making them viable for a fast hardware implementation.

5 Case Study: an MPEG4 encoder

This section describes how the methodology was applied to map an MPEG4 onto the
MultiFlex platform. This platform is constituted of a variable number of ARM proces-
sors with a variable number of hardware threads, a two-level cache structure and the
STBus interconnection network [12].

The application, specified in C, has been initially profiled statically, using gprof and
iprof (GNU open source tools) on a Linux machine. Profiling defined a lower bound
on the number of processors needed for execution: the computing power needed by the
applications amounts to 4.08 GIPS. A full software solution would require a minimum
of 21 ARM CPUs running at 200MHz (each one providing at most 200MIPS). Table
2 shows the results for the 9 functions that take most of the execution time during
the encoding of a frame. These functions represent only a very small portion of the
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application code (approximately 6% of 8086 lines of code) but they cover 82.81% of
all computational resources needed for execution.

Table 1. Static profiling results of the MPEG4 application on Linux

Function Execution Time [%] Lines of Code Fraction of source [%]

BSAD 27.98 90 1.11
BQ 19.17 100 1.21
BDCT 10.36 80 1.11
BZIGZAG 6.22 5 0.06
BIDCT 5.70 110 1.2
BADD 4.66 15 0.18
BDIFF 3.63 17 0.21
BQI 2.59 37 0.45
BSUM 2.59 10 0.12

TOTAL 82.81 465 5.65

As a first design choice, these blocks were selected for a possible hardware imple-
mentation in a coprocessor or MPEG4 accelerator: these functions are present in all
versions of the MPEG algorithm [22], and moving them to hardware blocks does not
hinder the overall flexibility of the system. These blocks correspond to 83% of all com-
putation time but less than 6% of all the application lines of code. These functions were
modeled as DSOC servers, with the application software accessing either the hardware
or software versions of the models.

The remaining 17% of the application computation is executed as software. The
profiling of the distributed application shows that 800 MIPS are required to run the
application on the ARM processors. The data access bandwidth of these processors is
1.7 GB/s.

Concerning the hw/sw partitioning of the application, we applied DSOC program-
ming model allowing to easily switching from software to hardware an vice-versa, us-
ing timed functional models. The code was compiled and executed on StepNP in an
Instruction Set Simulator (ISS) when simulated as software and it was instrumented for
timing analysis, compiled natively, and executed in SystemC space when simulated as
hardware.

Adding power estimation required to build models for the hardware components.
To simplify the modeling, we used SPARK [24] and synthesized RTL directly from the
source code, and we used Synopsys Power Compiler to derive a power model based
on the access to the devices using STM technology libraries at 0.18µm, as shown in
Table 2. The use of SPARK provides good results since the MPEG4 high-computation
kernels are very simple functions.

Switching progressively each kernel to hardware, starting from a full-software so-
lution and from the most computationally-intensive kernel, brings to the results shown
in Figure 6. It is remarkable how turning BDCT into hardware constitutes a significant
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Table 2. SPARK results for the MPEG4 critical kernels

Function Cell Pow. [µW ] Interconnect Pow. [µW ] Total [µW ] Leakage [µW ]

BSAD 17,028 16,063 33,091 20,494
BQ 6,426 1,572 7,999 5,903
BDCT 0,156 0,009 0,165 0,060
BZIGZAG 5,133 1,716 6,850 4,837
BIDCT 23,179 14,037 37,216 24,761
BADD 16,069 5,247 21,316 15,170
BDIFF 38,160 14,114 52,274 29,481
BQI 4,308 1,430 5,739 7,057
BSUM 0,329 0,781 1,110 3,035

energy saving, while it does not have the same effect on performance. Only turning both
BDCT and IDCT into hardware has the effect of raising the performance. This means
that the DCT is one of the major bottlenecks of the system, and therefore justifying
the hardware design choice. The frame rate increases as more components are turned
to hardware, but this is not sufficient to reach the 30 frames per second constraint, and
more optimizations have to be done in terms of parallelism exploitation.

To exploit the MPSoC architecture, the MPEG4 application has then been split into
parallel sections working on independent data. This phase has been optimized manually
for the target MPEG4 application. The inner loops were parallelized using fork-join
constructs. Data dependencies were carefully analyzed and verified after parallelization.

The architecture has been explored with the proposed flow, and the graph of Fig-
ure 7 summarizes the overall performance results, expressed in frames per second (fps)
achieved, for a range of architecture parameters. These include the number of proces-
sors (2 to 5) and the number of threads per processor (2 to 8). The upper curve represents
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the theoretical upper bound for a perfect parallelization (i.e. results for a single proces-
sor accessing local memory, and then simply multiplied by the number of processors).
This theoretical result does not include any inter-processor communication code and
assumes zero bus latency. The best result makes use of 5 processors and 8 hardware
threads per processor. In this case, 28.5 fps is achieved, or 86% of the theoretical best
result of 33 fps. The system was simulated with and increasing number of processors,
after parallelization, showing a result close to the theoretical upper bound when using a
no-wait-state channel and a result very close to the latter when using STBus.

Fig. 7. Performance of the MPEG4 application with different configurations

5.1 Power optimization

Application mapping results are very effective for the given platform, as the overall
average load for each processor is roughly 85%. Therefore, we cannot expect large
savings in power consumption, because the available resource usage is only 15% away
from maximum usage. Nevertheless, it is still possible to gain a 10% power saving
applying the methodologies outlined in this work. For less efficient mappings, these
savings might be even larger.

The DVFS scheduling algorithm was tested on the platform and the resulting voltage
schedule is shown in Figure 8. The algorithm managed to increase the average load per
processor from 85% to 96%, and after the first three frames (during which the MPEG4
pipeline was filling up) the voltage stabilizes to the best feasible value without affecting
the algorithm performance, maintaining the average load to its best value.

Concerning the processor state management, the results are shown in Figure 9: the
number of cycles spent by the processors in idle state (but fully powered) is reduced by
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Fig. 8. Voltage scheduling performed by the algorithm and energy results

Fig. 9. Average cycles in different states of the processors
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80%, and processors spend more time in low-power mode (the Off state in the figure).
The remainder number of idle cycles is spent while switching from one state to the
other.

Due to the high efficiency of the mapping an the state swticthing cost for the arm
processor, the overall energy saving is roughly 10%, which is inline with the increase
in average load per processor.

6 Concluding Remarks

This paper presented a mapping methodology for applications on the MultiFlex plat-
form. In addition, this work presents a fast partitioning exploration scheme that takes
advantage of the DSOC programming model. These methodologies have been applied
to a multimedia case study: an industrial MPEG4 encoder, showing the validity of the
approach. Future works include the integration of the methodology with automatic ex-
ploration algorithms and automatic parallelization of the application code. Concerning
power consumption, this work also introduces a novel low-power voltage scheduler
and a dynamic power management system for the MultiFlex system. This DPMS has
three key advantages: it is task-driven without needing any operating system support,
its algorithms are linear in the number of computational resources, and the scheduling
granularity is very coarse compared to the target application structure. Future work will
add multiple sleep states for the processor cores (with different wake-up times) and
compare scheduling results with optimal values.
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Abstract. Autonomous mobile robots have been achieving significant
improvement in recent years. Intelligent mobile robots may detect haz-
ardous materials or survivors after a disaster. Mobile robots usually
carry limited energy (mostly rechargeable batteries) so energy conser-
vation is crucial. In a mobile robot, the processor and the motors are
two major energy consumers. While a robot is moving, it has to detect
an obstacle before a collision. This results in a real-time constraint: the
processor has to distinguish an obstacle within the traveled time inter-
val. This constraint requires that the processor run at a high frequency.
Alternatively, the robot’s motors can slow down to enlarge the time
interval. This paper presents a new approach to simultaneously adjust
the processor’s frequency and the motors’ speed to conserve energy and
meet the real-time constraint. We formulate the problem as non-linear
optimization and solve the problem using a genetic algorithm for both
continuous and discrete cost functions. Our experiments demonstrate
that more energy can be saved by adjusting both the frequency and the
speed simultaneously.

1 Introduction

Autonomous mobile robots provide great potential in transportation, entertain-
ment, environment sensing, search, rescue, reconnaissance, hazard detection,
and carpet cleaning [6] [7]. Mobile robots usually carry limited energy, such as
rechargeable batteries, so energy conservation is crucial. Makimoto et al. [12]
predicted that robots would be a major challenge for future low-power designs.
A robot requires many different sensors to detect the environment. Among all
sensing technology, stereovision is widely used for determining the distances of
obstacles [10] [15]. In a mobile robot, the processor and the motors are two
major energy consumers [13]. In this paper, we consider a robot with only one
motor, but the method can be generalized to multiple motors.

Even though dynamic voltage scaling (DVS) and energy conservation for
mobile robots have been studied [1] [3] [9] [11] [13] [20] [23] [25] [26] [27], the
close interaction between computation and motion remains unexplored. This
paper presents a probabilistic approach for energy reduction in a mobile robot.
We consider a mobile robot moving across an environment with static (i.e. not
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moving) obstacles, using stereovision to calculate the distance to each obstacle.
We assume that each obstacle represents a pass/stop signal, and the minimum
distance between signals is a known constant. The robot must recognize the
actual distance to the signal before crossing the minimum distance to avoid
any chance of failure. The computation cycles needed to recognize the distance
to the signals follow a probability distribution. Our method controls both the
robot’s processor frequency (and voltage) and the motor’s speed to reduce the
total energy consumption. Our method can save up to 15% additional energy
when it is compared with existing solutions that adjust the frequencies only
and use constant motor’s speeds.

A robot is a real-time system. The processor has to determine the distance of
an obstacle before the robot collides with the obstacle. The robot can stop dur-
ing the distance calculation. However, to conserve energy the robot should be
moving while performing this calculation. Many studies have been conducted on
energy conservation for real-time systems [9] [18] [25] [27]. Existing studies as-
sume that the deadlines are externally determined. For example, a video player
has to provide 30 frames per second to prevent jitters. This 33 ms deadline for
each frame is given by human’s visual perception and cannot be changed by the
video player. In contrast, in a mobile robot the deadline is not pre-determined
for vision. If the obstacle is static, the robot can slow down or even stop to
postpone the deadline before an impending collision. Hence, the deadline is de-
termined by the interaction between the robot’s processor and its motor. This
paper studies energy conservation in a real-time system in which deadlines can
be internally adjusted. Our earlier work [3] presents the system using only dis-
crete frequencies and discrete motor speeds, and finds the optimal schedule
through an exhaustive search method. We extend this work by generating a
schedule using a genetic algorithm. We show this method can obtain a near
optimal schedule using both discrete and continuous frequencies and speeds.

2 Related Work

2.1 Probability-Based Voltage Scaling

Some studies have been conducted for dynamic voltage scaling (DVS) by con-
sidering the probability distributions of tasks’ cycle demands [9] [11] [25] [27].
When different instances of a task’s execution cycles follow a known probability
distribution, the processor can start at a low frequency (and voltage). If one
instance requires fewer cycles, energy is saved because of the lower voltage. If
the instance requires more cycles, the processor’s frequency gradually rises to
ensure that the instance can finish before the deadline. This approach is called
accelerating frequencies. Lorch et al. [11] use accelerating frequencies for a single
task and treat concurrent tasks as a single joint workload. Accelerating frequen-
cies are also used for multiple tasks based on their worst-case execution cycles
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(WCEC) [9]. Yuan et al. [27] combine accelerating frequencies with soft real-
time constraints for multimedia applications. Xu et al. [25] study accelerating
scheduling in systems with discrete frequencies.

Suppose a task demands at most W cycles and the distribution of the cycles
is expressed by the cumulative distribution function (CDF ). The probability
that the jth cycle is needed is P (j) = 1 − CDF (j − 1). Note that P is non-
increasing because CDF is non-decreasing. Since a task may demand millions
of cycles, it is impractical to store the distribution in individual cycles. Thus,
we partition [0,W ] into n bins and each bin contains b cycles (b = �W

n �). The
CDF is then a function of the bins. The probability that the jth bin is needed
is P (j) = 1−CDF (j − 1). The frequency assigned to the jth bin is fj and the
execution time for this bin is b

fj
. The processor’s power is proportional to v2f

and v ∝ f (here v is the voltage). The energy for this bin is (v2
j fj) × b

fj
∝ bf2

j .
The expected energy consumption for this bin is proportional to the product
of the energy and the probability: bf2

j P (j). Suppose the task is released at
time zero and the deadline is t. The goal is to find a schedule {f1, f2, ..., fn} to
minimize the total expected energy. This is formulated as follows.

minimize
∑

1≤j≤n

bf2
j P (j) (1)

subject to
∑

1≤j≤n

b

fj
≤ t (2)

Based on earlier studies [11] [25] [27], the optimal schedules can be obtained by
assigning fj :

fj =

n∑
i=1

b 3
√

P (i)

t 3
√

P (j)
(3)

2.2 Energy Conservation for Mobile Robots

Batteries are often used to provide power for mobile robots; however, batteries
are heavy and have limited energy capacity. A Honda humanoid robot can walk
for only 30 minutes with a battery pack [1]. Rybski et al. [20] show that power
consumption is one of the major issues in robot design. Sun et al. [23] present
an algorithm for finding the energy-efficient paths on terrains. Yamasaki et al.
[26] present an energy-efficient walk generation algorithm for a humanoid robot.
A case study [13] shows that motor power is less than 50% of the total power in
a mobile robot. Hence, the power for electronic components cannot be ignored.
In recent years, small robots have been studied for sensing [2] [5] [7] [21].

2.3 Image Correspondence for Stereovision

Robots can detect their surroundings, including distances to objects with two
cameras and stereovision. Several advances have made stereovision both precise
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Initialize population

Sort population by fitness

Perform one mutation
and one crossover
on the population

criterion been met?

Has a stopping

Extract the best chromosome

No

Yes

Fig. 1. A simplified view of the GENITOR algorithm.

and accurate [10]. Redert et al. [19] show the advances made for those seeking
high-accuracy, high-resolution 3D scene acquisition. Stereovision has been used
in mobile robots for both navigation, and terrain mapping [15] [16].

2.4 Genetic Algorithm

Genetic algorithms have been used in many practical applications [4] for prob-
lems where optimal schedules take more than polynomial time to find. GENI-
TOR [24] is a steady-state genetic algorithm that has been shown to perform
well for several problem domains [17] [22] such as resource allocation, job shop
scheduling, and neural networks. A simplified view of the GENITOR algorithm
is shown in Figure 1. To generate a better schedule using the GENITOR al-
gorithm, several steps are performed. First, an initial population is generated,
either through simple heuristics or random generations. The population con-
sists of many chromosomes, or schedules in the search space. Next, the algo-
rithm performs evolution until a stopping criterion is reached, such as reaching
a maximum number of iterations or a homogeneous population.

In every iteration, one mutation and one crossover operations are performed.
If the chromosome generated by a mutation or a crossover is better than the
worst chromosome in the population, the new chromosome is inserted into the
sorted population and the worst chromosome is removed. The fitness function
is the criteria which allow a chromosome to be ranked better than another. The
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probability of selecting a chromosome for the mutations and crossovers is given
by the linear bias function defined in [24]. To achieve the linear bias effects, the
chromosomes remain sorted by their evaluation of the fitness function.

2.5 Paper Contributions

This paper makes the following contributions: (a) We consider a real-time sys-
tem in which the deadline is determined by the interaction between two com-
ponents: processor and motor. (b) The overall energy consumption is modeled
as an optimization problem. (c) A probabilistic solution is presented to find
the processor’s frequency and the motor’s speed. (d) We then use a genetic
algorithm to find a sub-optimal schedule quickly. (e) We consider continuous
processor frequencies and continuous motor speeds, and we use the genetic al-
gorithm to obtain an energy-efficient schedule.

3 Problem Formulation

This section formulates the problem to conserve the energy of a mobile robot by
adjusting the robot’s processor frequency and the motor’s speed. We first use a
motivating example to illustrate the important concept and then formulate the
problem as a probabilistic non-linear optimization problem. Next, we discuss
the properties of the formulation presented in Section 3.2. We describe how to
solve the optimization problem using discrete frequencies and discrete speeds
with an exhaustive search. Then we use a genetic algorithm to find energy-
efficient schedules for either discrete or continuous frequencies and speeds.

3.1 Motivating Example

Suppose the total power of a robot’s motor is s2 + s + 1 at speed s meters per
second. Here, the constant 1 is used to model the DC loss of the motor. The
processor’s power consumption is f3 + 1 at frequency f MHz and a constant
leakage power of 1. Suppose the robot has to travel along a road. The road
contains signs indicating whether the robot can pass or has to stop. The signs
do not change (unlike traffic lights) and the minimum distance between two
adjacent signs is 100 meters. Even though the distance between signs may be
larger than 100 meters, the robot must recognize the sign by the time it has
traveled the minimum distance to guarantee success, as shown in Figure 2. If
the robot fails to recognize the sign in time, the robot may collide with the sign
and fail.

We define the optimal speed as the speed to consume the minimum energy
per unit distance. Suppose the minimum distance between signs is D. The time
to cross this distance is D

s . The total energy consumption is (s2 + s + 1)D
s and

the energy per unit distance is s2+s+1
s = s+1+ 1

s . Thus, the optimal speed is 1
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Fig. 2. Problem formulation showing that a robot must travel a minimum distance
while completing a task (stereovision distance calculation) with uncertain execution
time.

meter per second. If the robot moves at this speed, it takes 100 seconds to cross
the minimum distance. The worst-case execution cycle is 150 million cycles and
the processor has to operate at 1.5 MHz to ensure recognizing every sign before
the robot reaches the sign. The total energy consumed by the motor at s = 1 is
3 × 100 = 300 J. The total energy consumed by the processor at f = 1.5 MHz
is (f3 + 1) cycles

f = 4.38 × 100 = 438 J. The overall energy is 738 J to cross the
minimum distance between two signs.

If we consider the power of the motor and the processor simultaneously, we
can reformulate the problem as follows. The time to cross the distance is 100

s at
speed s. The processor has to operate at 1.5s MHz to meet the deadline. The
total energy is 100

s × {(s2 + s + 1) + [(1.5s)3 + 1]}. The minimum energy value
occurs when s ≈ 0.62 and the overall energy consumption is 614 J, or a 17%
reduction from 738 J. This shows the importance of considering both frequency
and speed simultaneously.

We consider a further extension of this example. The computation cycles
vary due to the scene complexity surrounding the signs: among all signs, 30%
require only 50 million cycles, 40% for 100 million cycles, and the remaining
30% for 150 million cycles. The probability can be expressed in the following
way. The first 50 million cycles are always needed so the probability is 100%.
The second 50 million cycles are needed with probability 70%. Finally, the last
50 million cycles are needed with a probability of only 30%. With this additional
information, we can compute the expected, rather than the worst-case, energy
consumption. We want to lower the expected energy, but still finish detecting
the sign in the worst case. If the motor’s speed is a constant at 1 m/s, the
deadline is 100 seconds. We can adopt the strategy with accelerating frequencies
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Fig. 3. Processor and motor scaling schedule assuming a constant motor speed in (a)
and (b). Processor and motor scaling schedule if the motor speed is allowed to change
in (c) and (d).

explained in Section 2.1 as shown in Figures 3 (a) and (b). The overall system
saves energy in average cases because most tasks need only 50 or 100 million
cycles. Meanwhile, the system still meets the deadline in the worst cases by
using a higher frequency when needed. This, however, results in an energy
consumption of 611 J, less than 1% reduction from 614 J. We can consider
accelerating frequencies for the processor and simultaneously decelerating speeds
for the motor and save more energy, as shown in Figures 3 (c) and (d). By
decreasing the motor’s speed, the processor’s frequency does not have to rise
significantly, and its expected energy is reduced substantially. This approach can
further reduce the expected energy to 529 J in this example, or 14% additional
savings. The following sections will explain how to determine the frequency and
the speed simultaneously to achieve better energy savings.

3.2 Constrained Optimization Problem

The minimum distance between two signs is a known constant, D. The max-
imum number of cycles needed for recognition is W and is divided into n
bins. Each bin has b = �W

n � cycles. We use P (i) to represent the probabil-
ity that the ith (1 ≤ i ≤ n) bin of cycles is needed. As defined in Section 2.1,
P (i) = 1−CDF (i−1) and P (i) ≥ P (i+1). The processor operates at frequency
fi for the ith bin. When the processor is computing for the ith bin, the robot
moves at speed si. The execution time for the ith bin is b

fi
. The distance trav-

eled during this time is di = si
b
fi

. The timing constraint is that the processor
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has to finish the computation of all bins before the robot crosses the distance
of D. In other words, the sum of di cannot exceed D:

n∑
i=1

di ≤ D ⇒
n∑

i=1

bsi

fi
≤ D (4)

Let α(fi) be the power consumption of the processor at frequency fi when
voltage scaling is also applied. When the processor finishes the task, the proces-
sor’s frequency can be reduced to zero. In this case, the processor consumes
static power α(0). Let β(si) be the power consumption of the motor at speed
si. The expected energy for crossing the distance is the sum of the processor
energy and the sum of the motor energy over all bins. The energy consumed
can be divided into two parts: (i) when the processor is still computing, and (ii)
when all computation has finished.

When the ith bin is being computed, the processor consumes power α(fi)
and the motor consumes power β(si). The duration of this bin is b

fi
, and this

occurs with probability P (i). Therefore, the expected energy is

n∑
i=1

P (i)b
fi

(α(fi) + β(si)) (5)

To compute the energy in (ii), we have to first determine the distance the
robot has traveled while the processor is computing. The total expected distance

traveled is
n∑

i=1

bP (i)si

fi
and the remaining distance is D −

n∑
i=1

bP (i)si

fi
. When the

robot is traveling through this remaining distance, the processor is turned off
and consumes idle power α(0). Let so be the speed for the remaining distance.

The time to cross the remaining distance is 1
so

(D−
n∑

i=1

bP (i)si

fi
). Hence, the total

expected energy is

1
so

(D −
n∑

i=1

bP (i)si

fi
)[α(0) + β(so)] (6)

The optimization problem is to find the values of fi and si (1 ≤ i ≤ n) and
so for minimizing the sum of (5) and (6).

min
n∑

i=1

P (i)b
fi

(α(fi) + β(si)) + 1
so

(D −
n∑

i=1

bP (i)si

fi
)[α(0) + β(so)] (7)

with the constraint in (4). This is a problem of constrained optimization.

3.3 Frequency and Speed Scheduling

The above formulation has three sets of variables: the processor’s frequency fi,
the motor’s speed si, and time. The time intervals have been discretized; hence,
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the frequency and the speed can change only at the boundaries of bins. Each bin
takes b clock cycles on the processor. We use P (i) to express the probability that
the ith bin is needed. In our formulation, the time intervals are not divided into
equal durations (measured by seconds). Instead, the duration of the ith interval
is determined by the ratio of b and fi in order to simplify the expression in (7).
It is possible to generalize the formulation and use continuous time so that (a)
The duration of a constant frequency is not determined by the value of this
frequency. (b) The frequency and the speed do not have to change at the same
time. If we use continuous time to model the problem, the frequency and the
speed are expressed as f(t) and s(t) respectively. The search space becomes
substantially larger and it is difficult to find optimal schedules. Hence, in the
rest of this paper, we use discrete time by allowing the frequency and the speed
to change only at the boundaries of bins.

Our solution uses accelerating frequencies (i.e. fi ≤ fi+1, 1 ≤ i ≤ n−1) and
decelerating speeds (i.e. si ≥ si+1, 1 ≤ i ≤ n − 1). To find the initial values for
f1 and s1, we examine the schedulability of the problem using the constraint of
inequality (4). The initial value of f1 is the lowest frequency to satisfy (4) when
all si’s are assigned the lowest speed. Similarly, the initial value of s1 is the
highest speed to satisfy (4) when all fi’s are assigned the highest frequency. If
f1 exceeds the highest available frequency or s1 is below the minimum available
speed, no schedule can be found. After finding the initial values for f1 and
s1, we enumerate all feasible schedules and find the schedule that provides the
minimum expected energy and meets the constraint in (4). For a small value
of n, it takes only several minutes on a modern computer to find the optimal
schedule. This schedule can be computed off-line, and loaded into the robot
so that it can change to the correct speed and frequency while the task is
still executing. As n increases, the time to find this schedule becomes more
important, as there are many more combinations of fi and si. This becomes a
problem of scalability with the number of bins.

In most cases, it is impractical to wait hours to generate a schedule for
different values of D. This is especially true for dynamic environments and
unknown operating environment. Therefore, it is preferable to find a schedule
quickly even though it may not be optimal.

3.4 Optimization using Genetic Algorithm

To determine a schedule in a reasonable amount of time, a genetic algorithm
is used. Even though the genetic algorithm does not guarantee to reach the
optimal schedule, we will show that the schedule produced still saves energy
and approaches the optimal schedule. The technique is one adopted from [24].

A chromosome contains all the frequency and speed assignments for the
mobile robot for each bin. Each chromosome contains a value for fi and si

(1 ≤ i ≤ n) and has 2n parameters, where n is the number of bins in the
problem. In the discrete case, fi and si are restricted to a limited set of discrete
frequencies and discrete speeds, predetermined before the algorithm is run. We
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are minimizing the expected energy, therefore the fitness function is Equation
7.

The initial population is composed of arbitrary chromosomes. We select the
first chromosome to have all frequencies set to the maximum available frequency,
and all speeds set to their minimum speeds. If this schedule is not feasible, i.e.,
the processor still cannot finish executing the task before the robot arrives at its
destination, then no schedule can be found. The remainder of the chromosomes
are randomly generated.

For mutation, either one or two parameters are selected at random to change.
A parameter is one of any fi or si. Allowing two randomly selected parame-
ters to change produces better schedules than changing only one parameter.
In our algorithm, half of the multations change two parameters in a schedule
simultaneously. Changing only one parameter in a schedule may result in being
trapped in a local minimum because the mutated chromosomes are either infea-
sible (robot no longer meets its deadline) or increase the power consumption. To
perform the crossover operation, each parameter is ordered, and a cutoff point
is determined at random. This is shown in Figure 4. Any parameters before
the cutoff remain the same as their parents and any chromosomes parameters
after the cutoff are swapped from one parent to the other. This creates two
potentially better child chromosomes.

4 Simulations

4.1 Overview

We consider both discrete and continuous frequency and speed settings for our
experiments. The experiments were conducted over several workloads, using
both an exhaustive search method and a genetic algorithm. Our simulations
show up to 15% energy savings over those methods that scale processor fre-
quencies only.

4.2 Hardware Models

Table 1. XScale’s frequency/voltage and power.

Frequency(MHz) 150 400 600 800 1000

Voltage(V) 0.75 1.0 1.3 1.6 1.8

Power(mW) 80 170 400 900 1600

We use the voltage and frequency settings of the Intel XScale processor
[25]. For the discrete experiments, we use five discrete frequency settings. Their
associated power consumption is shown in Table 1. For the continuous frequency
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Fig. 4. Crossover operation of a sample chromosome with 4 bins and 8 parameters.

settings, we use a third-order polynomial power model based on the discrete
values in Table 1 and allow the frequency to vary anywhere between 150MHz
and 1GHz. The motor power is from the measurements performed by Mei et al.
[14] shown in Figure 5. We limit the motor’s speed between 0.5 m/s and 5 m/s
with 0.5 m/s as the step size, for the discrete case. For the continuous motor
speeds, we limit the motor speeds to a range of 0.5 m/s and 5 m/s. All of our
calculations assume the minimum distance to travel is 500 meters for D’s value.

All experiments were performed using Matlab 7.1 running on Windows XP
SP2. The hardware consisted of an Intel Pentium 4 CPU running at 3.4 GHz
with 1 GB of RAM. These values are important for the execution time of the
genetic algorithm and the exhaustive search, as seen later in Figure 12.

We compare our approach with three other methods. The first uses a con-
stant frequency and a constant speed. The frequency and the speed are selected
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Fig. 5. Power efficiency of a robot at different speeds.

from the discrete settings such that they minimize the total energy consumption
and satisfy the constraint. In the synthetic distributions, a search finds the op-
timal energy consumption schedule that meets the constraint to be a frequency
of 400 MHz and a speed of 1.5 m/s. The second uses a constant speed and
accelerating frequencies. The third uses a constant frequency and decelerating
motor speeds. The processor frequency is set to the middle frequency 600 MHz.
The fourth uses both accelerating frequencies and decelerating speeds; this is
the method proposed in this paper.

4.3 Workloads

We use two types of workloads: synthesized workloads with different distribution
functions, and a distribution function generated from captured stereo images.

The synthetic benchmarks have distributions of uniform, Gaussian, and ex-
ponential functions. These synthetic workloads have worst-case execution cycles
(WCEC) of 100 billion cycles. For the uniform distribution, the actual number
of needed cycles is between 0 and WCEC. For the Gaussian distribution, the
mean is half WCEC and the standard deviation is a quarter WCEC. For the
exponential distribution, the mean is a quarter WCEC. The distributions are
normalized after removing the negative cycles and the cycles above WCEC. We
varied the mean and the standard deviation (STD) of the synthetic workloads
to show how different values affect the energy savings of our schedule. The
energy savings calculations are done using the genetic algorithm with continu-
ous frequencies and continuous speeds. Each run is performed over a range of
means, where each mean is calculated as a percentage of the original WCEC.
To find average energy savings, three calculations are performed for each work-
load. The uniform and Gaussian workloads are generated by selecting a value
of the standard deviation. The exponential workload is generated only over
variable means.
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Fig. 6. Probability distribution of stereovision computations.

We generated the image workload from pairs of stereovision images taken
from the image database of the city of West Lafayette and Indianapolis in the
state of Indiana [8]. Pairs of stereo images are compared, and distances for
several objects are returned.

4.4 Experimental Results

The experiments compare our method with several workloads. We analyze an
image processing algorithm to obtain the distribution of execution cycles, and
how our method performs on the workload. The genetic algorithm experiments
show how a schedule can be obtained in a reasonable time, even if it is not
optimal. We then show how altering synthetic workloads affects the energy
savings.

Figure 6 shows the distribution of the needed cycles for running the corre-
spondence programs on 700 pairs of images. Note that there is great potential
for energy savings as the probability of the WCEC (85.7 billion cycles) is only
0.14%. We can see that the majority of tasks execute in around 62 billion cycles.

Figure 7 shows the relative energy consumption of the four methods for
the four benchmarks, using the exhaustive search method. All numbers are
normalized related to the first method with a constant frequency and a constant
speed. As can be seen in this figure, our method can save 20% to 50% energy
compared with the first method in the four benchmarks. Compared with the
second and the third methods, our method can save an additional 7% to 15%
energy. These results are generated using 10 bins.

An exponential distribution shows the greatest potential for savings as com-
pared with the constant frequency and the constant motor speed schedule. In
an exponential distribution, the task finishes quickly more often, and has a low
probability of finishing near the WCEC. We can see the potential for reduc-
ing the expected energy as opposed to WCEC scheduling. In the stereovision
distribution, the energy savings is not as high as the exponential distribution
because no task finishes before 2

3 × WCEC cycles, but our method still saves
20% energy over the constant frequency and constant motor speed scheduling.
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One advantage of using our method over a constant frequency and constant
speed schedule is that our method will not necessarily increase the worst case
travel time of the robot to the minimum distance D. For this analysis, we
assume that the task takes the maximum number of cycles to execute, namely,
its WCEC. Figure 8 shows the time required to travel the minimum distance.
We see that in all cases, dividing the frequency and speed schedule into 10
bins allows the robot to tune its speed better, so that the robot takes less time
traveling the minimum distance than the constant frequency and constant speed
schedule allows.

Figure 9 shows the energy consumption for a growing number of bins, using
discrete parameters. This figure indicates that energy consumption decreases
as the number of bins grows because more frequencies and speeds can be used.
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Fig. 9. Energy consumption of the optimal schedule of each benchmark over a different
number of bins using discrete parameters and the exhaustive search method.

It should be noted that with the stereovision distribution, the energy actually
increases in some cases. This is due to the division of the PDF into a relatively
small number of bins. Some of the areas with high probability are divided in
some sizes of n, resulting in an increased expected energy. However, energy is
still reduced from the extreme case of one bin. Because of the small number
of bins used to compute the frequency and the speed schedule, our method
can be applied to practical systems, even though the method has exponential
computation time.
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Fig. 11. Energy consumption of each benchmark over different number of bins using
continuous parameters and a genetic algorithm to find a schedule.

Genetic Algorithm The genetic algorithm had a population of 50 chromo-
somes, starting with 50 random schedules. We can see from Figure 10 (a) that
the energy consumed approaches the exhaustive search optimal schedule after
only a few thousand iterations. For the exponential distribution, the energy
consumed by the schedule generated by the GENITOR algorithm was within
0.24% of the energy consumed by the optimal schedule. Other distributions’
simulations perform in a similar manner, and all schedules were computed in
about 4 minutes.

We can see in Figure 10 (b) the results of running the genetic algorithm
using continuous parameters compared with the optimal schedule using discrete
parameters. The result is 14% more energy-efficient than the discrete optimal
schedule. This figure shows the advantage of using continuous parameters over
discrete parameters.

We show the effects of increasing the number of bins in Figure 11. Increasing
the number of bins increases the number of parameters that can be adjusted.
These schedules were calculated using continuous parameters, as these were
shown to provide better schedules than discrete parameters. This figure can be
compared to Figure 9, where each graph is calculated using discrete parameters
and normalized with the original one bin discrete parameter schedule. The figure
also indicates that the energy consumption begins to approach diminishing
returns as the number of bins exceeds 15. In other words, a large number of
bins cannot provide a significant amount of additional savings.

We use a genetic algorithm over an exhaustive search to reduce the time
for finding energy-efficient schedules. In Figure 12, we show the execution time
of the exhaustive search compared with the execution time of GENITOR. No
times were recorded for 1 or 2 bins exhaustive search because the execution
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Fig. 12. Execution time of the exhaustive search method and GENITOR algorithm
as the number of bins increases over a linear scale (a) and a log scale (b), using discrete
processor frequencies and motor speeds.

time was negligible. We can see that using a genetic algorithm will begin to
save hours as the number of bins increases.

Variable Synthetic Workloads The uniform distribution results are shown
in Figure 13 (a). The figure shows the increased energy consumption as the mean
increases. For a small STD value, the task executing almost always executes its
worst case execution cycles, while the workloads with a large STD have constant
energy consumption over the selected ranges of the mean. This occurs when
probabilities that are assigned to bins below 0% or above 100% get clipped, and
are normalized so they sum to one. The result is the appearance of constant
energy savings.

Figure 13 (b) shows the Gaussian distribution results. For each STD, we
see that the energy consumption increases as the mean increases. This increase
becomes more significant as the STD increases. With a large STD, the dis-
tributions approach a uniform distribution for each mean, therefore the energy
savings remains constant. We also see the crossing point in the middle because
a distribution with a large STD performs as well as a schedule with a small
STD with a mean of 50% WCEC.

The exponential distribution results are shown in Figure 13 (c). The figure
indicates the increasing energy consumption as the mean increases, but takes
on a different shape than the other workloads. This is because even with the
increased mean, the majority of tasks will complete early. The rate of increase
with mean is small, and our method still saves energy in the worst case.

5 Conclusions

This paper presents a method to simultaneously scale processor frequencies
and motor speeds for autonomous robots with hard deadlines. However, each
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Fig. 13. Energy consumption over a range of means of uniform (a), Gaussian (b),
and exponential (c) synthetic workloads.

deadline is not a time deadline, rather it is a distance deadline. This problem
is formulated as an optimization problem. An exhaustive search method is pre-
sented to find the optimal solution among discrete processor frequencies and
motor speeds. A genetic algorithm is used to find a near-optimal solution in
less time than the exhaustive search. The genetic algorithm is modified so that
it can handle continuous processor frequencies and motor speeds.

A probability distribution of the number of cycles required for stereovision
distance calculation is used for our simulations, along with three synthetic dis-
tributions. Our experimental results show that we achieve energy savings from
7% to 15% more than only scaling the processor frequency. These results can
be achieved through the calculation of an optimal schedule off-line. We can save
more energy if continuous processor frequencies and motor speeds are available
using the genetic algorithm. We also show that the genetic algorithm can be
used for greater energy savings with increasing numbers of bins.
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Abstract. This work presents the design of an on-line energy optimizer
unit, which is capable of dynamically adjusting power supply voltages
and operating frequencies of multiple processing elements (PE), tailored
to the instantaneous workload information and is fully adaptive to vari-
ations in process and temperature. The circuit design borrows some of
the basic principles of analog computation to continuously optimize the
system-wide energy dissipation of multiple cores. The analogy between
the energy minimization problem under timing constraints in a general
task graph and the power minimization problem under Kirchhoff’s cur-
rent law (KCL) constraints in an equivalent resistive network is exploited.
To our best knowledge, this is the first study of its kind to demonstrate
an on-line solution to complex, multi-variable energy optimization prob-
lem which allows dynamic adjustment of individual operating frequencies
and supply voltages of multiple processing elements.

1 Introduction

The continuing exponential growth of complexity in VLSI systems is largely sup-
ported by the advances in silicon processing technology, which enable integration
of ever more complex functions on a single chip. Future Systems-on-Chip (SoC)
are generally envisioned as high-performance embedded systems composed of a
heterogeneous network of processing elements (meaning non-identical elements
in functionality, size, performance and even the design methodology), providing
integrated solutions to challenging design problems in the mobile telecommu-
nication, consumer electronics and multimedia domains. Application demands
and the continuous trend towards mobile, distributed systems have also made
battery-powered portable electronic systems very popular and virtually ubiq-
uitous. Nowadays such systems are widely used in many applications, such as
mobile computing, information appliances as well as various industrial, medical
and military applications. Hence, energy dissipation and energy/performance
trade-offs have emerged as major factors in determining the weight, the size
and the life-time (autonomy) of portable devices. Thus, the ultimate energy
management goal in such complex systems is to reduce ”system-level” or global
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energy consumption, rather than concentrating on local minimization. A num-
ber of system-level energy optimization techniques have been presented in the
literature recently [1, 2].

The significance of the problem of energy optimization in multi-core systems
where the individual energy demands of various processing elements (PE) are
governed by instantaneous workload requirements is underlined by the increasing
prominence of multi-core systems that must operate under strict energy budget
constraints, in mobile applications. A range of solutions have been proposed
over the last few years, which are mostly based on static, off-line calculation of
a limited set of operating points in the form of optimum voltage and frequency
assignments, that are subsequently chosen according to actual demands. These
observations lead to the conclusion that implementation of sophisticated energy
management techniques will be necessary in SoC/NoC (Network-on-Chip) archi-
tectures that consist of multiple functional units, where each unit is experiencing
a non-uniform workload during operation time. In such systems, fine grained en-
ergy management is generally implemented as Dynamic Voltage Scaling (DVS),
which refers to varying the operation speed of a processor by changing the clock
frequency along with the supply voltage. DVS is usually implemented as an
open-loop technique whereby the single digital core is characterized for through-
put at a given clock speed and at a given voltage with ample margin allowed
for temperature, power supply and fabrication variations necessitating extensive
characterizations, to build a hard-coded table of speed versus supply voltage
that insures performance criteria for each wafer [3]-[6].

All components in a SoC/NoC, executing a specific application, are expected
to have varying energy requirements in time domain which could be easily de-
rived from their instantaneous workload estimations. Based on this ”local” infor-
mation, the optimum energy allocations for all sub-blocks of a complex SoC/NoC
could be computed locally in time domain, for any given task. This approach
is widely used in the literature to reduce the energy consumption of individual
PEs [7, 8]. However, these ”locally optimum” allocations may not always co-
incide with the global optimum for the overall system, especially taking into
account the interaction of the various system components. Thus, a system-wide
(global), continuous-time optimization approach would be expected to yield bet-
ter results from a system point of view (see Fig. 1). However, system-level energy
optimization under performance constraints is a challenging problem. The con-
cept of system stability needs to be considered when several components adopt
dynamic policies to control energy consumption and performance [9]. Possible
oscillations in power/performance space that could be caused by applied energy
management policies are undesirable, and should be avoided. Hence, it is prefer-
able to implement very efficient on-line dynamic power management techniques,
in a centralized fashion, guaranteeing globally optimum results and system-level
stability.

Another important issue that needs to be addressed is the power consumption
of the optimizer block, i.e. the optimizer, itself. This issue has not been carefully
validated until now, and has been largely neglected in the literature. However,
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Fig. 1. Conceptual representation of the proposed on-line global power/energy man-
agement approach.

the power dissipation of the optimizer unit could be a significant component
of the overall system dissipation, especially if an on-line optimization policy is
being implemented for multiple components, using a conventional digital proces-
sor to solve the optimization problem continuously under varying conditions. To
address this issue, we propose using analog circuit principles instead of a digital
processor, and thus, saving energy. It is also a known fact that approximate, sta-
ble solutions to such multi-variable optimization problems (such as the gradient
descent algorithm) can be obtained by using very compact analog circuits [10]-
[14]. This approach has the potential advantage of generating sufficiently ac-
curate solutions, while dissipating a small fraction of the power that would be
needed by a digital processor to solve the same problem. Furthermore, the energy
manager design shall demonstrate the continuous, real-time energy consumption
optimization (being independent of the application) to be more response-time
efficient than currently proposed energy management policies utilizing discrete
power levels [3, 15].

This chapter will explain in detail the basis of the proposed idea of continu-
ously (in time domain) adjusting the control knobs of the overall system in order
to minimize the global energy consumption of the embedded system, subject to
timing constraints, and it will present the design of the proposed central (global)
optimizer unit based on simple analog circuit topologies and design aspects. To
do this, the analogy between the problem of minimizing the energy dissipation
on a given task graph and the fundamental electrical behavior of resistive net-
works will be exploited first. It will be also shown that the energy requirement
of solving a multi-variable optimization problem in real-time can be minimized
based on our approach.

2 Modelling the Multi-Unit Global Energy Optimization
Problem

In large scale systems design, it is essential to perform pre-design analysis us-
ing extensive modelling tools in order to gain further insight in a complex sys-
tem, improve understanding of the problem under consideration, find unexpected
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emergent properties and quantify system parameters before starting physical de-
sign. It is also important to abstract the real design problem in order to provide
its complete definition and form the basis of its formulation to experiment and to
represent any possible solutions. This section explores the hierarchical abstrac-
tion and formalization of the energy optimization problem in multi-core systems
to consolidate the conceptual variables and constraints of the objective function.

2.1 Cost Function and Non-Linear Constraint Formulation

We start this section with the definitions as well as the key elements of the
problem of discourse. It is assumed that the system is composed of real-time
dependent tasks with deadlines to be executed on multiple variable-voltage PEs.
Task scheduling being known a priori, the functionality of the data-flow of such
systems realized as heterogeneous distributed architectures are captured as Di-
rected Acyclic Graphs (DAG) GS(t, C), an example structure of which is shown
in Fig. 2. Furthermore, the formalism describing the relationship between the
application software and the time-domain scheduling of various tasks is typically
supplied by the concept of task graphs (TG).

Fig. 2. Task graph of five tasks mapped on two processing element.

In the DAG in Fig. 2, each node represents computational tasks tu, while
edges indicate the data dependencies between these tasks, indicating that task v
can only start after task u finishes. Tasks require a finite number of clock cycles
Nu to be executed, depending on the PE on which they are mapped. Further,
tasks are annotated with deadlines Dlu that have to be met during application
run-time and Tgraph on a task set restricts all tasks’ finish time. During voltage
scaling Nu remains constant, while CT cycle time and du task execution time of
uth task change with supply voltage VDDu. CT, du and Edyn can be computed
as

du = Nu CT where CT =
k Ld VDDu

(VDDu − Vth)α (1)

Edyn = Nu Cu V 2
DDu (2)
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where k is a technology dependent constant, Vth is the threshold voltage of the
devices, is a technology dependent constant, ranging from 1.2 to 2 for recent
technologies, derived in Alpha-Power Law MOSFET Model [16, 17] and, Cu is
the effective switching capacitance per cycle. Although the dynamic power dissi-
pation is still dominating, the trend to reduce the overall circuit supply voltage
and the threshold voltage is increasing concerns about the leakage currents; for
advanced technologies (< 90 nm) it is expected that the leakage will account
for more than 50% of the total power [18]. The leakage energy is given by Eq.
3, where VBSu is the voltage applied between the body and the source of the
transistor (body bias), Iju is the junction leakage current, Ld, Ng are logic depth
and average number of gates respectively, k, K3, K4 and K5 are constant fitting
parameters denoting circuit technology dependency [18]-[22]. Another important
issue, which often is overlooked in voltage scaling approaches, is the considera-
tion of transition overheads, i.e., each time the PE’s supply voltage is altered;
this change requires a certain amount of extra energy and time. The energy
overhead (EOH), when switching from VDDu to VDDv is given by Eq. 4, where
Cr denotes power rail capacitance.

Eleak =
Ld Ng Nu k VDDu

(
VDDu K3 eK4 VDDu eK5 VBSu + |VBSu| Iju

)
(VDDu − Vth)α

(3)

EOH = Cr |VDDu − VDDv|2 (4)

Hence, the total task energy and the energy of the whole system can be
given as Eq. 5 and Eq. 6 respectively. Here, Eq. 6 represents the objective (cost)
function to be minimized.

Etask = Edyn + Eleak + EOH (5)

Etotal =
∑

taskcount

Etask (6)

We have to guarantee that due to voltage scaling technique applied, tasks
with deadlines still finish before their deadlines and the last task on each PE
finishes no later than Tgraph. This means that the sum of task durations in each
path (from input to output) in the DAG should not be greater than Tgraph. Note
that the number of paths in a DAG can grow exponentially with respect to the
number of edges, which implies that path-based optimization methods are not
easily applicable and that voltage scaling approaches used on single PE systems
cannot be readily extended to solve energy optimization problem on multiple
PEs.

The execution time of task u at the highest supply voltage (VDDMAX) is
a constant Tu. Since IN and OUT nodes are conceptual nodes their execution
times (TOUT , TIN ) are set to 0. Besides the task execution time du, each task is
also associated with a starting time denoted as Du. Hence, the timing constraints
on the given task graph can be modelled as
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DOUT − DIN ≤ Tgraph (7)
Dv − Du − du ≥ 0∀ e(u, v) εDAG (8)

Du + du ≤ dlu ∀u with deadline (9)
dlu ≥ Tu, andDu ≥ 0, integer (10)

VDDMIN
≤ Vddu ≤ VDDMAX

(11)

For a feasible scheduling, if DIN set to be 0, the above constraints guarantee
that tasks with deadlines will finish before their deadlines and the finish time of
all tasks is not greater than Tgraph. In order to be compatible with the working
range of the PE’s the supply voltage of each task is constricted between a mini-
mum and a maximum value, according to Eq. 11. Combining the objective and
the constraints given in Equations 7 to 11, we have the IP formulation for the
voltage scaling problem in multi-PE systems. Trading-in the increase of delay
for energy savings, the relationship between du and Etask has to be established.
If the supply voltage can change continuously, the task execution time du can
also be assumed to change continuously. In this case Etask is a convex function
of du [22], i.e., we have Eu = f(du), where f(.) is a convex function. Substi-
tuting Eu with f(du), the IP formulation of the problem of minimization of
energy dissipation in multi-core systems for continuous voltage scaling approach
is completed.

3 Energy Minimization on an Arbitrary Task Graph
Using Resistive Network Analogies

In the following analysis, we will consider generic high-performance multi-core
systems that are composed of a heterogeneous network of PEs. Due to the diver-
sity of the applications that run within the system and their different degrees of
parallelism, the workloads imposed on the system components are non-uniform
over time. For many applications, peak performance is required only during
some time intervals in such systems. This introduces slack times during which
the system can reduce its performance to save energy. The key in energy-efficient
designs is the ability to tune PE performance to the non-uniform workload. Here,
the first goal is to explore the problem of energy minimization on a given TG,
and to show the analogy between this problem and the fundamental electrical
behavior of a resistive network. Our ultimate goal is to exploit this analogy in
the form of a compact solution to the optimization problem.

In this section, an analogy will be introduced which maps the cost function of
the energy minimization problem under timing constraints in multi-core systems,
into the problem of minimizing power consumption in an equivalent resistive
network subject to KCL. In the following, it will be assumed that the TG is
mapped and scheduled onto the target architecture (multi-unit PE system),
i.e., it is known a priori where and in which order tasks are executed and the
communications between tasks take place.
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3.1 From Task Graph to Resistive Network

In heterogeneous multi-core systems, the timing relationships (constraints) and
the relative ordering between various tasks of an application are usually repre-
sented with a task graph which is used to capture the data-flow interdependencies
of the entire system, as already established in the previous section. On the other
hand, a resistive network is a connected graph (possibly with multiple edges)
where each edge e is assigned a positive real number Re called its resistance
(in Ohms). Based on this analogy a given task graph can be mapped onto a
resistive network by replacing each task (node) in the task graph with a resistor
and edges of task graph as electrical connections in the resistive counter part.

It is a well-known fact that analog processing is usually more efficient than
digital processing with respect to power consumption and chip area, when high
precision is not required. Resistive networks have been widely used for various
applications in analog VLSI [23]. A resistive network (RN) can be described by
a system of linear equations based on Kirchhoff’s and Ohm’s laws. In a parallel
resistive network that consists of n resistors, an imposed current i splits into
n components proportional to branch conductances (Gn) that act as a current
divider. According to Maxwell’s heat theorem [24], any network of linear resistors
driven by a constant current, at steady state intrinsically minimizes the power
dissipated in the form of heat in the network. The demonstration of this theorem
can be found from the book entitled A Treatise on Electricity and Magnetism
by James C. Maxwell, first published in 1891 [24].

Tasks in real-world applications usually have control and data dependencies.
Processing element sharing can be captured in a TG with multiple PEs with
additional edges representing the control relation between dependent tasks. Fig-
ure 2 is a simple yet good example for such a case, where each parallel branch
represents a PE. In this example, five tasks are mapped and scheduled on two
PEs. Tasks mapped on different PEs can run in parallel in time as a basic con-
sequence of parallelism, i.e., the period of each parallel branch in a TG is still
equal to T. Notice that the points a through e (labelled on the TG for the sake of
easy identification) actually represent the same instant in time. Also recall that
t4 can only start after processing of t1 and t3 are finished (DAG). The given TG
indicates that t1 and t3 have to be finished at the same time for sake of complet-
ing work just-in-time (corresponding to minimum energy consumption), which
describes a soft deadline for tasks. Similarly, execution time of tasks t4 and t5
mapped on the second PE should be equal to that of task t2 running on the
first PE. Hence, from the time point of view, the system shown in Fig. 2 can be
presented by a simple sequential task graph as shown in Fig. 3(a). Here, original
tasks t1 and t3 running in parallel on two different processing elements, are repre-
sented as the first combined task W1 = f(t1, t3), and similarly W2 = f(t2, t4, t5)
represents the combined tasks t2, t4, t5.

It is clear from the very simple task graph shown in Fig. 3(a) that the second
task (W2) can start only after the preceding task (W1) is finished. To optimize
the overall energy consumption, these two tasks must share the available time T
with respect to their workloads, where the duration of each task is indicated as
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dW1 and dW2 respectively. Clearly, the time constraint: dW1+dW2 = T describes
the condition that is needed in order to finish the mapped function within its
deadline.

The total dissipated energy in the system can be written as the summation
of the all task energies. Since the uth task is executed during the time period du

consuming a power of Pu, the energy dissipation of the uth task can be found
as Eu = Pu du. Hence, the problem of minimizing the overall dissipated energy
in a given system (Fig. 3(a)), represented with its task graph under timing
constraints, is formulated in Eq. 12.

(a) (b)

Fig. 3. (a) Simple task graph of two sequential tasks (b) and the resistive-network
representation that corresponds to this task graph.

min Etotal = min
∑

u

Eu = min
∑

u

Pudu

subject to
∑

u

du = T (12)

At this point, we surmise that the equivalent resistive network of this specific
task graph consists of two controlled resistors in parallel as shown in Fig. 3(b),
where the network is supplied with a constant current IT . This total current will
be split linearly between branches proportional to branch conductances, I1 and
I2 (Ohm’s law). Due to KCL these currents must satisfy the equality I1+I2 = IT .

Now consider the total power consumption in the equivalent RN shown in
Fig. 3(b). Intrinsically, we know that the RN will consume the lowest possi-
ble power, Ptotal, at steady-state for a given driving current (IT ) according to
Maxwell’s Heat theorem. Due to KCL, IT will be split into parallel branch cur-
rents (Ii) that are inversely proportional to branch resistances Ri (proportional
to branch conductance Gi). Hence, it can be seen that the parallel resistive net-
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work actually realizes the solution of the following minimization problem, under
the constraint that the sum of all branch currents is equal to IT .

min Ptotal = min
∑

i

Pi = min
∑

i

I2
i

Gi

subject to
∑

i

Ii = IT (13)

A comparison between Eq. 12 and Eq. 13 reveals the clear analogy between
the problem of minimizing energy consumption on a complex system under tim-
ing constraints, and the problem of minimizing power dissipation in a resistive
network under KCL constraint. Note that the branch currents (Ii) correspond to
task durations (du) in the former problem. Thus, for the simple case described
in Fig. 3, it is shown that the task graph can be represented by the equivalent
resistive network.

Still, the simple resistive network equivalent given in Fig. 3(b) is not sufficient
to model the actual behavior of the system with respect to individual tasks
mapped on two processing elements. Note that, W1 is a function of the two tasks
t1 and t3, that must be executed in parallel on two different processing elements,
i.e. these two tasks must have the same duration (dW1 = d1 = d3). Similarly,
in a resistive network branch consisting of two series connected resistors, each
resistor must carry the same amount of branch current. Based on this analogy all
parallel tasks can be converted into series-connected branches in the equivalent
resistive network. Furthermore, W2 is a function of two series tasks executed in
parallel to a third task. In this case, execution time of task t2 must be equal
to the sum of execution times of tasks t4 and t5. Consequently, the amount of
time necessary for execution of task W2 will be split among t4 and t5 (dW2 =
d2 = d4+d5) according to the actual workload of these two tasks. Similarly, in a
resistive network branch of parallel connected resistors the main branch current
will be shared proportionally between the parallel branches according to KCL.
Hence, all sequential tasks can be represented by parallel-connected branches in
the equivalent resistive network.

Finally, the equivalent RN of the TG given in Fig. 4(a) can be implemented
as shown in Fig. 4(b). IT represents the overall available time, and each device
current, (Ii), in the resistive network corresponds to the duration of the related
task, (du) in the associated TG. Consequently, the problem of minimizing the
sum of all task energies in a certain application is mapped onto an equivalent
resistive network (Fig. 4(b)) consisting of controlled (pseudo-) conductances,
where all parallel tasks are converted into series-connected branches, and all
serial tasks are converted into parallel-connected branches. Note that each task
sequence (or sub-sequence) in the TG corresponds to a parallel section (or sub-
section) in the resistive network where KCL is valid, and is represented by a
corresponding cut-set. The equivalence between the two analogous minimization
problems is illustrated below.
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(a) (b)

Fig. 4. (a) Task graph of five tasks mapped on two processing element (b) and its
parallel-resistive network counter part.

min Etotal ⇔ min Ptotal

min
∑

u

Eu = min
∑

u

Pu

du
d2

u ⇔ min
∑

i

Pi = min
∑

i

I2
i

Gi

subject to
∑

u

du∈ j = Tj ⇔ subject to
∑

i

Ii∈ k = IT,k

∀ task sequence “j” ∀ cut-sets “k” that correspond
to a task sequence “j”

where du ⇔ Ii

hence
du

Pu
⇔ Gi

(14)

(15)

(16)

(17)

Note that the summation of branch currents, i.e. elements of the kth cut-set is
always equal to the resistive network driving current (IT ). Similarly, summation
of the task durations that corresponds to the jth task sequence is equal the task
graph period (T ) in the given TG. Besides, any subset of the imposed timing
constraints, e.g. d4 + d5 = d2, are intrinsically modelled by Eq. 15, and hence
guaranteed by the resistive network implementation. Thus, the analogy between
the energy minimization problem under timing constraints in a general TG and
the power minimization problem under KCL constraints in an equivalent RN
is demonstrated. Note that, we need to construct a structure to carry out the
calculation of Pu (Eq. 17).
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Assuming that Vu and Iu are the supply voltage and the current drawn from
supply (including dynamic, short circuit and leakage currents) for the uth task,
and using du as the task duration, the corresponding device conductance Gi can
be mapped as follows.

du

Pu
=

du

Vu Iu
⇔ Gi (18)

From the above explanations, the generalized steps involved for mapping the
given task graph into a parallel-resistive network equivalent are as follows:

– Identify and assign the processing elements and the tasks mapped and sched-
uled on to the given system.

– Insert IN and OUT nodes into the given TG where edges from IN node to
the first task of each PE, and edges from the last task on each PE to OUT
node are added.

– Ifpossiblesimplifythetaskgraphbyreplacingtheedgesrepresentingprocessing
element sharing by equivalent edges capturing the data/control dependencies
between PEs.

– Convert all parallel tasks in the simplified TG to series-connected resistor
branches in the resistive network.

– Convert all series tasks in the simplified TG to parallel-connected resistor
branches in the resistive network.

– Replace the IN and the OUT nodes of TG by a DC current source modelling
the TG period and by the ground connection providing the necessary current
path in the resistive network respectively.

However, not every task graph is in series/parallel configuration. The task
graph given in Fig. 5(a) is an example of such non series/parallel configuration.
Still, an equivalent resistive network can be mapped from the given TG without
violating the corresponding timing constraints as shown in Fig. 5(b) where the
cut-sets are highlighted by dashed lines. Here, timing constraints, e.g. d1 + d4 =
T , d2 + d3 + d4 = T and d3 + d4 = d5, are intrinsically satisfied due to KCL
constraint in the resistive network, i.e. I1 + I4 = IT , I2 + I3 + I4 = IT and
I3 + I4 = I5 respectively. Hence, the equivalent resistive network of controlled
resistors can be mapped for any arbitrary task graph, where each device current
represents the available time for the corresponding task. Although the applied
mapping scheme has a certain resemblance to creating the dual of a given task
graph, it is important to emphasize that the mapping of a given task graph to
its equivalent resistive network is based on converting the time domain relation
between tasks into equivalent resistive network currents.

4 Implementation of Resistive Network for Global
Energy Optimization

4.1 Closed-Loop Operation of the Resistive Network

The ultimate goal of this work is to solve the system-wide energy optimiza-
tion problem continuously by means of the equivalent power minimization in
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(a) (b)

Fig. 5. (a) An example task graph of non series/parallel configuration (b) and the
equivalent resistive-network of this task graph.

its resistive network model. In order to fulfil the overall goal, the variations of
task-related design parameters given in Eq. 18 must be monitored. The design
parameter du (task duration), is intrinsically embedded in the resistive-network
model of the system, as indicated in Eq. 17.

The premise is that such global optimization (taking into account the com-
plete system) will result in better solutions compared to the case where the
energy dissipation of each unit is minimized separately. This concept is illus-
trated in a simplified manner in Fig. 6. Here, only one loop related to one of the
resistive elements is shown, other feedback loops for the rest of the RN are not
shown in the figure for sake of simplicity. From now on we will call the shown
scheme, modelling individual tasks mapped and scheduled on to the system, as
the feedback loop. The working principle of the feedback loop is as follows: due
to Kirchhoff’s current law (KCL) the branch currents will be divided propor-
tionally with respect to branch conductances. Since the available duration of
individual tasks, (du) corresponds to the device currents, Ii, the required op-
eration frequency and the necessary minimum possible supply voltage will be
calculated in the loop by means of the device currents, Ii. These values will
then be used to calculate (estimate) the average supply current as a result of
the dictated voltage level, modelling all relevant components such as dynamic,
short circuit and leakage currents, and the device conductance will be adjusted
according to Eq. 17.

Figure 6 shows the simplified block diagram implementation of the feedback
loop for one device conductance, where a current-based approach is used to
represent key loop variables. The simple ghost circuit (GC) which consists of
a ring oscillator replicating the critical path of the PE, is used in each loop to
continuously determine the minimum supply voltage and the supply current that
correspond to a target operation frequency. The predicted workload information
(Ni) is injected into each loop in the form of a 4-bit external control variable. Any
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Fig. 6. Detailed representation of the constructed loop including all sub-blocks, e.g.
Ghost circuit, translinear loops, voltage and frequency to current convertors and the
resistive-network mapped from the given task graph.
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change in the workload information (Ni) influences the current corresponding
to the target operation frequency (IFT ) in the feedback loop. Hence, the simple
GC determines the supply voltage level to be applied to the PE for achieving
the target frequency as well as the resulting current consumption. These values
are then converted into current representations in order to calculate the pseudo-
resistor controlling currents (IGi), with several translinear loops used to carry out
necessary calculations as current operators, while the device conductance value
also changes according to IGi. This change in the value of device conductance
forces all the branch currents in the RN to be adjusted by means of KCL. As
the system settles to its new operating point, the new device currents in the
pseudo-resistor network are determined by KCL, dictating the optimum task
duration with the prescribed supply voltage and operating frequency for each PE
to minimize system-wide energy dissipation. Implications with respect to overall
stability of the loops will be discussed later in Stability Analysis Section. It can
be shown that the dynamic behavior of each branch control loop is governed
by a single-dominant-pole transfer function, and that the entire system always
converges to a stable operating point for a given set of (Ni) values. Also, note that
the GC can effectively capture the actual frequency-voltage-power relationship
of the PEs, including the influence of leakage power dissipation, eliminating
any analytical approximation of physical behavior that is inherently prone to
inaccuracies. These circuits are capable of reflecting actual operating conditions
on-chip, inherently taking into account local variations of temperature, as well
as process-related fluctuations of device parameters.

In this solution, the GC is driven by its supply current (IC) rather than the
supply voltage since the instantaneous operation of the oscillator is imposed by
the calculated power dissipation based on the required frequency of operation
(P = fCV 2 = IV ⇐⇒ I = fCV ). This is done with the assumption that the
dynamic power consumption is dominant. If necessary, a static GC is added to
the loop to mimic the static current consumption of the PE, proportional to the
total number of gates (that may be different for different PE). Then, this current
is added to the dynamic current consumption (Igi).

Current-mode processing in each feedback loop is carried out by single quad-
rant current multiplier/dividers labelled as TLLi. Each current operator is im-
plemented by the simple alternating topology translinear loop (TLL) of four
transistors operated in weak inversion with their bulks connected to the com-
mon substrate resulting in Eq. 19 as shown in Fig. 7(a). Thus, the entire feedback
loop can be implemented with a very small number of devices, which leads to
significant savings in silicon area. Here, a clockwise element (CW) is the one
whose gate-to-source voltage is a voltage drop in the clockwise direction of the
loop. So we shall consider a counterclockwise element (CCW) as the one whose
gate-to-source voltage is a voltage increase in the clockwise direction of the
loop [25].

Iout =
IxIy

Iz
(19)
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Fig. 7. (a) A subthreshold MOS translinear loop consisting of two CW transistors and
two CCW transistors, constructed to operate as an inverse current multiplier, (b) A
subthreshold MOS translinear loop consisting of two CW transistors and two CCW
transistors, constructed to operate as an inverse current multiplier.

This is a single quadrant current multiplier/divider, thus all currents should
be positive. Such multiplier/divider schemes are utilized in the feedback loop
used to implement the analog optimizer for converting duration (time) to fre-
quency (where all variables are represented as currents) and to implement the
pseudo-resistor controlling current definition by means of ratio of current mul-
tiplications. The simulation results of the implemented single quadrant current
multiplier/divider can be found in [26, 27].

Minimum current limiter (Maximum current selector) blocks are used to
restrict the operation range to a defined value. The upper limit of the operation is
intrinsically limited by the technology due to the fact that the maximum allowed
core operating voltage is fixed to a constant level. In order to guarantee that the
lower limit of operation, which is 1.2V or 150MHz is not violated under any
circumstances two minimum current limiter blocks are used in all the feedback
loops [28, 27]. For this purpose a combination of NMOS transistors is used to
carry out addition/subtraction of the replicas of the two input currents as given
in Fig. 7(b).

Each pseudo-resistor is realized as a single MOS transistor operating in weak
inversion where the equivalent conductance value of each transistor is controlled
independently by a current by means of a control transistor - thus, utilizing only
a few transistors. Note that the linear pseudo-Ohm’s law (Eq. 20) is valid and the
network of controlled resistors remain linear with respect to currents only [23].

G∗ =
1

R∗ =
IS

V0
exp

(
VG − VT0

2UT

)
(20)

A resistor connected to ground potential in the RN corresponds to a sat-
urated MOS transistor (operated in weak inversion) that provides a pseudo-
ground in the equivalent pseudo-resistive network (refer to Fig. 8). Any current
flowing to the pseudo-ground can be easily extracted without influencing the
branch current ratio, by means of a grounded current mirror made of transistors
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complementary to those of the network as shown in Fig. 8 [23]. Hence, grounded
current-mirrors are used to sense each device current separately, to be further
used in the feedback loop.

Fig. 8. Implementation of a grounded pseudo-resistors realized using CMOS process.

Figure 9 shows the simulated and the measured operation of a three-loop op-
timizer network which is used to model the behavior of a task graph comprising
three sequential tasks. Here, the task durations (device currents) resulting in the
optimum system energy dissipation are shown for various workload combinations
as indicated. The workload information of three sequential tasks are shown in
parenthesis for each simulation interval as (N1, N2, N3) combination. The nor-
malized workload estimations (Ni) for all tasks are updated at regular intervals
of 5 µs, ranging from (2,8,4) in the first interval to (12,8,8) in the last interval.
The available time is shared among the three tasks for all workload conditions;
guaranteeing timing constraints and optimizing the dissipated energy in the sys-
tem by means of optimally utilizing the available time. As it can be seen from
the figure, the supply voltage level for the second task (Loop2) varies with re-
spect to other task workloads condition although there has not been any change
in its own workload. The corresponding supply voltage and the device current
(task duration) values indicate that the proposed analog optimizer is capable of
responding to varying operating conditions with fast settling times and a wide
dynamic range (supply voltage variation between 1.2 and 1.74 V), dictating the
optimum operating voltage and duration of all three tasks mapped on the PE
for minimum system energy consumption [28, 27].

The three-loop demonstrator circuit of the proposed analog optimizer archi-
tecture has been implemented using a 0.18 µm standard digital CMOS process
(Fig. 10(a)). The overall circuit area of the optimizer is (250µm x 700µm) ex-
cluding decoupling capacitors, while each loop circuit occupies only (180µm x
120µm). The circuit is capable of supporting the desired frequency range of
170MHz-290MHz, as well as the voltage range of 1.2V-1.8V. The average power
consumption of the entire three-loop optimizer is 6.5mW [28, 27].

Figure 10(b) shows the variation of the overall energy dissipation of the sys-
tem composed of three tasks, scheduled in series and mapped on a single proces-
sor - as a function of changing workload conditions, calculated from measured
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(a) (b)

Fig. 9. Simulation and measurement results show (a) the branch currents (i.e. task
duration) and (b) the corresponding supply voltages which are computed under varying
workload combinations as indicated.

voltage/frequency and task duration values. To test the optimality of this solu-
tion, the device current values were slightly perturbed from their actual values
(while keeping the sum constant) and the energy surface has been re-calculated.
The resulting energy surface is clearly higher than the original solution for all
workload combinations and for all branch current perturbations, demonstrating
that the original solution indeed is the minimum energy surface.

(a) (b)

Fig. 10. (a) Chip microphotograph of the three-parallel loop optimizer. The overall cir-
cuit occupies only 250µm x 700µm and (b) Energy dissipation of the system composed
of three tasks, scheduled in series and mapped on a single PE.
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In Table 1 the comparison of the simulated supply voltages (V), operation
frequencies (MHz) and task durations (device currents-µA) of the same system
are given for the proposed global optimization approach versus local energy opti-
mization applied to each task. Note that only the workload of first task increases
throughout the table. Hence, in the local optimization scheme the core supply
voltage levels and operation frequency remain constant during the second and
the third tasks resulting in a higher power dissipation and energy consumption
in the overall system. In contrast, when using the proposed global optimization
approach, any change in workload condition of any of the tasks influences all
task durations corresponding to a minimization of the total system energy dissi-
pation by optimally using the overall available time (T). The additional energy
savings varies between 11% and 20% for different cases.

Table 1. The comparison of the simulated global energy optimization approach versus
local optimization.

Vdd1 Vdd2 Vdd3 f1 f2 f3 d1 d2 d3 Ptotal Etotal

Ni (V) (V) (V) (MHz) (MHz) (MHz) (s) (s) (s) (µW) (µJ)

Global Energy Optimization (Proposed Approach)

(2,8,4) 1.24 1.44 1.28 173.8 231.6 191.8 0.21 0.43 0.37 1087.6 385.3

(4,8,4) 1.25 1.56 1.28 175.5 252.7 192.8 0.33 0.34 0.33 1220.4 411.6

(8,8,4) 1.46 1.50 1.37 227.5 243.6 189.1 0.36 0.31 0.33 1370.1 455.3

(12,8,4) 1.66 1.35 7 1.31 273.1 242.2 191.1 0.25 0.39 0.35 1629.0 522.9

(15,8,4) 1.70 1.58 1.32 282.2 256.3 189.7 0.28 0.38 0.34 1755.9 577.7

Local Energy Optimization

(2,8,4) 1.23 1.49 1.25 176 255 204 0.08 0.21 0.13 1160.8 486.6

(4,8,4) 1.24 1.49 1.25 204 255 204 0.13 0.21 0.13 1228.4 478.9

(8,8,4) 1.49 1.49 1.25 255 255 204 0.21 0.21 0.13 1463.7 516.1

(12,8,4) 1.62 1.49 1.25 288 255 204 0.28 0.21 0.13 1641.8 592.4

(15,8,4) 1.71 1.49 1.25 300 255 7204 0.33 0.21 0.13 1764.6 668.4

4.2 Overall System Implementation

The proposed analog optimizer determines the supply voltage level and operation
frequency of all tasks that are represented in the system task graph, simultane-
ously. On the other hand, tasks are to be executed in their sequential order on
the PEs. This means that the individual operating voltages and frequencies will
have to be assigned to the PEs according to their temporal relationships. Hence,
the intended system will require an interface between the analog optimizer and
the PEs. A possible candidate of such an interface is shown in Fig. 11(a). Here,
a separate continuous voltage, high efficiency DC/DC converter is used for each
PE individually. The supply voltage levels defined by the optimizer (per task)
will be applied to the PEs through these high efficiency voltage converters dur-
ing the operation of the system, sequentially. The frequency of operation on the
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other hand is also defined by the analog optimizer and will be used to drive the
clock buffers of the PEs as indicated in the figure.
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Fig. 11. (a) Block diagram representation of the system architecture in which the
analog optimizer controls the individual clock frequencies and supply voltages of various
PEs, and (b) Block diagram representation of the system architecture in which a single
high efficiency, multiple output DC/DC converter is used to generate the supply voltage
levels in a certain range.

Nevertheless, this solution could become costly due to the number of I/O
pins needed for external inductors that are required to ensure the high efficiency
of DC/DC converters, and silicon area (dedicated DC/DC per PE) for SoC
applications employing numerous PEs. An alternative scenario for the interface
between the analog optimizer and the PEs is presented in Fig. 11(b). Here,
supply voltage levels defined by the analog optimizer will be applied to the PEs
through voltage regulators (current efficient voltage followers) during operation.
While the number of external inductors is reduced to one, it is assumed that
only one DC/DC converter is utilized with three output levels (1.4V, 1.7V and
2.0V). Each output of the DC/DC converter can be used to generate the supply
voltage levels in a certain range, with the help of voltage regulators, e.g. the 2.0V
converter output is used to generate 1.8V - 1.51V supply voltage range. It should
be noted that in this case, the energy savings obtained by utilizing the analog
optimizer will be degraded due to the energy losses in the voltage regulators, by
up to 33% (at the ”edge” of the regulator output range). However, this drawback
can be overcome by taking into account the voltage regulator supply levels in
the optimization algorithm, where constant current levels can be used for IV i

to represent task supply voltage levels. Hence, the final solution will still be the
optimum energy dissipation for the whole system, including the regulator losses.
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5 Stability Analysis

As already mentioned, the concept of system stability needs to be considered
when several components adopt dynamic policies to control energy consumption
and performance. Possible oscillations in energy/performance space that could
be caused by applied energy management policies are undesirable, and should
be avoided. In this section it will be shown that the dynamic behavior of each
device control loop is governed by a single-dominant-pole transfer function, and
that the entire system (the centralized optimizer unit) always converges to a
stable operating point for a given set of workload (Ni) values.

In order to derive the characteristic equation of the feedback control loop, the
loop is opened on the resistive network. Hence, the device current Ii is treated
as the input current (variable) and the pseudo-resistor controlling current IG is
treated as the output current. Note that IA, IB , ID, IE , I0 are constant biasing
currents used in the feedback loop. From the loop dynamics, the output current
IG can be written as in Eq. 21. Note that one can show the small variations in
the value of a variable as (X + x), where lower case represents the variations in
the value of the variable. Using this definition, the output current can be written
as given in Eq. 22.

IG =
I2
BI2

DN

KIgIV IF
orIG =
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IgIV IF
(21)
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Note that we can express the ratios of the current representations of the
ghost circuit supply voltage and the operating frequency as well as the current
consumption of the ghost circuit and their variations in terms of the ratio of the
input current and its variation as given in Eq. 23.

ig
Ig

= −2
ii
Ii

and
iV
IV

= − ii
Ii

and
iF
IF

= − ii
Ii (1 + s τ)

(23)

Finally, the device conductance controlling current being the output current
and the related device current being the input current the small signal behavior
of the feedback loop can be written as given in Eq. 24, since device conductances
are linearly proportional to their controlling current IG. Hence, it is shown that
the dynamic behavior of each branch feedback loop is governed by a single-
dominant-pole transfer function.

gi

Gi
=

iG
IG

=
ii
Ii

(
3 +

1
1 + sτ

)
(24)
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Now, consider a RN consisting of three parallel branches to illustrate the
stability properties of the system. If we write the first branch current in the RN
comprising three parallel branches in terms of the RN biasing current and the
other branch currents, we get Eq. 25, where Gi and gi represents the device con-
ductance and the variations in the conductance value respectively. If we replace
each (Gi/

∑
Gi) quantity in Eq. 25 by (Ii/IT ), and substituting Eq. 24 where

ever suitable, we can finally write Eq. 26. After performing the necessary math-
ematical operations on the resulting equation set, the characteristic equation of
the system can be expressed as Eq. 27.

I1 (1 +
i1
I1

) = IT (1 +
iT
IT

)
G1(1 +

g1

G1
)

(G1 + G2 + G3)(1 +
g1 + g2 + g3

G1 + G2 + G3
)

(25)
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=
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+
g1

G1

(
1 − I1
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− I2
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− I3

IT

g3

G3
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4τ1τ2τ3s
3 + [6(τ1τ2 + τ2τ3 + τ1τ3) − 2(R1τ2τ3 + R2τ1τ3 + R3τ1τ2)] s2

+ [6(τ1 + τ2 + τ3) + 3(R1τ1 + R2τ2 + R3τ3)] s + 9 = 0
(27)

a3s
3 + a2s

2 + a1s + a0 = 0 (28)

whereRi =
Ii

IT
thus ∀

∑
i

Ri = 1

Now, if we rewrite the characteristic equation of the system as in Eq. 28,
we can check the stability of the system by applying the Routh criterion. The
principal stability criterion for linear systems states that a system is stable if all
poles of its transfer function lie in the left-half of the complex s-plane. Equiva-
lently, a system is stable if the real parts of all roots of its characteristic equation
are negative. Note that a root of the characteristic equation is synonymous with
a system pole. To apply Routh’s criterion, the Routh’s Table should be created.
The Routh criterion is applied by examining the sign of the coefficient in the col-
umn headed by a3. The number of sign changes in the elements of this column,
taken in order, is equal to the number of roots of the characteristic equation
that have positive real parts. Hence, in order to show that the system is stable
we should verify that the sign of the expression a1a2 − a0a3 is positive, since all
the other components of the first column of the routh table are positive quanti-
ties. Note that all Ri and τi quantities are positive real values. Thus a3, a1 and
a0 are intrinsically positive for all Ri or τi values. Note that a2 is also always
positive for all Ri or τi values, since definition of Ri (Ii/IT = Ri) guarantees
that the multiplicative factor (6 - 2Ri) in a2 is always positive. After performing
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all the necessary multiplications it is proved that the sign of the mathematical
operation a1a2 −a0a3 is always positive, guaranteeing that the proposed system
is stable.
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Fig. 12. The root locus plot of the system with three parallel branches for typical Ri

and τi values.

Figure 12 shows the root locus plot for the system with the characteristic
equation given in Eq. 27, displaying the closed-loop pole trajectories as a function
of the feedback gain. Root loci are used to study the effects of varying feedback
gains on closed-loop pole locations. In turn, these locations provide indirect
information on the time and frequency responses. As can be seen from the figure
all three roots of the systems lies on the left (negative) half plane, demonstrating
that the system is stable. Note that the system has two negative zeros in addition
to its three poles as indicated within the Fig. 12. The stability of the system is
analyzed thoroughly by using MATLAB software tool, where Ri (satisfying the∑

Ri = 1 constraint) and τi values are randomly selected with 10% mismatch
introduced. The graphic is obtained by sweeping the loop gain in the possible
range.

6 Conclusion

In this chapter, the energy optimization problem in multi-core applications is
addressed with a unique analog implementation approach. The analogy that
exists between the energy minimization problem under timing constraints in a
general TG and the power minimization problem under Kirchhoff’s current law
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constraints in an equivalent RN is exploited. The principles of mapping an arbi-
trary task graph to an equivalent resistive network are presented. A fully analog,
current-based solution to implement on-line energy minimization in complex
multi-core systems under varying workload conditions is demonstrated, which
achieves significant overall energy savings compared to the local energy mini-
mization approach.
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Abstract. We define a new algebraic form for Boolean function repre-
sentation, called EXOR-Projected Sum of Products (EP-SOP), consisting
in a four level network that can be easily implemented in practice. De-
riving an optimal EP-SOP from an optimal SOP form is a NP NP -hard
problem; nevertheless we propose a very efficient approximation algo-
rithm, which returns, in polynomial time, an EP-SOP form whose cost
is guaranteed to be near the optimum. Experimental evidence shows that
for about 35% of the classical synthesis benchmarks, EP-SOP networks
have a smaller area and delay with respect to the optimal SOPs (some-
times gaining even 40-50% of the area). Since the computational times
required are extremely short, we recommend the use of the proposed
approach as a post-processing step after SOP minimization.

1 Introduction

The classical approach to logic synthesis is the minimization of two-level SOP
networks [2, 4, 13]. In this framework the resulting networks have a very low delay,
thanks to the fixed number of levels, and the SOP expressions can be computed
in a reasonable amount of time. To build networks with a more compact area,
multi-level network synthesis has been proposed and widely studied [8, 17]. The
drawbacks of this approach are the unbounded number of levels (and therefore
the longer delay), as well as the much larger computational time required to
synthesize the network. In an attempt to establish an effective trade-off between
these two opposite approaches, recent studies have proposed the optimization of
networks with a fixed number of levels (typically, three or four levels) [1, 5–7, 12,
14, 16]. Three levels of logic are enough to produce a minimal network for most of
the Boolean functions; and in many cases three-level logic is a good compromise
between circuit speed, circuit size, and the time needed for the minimization
procedure [15]. Three and four-level logic networks are typically more compact
than the corresponding SOPs, but the computational time required to compute
them can be much longer.

The aim of this paper is to define a network with a bounded number of levels
that can be easily implemented in practice and synthesized in a competitive time
with respect to two-level synthesis. For this purpose, we propose a four-level
network, EXOR-Projected Sum of Products (EP-SOP), which can be built in a
very fast post-processing step from an optimal two-level SOP. We first define
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the algebraic form of EP-SOP networks, and prove that deriving an optimal
EP-SOP from an optimal SOP form is a hard problem (NPNP -hard). We then
describe an approximation algorithm, which returns in polynomial time an EP-
SOP form whose cost is guaranteed to be near the optimum. Our experimental
results show that in about 35% of the classical synthesis benchmarks the EP-
SOP obtained has area and delay smaller then those of an optimal SOP form
(sometimes gaining even 40-50% of the area). The computational times required
are extremely short, thus recommending the use of this approach as a post-
processing step after SOP minimization.

Before defining EP-SOP forms, we introduce them informally through an ex-
ample. Let us consider the Boolean function f shown on the left side of Figure 1.
An optimal SOP representation for f is φ = x1x2x3+x1x2x3+x1x2x3+x1x2x3+
x3x4. The right side of Figure 1 represents the projections of f onto the two sub-
spaces where x1 = x2 and x1 �= x2, respectively. As described in the Karnaugh
maps on the right side of the figure, the projection of f onto the space x1 �= x2

is covered by the optimal SOP form x3 + x3x4, while the projection onto the
space x1 = x2 is covered by x3. Notice that both SOP forms are much more com-
pact than the original one, because minterms, which were not adjacent in the
original Karnaugh map, now merge into new larger prime cubes. For example,
the two products x1x2x3 and x1x2x3, which cannot be merged in the original
Karnaugh map, correspond to the products x2x3 and x2x3, which can be unified
into product x3 in the lower Karnaugh map on the right side.

Since the two subspaces, x1 = x2 and x1 �= x2, have characteristic func-
tions equal to (x1 ⊕ x2) and (x1 ⊕ x2), respectively, f can be expressed as
f ≡ (x1 ⊕ x2) x3 + (x1 ⊕ x2) (x3 + x4). Figure 2 shows how this form can be
easily implemented by using a single 2-fan in EXOR gate and two PLAs.

As the previous example shows, the products of a generic SOP φ can be
classified into two subsets: those that are entirely included into one of the two
subspaces x1 = x2 and x1 �= x2 (for example, in Figure 1 the product x1x2x3

belongs entirely to the subspace x1 �= x2) and those that intersect both of them,
which we will call crossing products (for example, in Figure 1 the product x3x4).
In general, it is not always convenient to project a crossing product, since this
produces two smaller products, which reside into both subspaces. Therefore, we
can choose whether projecting the crossing products or keeping them unpro-
jected. In the second case, the resulting expression also includes a SOP form
(called remainder) containing all the crossing products. We call the overall form
EP-SOP with remainder.

Figure 3 reports the same example of Figure 1, in which the only crossing
product x3x4 is not projected. In this case, the resulting EP-SOP with remainder
form is f ≡ (x1 ⊕ x2) x3 + (x1 ⊕ x2) x3 + x3x4.

We can observe that EP-SOP expressions can be seen as Boolean factorized
forms. Factorization of literal terms is a widely studied field in multi-level logic
[3, 17]. Most of the proposed methods produce disjoint factorization (see [8] for
an introduction). In contrast, the factorization of an EP-SOP form is not dis-
joint since a literal can stay simultaneously in the projected SOPs and in the
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Fig. 1. Karnaugh maps of a function f (left side) and its projections onto x1⊕x2 (right
side, top) and x1 ⊕ x2 (right side, bottom).

corresponding EXORs. For example, in the EP-SOP form (x1 ⊕ x2) (x2x4 +
x3x4) + (x1 ⊕ x2) (x2x3 + x3x4) the literal x2 appears both in the EXORs and
in the SOPs.

Finally, EP-SOP forms share some similarities with another model of Boolean
function representation: the Linearly-Transformed BDDs [10, 11]. LTBDDs are
binary decision diagrams whose nodes are labeled with EXORs of variables,
instead of just single variables. Thus, the node on the first level of a LTBDD,
if labeled with an EXOR, defines the same kind of decomposition on which
EP-SOPs are based.

The remainder of this paper is organized as follows. Section 2 describes the
algebraic expression for EP-SOPs with and without remainder. Section 3 char-
acterizes the computational complexity of the problem. Section 4 presents an
approximation algorithm for EP-SOP synthesis, and proves that its solution is
nearly optimal. In the end, Section 5 discusses the experimental results.

2 EP-SOP representation of Boolean functions

The following two sections formally describe EP-SOP expressions with and with-
out remainder, and show how to derive them from an original optimal SOP form.

2.1 EP-SOP without remainder

Let us consider a SOP form φ, and a couple of variables xi and xj , where without
loss of generality i < j. The space {0, 1}n can be partitioned into two disjoint
subspaces: the space defined by the characteristic function χ⊕ = (xi ⊕ xj), i.e.,
the space where xi = xj , and its complement defined by the function χ⊕ =
(xi ⊕ xj), i.e., the space where xi �= xj .

We can write φ as the sum (union) of its two projections, φ⊕ and φ⊕, onto
these two spaces. Even if the projections allow us to eliminate a variable ad
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Fig. 2. EP-SOP-network without remainder for the function in Figure 1.

libitum between xi and xj , we always remove xi (the one with lower index). In
order to perform the two projections we must project one by one the products
p ∈ φ, considering four cases.

Algorithm 1 (Project. onto (xi ⊕ xj) and (xi ⊕ xj) for EP-SOP) Given a
SOP form φ = p1 + p2 + · · · pm, for each p in {p1, p2, . . . , pm} project p in φ⊕
or in φ⊕ using the following strategy:

1. If p contains both xi and xj (possibly complemented), i.e., p = xixjq, where
q is a product of literals, p has no projection onto the subspace where xi �= xj.
Thus, no product will be added to φ⊕. By contrast, the projection of p = xixjq
onto the subspace where xi = xj gives the product xjq, which will be added to
φ⊕. The three other cases (p = xixjq, p = xixjq, p = xixjq) can be handled
in a similar way.

2. If p contains xi (possibly complemented) and not xj, i.e., p = xiq, where q
is a product of literals, the projection of p onto the subspace where xi �= xj

gives the product xjq, which will be added to φ⊕. The projection of p onto
the subspace where xi = xj gives the product xjq, which will be added to φ⊕.
The other case (p = xiq) can be handled in a similar way: xjq will be added
to φ⊕, and xjq will be added to φ⊕.

3. If p contains xj (possibly complemented) and not xi, i.e., p = xjq, where
q is a product of literals, the projections of p onto both subspaces leave the
product unchanged, thus p = xjq will be added to both φ⊕ and φ⊕. The other
case (p = xjq) can be handled in the same way, by adding p to both φ⊕ and
φ⊕.

4. If p does not contain xi, xi, xj, xj, the projections of p onto both subspaces
leave the product unchanged, thus p will be added to both φ⊕ and φ⊕.

Observe that the last three type of products are indeed crossing products,
which are projected onto the two spaces, while the products containing both xi

and xj are projected only onto one of them.

Example 1. Let us consider the Boolean function f shown on the left side of
Figure 1. An optimal SOP representation for f is φ = x1x2x3 + x1x2x3 +
x1x2x3 + x1x2x3 + x3x4. Suppose to project φ onto the spaces (x1 ⊕ x2) and
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(x1 ⊕ x2). The first product in φ contains both x1 and x2, thus it is not a cross-
ing product (strategy 1 of Algorithm 1). Since x1 is complemented and x2 is
not complemented we project this product onto the space (x1 ⊕ x2) (in fact,
x1 �= x2). The projected product is x2x3. The unique crossing product of φ is
x3x4, since it does not contain x1 and x2. This product will be inserted in both
the spaces without removing any literal. The overall projection will return the
form (x1 ⊕ x2) (x2x3+x2x3+x3x4)+(x1 ⊕ x2) (x2x3 + x2x3 + x3x4) . Note that
the SOP forms of the projected spaces are not minimal. Minimizing them we
obtain (x1 ⊕ x2) x3 + (x1 ⊕ x2) (x3 + x3x4).

We can now formally define the EP-SOP expressions. These forms can be
derived starting from a SOP representation φ of a Boolean function f in two
steps.

First we project φ onto the two subspaces (xi⊕xj) and (xi⊕xj), as explained
before, and we obtain the following expression.

Definition 1. Let f : {0, 1}n → {0, 1}, and let φ be a SOP representation of f .
Given a couple of variables xi and xj, the (i, j)-EP-SOP of f is the expression

ξij = (xi ⊕ xj)φ⊕ + (xi ⊕ xj)φ⊕ ,

where φ⊕ and φ⊕ are the projections of φ onto the spaces (xi⊕xj) and (xi⊕xj),
respectively.

After the projection we can further minimize the two SOPs φ⊕ and φ⊕ in
order to minimize the EP-SOP ξij .

Definition 2. Let f : {0, 1}n → {0, 1}, and let φ be a SOP representation of
f . Given a couple of variables xi and xj, the minimal (i, j)-EP-SOP of f is the
expression

ξ
(min)
ij = (xi ⊕ xj)φ

(min)
⊕ + (xi ⊕ xj)φ

(min)

⊕ ,

where φ
(min)
⊕ and φ

(min)

⊕ are two minimal SOP forms representing the projections
of φ onto the spaces (xi ⊕ xj) and (xi ⊕ xj), respectively.

In the previous definitions we have fixed a single couple of variables, but
we are interested in finding the minimal EP-SOP representation of a Boolean
function, i.e., the expression containing the minimum number of products among
all possible minimal EP-SOP with respect to any couple of variables.

Let |φ| denote the number of products in a SOP φ, and |ξ| = |φ⊕|+ |φ⊕| the
overall number of products in an EP-SOP ξ.

Definition 3. The minimal EP-SOP representation of a Boolean function f is
given by the EP-SOP expression ξMIN such that

|ξMIN | = min
i,j

|ξ(min)
ij | .



246 Anna Bernasconi, Valentina Ciriani, and Roberto Cordone

x1  = x2

x1 x2

x3 x4

00

01

11

10

00 01 11 10

1 10 0

1 1 0 1

1

0 1 1

1 0

0

1

Remainder

x1 x2

x3 x4

00

01

11

10

00 01 11 10

10 0

0 1

1

0 1

0

0

0 0

0

0

0 0

00 01 11 10

10 0

1

0

x2

0 0 1 1

1

x3 x4
00 01 11 10

1

0

x2

1 1

1 1

0

0

x3 x4

0

0

x1 = x2

Fig. 3. Karnaugh maps of a function f (left side), its projections onto x1 ⊕x2 (center,
top) and x1 ⊕ x2 (center, bottom), and the remainder (right side).

2.2 EP-SOP with remainder

As already noted, when we project a SOP form onto the two spaces (xi⊕xj) and
(xi ⊕ xj), some products will appear only once in the final expression, precisely
the products containing the two literals defining the projection spaces, while the
other products (crossing products) will appear twice, one in each projected SOP.

In order to keep the number of products as small as possible, we introduce
the notion of EP-SOP with remainder.

Algorithm 2 (Proj. onto (xi ⊕ xj) and (xi ⊕ xj) for EP-SOP with rem.)
Given a SOP form φ = p1 + p2 + · · · pm, for each p in {p1, p2, . . . , pm} project p
in φ⊕ or in φ⊕, or insert it in the remainder ρ using the following strategy:

1. If p contains both xi and xj (possibly complemented), i.e., p = xixjq, where
q is a product of literals, p has no projection onto the subspace where xi �= xj.
Thus, no product will be added to φ⊕. By contrast, the projection of p = xixjq
onto the subspace where xi = xj gives the product xjq, which will be added to
φ⊕. The three other cases (p = xixjq, p = xixjq, p = xixjq) can be handled
in a similar way.

2. Otherwise (p is a crossing product) insert p in the remainder.

For example, let us consider the Boolean function f shown on the left side
of Figure 3. The unique crossing product of φ is x3x4 since it does not contain
x1 and x2. This product will be inserted now in the remainder. The overall pro-
jection will return the form: (x1 ⊕ x2) (x2x3 +x2x3)+(x1 ⊕ x2) (x2x3 + x2x3)+
x3x4. Minimizing the projected SOPs we obtain (x1 ⊕ x2) x3 + (x1 ⊕ x2) x3 +
x3x4.

Formally we have:

Definition 4. Let f : {0, 1}n → {0, 1}, and let φ be a SOP representation of f .
Given a couple of variable xi and xj, the (i, j)-EP-SOP with remainder of f is
the expression

ψij = (xi ⊕ xj)φ′
⊕ + (xi ⊕ xj)φ′

⊕ + ρ ,
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where φ′
⊕ and φ′

⊕ are the two projections of the products of φ containing both
xi and xj (possibly complemented) onto the spaces (xi ⊕ xj) and (xi ⊕ xj),
respectively, and ρ is the sum of all crossing products of φ.

In other words we project onto the subspaces (xi ⊕ xj) and (xi ⊕ xj) only
the products that entirely reside in them, while the crossing products are not
projected, but are inserted in the remainder ρ. Again for this form, we can
further minimize the projected SOPs φ′

⊕ and φ′
⊕ in order to obtain a more

compact expression:

Definition 5. Let f : {0, 1}n → {0, 1}, and let φ be a SOP representation of f .
Given a couple of variable xi and xj, the minimal (i, j)-EP-SOP with remainder
of f is the expression

ψ
(min)
ij = (xi ⊕ xj)φ

′(min)
⊕ + (xi ⊕ xj)φ

′(min)

⊕ + ρ(min) ,

where φ
′(min)
⊕ and φ

′(min)

⊕ are two minimal SOP forms representing the projec-
tions of the products of φ containing both xi and xj (possibly complemented)
onto the spaces (xi ⊕ xj) and (xi ⊕ xj), respectively, and ρ(min) is the optimal
sum of all other products of φ.

The overall minimal form (with respect to any possible couple of variables)
is described as follows. Let |ψ| denote the number of products in an EP-SOP
with remainder, i.e., |ψ| = |φ′

⊕| + |φ′
⊕| + |ρ|.

Definition 6. The minimal EP-SOP with remainder representation of a Boolean
function f is given by the EP-SOP expression ψMIN such that

|ψMIN | = min
i,j

|ψ(min)
ij | .

Note that if we start from a minimal SOP, the remainder is already minimal,
i.e., the number of its products cannot be further reduced: |ρ(min)| = |ρ|.

We cannot decide in advance which one of the two EP-SOP expressions
(with or without remainder) is the more compact. On one hand, if we project
the crossing products in the two spaces we could further minimize them. On the
other hand it could be more convenient kipping them in the remainder.

For example, consider the minimal SOP form φ = x1x2x3 + x1x2x3 + x3x4

and the couple x1 and x2. The minimal (1, 2)-EP-SOP without remainder is
(x1 ⊕ x2) x3x4 + (x1 ⊕ x2) (x3 + x3x4), while the minimal (1, 2)-EP-SOP with
remainder is (x1 ⊕ x2) x3 + x3x4. In this case the form with remainder is clearly
more compact.

Alternatively consider the minimal SOP form φ = x1x2x3x4 + x1x2x3x4 +
x1x2x3 + x1x2x3x4 + x1x3x4 + x2x3x4 and the couple x1 and x2. The minimal
(1, 2)-EP-SOP without remainder is (x1 ⊕ x2) (x3x4 +x3x4)+ (x1 ⊕ x2) (x2x3 +
x3x4), while the minimal (1, 2)-EP-SOP with remainder is (x1 ⊕ x2) (x3x4) +
(x1 ⊕ x2) (x2x3 + x3x4) + x1x3x4 + x2x3x4. In this case the form without re-
mainder is more convenient.
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3 Computational Complexity

In this section we analyze the computational complexity of the following problem:
given a minimal SOP form φ for a Boolean function f and a couple of variables
xi and xj , find a minimal (i, j)-EP-SOP of f .

Since projecting φ is easy (polynomial), as shown in Section 2, the core of
the problem is the minimization of the two projected SOPs. In general φ

(min)
⊕

and φ
(min)

⊕ are different from the projections φ⊕ and φ⊕, even if φ is already in
minimal form. Indeed, projecting the single products of φ, we have no guarantee
that the resulting SOP forms φ⊕ and φ⊕ are still prime and irredundant.

Notice that the more common projections of a minimal SOP form φ onto
the spaces xi and xi (Shannon projections) are guaranteed to be minimal. For
instance, the projection (Shannon decomposition) with respect to x1 and x1 of
the minimal SOP form φ = x1x2x3 + x1x2x3 + x1x3x4 is x1(x2x3) + x1(x2x3 +
x3x4), and the two projected SOP forms are already minimal.

In [19], the decision version of the problem of finding a minimal SOP rep-
resentation of a Boolean function f starting from any SOP for f (SOP-2-MIN
SOP) has been proved to be NPNP -complete. Finding φ

(min)
⊕ and φ

(min)

⊕ from
φ⊕ and φ⊕ when the starting SOP φ is minimal, could nevertheless be an easy
(polynomial) problem? We show here that the answer to this question is negative,
since the problem under study turns out to be at least as difficult as SOP-2-MIN
SOP. Let us first formally define the two problems.

Problem 1 (SOP-2-MIN SOP).
instance: A SOP formula φ and an integer k.
question: Is there a SOP φ′ with at most k products and for which φ′ ≡ φ?

Problem 2 (MIN SOP-2-MIN (i, j)-EP-SOP).
instance: Minimal SOP formula φ, a couple of variables xi and xj .
question: Find the minimal (i, j)-EP-SOP ξ

(min)
ij :

ξ
(min)
ij = (xi ⊕ xj)φ

(min)
⊕ + (xi ⊕ xj)φ

(min)

⊕ .

The proof of the hardness of MIN SOP-2-MIN (i, j)-EP-SOP is based on the
concept of polynomial time Turing reduction, defined as follows.

Definition 7. A problem Π is Turing-reducible to a problem Π ′, Π �T Π ′, if
there is an algorithm A that solves Π by using a hypothetical subroutine S for
solving Π ′ such that, if S were a polynomial time algorithm for Π ′, then A would
be a polynomial time algorithm for Π.

Let us consider the complexity of the following problem:

Problem 3 (MIN SOP+PRODUCT-2-MIN SOP).
instance: A minimal SOP formula φ for a Boolean function f and a product p.
question: Find a minimal SOP formula for the function f + p
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Lemma 1. MIN SOP+PRODUCT-2-MIN SOP is a NPNP -hard problem.

Proof. We show that the problem SOP-2-MIN SOP is Turing-reducible to MIN
SOP+PRODUCT-2-MIN SOP.

Consider a SOP φ = p1 + p2 + ... + pm for a function f depending on n
variables. In order to find a minimal SOP φ′ for f , we can proceed iteratively as
follows.

First we compute a minimal SOP for the function p1 + p2. Note that this
corresponds to deriving a minimal SOP φ(1) for the union of the minimal SOP
p1 and a product p2.

In general, step i of this iterative process would consist in computing a min-
imal SOP φ(i) for the function φ(i−1) + pi, defined as the union of a minimal
SOP, φ(i−1), and the product pi.

If we could perform this step in polynomial time, then we could solve the
problem SOP-2-MIN SOP in polynomial time, performing m − 1 iterations.

Based on the previous lemma, we can now prove our main complexity result.

Theorem 1. MIN SOP-2-MIN (i, j)-EP-SOP is NPNP -hard.

Proof. To prove the thesis, it is enough to show that the MIN SOP+PRODUCT-
2-MIN SOP problem is Turing-reducible to MIN SOP-2-MIN (i, j)-EP-SOP.

Consider a minimal SOP φ(min) for a function f , depending on n variables
x1, x2, . . ., xn, and a product p. Then consider the SOP

Φ = xn+1φ
(min) + xn+2p ,

where xn+1 and xn+2 are two additional variables. Suppose that φ(min) contains
t products.

First of all observe that Φ is a minimal SOP form. Indeed, xn+1φ
(min) is

minimal and does not cover the points of the cube described by xn+1xn+2p.
Thus we need at least a product to cover these points. This means that a minimal
SOP must contain at least t + 1 products, and this immediately implies that Φ
is minimal.

Now, let us derive an EP-SOP from Φ with respect to the couple of additional
variables xn+1 and xn+2. We get the following expression:

ξn+1,n+2 = (xn+1 ⊕xn+2)(xn+2φ
(min) +xn+2p)+ (xn+1 ⊕xn+2)(xn+2φ

(min) +xn+2p) .

If we could derive ξ
(min)
n+1,n+2 in polynomial time, then we would be able to

minimize the two expressions (xn+2φ
(min) +xn+2p) and (xn+2φ

(min) +xn+2p) in
polynomial time. This implies that we could solve in polynomial time an instance
of MIN SOP+PRODUCT-2-MIN SOP since, from the second expression, we
have (xn+2φ

(min) + xn+2p)(min) = xn+2 · (φmin + p)(min).
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4 Polynomial time approximation algorithms

In the previous section we have shown that, even if we start from a minimal SOP
form and we fix a couple of variables xi and xj , finding a minimal (i, j)-EP-SOP
is a hard problem. In this section we will show how it is possible to find a good
solution to the latter problem in polynomial time.

In a minimization framework, a p-approximation algorithm (i.e., an algorithm
with approximation ratio p) guarantees that the cost C of its solution is such that
C/C∗ ≤ p, where C∗ is the cost of an optimal solution [9]. Both heuristics and
approximation algorithms do not guarantee the minimality of their solution,
but while we cannot perform any evaluation on the result of a heuristic, an
approximation algorithm gives guaranteed near-optimum solutions.

We now describe a polynomial approximation algorithm for the problem of
finding the minimal EP-SOP (minimal EP-SOP with remainder) representation
of a function f starting from a minimal SOP φ for f that guarantees an approx-
imation ratio of 4 (2). The main idea is to select the most frequent couple of
variables in the minimal SOP representation, and project the expression with
respect to this couple. The two projected SOPs will be further synthesized with
a SOP polynomial heuristic. The overall algorithm is described below.

Algorithm 3 (Approximation Algorithm) Given a minimal SOP expres-
sion φ:

Step 1 Select the couple of variables xi and xj simultaneously appearing (pos-
sibly complemented) with the highest frequency in the products of φ.

Step 2 Project φ onto the spaces (xi ⊕ xj) and (xi ⊕ xj) as described in Algo-
rithms 1 or 2.

Step 3 Minimize the two projected SOPs using a polynomial time heuristic
(e.g., Espresso not exact).

Notice that the two versions (with and without remainder) differ only in the
projection Step 2 discussed in Section 2. The three steps can be performed in
polynomial time.

We now prove that the proposed synthesis strategy is indeed an approxima-
tion algorithm for the two EP-SOP minimization problems.

Consider first the problem without remainder. In order to prove that the
cost |ξ(min)

ij | of our solution is such that |ξ(min)
ij |/|ξMIN | is upper bounded by a

constant, where |ξMIN | is the cost of an optimal solution, we first find a lower
bound for |ξMIN |, as shown in Lemma 2 and then an upper bound for |ξ(min)

ij |, as
shown in Theorem 2. We follow a similar strategy for EP-SOPs with remainder
using Lemma 3 and Theorem 3.

Let us consider a minimal SOP form φ for a Boolean function f and a minimal
EP-SOP without remainder ξMIN .

Lemma 2.
|ξMIN | ≥ 1

2
|φ| .
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Proof. Let us suppose that the variables xh and xk are such that

ξ
(min)
hk = (xh ⊕ xk)φ(min)

⊕ + (xh ⊕ xk)φ(min)

⊕ = ξMIN .

We build a SOP φhk starting from ξ
(min)
hk . Let φ

(min)
⊕ =

∑|φ(min)
⊕ |

i=1 pi and φ
(min)

⊕ =
∑|φ(min)

⊕
|

i=1 qi . Thus

φhk = (xh ⊕ xk)
|φ(min)

⊕ |∑
i=1

pi + (xh ⊕ xk)

|φ(min)

⊕
|∑

i=1

qi

= xhxk

|φ(min)
⊕ |∑
i=1

pi + xhxk

|φ(min)
⊕ |∑
i=1

pi + xhxk

|φ(min)

⊕
|∑

i=1

qi + xhxk

|φ(min)|
⊕

|∑
i=1

qi .

Since φ is minimal, we have that |φhk| ≥ |φ|. Moreover, since

|φhk| = 2|ξ(min)
hk | = 2(|φ(min)

⊕ | + |φ(min)

⊕ |) ≥ |φ| ,

the thesis immediately follows:

|ξMIN | = |ξ(min)
hk | = |φ(min)

⊕ | + |φ(min)

⊕ | ≥ 1
2
|φ| .

A similar result holds for the EP-SOPs with remainder.

Lemma 3.
|ψMIN | ≥ 1

2
(|φ| + |ρ|) ,

where ρ is the remainder of ψMIN .

Proof. Let us suppose that the EP-SOP form

ψ
(min)
hk = (xh ⊕ xk)φ′(min)

⊕ + (xh ⊕ xk)φ′(min)

⊕ + ρ

is minimal, with respect to the overall number of products, among all other
EP-SOPs with remainder, i.e., ψ

(min)
hk = ψMIN .

As in the proof of Lemma 2, we derive a SOP representation φhk for f from
ψ

(min)
hk , and we get

|φhk| = 2(|φ′(min)
⊕ | + |φ′(min)

⊕ |) + |ρ| ≥ |φ| .

Thus
|φ′(min)

⊕ | + |φ′(min)

⊕ | + 1
2
|ρ| ≥ 1

2
|φ| ,

and we immediately derive

|ψMIN | = |ψ(min)
hk | = |φ′(min)

⊕ | + |φ′(min)

⊕ | + |ρ| ≥ 1
2
(|φ| + |ρ|) .
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We now prove that if we project the starting minimal SOP φ with respect
to the couple of variables xi and xj simultaneously appearing (possibly com-
plemented) with the highest frequency in its products, we get a solution whose
approximation ratio in the worst case is bounded by 4 for the EP-SOP without
remainder, and by 2 for the EP-SOP with remainder.

For a couple of variables xi and xj , let us denote with νij the number of
products in φ containing both xi and xj , possibly complemented.

Theorem 2. Let ξMIN be a minimal EP-SOP of a Boolean function f , and φ a
minimal SOP form for f . Let ξ

(min)
ij be the minimal (i, j)-EP-SOP derived with

respect to the couple of variables (xi and xj) appearing with the highest frequency
in the products of φ. Then

|ξ(min)
ij |

|ξMIN | ≤ |ξij |
|ξMIN | ≤ 4 − 2νij

|φ| .

Proof. Observe that
|ξ(min)

ij | ≤ |ξij | ≤ 2|φ| − νij ,

since the νij products containing the two variables xi and xj appear only once
in ξij , while all other products appear twice. The thesis follows since Lemma 2
implies that |ξMIN | ≥ |φ|

2 .

Observe that in the best case νij = |φ|, thus the bound becomes

|ξ(min)
ij |

|ξMIN | ≤ |ξij |
|ξMIN | ≤ 2 ,

while in the worst case νij = 1 and we have

|ξ(min)
ij |

|ξMIN | ≤ |ξij |
|ξMIN | ≤ 4 − 2

|φ| ≤ 4 .

Theorem 3 shows a similar result for the EP-SOPs with remainder.

Theorem 3. Let ψMIN be a minimal EP-SOP with remainder of a Boolean
function f , and φ be a minimal SOP form for f .

Let ψ
(min)
ij be the minimal (i, j)-EP-SOP with remainder derived with respect

to the couple of variables xi and xj appearing with the highest frequency in the
products of φ. Then

|ψ(min)
ij |

|ψMIN | ≤ |ψij |
|ψMIN | ≤ 2 .

Proof. First observe that

|ψ(min)
ij | ≤ |ψij | = |φ| ,
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since each product of φ appears only once in ψij , in one of the two factors φ′
⊕

and φ′
⊕, or in the remainder ρ, and the two expressions φ′

⊕ and φ′
⊕ are further

minimized. Moreover, Lemma 3 implies that

|ψMIN | ≥ 1
2
(|φ| + |ρ|) .

Now suppose that the projections in ψMIN are performed with respect to the
variables xh and xk. Thus, since |ρ| = |φ| − νhk, with νhk ≤ νij and νij ≤ |φ|,
we get

|ψ(min)
ij |

|ψMIN | ≤ |ψij |
|ψMIN | ≤

|φ|
|φ| − νij/2

≤ |φ|
|φ| − |φ|/2

≤ 2 .

Note that Theorem 2 and Theorem 3 show that the approximation ratios
hold even if the factors φ⊕, φ⊕, φ′

⊕ and φ′
⊕ are not minimized. Therefore, the

algorithms proposed are indeed polynomial approximation algorithms for the
given problems. The resulting EP-SOP without remainder ξij has a size that can
be upper bounded by (4 − 2νij/|φ|)|ξMIN |, i.e., in the worst case by 4|ξMIN |,
while the EP-SOP with remainder ψij has a size that can be upper bounded by
2|ψMIN |.

As a final observation, we would like to point out that the couple of variables,
say xi and xj , with the highest frequency in general does not guarantee that
ξMIN = ξ

(min)
ij and ψMIN = ψ

(min)
ij , as the following counterexample shows.

Example 2. Let us consider the minimal SOP φ = x1x2x3x4 +x1x2x3x4 +x1x2.
We want to find the two minimal EP-SOP forms. The couple of variables with
the highest frequency is x1 and x2.
The approximation algorithm computes the following form without remainder:

ξ
(min)
12 = (x1 ⊕ x2)x2 + (x1 ⊕ x2)(x2x3x4 + x2x3x4)

and the following form with remainder:

ψ
(min)
12 = (x1 ⊕ x2)x2 + (x1 ⊕ x2)(x2x3x4 + x2x3x4) ,

while the minimal solutions are ξMIN = ξ
(min)
34 = (x3 ⊕ x4)x2 + (x3 ⊕ x4)(x1x2)

and ψMIN = ψ
(min)
34 = (x3 ⊕ x4)(x1x2) + x1x2, respectively.

5 Experimental results

In this section we discuss the computational results obtained by applying the
polynomial approximation algorithm presented above to the standard Espresso

benchmark suite [20]. We consider four different variants of our algorithm. In
fact, we address the minimization of EP-SOP forms both with and without re-
mainder, in order to estimate the practical utility of either form. Moreover, as
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most benchmarks have multiple outputs, the definition of the most frequent
couple of variables can be referred either to the whole set of outputs (global fre-
quency) or to each single output (local frequency). In the former case, we will
determine a single EP-SOP form, projecting the original minimal SOP form φ
with respect to the couple of variables appearing in the largest number of prod-
ucts of φ. In the latter case, we will find the most frequent couple of variables for
each different output and perform independent projections, obtaining separate
EP-SOP forms for the outputs which have been projected onto different couples
of subspaces. In both cases all the SOP forms are synthesized together with
multi-output synthesis. Combining the two approaches related to the use of the
remainder and the two approaches related to the global and local frequency, we
obtain four different algorithms, respectively denoted as NG (no remainder and
global frequency), NL (no remainder and local frequency), RG (remainder and
global frequency), RL (remainder and local frequency).

All computational experiments were performed on a Pentium 1.6 GHz proces-
sor with 1 GB RAM. We report in the following a significant subset of the
experiments.

Table 1 reports a cost-oriented comparison among the original optimal SOP
form determined by Espresso exact and the EP-SOP forms yielded by the
four algorithms: the first column reports the name of the instance, the following
five triples of columns report the computational time in seconds, together with
the area and the delay of physical implementations for the five expressions.
These were evaluated using a technology mapping (mcnc.genlib) provided by
the SIS [18] tool.

The computational time for the EP-SOP forms does not include the time re-
quired to compute the optimal SOP form (which is shown in the second column),
but only the time to factorize it and to heuristically minimize its projections. As
the results show, the overhead added by the last two steps is quite limited.

Of course, the physical implementation of the EP-SOP forms also includes
one or more EXOR gates, whose cost cannot be neglected, as our results clearly
show. First of all, the EXOR part of the network can be expensive, depending on
the technology adopted. Second, some functions benefit from the multi-output
minimization: common products can be shared, thus reducing the overall area.
Comparing the performances of the four algorithms one to another, we can note
how this fact particularly affects the performance of the algorithms NL and RL
referring to the local definition of frequency, while the algorithm performing
better seems to be the RG algorithm.

It should be noticed, however, that the gain obtained by the EP-SOP form
is on about the 35% of instances, and can be quite striking: the gain on instance
adr4 exceeds 50% and for many other instances (e.g., root, z4 ) it exceeds 40%.

Apart from algorithm NL, which only equals some best result, never hit-
ting one alone, even the less effective of the other three algorithms, that is RL,
improves by 45% the cost of instance f51m.

Given that the time required to obtain such improvements is rather limited,
evaluating the EP-SOP forms as a possible alternative to the optimal SOP form
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appears to be an advisable post-processing strategy. We have further investigated

min SOP min EP-SOP

NG NL RG RL

Bench. CPU area delay CPU area delay CPU area delay CPU area delay CPU area delay

addm4 0.14 1172 47.9 0.06 1291 52.5 0.06 975 40.4 0.04 1101 48.5 0.07 906 38.3

adr4 0.04 224 19.2 0.03 174 15.2 0.03 155 16.0 0.03 105 11.1 0.04 141 13.5

amd 0.06 1171 46.7 0.03 1082 43.5 0.05 1040 39.1 0.03 1046 42.4 0.06 1022 38.0

b2 0.23 3876 79.8 0.06 4113 81.3 0.06 4180 81.3 0.04 4169 82.6 0.04 4242 82.6

b4 3.45 645 30.5 0.01 802 33.3 0.01 841 33.1 0.01 717 34.4 0.01 779 32.8

br1 0.01 446 32.5 0.02 353 24.5 0.02 381 25.7 0.02 353 24.5 0.02 381 25.7

br2 0.01 352 26.6 0.01 292 25.5 0.01 314 30.0 0.01 292 25.5 0.01 314 30.0

chkn 0.48 717 43.6 0.04 832 42.2 0.06 777 39.2 0.01 758 36.1 0.01 764 46.7

dc2 0.04 253 23.1 0.01 286 22.4 0.01 236 19.7 0.01 263 21.7 0.01 236 19.7

exps 0.50 3932 114.5 0.06 3778 114.8 0.06 3900 104.6 0.08 3760 112.6 0.09 3877 106.4

f51m 0.09 501 31.5 0.04 413 26.2 0.04 339 26.4 0.04 311 20.5 0.04 273 19.1

in0 0.10 1214 48.3 0.03 1056 48.1 0.05 1015 42.5 0.05 1019 48.0 0.06 989 44.9

in1 0.23 3876 79.8 0.06 4113 81.3 0.06 4180 81.3 0.06 4169 82.6 0.06 4242 82.6

in2 0.09 1112 41.4 0.03 1000 36.7 0.01 1041 37.3 0.03 1002 37.3 0.03 1039 37.9

in5 0.14 905 38.5 0.01 976 39.2 0.01 1040 37.2 0.01 923 40.9 0.01 993 39.7

intb 2.96 2170 57.3 0.44 3392 75.5 0.83 2693 63.2 0.34 2466 57.6 0.67 2526 61.6

luc 0.01 806 41.0 0.01 779 52.8 0.01 883 51.8 0.01 758 52.4 0.01 862 50.6

m1 0.01 208 19.6 0.03 304 21.0 0.03 352 21.2 0.03 308 22.8 0.03 356 22.8

m2 0.01 710 37.8 0.01 833 40.9 0.01 893 40.5 0.01 861 42.5 0.01 921 41.9

m3 0.04 839 38.3 0.01 1286 48.4 0.01 1283 52.2 0.01 1172 51.7 0.01 1235 54.4

m181 0.60 166 18.4 0.01 327 22.4 0.03 311 24.9 0.01 240 22.5 0.01 267 19.8

max128 0.09 1292 58.0 0.09 2055 71.6 0.09 2194 77.6 0.07 2098 71.5 0.07 1975 72.4

mlp4 0.31 734 36.4 0.03 983 43.0 0.04 891 40.1 0.03 839 40.5 0.03 857 40.1

mp2d 0.25 362 26.0 0.01 428 25.3 0.01 420 28.9 0.01 333 23.7 0.01 360 25.5

newcond 0.01 114 17.4 0.01 132 18.6 0.01 124 18.6 0.01 119 18.2 0.01 124 18.6

p82 0.01 239 18.4 0.01 239 25.8 0.01 302 23.9 0.01 241 25.0 0.01 309 24.7

radd 0.39 183 15.7 0.01 196 18.9 0.01 181 19.5 0.01 120 15.1 0.01 158 16.8

rckl 0.04 341 49.7 0.01 495 72.3 0.01 519 72.3 0.01 495 72.3 0.01 519 72.3

rd73 0.03 220 25.6 0.03 389 27.6 0.03 308 28.4 0.03 339 26.9 0.03 264 24.1

risc 0.01 228 18.7 0.02 312 29.0 0.02 435 32.7 0.03 310 29.0 0.02 434 32.5

root 0.35 592 35.5 0.02 367 27.7 0.02 380 25.3 0.03 349 26.5 0.03 350 25.7

sqr6 0.06 278 25.5 0.01 397 27.0 0.01 462 26.2 0.01 330 24.9 0.01 405 26.2

t3 0.40 186 21.5 0.02 193 16.2 0.03 213 15.8 0.02 180 19.8 0.02 206 19.7

tms 0.03 587 35.4 0.01 675 35.2 0.01 754 35.5 0.01 675 35.2 0.01 754 35.5

vg2 0.53 341 18.6 0.04 628 25.7 0.06 581 26.0 0.03 468 22.5 0.04 500 21.4

vtx1 0.17 324 21.3 0.01 441 25.5 0.01 497 21.1 0.01 365 23.4 0.01 465 20.7

x6dn 0.18 1054 36.8 0.01 854 34.9 0.01 870 34.9 0.01 817 34.8 0.01 834 34.8

x9dn 0.20 384 23.0 0.04 496 25.4 0.06 560 24.2 0.04 424 24.7 0.03 528 22.6

z4 0.01 171 18.3 0.01 159 18.6 0.01 165 20.6 0.01 99 14.2 0.01 132 17.9

Table 1. Synthesis time, area and delay of EP-SOP and SOP forms (computed in SIS
after the technology mapping).

whether the Boolean factorization proposed in the present paper actually differs
from similar techniques already known in the literature and applied in synthesis
tools. We have applied the multilevel synthesis routines (script.rugged) of SIS

to the optimal SOP forms and to the four EP-SOP forms, in order to find out
whether they end up with a similar final structure or not. The first remark that
can be done is that in some cases (e.g., b2, exps and in1 ), SIS was unable to
process the optimal SOP form (in a limit time of 12 hours). Starting from the
EP-SOP forms, this happened only for instance in1, and only for the two EP-
SOP forms with remainder. Only few times the final results were identical (10%),
and half of the times the final result obtained starting from an EP-SOP form
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was better than the one obtained from the optimal SOP form, ranging from 30%
better to 30% worse.

6 Conclusion

Although deriving an optimal EP-SOP form from an optimal SOP form is an
NPNP -hard problem, in this paper we have described a polynomial time ap-
proximation algorithm which guarantees a near-optimal solution. We propose
this algorithm as a post-processing step after the SOP synthesis, in order to
possibly reduce the area of the resulting networks. Our experiments show that
in about 35% of the considered benchmarks the area obtained is smaller, some-
times even by 40-50%.

It could be an interesting development to study different kinds of projection,
such as dividing the Boolean space into subspaces whose characteristic functions
are represented by EXORs with more than two literals. Given the similar nature
of the problem, it could also be interesting to study the relationship between
Linear Transformed BDDs [10] and EP-SOP forms.
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Abstract. This paper presents an algorithm for I/O pins partitioning
and placement targeting 3D circuits. The method starts from a standard
2D placement of the pins around a flat rectangle and outputs a 3D repre-
sentation of the circuit composed of a set of tiers and pins placed at the
four sides of the resulting cube. The proposed algorithm targets a bal-
anced distribution of the I/Os that is required both for accommodating
the pins evenly as well as to serve as an starting point for cell placement
algorithms that are initially guided by I/O’s locations, such as analytical
placers. Moreover, the I/O partitioning tries to set pins in such a way
the it allows the cell placer to reach a reduced number of 3D-Vias. The
method works in two phases: first the I/O partitioning considering the
logic distances as weights; second, fix the I/Os and perform partitioning
of the cells. The experimental results show the effectiveness of the ap-
proach on balance and number of 3D-Vias compared to simplistic meth-
ods for I/O partitioning, including traditional min-cut algorithms. Since
our method contains the information of the whole circuit compressed in
a small graph, it could actually improve the partitioning algorithm at the
expense of more CPU time. Additional experiments demonstrated that
the method could be adapted to further reduce the number of 3D-Vias
if the I/O pin balance constraint can be relaxed.

1 Introduction

Many of existing design issues rely on wiring problems. Issues like delay, variabil-
ity and manufacturability are highly valuable research subjects in the present
days. Timing is importantly affected by wires that contribute to more than 50%
of the critical path delay. The power consumption produced by the switching
activity of wires, specially clock signals, also contribute to a very large chunk of
total power dissipated. Reliability and manufacturability are also related to chip
wires.

3D circuits appear as a change of design paradigm, providing higher integra-
tion and reducing wire lengths [10]. By either analytical methods [5] [8] [19] [20]
and practical experimentation [10] [9] [15] [2], it is well known that 3D circuit
technology has the potential of providing many improvements to VLSI circuits,
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including: reduction of the size of the longest wires [9]; average wire length re-
duction (from 15% to 50%) [9]; dynamic Power reduction of up to 22% [20] [10];
chip area reduction [19].

Among the new issues introduced by 3D circuits, the communication ele-
ments (known as 3D-Vias) between adjacent tiers impose several constraints to
the physical design of those circuits. Firstly, their electrical characteristics are
differentiated from regular wires. From the routing perspective, in order to con-
nect to a 3D-Via, a wire is required to cross all metal layers. More importantly,
3D-Vias require significant sizes for design rules such as minimum pitch. As more
detailed in section 2.2, face-to-back communication imposes more restrictions,
since it digs a hole through the Bulk of a tier occupying active area and compro-
mising reliability. All those factors make 3D-Via planning a complex issue that
must be addressed by CAD tools.

The new 3D issues must be addressed with proper CAD tools able to synthe-
size in a new design paradigm to take full advantage of 3D integration. Among
possible design methodologies, the integration granularity will impact possible
benefits and the type of problems to be solved. Initially consider a tier level
integration, which stacks separated tiers of different nature. It is the most coarse
level granularity and do not severely affect existing design methodologies, since
each tier can be designed separately with a simple glue logic to integrate them.
Secondly, consider an ip core level integration that partitions big circuit blocks
(ip cores) into different tiers, providing a tighter integration (more communica-
tion between tiers). Finally, random logic level partitioning breaks random logic
into 3D. Figure 1 illustrates a random logic block broken into 2 tiers.

Basically, the finer the integration grain is, the bigger the potential vertical
communication requirement is, causing two effects: 1) more potential benefits
(as listed above); 2) more complex 3D-Via related problems to solve. The higher
complexity of 3D-Via planning must be addressed by physical design algorithms,
encouraging research on this field. The random logic integration granularity with
the usage of more 3D-Vias while optimizing wire length of a block on 3D leads
to a better usage of the 3D resources and helps reducing wire length, as demon-
strated by [9].

The problem of partitioning a block into 2 or more tiers starts with the
definition of an I/O interface. Although all the existing 3D placement literature
ignores this problem, possibly using some simplistic solution, an appropriate
placement of the I/Os in the boundary of the block has a very important impact
on the cells placement. I/O pins play two important roles in the placement of
a block: first, I/Os limit the area boundary of the block; second, the pins are
used as tips for many placement algorithms to reduce wire lengths. Consider
the Quadratic Placement algorithm [4], that is used by the leading industry and
most of the existing academic cell placers. It requires I/Os at the boundary in
order to compute a solution. If all I/Os are assigned to stay in a unique tier, the
quadratic placement method will not be able to move the cells in 3D.

This paper proposes a method for the I/O partitioning of a random logic
block based on the logic distance of the I/Os as partitioning criterion. Summa-
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rizing the motivation, the goal is to find a good partitioning method for the I/Os
that is able to maintain a good I/O pins balance leading to area balance between
the tiers. At the same time, we indirectly address the reduction of 3D-Vias. Our
insight is that a low 3D-Via starting point leaves more room for a 3D placer
to insert 3D-Vias while improving wire length if there is available space. The
rest of the paper is organized as follows. Section 2 presents a few details on 3D
VLSI circuits that will be helpful to understand the experimental results and
motivation. Section 3 defines the problem we are addressing. Section 4 presents
the I/O partitioning algorithm. Sections 5 and 6 present experimental results
while conclusions are discussed in section 7.

Random
Logic

Random
Logic

Random logic block broken
into 3D

Fig. 1. Random logic blocks could be broken into 3D.

1.1 Related Work

Because of the high penalties imposed by 3D-Vias, a common approach in the
placement phase is to minimize them by using min-cut partitioning. The works
from [2], [10], [11] for instance, apply min-cut partitioning (usually with hMetis
tool [14]) to assign cells into tiers, minimizing the number of 3D-Vias. A sub-
sequent step performs 2D placement on each tier separately; the already placed
tiers can serve as a guide to subsequent tiers in order to minimize wire length.
However, [15] [16] [7] already identified that this approach leads to worse results
in terms of wire length. We call True 3D placer a method that is able to both
measure and optimize wire length in all the axis at the same time.

Liu et. al [16] builded a two step 3D placement flow similar to the one men-
tioned above using hMetis for partitioning the cells into tiers. They argue that
building a True 3D flow is very hard and for this reason they concentrate on im-
proving the partitioning step. They observed that the insertion of 3D-Vias could
potentially improve wire length. For this reason, their cell partitioner does not
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perform min-cut partitioning, but tries to maximize the 3D-Vias under an up-
per bound constraint. In fact, since face-to-face integration allows 3D-Vias with
no cost to yield or area, they could be inserted freely in order to improve wire
length. Some preliminary evaluation could be performed to analise a reasonable
upper bound for those 3D-Vias. Liu’s algorithm cannot achieve the exact via
count provided, but tries to get a close approximation by an iterative algorithm.
After the tier assignment, the algorithm uses the Capo tool [6] to place the cells
in each tier.

Das et. al [7] [9] builded a true 3D partitioning based placement engine.
It recursively cuts the placement cube performing min-cut partitioning. A wire
length and 3D-Via trade-off can be obtained by controlling the point at which the
cut is performed into the Z axis (i.e. the point at which the design is partitioned
into tiers). The optimal solution for wire length is obtained when the aspect
ratio drives the cut direction. The solution with fewer 3D-Vias can be obtained
in the case where the first cut is made on the Z axis (method that would be
equivalent to the ones based on hMetis assignment mentioned above).

Goplen and Sapatnekar [12] formulate the 3D placement problem as a True
3D placement. They provide an analytical force directed algorithm that mini-
mizes the squared 3D wire length. Their method is iterative; at each iteration
repulsive forces related to thermal issues or cell overlaps are inserted in the sys-
tem. This process makes cells spread into the placeable volume. The authors do
not detail how they handle I/Os into the tiers; however, on quadratic placement
methods the cells will not move in the Z axis unless the I/Os are placed in
different tiers. In this case, it can be understood that the repulsive forces are
responsible for moving cells into other tiers. After placement is completed, the
cells are sorted in the Z axis and finally assigned to a circuit tier. This method
may fall into a false wire length optimization since actually cells cannot be placed
into continuous coordinate; the rounding of their coordinated could potentially
decrease circuit wire length.

Obenaus et. al, in [17], present an iterative force directed method for 3D
placement. Different from Goplen’s placer, it is not an analytical method but
moves all cells (cell-by-cell) to an optimal position according to its connections.
They define the 3D placement problem to minimize wire length only, which
handles the problem as true 3D method. 3D-Via costs and constrains are not
considered. No repulsive forces are added to the system, but a bucket re-scaling
method similar to cell shifting from [21] spreads out the cells.

2 3D VLSI Integrated Circuits

A 3D circuit can be defined as a VLSI chip with stacked active layers called
tiers. In the following sections, more details of the 3D fabrication and impacts
on design methodologies will be presented. Figure 2 provides a didactic view of
a 3D Chip with active layers and metal layers. Depending on the integration
strategy used there may be or not metal layers above the last tier of active area.
Also, depending on the integration strategy, more metal layers can be contained
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between a pair of adjacent tiers. More details on the technologies and how they
are manufactured are provided in the following sections.

Active Area (transistors)

Metal Layers

Active Area (transistors)

Active Area (transistors)

Metal Layers

Metal Layers

Fig. 2. A didactic picture of 3D circuit, tiers of active area and metal layers

2.1 Manufacturing technologies

According to [18], the assembly of 3D Chips is performed in different integration
granularities.

Chip stacking is simply the vertical stacking of fully pre-manufactured
chips. The chips have regular buffered I/O connections integrated usually by
wire bonding [10]. Since all inter-chip communication must pass through the
I/O buffers going outside of the chip, this methodology does not provide any
advantage to circuit performance and power, reducing only the area occupied
by the chip on the board. This technique is applied for cell-phones and other
portable devices.

Die-on-wafer stacking is performed by stacking individual tested dies into
a host wafer. Positions of the host wafer can also be pre-tested. The individual
dies are placed using a pick-and-place equipment, that is a bottleneck for the
cost, quality and size of inter-chip communication. Patti [18] reports that the
placement misalignment today is about 10 µm.

Wafer-level stacking bonds entire wafers into a stack. Tezzaron is one com-
pany working with this kind of integration. Compared to die-on-wafer stacking,
Tezzaron’s technology [13] achieves better alignment (1 µm) and a more planar
surface, leading to more integrated communication.

Finally, the transistor stacking methodology is an ideal integration of ac-
tive layers fabricated in the same die, dismissing all equipment for wafer align-
ment. Today, those devices cannot be fabricated mainly due to high temperature
process during the wafer manufacturing. Basically, the technology for fabricat-
ing high-performance transistors demands temperatures that would destroy any
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copper or aluminum used to manufacture metal layers bellow it. There is ongo-
ing research in order to solve this issue and in the future this technology is very
promising.

According to [10] the types of 3D-Vias can be classified into wire bounded,
microbump, contactless and through vias.

In wire bonded technology, tiers of different sizes are stacked and I/O Pads
are placed in the boundary of the tiers in such a way that they are not blocked
by the upper tier. The main disadvantage of this technology is that wires are
out of the chip scope, so they must be buffered and the pads consume very large
areas.

Microbump technology provides micro contacts (bumps) placed in the top
metal layer (sometimes the top two metal layers may be blocked for other rout-
ing). For this technology, chips can be stacked face-to-back and the package itself
can provide routing space (3D package). On the other-hand, stacking the chips
in a face-to-face fashion provides simpler (and consequently better) routing re-
quiring no wiring channels in the package. The tiers are placed in such a way
that their respective bumps are physically connected. Face-to-face integration is
limited to two tiers.

The contactless technologies can be summarized as capacitive and inductive
coupling. The capacity coupling technologies require the chips to be placed face-
to-face because the contacts have a very tight proximity constraint. Inductive
coupling is usually integrated face-to-back.

Finally, Through Vias consists of digging a hole though the tier for face-
to-back comunication. Sometimes, such as in MITLL 3D technology [10], the
first two tiers are integrated face-to-face while the rest of the tiers are stacked
face-to-back. Even two chips connected face-to-face will need face-to-back com-
munication with the I/O pads. Due to silicon polishing issues, the traditional
Bulk technologies requires a much larger pitch compared to SOI processes for
3D, such as in the MITLL. But still in the face-to-face integration, the technol-
ogy for digging the hole in the oxide and depositing metal is similar. So far, this
kind of technology is the one that provides the tighter integration between tiers
because they are assembled in the wafer level.

Figure 3 illustrates a 3D circuit layout with Though Vias and Microbump
technology for face-to-face connection. Note that there are microbumps in the
top of the last metal layers that serves the purpose of connecting the tier to its
neighbors.

2.2 Summary of 3D-Vias related information

In this section, some important data for the development of the paper is sum-
marized. 3D-Vias are classified according to the following characteristics:

– The strategy used to integrate the tiers connected by the 3D-Via, that can
be either face-to-face, face-to-back or back-to-back;

– The pitch of the 3D-Via;
– Whether the 3D-Via occupies active area or not;
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3rd wafer
Through Via

metal 1
metal 2

metal n

......

1st wafer

2nd wafer

metal 1
metal 2

metal n

......

Through Via connecting 
the 3rd to the 2nd wafer

The first two wafers are
connected face-to-face

metal 1

metal n
......

metal 2

back-side metal

back-side metal

I/O Pad

Fig. 3. The layout of a 3D circuit, containing three tiers integrated face-to-face and
face-to-back respectively.

A list of some 3D-Vias and its characteristics is presented in table 1.

We can observe that there is a variety of pitches while some 3D-Vias occupy
active areas. The methodology for introducing 3D-Vias during 3D placement
must be subject to the 3D-Via characteristics. Consider, for instance, the face-
to-face 3D-Vias, that can reach pitches in the order of 1 µm. For such technology,
3D-Vias could be used plenty. On the other hand, a face-to-back 3D-Via of, for
instance, 50µm would require a huge amount of active area; for this example it
would be reasonable to strongly reduce their count.
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Table 1. Summary of collected data for 3D-Vias.

3D-Via Integration 3D-Via Occupy
Strategy Pitch Active

Area

Tezzaron (Copper Pads) face-to-face 2.4 µm no

Tezzaron (Projected) face-to-face 1.46 µm no

Microbump face-to-face 10-100 µm no

Contactless (Capacitive) face-to-face 50-200 µm no

MIT (Copper/Tantalum Pads) face-to-face 5 µm no

TSV face-to-face face-to-face 0.5 µm no

Tezzaron Super-ViaTM face-to-back 6.08 µm yes

Tezzaron Super-ContactTM face-to-back ¡ 4 µm yes

Microbump 3D Package face-to-back 25-50 µm no

Contactless Inductive face-to-back 50-150 µm yes

MITLL Through Via (SOI) face-to-back 5 µm yes

Through Via (regular Bulk) face-to-back 50 µm yes

Back-to-back 3D-Via back-to-back 15 µm yes

3 I/O Partitioning and Placement Problem

Given a 2D placement netlist with pre-placed I/O pins at the boundary of the
region available for Standard Cell placement, the migration to a 3D netlist (ready
for 3D placement) has the following goals:

– Area allocation: the width and height of the tiers must be calculated accord-
ing to the number of tiers.

– I/O partitioning: the I/Os must be partitioned into different tiers.
– I/O placement: the I/Os must be placed at the boundary of the block, de-

limiting the area for Standard Cell placement.

We understand the the I/O partitioning problem should not determine the
cells partitioning as well; it is a task of the cell placement. Figure 4 illustrates the
I/O pins migration. As formulated formally in the next section, the netlist mi-
gration preserves some properties of the 2D solution, such as whitespace, aspect
ratio, I/O pins orientation and ordering. Our objective is to provide a migration
algorithm that facilitates the 3D-Via minimization. From the perspective of the
I/O pin partitioning our idea is to provide a good starting point for the cell
partitioning. The algorithm should provide good I/O pins balance and respect
the mentioned properties.

Once the netlist is migrated (the I/O pins are placed) we follow the method-
ology found in [3] that performs min-cut partitioning for the cells and tier assign-
ment with Simulated Annealing as illustrated by figure 6. In our case, though,
the min-cut have initially pre-placed fixed pins (I/Os). In this paper, we propose
to study the impact of the 3D-Vias in the tier area.
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Fig. 4. Migration (from 2D to 3D) of a netlist with pre-placed I/O Pins

3.1 Formal definition

Before placement, a 2D circuit netlist Nl composed by a set of gates G =
{g1, g2, g3, , gn}, a set of I/O pins P = {p1, p2, p3, , pm} and a set of nets connect-
ing them N = {n1, n2, n3, , no}. A hypergraph Hg represents the netlist, where
G

⋃
P is the set of nodes and N is the set of hyperedges. The fixed position

of each I/O pin pi is given by X[i] and Y [i] (i ≤ m) and its orientation by
Or(pi)ε{north, south, east, west}. The area A (height H and width W having
its bottom left corner at coordinate (xini ,yini) position) inside the I/O pins is
assigned for cell placement. The whitespace ratio S on the placement area is
achieved by subtracting the total gate area (Ga) from the area available inside
the I/Os and dividing the result by Ga. The aspect ratio Ar is computed by W
divided by H.

Let Z be the set of tier numbers {1, 2, ..., z}. The problem to be solved is
defined as follows: given a 2D placement netlist Nl with fixed I/O pins, find a
set of tiers T = {t1, t2, , tz} (z is the number of tiers) and their correspondent
Ai, Ari, Gai, Wi, Hi, Pi, Si, Ori, Xi and Yi (i ≤ z) such that equations 1-8
hold.

P1 ∪ P2 ∪ ... ∪ Pz = P (1)

(∀a, bεZ)(a 6= b → Pa

⋂
Pb = ∅) (2)

(∀iεZ)(Whi ≈ Wh) (3)
(∀iεZ)(Ari ≈ Ar) (4)

(∀iεZ)(∀jεZ)(Wi = Wj ∧Hi = Hj) (5)
(∀iεZ)(∀aεPi)(Ori(a) = Or(a)) (6)

(∀iεZ)(∀aεPi)(∀bεPi)(Or(a) = Or(b) ∧Xi[a] < Xi[b] → X[a] < X[b]) (7)
(∀iεZ)(∀aεPi)(∀bεPi)(Or(a) = Or(b) ∧ Yi[a] < Yi[b] → Y [a] < Y [b]) (8)
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In other words, each tier will have its own set of I/O pins and no tier will
share an I/O; the whitespace and aspect ratio must be evenly allocated; the
orientation and ordering of the pins must be preserved.

4 Proposed algorithm

Let Ld(pi, pj) be the length of the shortest path in Hg from pi to pj (e.g. the logic
distance between pi and pj). The algorithm for I/O partitioning is described as
follows.

Algorithm 1 I/O Pins Partitioning and Placement algorithm
1: Compute Ld(i, j)∀i, jεP
2: Create a complete graph Pg such that P is the set of nodes and Ld(i, j)(i, jεP ) is

the cost of the edge connecting nodes i and j.
3: Perform the partitioning of Pg into P1, P2, , Pz configured to perform min-cut op-

timization at a 1% maximum unbalance ratio.
4: Compute Gai (iεZ) by Ga divided by z
5: Compute Ai by adding Whi to Gai

6: Compute the dimensions of the tiers based on equation 9.
7: Place the I/O pins around the boundary of the block by simple stretching according

to equation 10.
8: Legalize I/O Positions

Wi =
√

Ai ×Ari (9)

Hi =
√

Ai

Ari

(∀iεz)(∀pεPi)Xi[p] =
(X[p]− xini)×Wi

W
(10)

(∀iεz)(∀pεPi)Yi[p] =
(Y [p]− yini)×Hi

H

The first step of the algorithm is illustrated in 5.(a). Considering that in a
real circuit net fanouts are limited, node degrees can be considered bounded or
constant for the sake of complexity analysis. Thus, a single BFS search has an
O(n) complexity. The algorithm can be performed by m2 BFS searches in Hg
resulting in a O(m2n) time complexity. Since the number of I/O pins do not
exceed a few thousand, it is feasible to use BFS. By using a single search to
compute the distance from a pin pi to every pεP , the complexity can go down
to O(mn).

On step2, the values of Ld are used to create a Pg graph connecting all pairs
of I/O pins, as shown in figure 5.(b).
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For the third step, we used the hMetis tool [14]. The tool accepts cell weights.
We assigned the inverse of the edge costs as their weights and imposed a very
tight balance in order to keep a similar amount of I/Os in each tier. In section
6.3 the effects of unbalancing the I/O pins are discussed.

E F G H

A

B

C

D

1

2

3

4

5

Ld(A,G) = 1
Ld(A,H) = 5

A
P

H

G

(23)

(1)
(34)

(3)

(4)

(5)

(a) (b)

Fig. 5. An ilustration of the logic distance between I/O pins (a) and a part of the
correspondent complete graph (b)

The forth step can be accomplished by a simple division of the total gate
area by the number of tiers. So far, it is not possible to know whether such
perfect cells partitioning will be achievable, but it is a reasonable assumption.
Nevertheless, Si could be changed to compensate the Gai inaccuracy.

The steps 5 and 6 compute the area of the tiers such that aspect ratio and
whitespace are preserved from the original 2D circuit. At this point, new aspect
ratio or whitespace could be used.

Finally, the steps 7 and 8 compute the x and y coordinates of the I/Os to
their target tiers. The original orientation and ordering is preserved, since the
I/O placement is a mapping from their original position into a smaller area.
A legalization (step 9) is performed at the end to assure that the I/Os do not
overlap.

5 Experimental Setup

The goal is to study the impact of the I/O pin partitioning in the area, number
of vias and I/O pin balance. For that, we defined a simplistic 3D placement flow
as follows:

1. Initially the I/O partitioning algorithm under study is performed.
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2. A min-cut partitioning of Hg into z partitions is performed. The I/O pins,
that have already an assigned partition, are used as fixed nodes. The hMetis
tool is applied for this step. The tool is configured to keep the area as bal-
anced as possible (maximum 1% unbalance).

3. A tier assignment (similar to the one from [3]) problem maps the sets
P1, P2, ..., Pz into tiers t1, t2, ..., tn. A Simulated Annealing engine is used
(see figure 6).

4. Cells could be placed separately in each tier. We skip this step since our goal
at this point is to evaluate the number of 3D-Vias.

P1

P3

P2

P4

(453)

(520)

(159)

(492)

(639)

(172)

P1

P4

P2

P3

(453)

(172)

(159)

(492)

(639)

(520)

P1

P4

P2

P3

(1117)

(1423)

(851)

Simulated
Annealing

Partitions of cells
(a)

Tier Assignment
(b)

Effective 3D-Vias
(c)

P3

P2

P1

P4

P3

P2

P1

P4

Fig. 6. A group of partitions (a) are assigned to tiers (b) using Simulated Annealing;
the effective number of 3D-Vias is shown in (c)

As there is no published previous work on I/O pins handling, the proposed
I/O partitioning algorithm is compared with two other simplistic algorithms that
follow the same formulation described in section 3. The first algorithm is called
AlternatePins, on figure 7.(a). This method is a pseudo-random partitioning
that goes thought the boundary line of the chip picking nodes for each partition
alternatively. The AlternatePins replaces steps 1,2 and 3 of the flow keeping
steps 4,5,6,7 and 8 untouched in order to maintain the same I/O placement
policy.

The idea behind the AlternatePins method is to provide an optimal solu-
tion in terms of balancing the I/Os. Balancing is important for the subsequent
placement stage because the I/Os play a very important role in the quadratic
placement engine [4]. This algorithm computes an optimal solution for the cell
placement based on attraction forces between connected cells. I/O pins, placed
at the boundary, are responsible for the spreading of the cells, since otherwise
they would be placed at the center point.
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The second method is called UnlockedPins, illustrated in figure 7.(c). In this
method, we allow hMetis to partition the I/Os as free nodes, replacing the steps
1,2 and 3 of our algorithm. The following steps of our algorithm are done for the
UnlockedPins as well.

The idea behind the UnlockedPins method is to provide a favorable solution
in terms of 3D-Via minimization. Since hMetis is a leading edge hyper-graph
partitioner, it will generate a netlist partitioning with close to optimal number
of 3D-Vias. On the other hand, I/O pins will not be spread evenly.

(a)
Alternate

Pins

(b)
Two tiers after Alternate Pins

(c)
Unlocked

Pins

(d)
Two tiers after Unlocked Pins

Fig. 7. An illustration of the Alternate Pins algorithm (a) resulting in a two tier circuit
(b) with perfectly balance I/O pins; the Unlocked Pins algorithm (b) uses hMetis to
partition the whole Netlist, which could result in unbalanced pins (d).

The method proposed here aims at a good solution both in terms of 3D-
Vias and balancing. Section (6) presents experimental results comparing the
algorithm under these metrics.

6 Experimental Results

6.1 Effect on 3D-Vias

Experiments measuring the amount of 3D-Vias and the balancing of the algo-
rithm are presented in this section. Tables 2, 3 and 4 report our experimental
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results. ISPD 2004 benchmarks [1] are used targeting circuits with two, three,
four and five tiers.

First, table 2 reports the I/O balancing measured by the standard deviation
of the number of I/O pins averaged from the whole IBM benchmark suite. The
average number of I/O pins from the IBM benchmarks is 264. The method Alter-
natePins delivers the optimal solution while UnlockedPins is very unbalanced.
In some situations, the strong unbalance practically invalidates the method. The
proposed algorithm has close to optimal pin balancing.

Table 2. Comparison of the I/O pins distribution in the tiers considering the three
studied algorithms averaged from ibm01 to 1bm18.

# tiers Algorithm σ # I/Os

Our Algorithm 7
2 UnlockedPins 233

AlternatePins 0.4

Our Algorithm 6
3 UnlockedPins 252

AlternatePins 0.4

Our Algorithm 5
4 UnlockedPins 177

AlternatePins 0.4

Our Algorithm 6
5 UnlockedPins 189

AlternatePins 0.4

Tables 3 and 4 presents our experimental results for the total number of 3D-
Vias for the whole IBM benchmark suite. The AlternatePins method has the
worst results under this metric, which is expected since it is a pseudo-random
partitioning. This fact enforces the conclusion that a simplistic I/O partitioning
leads to a worse cut size. On the other hand, the method UnlockedPins, which
was expected to have the best cut among the three methods was outperformed
by our algorithm. This fact can be explained by our pre-processing stage that
computes the logic distance between I/Os. It seems that the logic distance is a
way to summarize the information of the whole graph into a single edge that
connects I/O pins (step 2 of the algorithm). Since the graph into this step is
very small compared to the whole netlist hyper-graph, the partitioning algorithm
(hMetis in this case) could achieve a good partitioning for the pins and for the
netlist as well. This computation requires intensive CPU usage. To overcome
this problem, the distances are pre-computed and stored in a file so that the I/O
partitioning runtimes are not harmed.

Tables 5 and 6 present experimental results for the maximum number of
3D-Vias between pairs of tiers.
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Table 3. Total number of 3D vias for the proposed algorithm.

Our Algorithm # 3D-Vias
# tiers 2 3 4 5

ibm01 374 525 837 1162

ibm02 396 747 1156 1533

ibm03 1064 2174 2610 3974

ibm04 735 1511 2371 2852

ibm05 2258 4311 6489 9193

ibm06 1059 1642 2934 3477

ibm07 992 2050 3219 4400

ibm08 1298 2697 4018 5346

ibm09 699 1872 2495 3343

ibm10 1490 2661 4004 5216

ibm11 1190 2240 3685 4620

ibm12 2293 4094 6581 8191

ibm13 1042 1893 3099 3742

ibm14 2121 3886 5342 6667

ibm15 3002 4827 7022 9283

ibm16 2102 4316 5774 7172

ibm17 2769 5611 8526 10114

ibm18 1676 3591 4985 6581

Average 1476 2814 4175 5381

6.2 Studding the area effect of 3D-Vias

Table 7 presents an area impact study of the 3D-Vias considering the three
algorithms (the numbers are averaged for all benchmarks). The column “Max #
3D-Vias” reports the maximum number of 3D-Vias connecting pairs of adjacent
tiers; this data is extracted from tables 5 and 6. This number will impact the
area requirements for 3D-Vias. The area study supposes 3D-Vias measuring
5µm and 50µm, which represent a good 3D-Via pitch and a huge 3D-Via pitch
respectively.

The following facts can be observed on table 7:

– The big 3D-Vias, that could be Bulk based face-to-back vias, suffer from a
very high penalty for the 3D-Vias. With 2 tiers, there is a penalty of around
53% of the tier area (note that our algorithm results in less 3D-Vias and also
less tier area than the others). For the cases with 4 and 5 tiers, the 3D-Via
area is larger than the tier area. The important conclusion here is that when
targeting a big via technology it is mandatory to minimize the number of
3D-Vias in order to obtain a feasible solution. As seen in previous tables (5
and 6) the proposed algorithm can save up to 34% which translates to area
savings in the order of an entire tier.

– Technologies with small vias suffers from around 2% of the area penalty for
the 3D-Vias, leaving room for more 3D-Vias if they are helpful.
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Table 4. Comparison of the total number of 3D vias for the three studied algorithms
for I/O pin partitioning over the others.

UnlockedPins # 3D-Vias AlternatePins # 3D-Vias
# tiers 2 3 4 5 2 3 4 5

ibm01 441 857 838 1439 428 881 977 1372

ibm02 547 882 1214 1600 503 829 1340 1691

ibm03 1146 2282 2693 4020 1099 2530 3602 4366

ibm04 628 1583 2516 3202 750 1619 2461 4275

ibm05 2417 5372 6653 9651 2576 5428 7037 12400

ibm06 1057 1827 3128 3566 1075 1729 3429 3507

ibm07 880 3242 3302 4605 1049 3423 3482 6523

ibm08 1324 2814 4184 5698 1307 3431 4183 6327

ibm09 806 2828 2763 3518 780 2186 3757 3556

ibm10 1771 3565 4675 7116 1821 4062 4358 8492

ibm11 1490 3477 3958 5697 1494 3629 4923 7437

ibm12 2594 5350 7259 9158 2556 5569 8996 12515

ibm13 1193 3037 3264 4557 1170 2912 4618 4874

ibm14 2171 4561 6584 8085 2310 5090 7564 10113

ibm15 2890 7863 9082 11707 3126 7970 11144 13857

ibm16 2237 5816 6235 9300 2280 6216 9525 10903

ibm17 2539 7695 8733 10845 2847 8402 11420 14080

ibm18 1835 4686 5229 9072 1704 3899 5268 8193

Average 1554 3763 4573 6269 1604 3879 5449 7466

Our
Improv. 5.29% 33.74% 9.53% 16.49% 8.72% 37.84% 30.52% 38.73%

6.3 Unbalancing the I/O pins

In the previous section we could observe that there is a trade-off between the
I/O pins balance and the resulting number of 3D-Vias. The proposed algorithm
for pin partitioning aims at good balance. However, it is well known that a
tight balance requirement over-constraints the partitioning process [14]. In the
proposed algorithm, the I/O balance can be controlled in step 3 that is performed
by hMetis.

HMetis allows the user to configure the balance constraint for each bisection
based on equation 11 where u is the unbalance parameter and n is the number
of vertices on the hyper-graph.

[ (50−u)×n
100 ; (50+u)×n

100 ]
(11)

For example, let u = 10, then the bisection balance will range from 40%-60%
to 60%-40%. Now suppose that we have four partitions, then an unbalancing
factor 10 will result in partitions that can contain between 0.402× n = 0.15× n
and 0.602× n = 0.35× n vertices.
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Table 5. Maximum number of 3D-Vias for proposed algorithm.

# tiers 2 3 4 5

ibm01 374 330 370 400

ibm02 396 413 403 594

ibm03 1064 1112 1088 1260

ibm04 735 887 992 887

ibm05 2258 2203 2469 2729

ibm06 1059 849 1135 948

ibm07 992 1332 1433 1524

ibm08 1298 1448 1397 1610

ibm09 699 1057 1008 1075

ibm10 1490 1450 1590 1750

ibm11 1190 1485 1605 1719

ibm12 2293 2278 2422 3173

ibm13 1042 1269 1548 1781

ibm14 2121 2272 2248 2459

ibm15 3002 2857 3199 3395

ibm16 2102 2164 2212 2625

ibm17 2769 3150 3601 3105

ibm18 1676 1871 1754 1782

Average 1476 1579 1693 1823

Our experimental results (averaged from all benchmark circuits) are reported
on table 8 and figure 8. Table 8 presents the I/O pin unbalance measured by
Standard Deviation. Figure 8 presents the benefits of unbalancing the I/Os to
the 3D-Via count.

7 Conclusions

A method for the partitioning and placement of the I/O pins of a 2D block to
a 3D circuit was proposed. An interesting analysis in our method lies in the
fact that it actually improved the hypergraph partitioning algorithm cut by per-
forming only shortest path analysis. Note that the method works in two phases:
first the I/O partitioning considering the logic distances as weights; second, fix
the I/Os and perform partitioning of the cells. In the first phase, the I/Os are
arranged in a small graph (containing only the I/Os) weighted by the logic dis-
tance on the original graph. The edge weights actually contain information of
the whole netlist, compressed in the small I/O graph. In the second phase, the
whole netlist is partitioned, however some nodes (the I/Os) are fixed reducing
the problem complexity and more importantly providing tips to the partitioning
algorithm. We conclude that the reduced problem sizes with compressed infor-
mation of the whole netlist actually improved the partitioning algorithm at the
expense of more CPU time.

Empirically, we showed that doing the partitioning of I/O together with
the cells (UnlockedPins method) leads to strongly unbalanced number of pins,
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Table 6. Comparison of the maximum number of 3D vias for the three studied algo-
rithms for I/O pin partitioning over the others.

UnlockedPins Max # 3D-Vias AlternatePins Max # 3D-Vias
# tiers 2 3 4 5 2 3 4 5

ibm01 441 467 377 573 428 483 406 480

ibm02 547 496 485 552 503 469 498 553

ibm03 1146 1143 1021 1334 1099 1320 1485 1210

ibm04 628 862 1067 1039 750 913 1033 1454

ibm05 2417 2765 2478 2712 2576 2814 2526 3974

ibm06 1057 924 1134 935 1075 915 1193 937

ibm07 880 1980 1510 1525 1049 2050 1590 2402

ibm08 1324 1436 1445 1788 1307 1919 1448 1833

ibm09 806 1598 1092 1249 780 1356 1684 1137

ibm10 1771 1883 1741 1986 1821 2247 1724 2898

ibm11 1490 1909 1810 2230 1494 1856 1802 2610

ibm12 2594 2820 2747 2962 2556 3160 3113 4205

ibm13 1193 1606 1500 1755 1170 1611 1905 1954

ibm14 2171 2375 2307 2881 2310 2619 3274 3283

ibm15 2890 4188 3377 4099 3126 4207 4385 4163

ibm16 2237 3185 2266 3355 2280 3704 3794 3443

ibm17 2539 4165 3526 2990 2847 4539 5245 5053

ibm18 1835 2652 1852 2810 1704 2127 1856 2552

Average 1554 2025 1763 2043 1604 2128 2165 2452

Our
Improv. 5.29% 28.24% 4.14% 12.06% 8.72% 34.76% 27.85% 34.51%

which invalidates the method. We also demonstrated the pseudo-random I/O
partitioning approaches (such as AlternatePins) leads to a higher number of 3D-
Vias. The proposed method demonstrated good effectiveness both in terms of
I/O balance and resultant number of 3D-Vias (5% to 33% improvement on 3D-
Via count compared to hMetis), outperforming both algorithms in both metrics.

After that, the area impact was studied under our simplified placement flow
that minimizes the number of 3D-Vias. It was verified that the area overhead
caused by 3D-Vias is prohibitively high for big (50µm pitch) 3D-Vias (in the
order of 50% of the active area and up), requiring more research on via mini-
mization methods. On the other hand, for small (5µm pitch) 3D-Vias, the impact
was small (around 2% of the active area), leaving room for additional 3D-Vias
if it can improve circuit performance. Any intermediary case would be able to
trade 3D-Vias for performance limited by the area occupied by the 3D-Vias.

Finally, we investigated ways to further minimize the cut by working with
the I/O pin balancing. We relaxed the I/O pin balance constraint keeping the
area evenly distributed since the second partitioning process is still highly con-
strained. Adding up the advantage reported in previous works with the improve-
ments achieved on this paper, we can outperform hMetis partitioning from 5.5%
to 34% in average.
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Table 7. Comparison of the 3D-Vias Area Impact Considering the Three Algorithms.

# tiers Algorithm Area Tier Max Area 3D-Vias Area 3D-Vias
# 3D-Vias (big - 50µm) (small - 5µm)

2 6,934,347 1,476 3,690,000 53% 36,900 1%
3 OurAlgorithm 4,660,116 1,579 3,947,500 85% 39,475 1%
4 3,490,471 1693 4,232,500 121% 42,325 1%
5 2,821,087 1823 4,557,500 162% 45,575 2%

2 6,936,553 1,554 3,885,000 56% 38,850 1%
3 UnlockedPins 4,658,909 2,025 5,062,500 109% 50,625 1%
4 3,481,276 1,763 4,407,500 127% 44,075 1%
5 2,817,413 2,043 5,107,500 181% 51,075 2%

2 6,926,117 1,604 4,010,000 58% 40,100 1%
3 AlternatePins 4,640,572 2,128 5,320,000 115% 53,200 1%
4 3,489,458 2,165 5,412,500 155% 54,125 2%
5 2,816,187 2,452 6,130,00 218% 61,300 2%

Table 8. The Unbalance of the I/O pins measured by the Standard Deviation

2 tiers 3 tiers 4 tiers 5 tiers

u=1 7 6 5 6

u=10 64 54 41 48

u=25 158 141 100 103

Fig. 8. The percentage improvement on 3D-Via count of unbalancing the I/O pins.
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Abstract. This paper introduces a Computer-Aided-Test platform that
has been developed for the evaluation of test techniques for analogue and
mixed-signal circuits. The CAT platform, integrated in the Cadence De-
sign Framework Environment, includes tools for fault simulation, test
generation and test optimization for these types of circuits. Fault mod-
eling and fault injection are simulator independent, which makes this
approach flexible with respect to past approaches. In this paper, the
use of this platform is illustrated for test optimization for the case of a
fully differential amplifier. Test limits are set using a statistical circuit
performance analysis that accounts for process deviations, as a trade-off
between estimated test metrics at the design stage. Specification-based
tests are next optimized in terms of their capability of detecting catas-
trophic and parametric faults.

1 Introduction

The test of integrated analogue and mixed-signal circuits differs importantly
from the test of digital circuits. The major difference stems from the need to
consider continuous signals and circuit parametric deviations, in addition to just
catastrophic faults (opens and shorts). For digital circuits, structural testing
has provided cost efficient solutions that target the test of catastrophic faults
rather than the test of the circuit functionality. Thus, fault coverage is the major
test metric in this domain and is somehow independent from the specifications.
For analogue circuits, the need to consider parametric deviations has lead to
the definition of analogue test metrics that take into account also the circuit
functionality. In other words, even when a parametric fault-based test approach
is considered for analogue circuits, test metrics such as fault coverage cannot be
calculated without knowing the performance specifications [1].
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The domain of integrated analogue and mixed-signal testing has always tried
to cope with a controversy between functional and structural testing. Functional
testing is practically always considered but research on structural testing con-
tinue to make progress. In fact, it has appeared clear for some test users that
to find manufacturing faults such as shorts, opens and misloaded components in
mixed-signal circuits is essential, and this comforted the proposal of the IEEE
1149.4 Analogue Boundary-scan mixed-signal test architecture [2]. Also, it has
been shown that the study of catastrophic faults helps in identifying reliabil-
ity problems in mixed-signal circuits, in particular redundant components [3].
In general, since it is possible to define a fault list for catastrophic faults, the
study of catastrophic faults helps also for the generation and optimization of
test patterns, even under the presence of process deviations [4].

The case of parametric faults has been considered by many authors by simply
modifying the nominal values of a design parameter, and considering Monte
Carlo simulations. In this way, parametric fault lists have been built in a rather
arbitrary way. Recently, [1] introduced a different way of defining parametric
faults. A parametric fault is considered as the minimum deviation of a design
parameter that results in a circuit specification being violated. In this approach,
parametric faults are obtained by transient simulations, without recurring to
time consuming Monte Carlo simulations. This approach is quite acceptable
when faults are considered the result of a single parameter deviation, while
the other parameters remain at their nominal values. However, it cannot deal
properly with the case of device misbehaviour resulting from the combination of
multiple small deviations.

An early approach to avoid Monte Carlo simulation was based on the use of
sensitivity analysis to deterministically identify the bounds on circuit parame-
ters [5]. Process information and the sensitivity of the circuit principal compo-
nents have been recently considered in [6] for generating the statistical models
of the fault-free and faulty circuits, which is then used for test vector generation.
These models are obtained using a statistical approach and a linear estimation,
rather than Monte Carlo simulations. Another statistical approach is considered
in [7]. Here, however, parametric faults are injected by swapping transistors,
one at a time, by a transistor whose process parameters are shifted by 3σ and
a sensitivity analysis is performed only in the DC domain. The problem with
these approaches is again that the misbehaviour resulting from the combination
of multiple small deviations cannot be evaluated properly.

In this work, we will introduce a Computer-Aided-Test platform for ana-
logue and mixed-signal circuits. The CAT platform, integrated in the Cadence
Design Framework Environment, includes tools for fault simulation, test gener-
ation and test optimization. Aspects on fault simulation and test optimization
will be illustrated in this paper for the case of a fully differential amplifier. We
will consider a statistical analysis that is based on Monte Carlo simulations. This
analysis will allow the calculation of analogue test metrics under process devia-
tions, and this will be used for setting test limits. These test limits will then be
used for the evaluation of test metrics under catastrophic and parametric faults.
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Specification-base tests will then be optimized according to fault coverage for a
fully differential amplifier.

2 The CAT platform

2.1 Architecture of the platform

Figure 1 shows a simplified architecture of the proposed CAT platform. It is
composed of three separate tool sets. Fault modelling, fault injection and fault
simulation are carried out using the tool set FIDESIM. The results are saved in
a database that can be read by the other tool sets, in particular the OPTEVAL
tool set for test evaluation and the OPTEGEN tool set for test generation.

Independancy
and

FIDESIM

Database

Results Test
vectors

Optimization
Algorithms

C/C++/Java/…

Function reusability

Fault simulation

Monte Carlo simulation
or sensitivity analysis

Cadence

Fault simulation
Fault modelling
Fault injection

Test vector generation
Test vector optimizationTest evaluation

Statistical techniques
Test metrics estimation

Test Evaluation
OPTEVAL

Test Generation
OPTEGEN

Test limits optimization
by statisitical modelling

Fig. 1. Simplified architecture of the CAT platform.

In this paper, we will illustrate the use of the FIDESIM and OPTEVAL
tool sets. The tool set OPTEGEN is the subject of further work. It currently
includes three tools. The first tool is used for compaction of analogue functional
tests. A second tool is used for the generation of multi-frequency test sets using
the fault-based test approach described in [8]. This technique is valid for linear
time-invariant circuits and allows the generation of a minimal set of test vectors
for maximum fault coverage and, if required, maximal diagnosis. A third tool is
available for the coding of analogue test patterns as optimized bit streams, as
described in [9], following an approach first presented by [10].
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F = the first fault of FS
FS = FS - F

Fig. 2. Fault simulation procedure used by FIDESIM.

2.2 Fault modeling and fault injection tools

Several tools for analogue fault modelling, fault injection and fault simulation
have appeared in the literature. Most of these tools are in-house developments.
For example, in [7] a fault simulator called DOTTS is used for both catastrophic
and parametric faults under process variations. It is also being considered for
RF circuits [12, 13]. Catastrophic faults under process variations are considered
by the ANTICS fault simulation environment [4]. Another in-house develop-
ment called SWITTEST has been presented for fault simulation of parametric
and catastrophic faults in switched capacitor systems [14]. A commercial tool
for parametric fault simulation and test vector generation exploiting sensitiv-
ity analysis and statistical modelling has been commercialised [6]. Several other
tools have been developed, especially for academic research, and it is not our
aim to describe all of them. The common point of all these tools is that they
modify the netlist of the circuit to perform the fault injection in a way that is
dependent on the simulator netlist under use.

However, [15] presents a tool where the fault models are added, before simula-
tion, in the schematic of the design (in Cadence R©), and the faults are injected by
changing the parameters of each fault model. The injection of fault models into
the circuit schematics is also considered in the tool described in [16]. The netlist
for fault simulation is then generated after the schematics, and thus can be in-
dependent of the simulator under use. The fault simulation tool set FIDESIM is
based on this earlier development. A detailed description of fault model building
and fault injection is given in [16]. The Fault simulation procedure is shown in
Figure 2.
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(((1 "Fault_Model_Lib" "gateOpenN"))
(((1 (4) ("inst" "tran" ("M1" "M2"))
(nil 1 2) ))))

(a)

(b)

Fig. 3. Description of a fault model: (a) fault model, and (b) fault injection description
file.

SPECIFICATIONS
pr1:(70,85)
TC_TOLERANCES
tc1:(200M,260M)
OUTPUTS
tm1 = dB20(VF("/out1")-VF("/out2"))
tm2 = phase(VF("/out1")-VF("/out2"))
PERFORMANCES
pr1 = value(tm1 100)
TEST_CRITERIA
tc1 = root(tm2 0 1)

Fig. 4. Test Program example.

The test engineer designs a set of fault models under the Cadence R© DFII
(Design Framework II) environment. A fault model is saved in a library just as
a Cadence cellview. These fault models must observe some rules to allow the
automatic fault injection, in particular relating to the pinout. Thus, for each
fault model, the injection procedure is described using a pseudo code called FID
(Fault Injection Description) stored in a file. Local, and global parametric faults
can be considered as well. For example, Figure 3(a) describes the circuit that
corresponds to an open in an NMOS transistor gate. The FID file for describing
an injection of this fault is shown in Figure 3(b). This fault model is a cellview
stored in the library ”Fault Model Lib”.

The different test benches for the circuit under test (CUT), the calculation of
the circuit performances and the calculation of the proposed test measurements
or test criteria are described as a pseudo code called Test Configuration. Figure 4
shows an example of this where one performance, two test measures and one test
criteria are defined. The test measures are used to define the performances and
the test criteria on which a tolerance test threshold is given.

The CUT may require several test benches and different types of analysis
to measure its performances and test criteria. Thus, it generally needs to be
simulated in multiple test benches under the same fault injection. FIDESIM
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Multiple
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?

Multi TestBench Program

CL =  
Test Configuration List

CC
The first configuration

of CL

CL = 
Single

Test Configuration

FIDESIM
The Fault Simulation Tool

CL Empty ?

YES

NO

CL = CL - CCResults

YES NO

Fig. 5. Architecture of the multiple testbench procedure.

is able to perform this by describing the different test benches in the form of a
pseudo code called Multi TestBench Program. This is illustrated by the procedure
shown in Figure 5. This feature will be specially important during Monte Carlo
simulations, since an instance generated during Monte Carlo will be simulated
for all different test benches, before proceeding with the next instance.

3 Test metrics estimation

The test evaluation and optimization tool set OPTEVAL is developed to evalu-
ate test techniques by estimating analogue test metrics. The estimation of test
metrics such as defect level, test yield or yield loss is important in order to quan-
tify the quality and cost of a test approach. For design-for-test purposes (DFT),
this is important in order to select the best test measurements but this must be
done at the design stage, before production test data is made available. In the
analogue domain, previous works have considered the estimation of these metrics
for the case of single faults, either catastrophic or parametric. The consideration
of single parametric faults is sensible for a production test technique if the design
is robust. However, in the case that production test limits are tight, test escapes
resulting from multiple parametric deviations may become important. In addi-
tion, aging mechanisms result in field failures that are often caused by multiple
parametric deviations. In the CAT platform presented here, we will consider the
estimation of analogue test metrics under the presence of multiple parametric
deviations (or process deviations) and under the presence of faults. A statisti-
cal model of a circuit is used for setting test limits under process deviations as
a trade-off between test metrics calculated at the design stage. This model is
obtained from a Monte Carlo circuit simulation, assuming Gaussian Probabil-
ity Density Functions (PDFs) for the parameter and performance deviations.



VLSI-SoC: Research Trends in VLSI and Systems on Chip 287

After setting the test limits considering process deviations, the test metrics are
calculated under the presence of catastrophic and parametric single faults for
different potential test measurements. We will illustrate the technique for the
case of a fully differential operational amplifier, proving the validity in the case
of this circuit of the Gaussian PDF.

3.1 Definition of test metrics

The test metrics considered for analogue circuits are [1]: Yield Y , Test Yield YT ,
Yield Coverage YC , Yield Loss YL, Defect Level D and Fault Coverage F where:

Y = Proportion of the functional (or good) circuits
= P (circuit is functional)

YT = Proportion of the circuits that pass the test
= P (circuit passes the test)

YC = Proportion of the pass circuits that are functional
= P (circuit passes the test/is functional)

YL = Proportion of the fail circuits that are functional
= 1 − YC

D = Proportion of the faulty circuits that pass the test
= 1 − P (circuit is functional/passes the test)

where a functional (or good) circuit is the one for which all its performances are
inside their specifications and a faulty circuit is the one for which at least one
of its specifications is violated.

The definition of parametric fault coverage will be detailed later. For catas-
trophic faults, as mentioned earlier, device functionality is not considered and
fault coverage is just defined as the ratio of detected faults with respect to the
total number of injected faults.

3.2 Test metrics theoretical computation

Assume that we have n performances and m test criteria. Let A = (A1, · · · , An)
be the set of the specifications of the performances and B = (B1, · · · , Bm) the
test limits (intervals of the accepted values of the test criteria). The test metrics
are then calculated theoretically as follows:

Y =
∫

A

fS(s) ds (1)

YT =
∫

B

fT (t) dt (2)

YC =

∫
A

∫
B

fST (s, t) ds dt

Y
(3)

D = 1 −
∫

A

∫
B

fST (s, t) ds dt

YT
(4)
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where, fS(s) = fS(s1, s2, · · · , sn) is the joint probability density of the perfor-
mances, fT (t) = fT (t1, t2, · · · , tm) is the joint probability density of the test
criteria and fST (s, t) = fST (s1, s2, · · · , sn, t1, t2, · · · , tm) is the joint probability
density of the performances and the test criteria.

For the case of catastrophic faults, fault coverage is the major metric and
this can be readily computed. For the case of single parametric faults, for which
a fault list is available, test metrics can be computed following, for example, the
technique described in [1]. However, the analysis of faulty behaviour resulting
from process deviations (multiple small parametric deviations) has not been
properly studied in the past, since it is impossible to produce an actual fault
list. We will next describe the statistical analysis performed in the tool set for
evaluating test metrics and setting test limits under process deviations. The use
of these tools will be illustrated later for the case of a test vehicle.

3.3 Test metrics computation under process deviations

Given a vector X = (X1,X2, ...,Xp)T composed of random variables, where Xj

for j = 1, 2, ..., p, is a one-dimensional random variable, the covariance of Xi and
Xj is a measure of dependency between these random variables and is defined
by:

νXiXj
= Cov(Xi,Xj) = E(XiXj) − E(Xi)E(Xj) (5)

where E(.) denotes the expected value. If Xi and Xj are independent of each
other, the covariance νXiXj

is necessarily equal to zero. The converse is not true.
The covariance of a random variable Xi with itself is the variance:

νXiXi
= Cov(Xi,Xi) = νXi

(6)

The correlation between two variables Xi and Xj is defined from the covari-
ance as follows:

ρXiXj
=

νXiXj

σXi
σXj

(7)

where the standard deviation is defined by σXi
= √

νXi

The advantage of the correlation is that it is independent of the scale, i.e.,
changing the scale of measurement of the variables does not change the value
of the correlation. Therefore, the correlation is more useful as a measure of
association between two random variables than the covariance. The correlation
is in absolute value always less than 1, close to zero if the random variables Xi

and Xj are independent of each other.
An empirical estimation of these quantities require a number of observations.

Suppose that {xi}n
i=1 is a set of n observations of a variable vector X in �p. Each

observation xi has p dimensions: xi = (xi1 , xi2 , ..., xip
), and it corresponds to an

observed value of a variable vector X ∈ Rp. The covariance of two random
variables is then estimated as:

VXiXj
=

1
n − 1

(
n∑

k=1

xik
xjk

− nxi · xj

)
(8)
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and the variance of a random variable is estimated as:

VXi
=

1
n − 1

(
n∑

k=1

x2
ik
− nx2

i

)
(9)

The correlation of two random variables is then given by:

rXiXj
=

VXiXj

sXi
sXj

(10)

with sXi
=

√
VXi

.
The theoretical covariances among all the random variables can be put into

matrix form, i.e. the covariance matrix:

Σ =

⎛
⎜⎝

νX1 · · · νX1Xp

...
. . .

...
νX1Xp

· · · νXp

⎞
⎟⎠ (11)

The estimated (empirical) version of the covariance matrix is then given by:

S =

⎛
⎜⎝

VX1 · · · VX1Xp

...
. . .

...
VX1Xp

· · · VXp

⎞
⎟⎠ (12)

LetX beap-dimension randomvariable of expectedvalueµ=(µi1 , µi2 , ..., µip
)T

and covariance matrix Σ. If X has a multinormal distribution, then X has a
probability density function (PDF) f(x) defined by:

f(x) =
1√

det(2πΣ)
· exp

[
− (x − µ)T Σ−1(x − µ)

2

]
(13)

The probability of any subset A ∈ Rp is given by the following multiple
integration formula:

P (A) =
1√

det(2πΣ)

∫
A1

· · ·
∫

Ap

exp

[
− (x − µ)T Σ−1(x − µ)

2

]
dx1 · · · dxp (14)

Thus, using the multinormal hypothesis, it is possible to estimate the actual
probability density functions which must be integrated considering the actual
boundaries of the random variables in order to compute the test metrics. The
multinormal assumption can be validated by computing the correlation coeffi-
cients for different standard deviations in Monte Carlo simulation. We can use
a Monte Carlo circuit simulation, under process deviations, to calculate the sta-
tistical parameters of the multinormal law (mean and covariance matrix) which
are required.

When the number of the specifications and test criteria is important (for ex-
ample, larger than 3), the number of sub-integrals in Equation (14) for the exact
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computation of test metrics is too large. The computation is then impossible.
To overcome this problem, as the joint PDF of performances and test criteria is
assumed multinormal, a simple program implemented in Matlab (or R) is used
to generate about one million instances from the multinormal distribution using
a Monte Carlo technique. Next, the test metrics can be directly estimated using
the following estimators:

Ŷ D =
Number of functional circuits

N
(15)

Ŷ D
T =

Number of pass circuits
N

(16)

Ŷ D
L =

Number of fail functional circuits
Number of functional circuits

(17)

D̂D =
Number of pass faulty circuits

Number of pass circuits
(18)

where N is the number of generated circuits.
We use the index D to indicate that the metrics are estimated at the design

stage using process deviations.

3.4 Test metrics computation under the presence of faults

For single parametric faults in physical parameters, test metrics can be calcu-
lated using the methodology presented by [1] where partial detectability of the
parametric faults is considered. A fault is defined as the minimum value of a
physical parameter i that causes any performance specification to fail. This will
help to calculate the probability of the occurrence pspec

i of this fault, which rep-
resents the probability that the value of this physical parameter is greater than
vspec

i (Figure 6).
We calculate also the probability ptest

i to detect a fault in this parameter,
which represents the probability of this parameter to be greater than vtest

i , where
vtest

i is the minimum value of the process parameter that causes the test criteria
to fail (Figure 6).

Considering theses definitions, we can write the analogue test metrics, based
on the probabilities pspec

i and ptest
i as follows [1]:

Y F =
n∏

i=1

(1 − pspec
i ) (19)

Y F
T =

m∏
j=1

(1 − ptest
j ) (20)

Y F
C =

GF
P

Y F
= 1 − Y F

L (21)

DF = 1 − GF
P

Y F
T

(22)
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Fig. 6. Distribution of a parameter i with associated probabilities.

where, GF
P =

∏n
i=1(1 − max(pspec

i , ptest
i )), which represents the probability that

a circuit is functional and passes the test.
The fault coverage F for the parametric faults is calculated using the follow-

ing equation [1]:

FF =
∑n

i=1 ln(1 − min(pspec
i , ptest

i ))∑n
i=1 ln(1 − pspec

i )
(23)

We use the index F to indicate that the metrics are calculated under the
presence of faults.

4 Test vehicle

4.1 Description of the circuit

The test vehicle is a fully-differential operational amplifier. This amplifier has
been designed in a 0.18µm CMOS technology from ST Microelectronics. The am-
plifier is formed of four main blocks: a bias circuit, a start-up circuit, a common-
mode control circuit and a differential amplifier circuit. Figure 7 illustrates this
circuit.

First, we use the statistical analysis to calculate the test limits for the test
criteria under process deviations by calculating the analogue test metrics, in
particular the defect level and the yield loss at the design stage. Then, taking
into account these test limits, we calculate the fault coverage in order to test the
capability of the test technique for fault detection considering both catastrophic
and parametric faults. Finally, we will find the minimal set of specifications and
test criteria which give the best fault coverage.

In order to find the different fitted Gaussian distributions of each circuit per-
formance and test criteria we performed a Monte Carlo circuit simulation (1000
iterations). The comprehensive set of performances and test criteria considered
is given in Tables 1 and 2, where a1 and a2 represent the specifications, that
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Fig. 7. Folded cascode fully differential amplifier. The dimensions of each transistor
W/L are expressed in multiples of the unity size transistor (WUNIT = 0.28µm and
LUNIT = 0.18µm).

Test Specification
Performance bench µ σ a1 a2

AD 76.60dB 0.493dB 74.49dB 78.71dB
GBWD 1 330MHz 18.14MHz 252.36MHz 407.64MHz
Phase Margin φD 63.33◦ 0.45◦ 61.40◦ 65.26◦

CMRR 2 −42.76dB 1.02dB −47.13dB −38.39dB

PSRR (GND) 3 −29.99dB 3.65dB −45.61dB −14.37dB

PSRR (VDD) 4 −28.21dB 3.75dB −44.26dB −12.16dB

THD 5 66.19dB 2.38dB 56.00dB 76.38dB
Current (IDD) 2.48mA 0.21mA 1.58mA 3.38mA

Intermodulation 6 67.57dB 1.09dB 62.90dB 72.24dB

SR + (CL = 1pF ) 7 73.14V/µs 5.55V/µs 49.38V/µs 96.88V/µs
SR − (CL = 1pF ) 73.14V/µs 5.55V/µs 49.38V/µs 96.88V/µs

In Ref. Noise 8 39.22µV 0.5µV 37.08µV 41.36µV
(BW = 20kHz)

Table 1. The performances of the amplifier with their Gaussian parameters and the
specifications set at 4.3σ.

is, the bounds of each performance. The specifications of the amplifier are not
known a priori, since the actual system application of the device is not consid-
ered in this work. Thus, we have set ourselves the specification bounds in order
to have a high yield at the design stage of Y D = 99.99% when all performances
are considered. This requires a tolerance interval of µ ± 4.3σ for each perfor-
mance. The test limits b1 and b2 will be calculated by the technique which will
be presented below.

Different test benches have been used to calculate the different performances.
For example, Figures 8(a) and (b) show the test benches n◦ 1 and n◦ 7, respec-
tively. Each test bench allows the calculation of one or more performances and
test criteria. Table 1 shows the specifications with the actual test bench used for
the calculation. Eight different test benches are required for the performances.

For the actual test of the fully differential amplifier, the measurement of
the SNDR of the amplifier is considered using a sine-wave fitting technique
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Test limits
Test criteria Test bench µ σ b1 b2

SNDR 9 68.85 dB 2.19 dB To determine To determine
Offset 0 µV 7.69 µV To determine To determine

Table 2. The test criteria of the amplifier with their Gaussian parameters.

(a) (b)

Fig. 8. Example of the test bench n◦1(a) and n◦7(b) of the amplifier.

described in [11, 17]. The DC Offset of the amplifier is also considered as a
possible test criteria that can be measured using the sine-wave fitting technique.
To simulate these test measurements, an additional test bench is required.

The total Monte Carlo circuit simulation time of 1000 instances, considering
the 8 test benches for the performances and the 9th test bench for the test criteria,
is 3 hours. The overall process is fully automated using the CAT platform.

As we can see in Figures 9(a) and 9(b), the distributions of the Gain and
the THD are very close to the multinormal one. The same results are obtained
for the other performances and test criteria.

4.2 Precision on test metrics estimation

We need to find the test limits to separate the faulty circuits from the fault-free
ones, as a function of the required test metrics. A trade-off between Defect level
and Yield loss must be considered under process deviations, and this will set the
actual test limit.

Using the equations (1) to (4) presented in Section 3.2 these test metrics at
the design stage can be theoretically calculated. However, in our case, we have 12
specifications, and it is not feasible to perform the integration with such a large
number of integrals. Thus, we will use the Monte Carlo method of estimation
proposed in Section 3.3.

In order to see the accuracy of this method, we will first illustrate a simpler
case when only two performances, Phase Margin and THD, are considered
together with the test criterion SNDR. In this case, the metrics presented by
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Fig. 9. The distribution of the Gain AD (a) and the THD (b) of the amplifier.

(1) to (4) are calculated as follows:

Y D =
∫

A3

∫
A7

f(s1, s2) ds1 ds2 (24)

Y D
T =

∫
B1

f(t1) dt1 (25)

Y D
L = 1 − GP

Y
(26)

DD = 1 − GP

YT
(27)

where
GD

P =
∫

A3

∫
A7

∫
B1

f(s1, s2, t1) ds1 ds2 dt1

is the probability that the circuit is functional and passes the test, s1 is the
Phase Margin value, s2 is the THD value, t1 is the SNDR value, Ai is the ith

specification, B1 is the test limit of the SNDR and f(.) is calculated by (13).
The covariance matrix Σ is estimated by S given by (12).

For a given test limit, these metrics can be calculated exactly in this case,
because the number of integrals is small.

Figure 10(a,b) shows that the estimated (Monte Carlo algorithm) and the
theoretical values of the metrics are very close for the case of Defect level and
Yield loss.

For comparison, Figure 11(a) shows the distributions of the Phase Margin
and the SNDR for the case of 1000 instances obtained via Monte Carlo circuit
simulation and for the case of 1000 instances generated from the multinormal
distribution with a Monte Carlo technique. From this Figure, it is clear that both
distributions are the same. The same results have been obtained for the other
performances and test criteria. In addition, Figure 11(b) shows the generation of
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Fig. 10. Comparison of the estimated and the theoretical test metrics for the case of
two specifications and one test criterion: (a) Defect level and (b) Yield loss.

1000 and 1 million circuit instances generated from the multinormal distribution.
It is clear that with 1 million instances we will reach the required ppm precision.

4.3 Test limit setting under process deviations

The setting of test limits is always a trade-off between test cost and test quality.
Here, just as an example for our case-study, we will consider setting the test
limits that simultaneously try to minimise both Defect Level and Yield Loss.
Figure 12(a) shows Defect Level and Yield Loss together as a function of the
test limits of SNDR and IDD, where the intersection between them is of interest
to us.

We have introduced here as test criterion the current consumption IDD,
since we will se it is important fault detection. The test limits for IDD is given
by (µIDD ± kIDD σIDD).

This intersection (points where the Defect Level is equal to the Yield Loss)
is redrawn in Figure 12(b). We have chosen as trade-off of the test limits of the
SNDR and the IDD the minimum of these points which is equal to 55ppm. This
results in a test limit of 4.0σ for the SNDR and 4.1σ for the IDD.

4.4 Fault coverage under the presence of catastrophic faults

We have considered catastrophic faults that result in shorts and opens in all
the transistors, resistances and capacitances of the amplifier. This results in 160
catastrophic faults. Figure 13 shows the fault coverage given by the measure-
ment of each performance and several possible test criteria with the test limits
fixed as explained before. The performances allow to detect 98.12% of faults
where the undetected faults occur in the Bias block. On the other hand, the test
criterion SNDR allows the detection of 89.38% of the faults. The undetected
faults occur also in the Bias block. Maximum fault coverage can be achieved if
power consumption (IDD) is considered in addition to the SNDR measurement.
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Fig. 11. (a) Distribution of 1000 circuits generated by Monte Carlo circuit simulation
and from the multinormal law and (b) generation of 1000 and 1 million circuits from
the multinormal distribution.

4.5 Test metrics under the presence of parametric faults

We consider parametric faults as a result of a physical parameter deviating
beyond an acceptable value. The physical parameters considered include the L
and W of the PMOS and NMOS transistors and the resistance and capacitance
values. We note that L and W of the transistors are not process parameters, and
thus their deviations are not included under process deviations. On the other
hand, resistance and capacitance values deviate under process deviations.

In order to calculate the probabilities pspec
i and ptest

i for each potentially
faulty physical parameter, we have to obtain by simulation its limit deviation
values. The distribution of each physical parameter is considered as Gaussian
with mean equal to the typical value of this parameter. A standard deviation of
10nm is taken for L and W of the transistors and 5% for the resistances and the
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Fig. 12. (a) The Defect Level and the Yield Loss as a function of the SNDR and IDD

test limits, (b) The test limits of the SNDR and the IDD where the Defect Level and
the Yield Loss are equal.

capacitances. Thus, for each varying physical parameter, we have injected in the
amplifier deviations from -20% to 100%. For each value of a physical parameter,
all test benches must be simulated. A dichotomic search is applied to find the
limit deviation for each physical parameter.

This process has resulted in the consideration of 180 potentially faulty phys-
ical parameters, where only 13 of them result in a specification violation. These
faults are listed in Table 3 together with their probabilities. The other faults
have a negligible probability of occurrence (pspec

i = 0). We note here that devi-
ations in transistors that are matched cannot be considered individually. They
are considered by injecting the same deviation in all matched transistors. We
have seen that faults in all matched transistors have a negligible probability. In
order to consider the faulty behaviour resulting from mismatch, it is necessary to
use the mismatch option in the Monte Carlo circuit simulation. In this work, we
have used the process option for this, but a similar analysis could be performed
for mismatch deviations.
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Fig. 13. Catastrophic fault coverage of the different specifications and several possible
test criteria.

Using these parameters and Equations (19) to (23), the values of the different
test metrics are given in Table 4. We consider two cases: in the first case, all
13 parametric faults are considered. Only 2 of these faults are not detected
by the test criteria (SNDR, Offset and Current Consumption), this is why the
fault coverage does not reach 100%. The fault coverage FF is high because the
undetected faults have lower probability. Notice that the yield Y F is lower than
60%, much lower than the design yield Y D that has a value above 99%. This is
because deviations of physical parameters such as L and W are not considered
under process deviations. The second case of Table 4 does not consider deviations
in the physical parameters L and W, but only in the resistance values (faults
due to capacitance deviations have negligible probabilities). In this case, fault
coverage FF reaches 100% with a yield Y F above 99%. Since these deviations
are also considered as process deviations, we obtain similar results between Y F

and Y D.

5 Conclusions and Future Work

This paper has introduced a CAT platform for analogue and mixed-signal test
evaluation. In particular, fault simulation and test optimization are considered.
Catastrophic faults can be tackled in a similar way as for digital circuits, re-
gardless of the circuit specifications, although process deviations may need to
be considered. Single parametric faults have been considered (based on the ap-
proach of [1]). A statistical approach for the estimation of test metrics and the
setting of test limits under process deviations is the major contribution of this
paper. The data for this approach is obtained from a Monte Carlo simulation.
Test optimization for a fully differential amplifier has been illustrated as a case-
study.
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No Component (Parameter) Fault pspec ptest

1 MP1 (l) +12.21% 0.013996 0.013996

2 MP3 (l) +7.32% 0.093690 0.093690

3 MP5 (l) +22.95% 0.000009 0.000009

4 MP1 (l) −3.18% 0.283305 0.283305

5 MP3 (l) −11.70% 0.017604 0

6 MP18 (l) −15.76% 0.002270 0

7 MN2 (l) −16.23% 0.001736 0.001736

8 MN4 (l) −6.46% 0.122278 0.122278

9 R1 (r) +15.14% 0.001227 0.001227

10 R4 (r) +17.09% 0.000308 0.000308

11 R7 (r) +16.11% 0.000628 0.000628

12 R4 (r) −12.79% 0.005249 0.005249

13 R7 (r) −16.15% 0.000611 0.000611

Table 3. Parameters used to calculate the metrics for the case of parametric faults.

Metric All parametric faults Resistor faults only

F F 96.69% 100%

Y F 54.56% 99.22%

Y F
T 55.56% 99.22%

Y F
C 100% 100%

DF 1.98% 0%

Table 4. Test metrics values for single parametric faults.
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Abstract. This paper presents a method of broadside transition test
generation for partial scan circuits. The proposed method first trans-
forms the kernel circuit of a given partial scan circuit into some com-
binational circuits. Then, by performing stuck-at test generation on the
transformed circuits, broadside transition tests for the original circuit are
obtained. This method allows us to use existing stuck-at test generation
tools in order to generate broadside transition tests. It is shown that the
proposed scheme is effective in area overhead and test generation time
by experiments. In this paper, some variations of broadside transition
testing of partial scan circuits are also discussed in terms of different
test application strategies and fault sizes.

1 Introduction

Scan design is widely accepted by industry as an effective design for testabil-
ity (DFT) method for delay faults as well as stuck-at faults. There is an essen-
tial difference between scan testing for stuck-at faults and that for delay faults.
Unlike stuck-at testing, an additional consideration must be taken into account
for delay testing using scan methodology. That is, to detect a delay fault, two
consecutive vectors (two-pattern test) are needed to be applied to the faulty site
in a scan environment. This can be done by using enhanced scan technique [7]
or standard scan technique such as skewed-load technique [13] and broadside
technique [14].

In [7], all the flip-flops (FFs) in a given circuit are replaced with enhanced
scan FFs (ESFFs). Since each ESFF can store any two consecutive vectors, any
two-pattern tests can be applied to the circuit. Although this method can dras-
tically reduce the test generation complexity of a given circuit, its use is limited
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because of the considerable area and delay penalties incurred by ESFFs. For
delay faults as well as stuck-at faults, full scan design is widely used as a DFT
method. In delay testing, as mentioned before, two-pattern tests are required to
detect delay faults, and they have to be applied by using scan FFs (SFFs), which
can store any one vector. The skewed-load technique and broadside technique
have been proposed as techniques to apply two-pattern tests to full scan cir-
cuits. In both of the techniques, the first vectors of two-pattern tests can freely
be set to the SFFs through the scan chain. The second vectors are derived by
shift operation in the skewed-load technique. In contrast, the broadside tech-
nique creates the second vectors by normal operation. In terms of feasibility, the
broadside technique is more desirable than the skewed-load technique. This is
because, in skewed-load testing, the scan signal is operated at the rated speed
and it forces the scan chain to be designed judiciously. So far, there have been
proposed several broadside test generation methods for full scan circuits [6, 17,
18, 20, 15, 2, 21].

Partial scan methodology is a viable solution to reduce the test generation
effort of sequential circuits with reasonable area and delay overheads. For stuck-
at faults, many researchers have considered partial scan design from various
aspects. However, there are few works for delay faults in partial scan circuits.
A transition test generation method, which is based on skewed-load testing, for
partial scan circuits has been proposed in [5]. As mentioned previously, since
skewed-load testing has some undesirable properties, a test generation method
based on broadside testing is also needed for partial scan circuits. However, there
have so far been no systematic approaches to generate broadside transition tests
for partial scan circuits. In this paper, we tackle this problem. It is notable that
broadside transition testing of partial scan circuits has a possibility of alleviating
over-testing, which is one of the main concerns during testing [12, 1], in addition
to reducing the penalties of area and delay.

In this paper, we propose a method to generate broadside transition tests
for partial scan circuits. This method targets partial scan circuits whose kernel
circuits are acyclic. To generate broadside transition tests for a partial scan
circuit, we transform its kernel circuit into some combinational circuits. This
transformed circuits are constructed by using a time-expansion model [8] of the
kernel circuit. All the broadside transition tests are generated by performing
constrained stuck-at test generation on the transformed circuits. Our method is
effective in terms of ease of use because commercial stuck-at test generation tools,
which are usually capable of handling combinational stuck-at test generation
efficiently, can be used to generate broadside transition tests. By experiments,
we show that our method can reduce area overhead and can generate broadside
transition tests for partial scan circuits efficiently. In this paper, we also discuss
some variations of broadside transition testing for partial scan circuits in terms
of different test application strategies and fault sizes.

The rest of this paper is organized as follows. In Sect. 2, our target circuits
and faults are explained, and previous work related to this paper is described.
Section 3 presents a new test generation model to generate broadside transition
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tests for partial scan circuits. Then, we give a test generation procedure using
the new model, and the correctness of the procedure is proven. Experimental
results are also presented in Sect. 3. We discuss some variations of broadside
transition testing for partial scan circuits in Sect. 4. Section 5 concludes the
paper and describes our future work.

2 Preliminaries

2.1 Target Circuits and Faults

In this paper, we handle partial scan circuits whose kernel circuits are acyclic. A
sequential circuit can be represented as combinational logic blocks (CLBs) con-
nected with each other directly or through FFs. A CLB is a region of connected
combinational logic gates. An example of a partial scan circuit S and its kernel
circuit SK are shown in Figs. 1 and 2, respectively. The input (resp. output) of
an SFF in Fig. 1 is treated as a primary output (PO) (resp. primary input (PI))
in Fig. 2, which is represented as a bold arrow and called a pseudo PO (PPO)
(resp. pseudo PI (PPI)).

This paper tackles a broadside test generation problem for transition faults
in a partial scan circuit. There are two transition faults associated with each line
in a circuit: a slow-to-rise fault and a slow-to-fall fault. It is assumed that, under
the transition fault model, the extra delay caused by a transition fault is large
enough to prevent the transition through the faulty site from reaching any FF
or any PO within a specified period. Note that, in a sequential circuit, different
faulty behaviors can happen depending on the size of a transition fault [5, 21].
The size of a transition fault is defined as the amount of extra delay caused by
the defect, and it is quantized by the number of clock cycles [5]. In this paper,
although we concentrate on a transition fault whose size is one, the case where the
size of a transition fault is more than one will be discussed in Sect. 4. This paper
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Fig. 3. Time-expansion model of Fig. 2: CT (SK)

assumes that transition faults in a partial scan circuit are tested in the slow-
fast-slow testing manner [10] where a slow clock is used in the both of the fault
initialization and fault effect propagation phases except in the fault activation
phase. Under this assumption, we can consider a sequential circuit to be delay
fault-free in both of the fault initialization and fault effect propagation phases.
There are two possible strategies to apply a broadside transition test to a partial
scan circuit. One strategy is called scan-per-vector [11] where scan operation is
always allowed except in the fault activation phase. The other strategy is called
scan-per-test [11] where scan operation is allowed only at the beginning of the
fault initialization phase and at the end of the fault effect propagation phase. The
former strategy is used in this paper. The discussion about the latter strategy
will appear in Sect. 4.

2.2 Related Work

In this paper, we borrow an idea of a double time-expansion model, which is
used to generate transition tests for an acyclic sequential circuit, from [9]. In
[9], given an acyclic sequential circuit, a double time-expansion model of the
circuit is constructed from a time-expansion model (TEM) [8] of the circuit. In
the following paragraphs, we briefly explain those two models.

A TEM of an acyclic sequential circuit is a combinational circuit where the
behavior of the original circuit within a specific time span is simulated. Figure 3
is a TEM CT (SK) of the kernel circuit SK shown in Fig. 2. TEM CT (SK) is a
combinational circuit derived by connecting CLBs according to their sequential
depths. A sequential depth between two CLBs is defined as the number of FFs
on a path between the CLBs. If a CLB has paths to another CLB in SK whose
sequential depths are different, the CLB is duplicated in CT (SK). In Fig. 2,
for example, since CLB 2 has two paths to CLB 4 whose sequential depths are
different, CLB 2 is duplicated in CT (SK). A shaded part of a CLB in Fig. 3
represents a portion of the lines and gates being removed. There is no path from
the portion to any input of CLBs or any PO and PPO of CT (SK). The character
placed at the bottom of each frame in Fig. 3 is the label of CLBs in the frame,
where tmin denotes an arbitrary integer. The label of a CLB v is denoted as t(v)
which corresponds to a specific time.

For an acyclic sequential circuit, its double time-expansion model is defined
as follows [9].
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Definition 1. Let S be an acyclic sequential circuit, and CT (S) be a TEM of
S. Then, a combinational circuit obtained by the following procedure is said to
be a double time-expansion model (DTEM) CD(S) of S.

Step 1: Make two copies of CT (S): CD1(S), CD2(S).
Step 2: Connect each pair of PIs u in CD1(S) and v in CD2(S) such that

t(u) − t(v) = 1 and l(u) = l(v), and feed a new primary input w into them,
where l(u) = l(v) means that u and v are identical in S. ��

According to the above definition, a DTEM CD(SK) of SK (Fig. 2) is con-
structed as Fig. 4. Note that, although two copies of CLB 1 in t′min + 1 (also
in t′min + 2) can be merged into one CLB, CD(SK) is expressed as Fig. 4 to
differentiate CD1(SK) and CD2(SK) from each other. If one wants to test the
slow-to-rise fault on line l in SK , test generation for one of the corresponding
stuck-at 0 fault is performed on CD(SK) under the constrained value of 0 that
must be satisfied during test generation. In this way, transition tests for an
acyclic sequential circuit can be generated by using a DTEM.

In [9], an acyclic sequential circuit is assumed to be obtained as a kernel
circuit of a given circuit by using enhanced scan technique. Thereby, two con-
secutive vectors V1 and V2 to be applied to PPIs at the times corresponding to
t′min + 1 and t′min + 2 in Fig. 4 can be stored in ESFFs. Here, suppose a given
circuit is designed by using standard scan technique. In this case, V1 and V2

for PPIs cannot be stored in SFFs but only V1 can be stored. Consequently, V2

must be justified by using some technique. In the next section, we discuss this
problem.

3 Proposed Method

3.1 Broadside Test Generation Model

As explained in Sect. 2.2, in a DTEM, vectors for PPIs in a frame where a
stuck-at fault exists must be justified by using some technique. Note that this
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frame is called a test frame. To achieve this requirement, we propose a new
test generation model called a broadside test generation model. The sketch of a
broadside test generation model is shown in Fig. 5. A broadside test generation
model is composed of a DTEM and a justification model which is used for the
above requirement. We first define a justification model as follows.

Definition 2. Let S and SK be a partial scan circuit and its acyclic kernel
circuit, respectively. Let CT (SK) and CD(SK) be a TEM of SK and a DTEM
of SK , respectively. Let t be the label value of a test frame in CD(SK). Then, a
combinational circuit obtained by performing the following procedure is said to
be the justification model (JM) CJ

t (SK) with respect to t.

Step 1: For each PPI which belongs to only CD2(SK) in t, extract the logic
cone of the corresponding PPO in CT (SK). Also, for each PPI shared by
CD1(SK) and CD2(SK) in t, extract the logic cone of the corresponding PPO
in CT (SK).

Step 2: For each pair of the logic cones, connect each pair of PIs (resp. PPIs)
u in one cone and v in the other cone such that t(u) = t(v) and l(u) = l(v),
and feed a new PI (resp. PPI) w into them. ��

By using a JM and a DTEM, a broadside test generation model is defined
as follows.

Definition 3. Let S and SK be a partial scan circuit and its acyclic kernel
circuit, respectively. Let CD(SK) and CJ

t (SK) be a DTEM of SK and the JM
with respect to the label value t of a test frame in CD(SK). Then, a combinational
circuit obtained by performing the following procedure is said to be the broadside
test generation model (BTGM) CB

t (SK) with respect to t.

Step 1: For each PPI which belongs to only CD2(SK) in t, connect the corre-
sponding PPO of CJ

t (SK) to the PPI. Also, for each PPI shared by CD1(SK)
and CD2(SK) in t, connect the corresponding PPO of CJ

t (SK) to the PPI.
Step 2: Connect each pair of PIs (resp. PPIs) u in CJ

t (SK) and v in CD(SK)
that t(u) = t(v) and l(u) = l(v), and feed a new PI (resp. PPI) w into them.

��
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Notice that, for a given circuit, d + 1 JMs are created, where d denotes the
sequential depth of its kernel circuit. Hence, d + 1 BTGMs are also created.

Figure 6 shows the JM CJ
t′min+2(SK) of Fig. 4. This JM is composed of the

logic cone of the PPO of CLB 4 in tmin+3 (Fig. 3) and that of the PPO of CLB 2
in tmin +3. Note that although those two logic cones can share CLBs 1 and 2, we
explicitely express the two logic cones for simplicity. Figure 7 shows the BTGM
CB

4 (SK) of Fig. 4. In creating this BTGM, the value of 2 is assigned to t′min of
Fig. 4 and the value of 0 is assigned to t′′min of Fig. 6. As shown in Fig. 7, CLBs
in a frame are not shared to differentiate the DTEM and the JM. Patterns that
are needed to activate stuck-at faults in a test frame and propagate those effects
to a PO or a PPO can be justified by using its JM.

3.2 Test Generation Procedure

Given a partial scan circuit S whose kernel circuit SK is acyclic, broadside
transition tests for S are generated as follows.

Step 1: Create a transition fault list FT of S.
Step 2: Construct d+1 BTGMs CB

t1 (SK), . . . , CB
td+1

(SK) of SK , where d is the
sequential depth of SK .

Step 3: Create stuck-at fault lists FS
1 for CB

t1 (SK) , . . . , FS
d+1 for CB

td+1
(SK)

corresponding to FT , and constrained value lists C1 for FS
1 , . . . , Cd+1 for

FS
d+1.

Step 4: For each stuck-at fault fS ∈ FS
i (i = 1, . . . , d + 1),

(a): generate a test pattern tS under the corresponding constraint c ∈ Ci,
and

(b): transform tS into a broadside test tT for the corresponding transition
fault fT ∈ FT according to the label information of CB

ti
(SK).

Note that, in Step 3, even if a transition fault in a given circuit corresponds
to some stuck-at faults in its BTGMs, we can handle the respective stuck-at
faults one by one. This is because generated broadside transition tests are ap-
plied in the slow-fast-slow testing manner. In Step 4, if all the stuck-at faults
corresponding to a transition fault are identified as untestable, the transition
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Fig. 7. Broadside test generation model with respect to t′min + 2 (t′min = 2) in Fig. 4:
CB

4 (SK)

fault is also untestable. Furthermore, it is sufficient to generate a test pattern
for one of the stuck-at faults corresponding to a transition fault. In Step 4 (b),
tS is transformed into tT as follows. For example, in Fig. 7, a pattern for each
of the PIs and the PPI of CLB 1 in frame 0 is transformed into a pattern for
each of the PIs of CLB 1 and the corresponding SFF at time 0 in Fig. 2. Notice
that, the pattern for the SFF is set by scan-in operation before time 0. Other
patterns in frames from 1 to 6 are transformed in the same way.

The following theorem guarantees the correctness of our test generation
method.

Theorem 1. Let S and SK be a partial scan circuit and its kernel circuit which
is acyclic, respectively. Let fT

↑ (resp. fT
↓ ) be a slow-to-rise (resp. slow-to-fall)

transition fault in S. Let FS
s-a-0 (resp. FS

s-a-1) be the set of stuck-at 0 (resp. 1)
faults corresponding to fT

↑ (resp. fT
↓ ). Then, fT

↑ (resp. fT
↓ ) is testable under the

broadside testing manner if and only if at least one fS
s-a-0 ∈ FS

s-a-0 (resp. fS
s-a-1 ∈

FS
s-a-1) in the corresponding BTGM CB

t (SK) is testable under the constrained
value of 0 (resp. 1).

Proof. Broadside test generation for fT
↑ (resp. fT

↓ ) in S can be viewed as test
generation for the stuck-at 0 (resp. 1) fault in S corresponding to fT

↑ (resp. fT
↓ )

in a situation where (a) the constrained value of 0 (resp. 1) has to be set to the
faulty site at time t1st, and (b) no scan operation has to be performed between
t1st and t2nd. Here, t2nd denotes a time at which the stuck-at 0 (resp. 1) fault
in S is activated, and t1st = t2nd − 1. In [8], it has been shown that the stuck-at
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test generation problem for an acyclic sequential circuit can be reduced to that
for its TEM. The properties of a TEM still hold in a BTGM because the BTGM
is constructed by using the TEM. Hence, to demonstrate this theorem, we need
to show that (a) and (b) are satisfied in test generation for the BTGM.

First, under the slow-fast-slow testing manner, it is sufficient to consider
whether at least one fS

s-a-0 ∈ FS
s-a-0 (resp. fS

s-a-1 ∈ FS
s-a-1) is testable. Since, in

CB
t (SK), stuck-at test generation for fS

s-a-0 (resp. fS
s-a-1) is performed under the

constrained value of 0 (resp. 1), (a) is satisfied. Furthermore, since patterns for
fS
s-a-0 (resp. fS

s-a-1) in the test frame of CB
t (SK) are justified by its JM, (b) is

also satisfied. Thus, the theorem is demonstrated. ��

3.3 Test Application

This subsection describes how to apply broadside transition tests to a partial
scan circuit.

Broadside transition tests generated by the method of Sect. 3.2 are applied
to a partial scan circuit S whose kernel circuit SK is acyclic as follows. Let
CD(SK) be a DTEM of SK , and t be the label value of a test frame. In test
application, the circuit is operated at a slow clock speed except when its rated
clock is applied at the time corresponding to t. If there exists a PPI in a frame
before the test frame, scan-in operation is performed before the corresponding
time. Also, if there exists a PPI which belongs to only CD2(SK) in a frame after
the test frame t, scan-in operation is performed before the corresponding time.
Scan-out operation is performed after the corresponding time if there exists a
PPO which belongs to only CD2(SK) in a frame between the test frame t and
the last frame. Note that, in order to keep the values of normal FFs during scan
operation, the system clock must be separated from the scan clock or all the
normal FFs have to be redesigned such that the values can be held during scan
operation. For example, a broadside transition test generated by performing test
generation on the BTGM CB

4 (SK) shown in Fig. 7 is applied to the partial scan
circuit shown in Fig. 1 as follows. Scan-in operation is performed before each
time from 0 to 3, then the circuit is operated at a slow clock speed. The transition
to activate a fault is created between times 3 and 4, then between times 4 and 5,
its fault effect is captured at the rated clock speed. Before each time of 5 and 6,
scan-in and scan-out operations are performed simultaneously, then the circuit is
operated at the slow clock speed. After time 6, scan-out operation is performed.
Let d be the sequential depth of SK . The length of a broadside transition test
can range from d + 2 to 2d + 2. In the case of Fig. 2, it ranges from 5 to 8.

3.4 Experimental Results

Here, we evaluate the proposed method in terms of area overhead, fault coverage,
fault efficiency and test generation time.

The following experiment was performed on a Sun Fire V890 workstation
(CPU: UltraSPARC IV 1.35GHz × 8, Memory: 64GB). TetraMAX from Synop-
sys was used as a stuck-at test generation tool, and its backtrack limit was set to
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Table 1. Circuit characteristics

Circuit #PIs #POs #FFs Area

EWF 57 32 352 9,276

IIR 48 32 224 16,519

JWF 44 32 224 6,947

LWF 35 32 96 2,614

Paulin 41 64 192 19,174

Tseng 104 32 160 12,150

Table 2. Area overheads

Circuit
Area OH [%]
ES SS Ours

EWF 64.5 26.6 16.9

IIR 23.1 9.5 5.4

JWF 54.8 22.6 16.1

LWF 62.4 25.7 8.6

Paulin 17.0 7.0 4.7

Tseng 22.4 9.2 3.7

100. We applied our method to six 32bit datapath circuits [16]. The characteris-
tics of the circuits are shown in Table 1. Columns “#PIs,” “#POs” and “#FFs”
list the number of PIs, POs and FFs, respectively. Column “Area” gives the area
of a circuit which is estimated by Design Compiler from Synopsys, where the
area of a 2-input NAND gate is considered to be 2. In this experiment, we com-
pared the proposed method to fully enhanced scan testing and broadside testing
based on the full scan method.

We first show area overheads needed for the three methods considered. In
our method, acyclic kernel circuits for all the circuits were obtained by using the
exact algorithm in [4]. Table 2 lists area overheads. In the table, fully enhanced
scan testing, broadside testing based on the full scan method and the proposed
one are denoted by “ES,” “SS” and “Ours,” respectively. In estimating area
overhead, the areas of an ESFF and an SFF were 27 and 17, respectively. For all
the circuits, we achieved the lowest area overheads. Since the proposed method
is based on partial scan design, we can achieve low area overhead compared with
the other methods.

Next, we show test generation results. In this experiment, we compared fault
coverage, fault efficiency and test generation time of our method with those of the
other two methods, and fault simulation was not invoked. In “ES,” to generate
transition tests, constrained stuck-at test generation were performed on a com-
binational circuit that consists of two independent copies of the combinational
part of a given circuit. For example, to generate a two-pattern test for a slow-
to-rise transition fault, we performed stuck-at test generation for the stuck-at
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Table 3. Test generation results

Circuit Method #flts FC [%] FE [%] TGT [s] Model Size

ES 99.86 100.00 27.69 11,512
EWF SS 17,646 99.86 100.00 23.34 11,512

Ours 99.86 100.00 32.62 26,268

ES 99.85 100.00 106.31 28,558
IIR SS 38,444 99.85 100.00 104.27 28,558

Ours 99.85 100.00 229.43 83,574

ES 99.88 100.00 15.76 9,414
JWF SS 13,692 99.88 100.00 14.65 9,414

Ours 99.88 100.00 14.35 16,788

ES 99.83 100.00 3.51 3,308
LWF SS 4,804 99.81 100.00 3.64 3,308

Ours 99.81 100.00 2.77 6,171

ES 100.00 100.00 165.33 34,508
Paulin SS 46,248 100.00 100.00 164.12 34,508

Ours 100.00 100.00 252.15 51,762

ES 100.00 100.00 83.07 21,100
Tseng SS 28,592 99.68 100.00 101.81 21,100

Ours 99.68 100.00 154.58 33,051

0 fault in the second copy under the following constraint: the value of 0 must be
set to the corresponding site in the first copy. Similarly, in “SS,” we performed
constrained stuck-at test generation on a combinational circuit corresponding to
the two time frames of a given circuit. For example, to generate a two-pattern
test for a slow-to-rise transition fault, we performed stuck-at test generation for
the stuck-at 0 fault in the second time frame under the following constraint:
the value of 0 must be set to the corresponding site in the first time frame.
Table 3 lists the test generation results. Column “#flts” represents the number
of targeted transition faults. Columns “FC [%],” “FE [%]” and “TGT [s]” de-
note fault coverage, fault efficiency and test generation time, respectively. The
last column “Model Size” represents the average area of broadside test genera-
tion models in “Ours,” and the area of the test generation model used in each
case of “ES” and “SS,” which are estimated by Design Compiler. In Table 3, all
the methods achieved complete fault efficiency. However, in the case of “LWF”
and “Tseng,” some untestable faults in “SS” and “Ours” were unintentionally
detected in “ES.” Thus, in terms of over-testing, “ES” is not desirable. Since
our broadside test generation model is larger (about 2.0 times larger on aver-
age) than the test generation models used in the other two methods, the test
generation time of our method increased in some circuits. However, we consider
our method to be comparable to the other two methods in test generation time.
The reason is as follows. In [19], the time complexity for practical instances of
the test generation problem for combinational circuits was claimed to be O(n3),
where n is the size of a combinational circuit. Nevertheless, it was not observed
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in our method. For example, in “IIR,” the test generation time of our method
was only about 2.2 times longer than that of the other two methods, although
the size of our broadside test generation model was about 2.9 times larger than
that of the test generation models used in the other two methods.

From the above results, we can see that our method can provide a good
trade-off between area overhead and test generation effort. It is conceivable that
the proposed method can also work efficiently for more complex circuits because
combinational stuck-at test generation is performed.

4 Variations of Broadside Transition Testing of Partial
Scan Circuits

4.1 Two Test Application Strategies

As mentioned in Sect. 2.1, the scan-per-vector strategy or the scan-per-test strat-
egy can be used during test application. By using the iterative array model [3]
of a partial scan circuit, the two test application strategies can be represented
as Fig. 8. In Fig. 8, each box represents the combinational part of the partial
scan circuit. In the case of the scan-per-vector strategy, inputs (resp. outputs)
corresponding to SFFs shown in Fig. 8(a) are considered to be primary inputs
(resp. primary outputs) except in the fault activation phase. For the stuck-at
c ∈ {0, 1} fault in the iterative array model of Fig. 8(a), a test pattern which
detects the stuck-at fault with satisfying the constrained value of c is equivalent
to a broadside test for the corresponding transition fault. Since we consider a
partial scan circuit whose kernel circuit is acyclic, the fault initialization and
fault effect propagation phases are bounded. Therefore, the length of a broad-
side transition test is at most 2d + 2 where d is the sequential depth of the
kernel circuit. Indeed, our test generation model proposed in Sect. 3.1 can be
interpreted as a compact and sophisticated model of the iterative array model.

In the case of the scan-per-test strategy, inputs (resp. outputs) corresponding
to SFFs shown in Fig. 8(b) are considered to be primary inputs (resp. primary
outputs) only in the first time frame (resp. last time frame). This test appli-
cation strategy has some advantages against the scan-per-vector strategy. Since
few scan operations are required compared to the scan-per-vector strategy, the
scan-per-test strategy is effective in test application time. Furthermore, over-
testing can be alleviated compared to the scan-per-vector strategy, because the
circuit behavior under the scan-per-test strategy is more similar to the original
circuit behavior than that under the scan-per-vector strategy. Clearly, the set
of untestable transition faults under the scan-per-test strategy is a superset of
the set of untestable transition faults under the scan-per-vector strategy. It is
notable that, unlike the scan-per-vector strategy, there are no restrictions on
the scan clock and the normal FFs in the scan-per-test strategy. Thus, since
the scan-per-test strategy has some desirable properties, an efficient method to
generate broadside transition tests under the scan-per-test strategy should also
be investigated in the future.
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4.2 Fault Sizes

In this work, we only target transition faults whose sizes are one. However, it
is important to consider fault sizes during test generation to detect large delay
defects. Here we mention how to detect transition faults whose sizes are more
than one in a partial scan environment.

In [21], transition faults whose sizes are more than one in a full scan circuit
were handled. The basic idea used in [21] can easily be adapted to partial scan
circuits. Again, we use the iterative array model of a partial scan circuit to ex-
plain how transition faults whose sizes are more than one are handled. Figure 9
shows the iterative array models under the scan-per-vector and scan-per-test
strategies to generate a broadside test for a transition fault whose size is more
than one. For the stuck-at c ∈ {0, 1} fault in Fig. 9(a) (also (b)), a test pat-
tern which detects the stuck-at fault with satisfying the constrained values of
c, c̄, . . . , c̄ corresponds to a broadside test for the corresponding transition fault
whose size is more than one. For example, in the case of a slow-to-rise fault whose
size is three, four clock cycles are required to activate the transition fault. In the
iterative array model, a test pattern for the corresponding stack-at 0 fault sets
the constrained values of 0, 1, 1 to the time frames corresponding to the fault
activation phase. In this way, transition faults whose sizes are more than one
can be handled for partial scan circuits. However, a more precise analysis will
be needed in future work.

5 Conclusions and Future Work

In this paper, we investigated broadside transition testing of partial scan circuits.
The proposed scheme can utilize existing combinational stuck-at test generation
tools to generate broadside transition tests. From a practical point of view,
this feature is very useful because existing techniques for combinational stuck-at
test generation reach a mature level. Through experiments, we showed that our
method can reduce area overhead and can generate broadside transition tests in
reasonable test generation time.

As mentioned in Sect. 4, broadside transition testing of partial scan circuits
under the scan-per-test strategy should be investigated in the future. Moreover,
fault sizes should be taken into account in future work. We also plan to extend
the proposed method so that the path delay fault model can be handled.
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Abstract. The growing complexity of multiprocessor systems on chip make the
integration of Intellectual Property (IP) blocks into a working system a major
challenge. Networks-on-Chip (NoCs) facilitate a modular design approach which
addresses the hardware challenges in designing such a system. Guaranteed com-
munication services, offered by the Æthereal NoC, address the software chal-
lenges by making the system more robust and easier to design.
This paper describes two existing bus-based reference designs and compares the
original interconnects with an Æthereal NoC. We show through these two case
study implementations that the area cost of the NoC, which is dominated by the
number of network connections, is competitive with traditional interconnects.
Furthermore, we show that the latency in the NoC-based design is still accept-
able for our application.

1 Introduction

The integration of different types of cores like CPUs, DSPs, ASIPs and accelerators into
a working system is a major challenge. The bottleneck in such multiprocessor architec-
tures shifts from computation towards communication. Getting the right data at the
right place at the right time will dominate the architecture. Currently busses and custom
interconnects (point-to-point, crossbar switches) are often used, but with an increas-
ing number of cores designed in technologies with decreasing dimension, they do not
sufficiently address hardware problems (deep sub-micron VLSI design) and software
problems (application programming). Networks-on-Chip (NoCs) tackle these problems
and therefore are a better answer to the integration challenges.

First, hardware problems: NoCs help to answer some basic deep sub-micron ques-
tions because they structure the top level wires in a chip, and facilitate modular design
[17]. Structured wiring results in predictable electrical parameters, such as crosstalk,
etc. NoC interconnects are segmented and multi-hop. The advantage of segments is that
only those segments are activated that are actually used in the communication. So only
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those segments dissipate power. Multi-hop is needed because the transport delay from
source to destination can become longer than the clock period.

Second, software problems: To reduce the programming effort proper transport level
services have to be defined. In particular, networks on chip that offer guaranteed com-
munication services (such as the Æthereal NoC [7] used in this paper) make systems
on chip more robust, easier to design [8] and easier to program with a much lower non-
recurring engineering cost. NoCs also provide concurrency, i.e. several transactions can
be dealt with simultaneously.

NoCs are modular because they are built with only two parameterisable components
(routers and network interfaces), that are combined in a scalable fashion to form the
complete interconnect. New IP blocks can easily be added without changing the existing
ones and guaranteed communication services assure that the performance of an IP block
is not affected by the performance of other IP blocks. To guarantee bandwidth and
latency, resources such as buffers and links must be allocated to connections [4], as
we shall see later. The use of an automated tool chain that generates and verifies NoC
hardware and software [6] is a key ingredient for successful deployment of NoCs.

Considering the analysis above the introduction of NoCs is unavoidable and the
question becomes ”What is the impact on area and performance?”. This isn’t easy to
quantify. In [12] a general (artificial) design example is used. This paper follows a
different approach. We start from two real-life applications and use two bus-based ref-
erence designs, one for an audio application and one for a video application. Audio and
video applications have different demands in terms of communication, i.e. the required
communication bandwidth and burst size for video are larger than for audio. The ref-
erence design for audio is NXPs in-car digital radio [18, 2]. The reference design for
video is a programmable multi-standard Orthogonal Frequency-Division Multiplexing
(OFDM) receiver [11, 9]. We compare the existing bus-based reference system-on-chips
and compare it with several alternative NoC-based solutions.

The outline of this paper is as follows. Section 2 describes the in-car digital ra-
dio solution which is used as the reference design for our audio application. Section 3
describes the multi-standard OFDM demodulator and decoder which is used as the ref-
erence design for our video application. The NoC architecture is introduced in Section
4. Section 5 evaluates different NoC designs and compares these with the two reference
designs. Finally, in Section 6 conclusions are drawn.

2 In-Car digital entertainment

In this section we introduce the reference design for our audio application and extract
the application communication requirements. These requirements are used for dimen-
sioning the NoCs, which eventually will be compared with the interconnect of the ref-
erence design.

ThereferencedesignisNXP’s in-cardigital radiochipSAF7780[18, 2].TheSAF7780
is among others things capable of terrestrial reception, compressed audio playback and
handsfree voice with acoustic echo cancellation, possibly in different use-cases like
single versus dual media sound. Next to the audio application, the user application is
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Fig. 1. The architecture of the SAF7780

executed on a programmable CPU which is integrated in the chip. In this paper our
focus is on the audio application.

2.1 SAF7780 reference architecture

The SAF7780 reference architecture is shown in Fig. 1. It is a heterogeneous multipro-
cessor architecture combining a programmable CPU core (ARM), programmable DSP
cores (EPICS), hardware accelerators (FIR, CRD) and peripherals. There are different
interconnects in different parts of the architecture. The main interconnects are the In-
ter Tile Communication (ITC), the Digital In/Out (DIO) switch and a multilayer Amba
High-speed Bus (AHB). An ARM subsystem, connected to this AHB, is used to con-
figure and bootstrap the chip. Part of the user application is also executed on this ARM
processor.

The four EPICs cores together with the ITC and DIO interconnects are the DSP
subsystem where most of the signal processing takes place, e.g. audio processing. In
our comparison we focus on this subsystem and replace the ITC and DIO interconnects
with a NoC. The ITC channels and DIO switch are briefly described below:

ITC channels: an EPICS DSP core with its local memory (P, Y and X) is called
a tile. An EPICS DPS core can write data in the memory of another tile, via an ITC
channel. Reading from the memory of another tile is not implemented because it was
not required by the application. There is an ITC channel from every tile to all other tiles.
Tiles and the ITC interconnect are clocked at 125MHz.

ITC is based on address-based transactions. Each tile has its own address space. A
specific region of this address space is mapped to an ITC channel. The ITC channel
translates the address coming from the source tile to the address in the address space
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Fig. 2. Application requirements after mapping the audio application

of the destination tile. The address ranges and address translations are programmable at
run time. Typically they are programmed only once per use case (mode).

DIO switch: The DIO switch connects four EPICS DSP cores to peripherals and
application specific cores (hardware accelerators). Registers in peripherals and applica-
tion specific cores are memory mapped in the address space of an EPICS DSP core. The
peripherals, application specific cores, DIO switch and tiles are synchronous, clocked
at 125MHz.

Each peripheral and application specific core is assigned to only one EPICS DSP
core so that no arbitration is needed, therefore, the EPICS DSP core can access the
data in one clock cycle. The assignment of peripherals and application specific cores to
EPICS DSP cores is programmable at run time. This assignment is programmed only
once per use-case (mode).

2.2 Communication requirements

The audio application processes streams of data and has real-time constraints. Such a
streaming application can be presented by a graph that consists of tasks that communi-
cate via channels, which are mapped onto the interconnect. The application communi-
cation requirements as a number of such connections is shown in Fig. 2.

Connections 1 through 18 have a peripheral as a source or destination. In Fig. 2 these
peripherals are represented by the Input/Output (IO) box to keep the figure simple. In
the NoC-based architectures each peripheral is connected to a network interface port.

The connections are data connections but there are also control connections. So
there are two traffic classes:

– Data connections (1-29): streaming connections represented by the edges in the
task graph. Symbol sizes vary between 1 word and 512 words.

– Programming connections (30-33): are used only at application start up to load the
program memories and control registers of the various cores and IP blocks.
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The Bandwidth and latency requirements are as follows:

Bandwidth requirements: the connection bandwidth requirements are derived from
the overall symbol throughput and symbol sizes. The symbol throughput is 8 Khz for
speech (telephone and navigation), between 40 and 48 Khz for audio and 325 KHz
for the modulated radio signal. Symbol sizes vary from 1 word for a mono sample to
512 words for the input of the MP3 decoder.

The audio application has low average bandwidth requirements and most of the
communication bursts are small. The average bandwidth requirements for connections
1-23 is between 40 KBytes/sec for the MP3 decoder input and 2 MByte/sec for the ter-
restrial radio demodulation input. The required average bandwidth between an EPICS
DSP core and the Coordinate Rotation Digital computer (CRD) hardware accelerator is
approximately 44 MByte/sec, which can be accommodated easily by the interconnect.

The amount of bandwidth assigned to programming connections effects only the
stat up time of the application, which is not critical. Therefore, little bandwidth is given
to these connections.

Latency requirements: Latency influences both (i) total time data takes to pass
through the processing chain, and (ii) the throughput if the graph contains loops due
to feedback or control. The loops cause a problem because they limit the possibility of
pipelining and algorithmic transformations are needed to increase the performance.

The SAF7780 contains an adaptive filter with such a feedback loop. New filter
coefficients are calculated and updated for every sample. The calculation of the filter
coefficients is computed on the EPICS DSP core in cooperation with the CRD hard-
ware accelerator. The round-trip latency, from the DSP to the accelerator and back, is
composed of interconnect latency and computation latency. Backward compatibility of
software is possible if the round-trip latency is not increased, after replacing the DIO
switch with a NoC.

The SAF7780 is implemented in 0.18 µm technology. The EPICS DSP core and
CRD hardware accelerator share the same clock with a clock frequency of 125 MHz.
The EPICS accesses the input and output registers of the CRD in one clock cycle. The
round-trip latency is determined by the computation latency of the task executed on the
CRD, which is 36 clock cycles. Therefore, the round-trip latency is 36/(125 · 106) =
288 ns.

3 Digital Video Broadcasting - Terrestrial

In this section we introduce a second reference architecture which is a demonstrator and
prototype of a fully programmable multi-standard OFDM demodulator and decoder us-
ing Silicon Hive cores. It is therefore a true software-defined radio design. In this paper
we focus on the Digital Video Broadcasting - Terrestrial (DVB-T) [15, 3] application.

3.1 OFDM reference architecture

The OFDM reference architecture is shown in Fig. 3. It includes the processing cores
(Bresca, Avispa1, Avispa2, Fec Inner, Fec Viterbi, Fec Outer) and peripherals with their



322 Arno Moonen et al.

Fig. 3. Overview of the reference OFDM architecture. Note the AHB2DTL blocks that convert
DTL to AHB and vice versa.

interconnects. The main interconnect structure is a bridged multilayer Amba High-
speed Bus (AHB0 and AHB1) and a semi-static Peer-to-Peer Streaming Data (PPSD)
switch. An ARM subsystem, connected to AHB0, is used to configure and bootstrap the
processing cores. Most of the IP components use Philips’s Device Transaction Level
protocol (DTL) [14] as the interconnect-independent interface. The DTL is based on
4 profiles that support address-less streaming (PPSD) and single/burst/stream address-
based transactions (MMIO/MMBD/MMSD, respectively). Adapters are used to con-
vert from DTL to interconnect-specific protocols such as AHB and back. Notice that
some adapter blocks also function as concentrators/distributors multiplexing bus traffic
to/from multiple IP ports.

In our comparison we replaced AHB1 and the PPSD-switch with a NoC as these
constitute the critical communication subsystem. The multilayer AHB and PPSD-switch
are briefly described below:

Multilayer AHB: the Amba High-Speed Bus (AHB) [1] is a high-speed bus architec-
ture. Multi-layer AHB (ML-AHB) and AHB-lite are super- and subsets, respectively,
of this architecture. AHB-lite is a subset of the AHB bus protocol which only allows for
one master, requiring no arbitration and saving some signals (request, grant, retry and
split).

Multi-layer AHB (ML-AHB) is an interconnection architecture that extends the
AHB bus architecture. It provides parallel accesses between multiple masters and slaves
(Fig. 4) to increase the overall bus bandwidth and flexibility in the system architec-
ture. The ML-AHB crossbar interconnection matrix has a higher area cost than stan-
dard AHB. The number of bus layers in one bus segment depends on performance and
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Fig. 4. Schematic of master-to-slave paths of a N-layer AHB(-lite) system.

clock-speed constraints (due to layout/placement). To achieve high clock speeds it may
be desirable to split the bus.

The ML-AHB1 bus segment we take in our comparison is designed and verified for
80 MHz operation and contains 8 AHB-lite layers, each layer providing full connectiv-
ity to all slaves.

PPSD Switch: part of the interconnect structure is based on streaming point-to-
point channels (DTL-PPSD). The PPSD switch allows connections to be programmed
at run time. It consists of a single crossbar switch implemented using multiplexers and
input/output FIFOs, and is clocked at 80 MHz. Connections are point to point and set
up only once per use case (mode).

3.2 Communication requirements

Fig. 5 displays the DVB-T application communication requirements as a number of
connections. Strictly speaking, the concept of connections does not exist for the original
architecture because from the processor perspective, communication is address-based
and the system is fully connected, i.e. each device can address any other device in the
system.

The connections are categorised into four traffic classes:

– Data connections (1-9): high-bandwidth streaming connections. Symbol sizes vary
between 1 word and 8K words and are constant per connection.

Fig. 5. Application requirements after mapping on cores.
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– Control connections (10-11): low-bandwidth streaming connections on which a
control word is sent for every DVB-T symbol that a core has processed.

– Token connections (12-15): low-bandwidth streaming connections used to send
synchronisation tokens between processing cores. Synchronisation is based on avai-
lable memory blocks.

– Programming connections (16-22): are used only at application start up to load the
program memories and control registers of the various cores and IP blocks.

The Bandwidth and latency requirements are as follows:

Bandwidth requirements: the connection bandwidth requirements are derived from
system’s overall required symbol throughput, symbol sizes and processor IO-rates. The
DCT processing symbol sizes (8K words), and correspondingly the communication
bursts, are large. Moreover, the processors operate a frequency higher than the bus
frequency. As a result, the processors can saturate the bus. Hence the peak through-
put of the high-bandwidth connections (520 MBytes/sec per connection) is limited
by the AHB bus (320 MBytes/sec). The peak throughput is therefore spread out over
time. This is allowed because the average throughput per connection ranges from 3
to 36 MWords/sec, which can be accommodated easily by the interconnect. The same
reasoning applies to the programming connections. They are given little bandwidth be-
cause it affects only the start-up time of the application, which is not critical.

Latency requirements: the interconnect latency is negligible compared to the total
processing time, making control and synchronization connections most latency critical.
Cores send a few control tokens to the predecessor core halfway during the processing
of a symbol, which should arrive before the next symbol is processed on the predeces-
sor core. However, control loops are present only on cores that process relatively big
symbols and, as a result, control latency requirements are low.

3.3 Area cost

Table 1 shows the area cost of the total interconnect. The busses and PPSD switch
achieve 80 MHz after synthesis. The total interconnect area amounts to only a few per-
cent of the total system-on-chip area.

In last two sections we introduced two reference designs and their application com-
munication requirements. The NoC, which is described in next section, is dimensioned

Table 1. Interconnect area of the original design.

AHB routing logic 0.119 mm2

AHB/DTL adapter 0.996 mm2

PPSD switch 0.563 mm2

Total interconnect area 1.68 mm2
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with the communication requirements and compared with the interconnects of the ref-
erence designs in Section 5.

4 Æthereal NoC

In this section we introduce the relevant characteristics of the Æthereal NoC [7], in
particular the network interface (NI) [16].

4.1 NoC architecture

The NoC is composed of NIs and routers interconnected by links. NIs translate the IP
protocols to NoC-internal packet-based protocols, offering two types of connections
(or service classes): guaranteed throughput (GT), and best effort (BE). Data that is
sent on BE connections is guaranteed to arrive at the destination, but without minimum
bandwidth and maximum latency bounds. End-to-end flow control is used to ensure
loss-less data transfer. GT connections use time-division multiple access (TDMA) to
give hard (worst-case) guarantees on minimum bandwidth and maximum latency. Both
GT and BE connections use source routing, i.e. the path to the destination is decided at
the initiator NI. The initiator NI must be configured with this path, as we shall see later.

Data is sent from one NI to another using packets and is buffered using wormhole
routing for low buffering costs. Every router contains GT input buffers consisting of
one flit (3 words of 32 bits), and BE buffers of eight flits (24 words). TDMA router
buffers require only one flit, as GT packets never stall in the router network. This is
accomplished by globally scheduling packet injection from the NIs to the routers in
such a way that packets never use the same link at the same time (thus avoiding con-
tention). The pipelined virtual circuits that are implemented this way have a guaranteed
minimum bandwidth (roughly, the number of slots reserved for the GT connection) and
bounded latency (roughly, the waiting time until the appropriate slot, plus three cycles
per router along the path). The TDMA slot allocation is an optimisation problem, per
use case (or mode) of the NoC. We currently solve it at design time, resulting in a num-
ber of configurations. At run time these configurations are programmed (or loaded) in
the NoC.

BE connections use slots that have not been reserved, or have not been used by
GT packets. BE packets are scheduled dynamically at run time, and their behaviour
(bandwidth, latency) is therefore not predictable.

4.2 Network interfaces

The network interface (Fig. 6) is split in a fixed kernel and variable shells. A NI shell
converts transactions (e.g. read and write) of a particular IP protocols, such as DTL [14],
to transport-layer messages. The NI kernel converts these generic messages into network-
layer GT or BE packets. Shells are a modular layered approach: they confine protocol
specific functionality; they can be composed to build complex protocols; and they allow
multiple different IP ports to use a single NI [16].
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Fig. 6. Simplified network interface architecture.

The NI kernel contains FIFOs for three purposes. (i) They implement the clock
boundary between IP blocks and the NoC. (ii) They decouple and isolate IP communi-
cation behaviour from the NoC behaviour. That is, data bursts from IP are buffered to fit
the TDMA transmission schedule, and vice versa. (iii) They hide the round-trip latency
of end-to-end flow control credits, which increases the buffer sizes by a few percent.

A connection uses two channels for every master-slave pair, with two buffers each.
In order of use the connection buffers are: the initiator NI request buffer, the target NI
request buffer, the target NI response buffer, and the initiator NI response buffer. As
an example, Fig. 6 shows an initiator NI with three connections. The bottom two con-
nections are simple connections of a master to a single slave, each using a request and
a response buffer. The top connection is a narrowcast connection, in which a master
communicates with multiple (in this case two) slaves using two channels. The connec-
tion uses four buffers in the initiator NI. In traditional address-based interconnects the
processor can address each device. The narrowcast shells transparently implement the
address-to-connection conversion for backward compatibility.

NIs must be programmed with the appropriate configuration at run time. This is
performed using a memory-mapped IO (MMIO DTL profile [14]) configuration port
on each NI. This configuration port is looped back to a target IP port (the bottom port
in Fig. 6). The NoC is configured using itself, and no separate control interconnect is
required [7].

4.3 NoC design flow

The NoC design flow we use consists of a number of tools for NoC generation, IP
mapping, configuration, performance verification and simulation as shown in Fig. 7.
Tools communicate using XML formats [6]. Note that our experiments do not include
recent improvements to mapping, routing, and TDMA slot and buffer allocation [10].
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Fig. 7. NoC design flow overview.

The input to the NoC flow consists of the specification of the required communi-
cations (i.e. connections) for each use case (mode). For each connection the required
protocol, bandwidth, latency, and burst size is specified. For all ports on all IP blocks
the protocol and protocol related settings are also given. First, the NoC topology is se-
lected, and the mapping of IP ports on the NI ports is determined. The topology XML
file, with back-annotated buffer sizes, is used to generate RTL VHDL for gate-level
synthesis.

The routes through the NoC of all connections, and the TDMA slots of all GT
connections are then computed. The resulting XML file can be used to configure the
NoC directly, or can be translated to C for compilation on embedded processors that
configure the NoC.

The NoC description, the IP port mapping, and the configuration are used by the GT
verification tool, which analytically verifies the guaranteed performance of GT connec-
tions, i.e. minimum bandwidth, maximum latency, and required buffer sizes [4].

4.4 NoC Area Cost

The NoC cell area is composed of router area and NI area. The router area depends
on the number of routers, their degree (number of inputs and outputs) and the type of
router (GT+BE, GT only). The GT and BE buffers in the router have a fixed size. The
number of routers and their degree is determined by the topology. We select the smallest
topology for which a successful mapping and configuration can be found from a set of
templates (meshes in this case). There are two types of routers, GT+BE and GT-only.
The GT+BE router contains GT and BE buffers whereas the GT-only router contains
only GT buffers. Therefore, the area cost of a GT-only router is smaller than a GT+BE
router. For example, a 6x6 GT+BE router occupies 0.175 mm2, and a 6x6 GT-only
router 0.033 mm2 [7].
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The NI area depends on the number of network interfaces, the number of connec-
tions and the NI buffers. As mentioned before, the buffers decouple the IP behaviour
from the network behaviour and vice versa. A larger transaction burst size means more
bursty traffic, and a larger buffer is required to decouple the IP and the network. The
buffers must also hide the round-trip latency of end-to-end flow control credits. The size
of NI buffers therefore depends on the connection’s transaction burst size and round-trip
latency, which in turn depend on the NoC topology, the mapping of IP ports to NI ports,
the routing, the number of slots in the TDMA table, and the TDMA slot allocation.
These parameters are mutually dependent.

The TDMA table size and slot allocation are determined by the usage of the NoC
links. TDMA serves two purposes: to allocate and enforce different bandwidths to
different connections, and to avoid contention (described before). Contention occurs
within the router network, but also at the links between routers and NIs. Especially
the latter depends very much on the mapping of IP ports to NI ports: if many connec-
tions use the same NI-router link a large TDMA table is required. The former depends
mostly on the topology. A star topology, for example, funnels all connections to a sin-
gle bottleneck, and requires a large TDMA table. A highly connected topology has less
contention because links are less used, and because alternative paths may be available
to route around congested areas.

Thus, the TDMA table size, and the slot allocation are determined by the quality
of the mapping, routing, and TDMA slot allocation algorithms. We use XY routing,
with an incremental slot allocation algorithm. IP port to NI port mapping balances IP
port bandwidths over the NIs, clustering IP ports that communicate heavily on the same
NI. It then minimises the distance (number of hops) between heavily communicating
NIs, taking care not to overload any link. The improved UMARS algorithm [10] that
reduces the TDMA table size, and improves the slot allocation for small buffers was not
yet available at the time of our experiments for the ODFM case study. The improves
UMARS algorithm is used for the SAF7780 case study.

Reducing the area of the NoC requires a trade off between minimising the number
of routers and NIs, and minimising contention (which is easier in a larger NoC).

Assuming 500 MHz operation, testable, with worst-case military back-annotated
lay-out timing, in Philips’s 0.13 µm process technology, with GT+BE routers, [5] de-
termined the following estimations for the router (Equation 1) and NI (Equation 2) area,
respectively. In Equation 1 and Equation 2, p denotes the number of ports, c the number
of connections per port, q the average buffer depth, and a the router degree. For the
NI and router buffers, Equation 1 and Equation 2 count for hardware ripple-through
FIFOs [19] which are faster and smaller than flip-flop-based FIFOs.

AR(a) = (0.808a2 + 23a) · 10−3 mm2 (1)
ANI(p, c, q) = (19.6pc + 0.72pcq + 4.8) · 10−3 mm2 (2)

The designs we compare with in Section 5.1 are all based on minimal TDMA tables.
Furthermore the number of NIs connected to the processing cores and their mapping
was chosen largely equal to the traditional interconnect structure (e.g. each processing
core has a single NI connected to it) as to facilitate the comparison. The tools assume
operation of the NoC at 500 MHz.
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4.5 Connection latency

Latency on a connection from source to destination is defined as the difference between
the time at which the first word of a message has been offered to the network and
the time the last word has been delivered to the destination. That is the so-called total
latency. Total latency is composed of the waiting latency and network latency. If the NI
has no space to accept data coming from the IP, the IP is stalled.

Waiting latency is defined as the difference in time at which the first word of a
message has been written in the initiator NI request buffer and the time this word has
been scheduled for packetization. Two factors contribute to this latency, (i) the first
word of a message has to wait until it reaches the head of the buffer and (ii) it has to
wait until it is scheduled. The latter depends on the distance between two allocated slots
in the TDMA table.

Network latency is a consequence of latency in the NI shells, NI kernels, clock
domain crossings, routers, arbitration and end-to-end flow control. The NI shell intro-
duces two cycles latency in our DTL master shell (due to sequentialization, as part of
packetization) and zero to two cycles latency in the narrowcast and multicast shells (de-
pending on the NI instance). Between one and three cycles latency is introduced by the
NI kernels (as data needs to be aligned to a three word flit boundary). The clock domain
crossing, between source and destination, introduces two clock cycles latency at the
destination clock. Three clock cycles latency is introduced per router. The TDMA ar-
biter causes additional delay. Per TDMA wheel rotation a predefined number of words
can be send over the network. Therefore, the additional latency is a predefined num-
ber of TDMA wheel rotations, which are necessary for transferring the message. The
round-trip latency of end-to-end flow control credits is hidden by sufficiently large NI
buffers [4].

Note that a messages sent on a BE connection has an unbounded latency, because
in the TDMA table no slots are allocated to this connection. From the messages sent
on GT connections it is possible to compute an upper bound from a multi-rate dataflow
model of the GT connection [13].

5 Comparison

In this section we compare the traditional interconnect of each of the two reference
designs with replacement Æthereal NoCs. The area cost of the NoC is computed for
various NoC configurations. The latency of the critical connections is computed for one
NoC configuration.

5.1 Area comparison

In this subsection we assess the impact of (i) the NoC topology, (ii) the use of GT+BE
versus GT-only routers, (iii) the number of connections in the design, and (iv) buffer
depth optimisation.

(i) NoC topology: to explore the impact of the topology on the NoC area we im-
plemented different NoCs without further optimisations. Table 2 contains the estimated
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Table 2. Effects of topology scaling

Design saf7780 1 saf7780 2 ofdm 1 ofdm 2 ofdm 3 ofdm 4
Mesh 1x1 1x2 1x1 1x2 2x2 3x3
# NIs 8 8 8 8 8 9
# TDMA slots 11 11 3 8 8 5
# buffers 148 148 132 132 132 134
Avg. buffer size (words) 6.23 6.52 8.81 9.30 9.42 9.19
FF-FIFO-based synth. (mm2) - - 4.16 4.43 4.84 5.98
Opt.-FIFO-based synth. est. (mm2) - - 1.79 1.84 1.95 2.33
Opt.-FIFO-based est. (mm2) 2.39 2.45 1.99 2.04 2.20 2.66

area results. For synthesis of the NoC we use the Synopsys Ultra Design Compiler us-
ing Philips’s 0.13µm technology and the same wire-load model as the OFDM reference
design. Synthesis effort was set to medium with 200 MHz target clock speed.6 For the
NI and router buffers, the NoC designs used either synthesisable flip-flop-based FI-
FOs (FF-FIFO-based), or estimated area for faster and smaller hardware ripple-through
FIFOs [19], referred to as “optimised FIFOs” (Opt.-FIFO-based). The rows labelled
“FF-FIFO-based synth.” and “Opt.-FIFO-based synth. est.” contain the NoC area as
obtained by synthesis of the entire NoC using FF-based FIFOs, and a synthesis based
estimate using optimised FIFOs, respectively. The row labelled “Opt.-FIFO-based est.”
shows the estimate made by the automated tool chain, using Equation 1 and Equation 2.

The saf7780 1 and saf7780 2 designs are based on 29 GT and 4 BE connections.
Most of the connections have low bandwidth requirements. BE connections are used for
programming connections. All connections can be programmed at run time to be either
GT or BE. The configuration processor uses only one connection to program the NoC.
The buffer sizes of the GT connections were computed by the NoC design flow and for
the BE connections buffers of sizes 8 words where used.

The ofdm 1 - ofdm 4 designs are based on 9 GT and 7 BE connections. They con-
tain 13 additional zero-bandwidth (ZB) connections. The ZB connections are not used
in the DVB-T application, but provide connectivity for other OFDM-based use cases.
The NoC therefore offers the same connectivity as the traditional interconnect, for a
correct comparison. GT connections are high bandwidth and used for the data flow of
the application. BE connections are used for the low-bandwidth tokens, i.e. control and
programming data. For the BE and ZB connections buffers of size 8 words were used,
supporting only low bandwidth communication. The buffer sizes of the GT connections
were computed by the NoC design flow.

saf7780 1-saf7780 2 and ofdm 1-ofdm 4 are all meshes, but of different sizes. Re-
call that the TDMA table size is affected by the number of connections sharing links
between NIs and router (depending mainly on the mapping), and the contention on
links (depending on slot allocation and routing). The 1x1 meshes only have NI-router
contention, leading to a TDMA table with 3 and 11 slots for ofdm 1 and saf7780 1, re-

6 An unoptimised narrowcast shell limited the NoC speed to 200 MHz, all other parts of the
design reached higher clock speeds.
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spectively. The 1x2 (ofdm 2, saf7780 2) and 2x2 (ofdm 3) meshes additionally suffer
from contention in the NoC. The (heuristic) mapping, routing, and slot allocation can-
not compensate for this, and 8 slots are required for the OFDM designs. In saf7780 2
the TDMA table contains still 11 slots because of the NI-router contentions. The 3x3
mesh (ofdm 4) offers more freedom to the algorithms, reducing the TDMA table to 5
slots. Although the TDMA table size impacts the NI buffering cost of high-bandwidth
connections, the large number of low-bandwidth connections lowers the impact on the
NI area. The difference in router area has the most impact on the total NoC area.

Table 3. Area estimation of GT-only optimisation

Design saf7780 1gt saf7780 2gt ofdm 1gt ofdm 2gt ofdm 3gt ofdm 4gt
Mesh 1x1 1x2 1x1 1x2 2x2 3x3
# NIs 8 8 8 8 8 9
# TDMA slots 12 11 9 17 17 11
# buffers 148 148 132 132 132 134
Avg. buffer size (words) 7.42 7.02 9.86 11.29 11.33 10.24
Opt.-FIFO-based est. (mm2) 2.32 2.30 1.85 1.93 2.00 2.15
Difference with BE+GT -2.9 % -6.1 % -7.0 % -5.4 % -9.1 % -19 %

(ii) GT+BE versus GT-only routers: the area of the NoC can be reduced by using
GT-only routers, because the 6x6 GT+BE router occupies 0.175 mm2, and a 6x6 GT-
only router 0.033 mm2 [7]. The row labelled “Opt.-FIFO-based est.” of Table 3 contains
the estimated NoC area with optimised hardware FIFOs and smaller GT-only routers.
All BE connections are converted to GT connections. As a result, the size of the TDMA
table increases to accommodate the additional connections. All buffer sizes are now
computed by the NoC design flow, formerly for BE connections buffer sizes of 8 words
where used. The average channel buffer sizes grow for both designs. Of course, the for-
mer BE connections now have a guaranteed throughput.

The previous designs demonstrate that the NoC cost is mainly determined by the
number of connections (i.e. number of buffers) and the TDMA contention in the NoC
(affecting the TDMA table and the sizes of the buffers). We have illustrated how a
larger NoC (more routers) reduces TDMA contention (and hence buffer cost), with
ofdm 1-ofdm 4. Larger NoCs approximate a fully connected switch with least TDMA
contention (i.e. one router, which is not scalable). We also illustrate that converting BE
connections to GT connections reduces the router area at the cost of increased TDMA
contention (ofdm 1-ofdm 3 versus ofdm 1gt-ofdm 3gt and saf7780 1-saf7780 2 ver-
sus saf7780 1gt-saf7780 2gt).
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Table 4. Area results after connection optimisation

Design saf7780 2 saf7780 2b ofdm 3 ofdm 3b ofdm 3c ofdm 3d
Mesh 1x2 1x2 2x2 2x2 2x2 2x2
# NIs 8 8 8 8 8 8
# TDMA slots 11 8 8 8 6 6
# buffers 148 104 132 52 52 52
Avg. buffer size (words) 6.52 7.15 9.42 9.23 7.46 5.58
FF-FIFO-based synth. (mm2) - - 4.84 2.50 2.30 2.12
Opt.-FIFO-based synth. est. (mm2) - - 1.95 0.98 0.94 0.90
Opt.-FIFO-based est. (mm2) 2.45 1.86 2.20 1.14 1.11 1.07

(iii) number of connections: the following designs use specific optimisations that
are design dependent, unlike the previous trade offs that could all be automatically
generated by the design flow.

In saf7780 2b the number of GT connections is reduced from 29 to 18 for deter-
mining the impact on the number of connections. This reduction of connections in the
NoC is achieved by sharing the low-bandwidth connections from and to peripherals
by means of combining the peripherals in one tile. The number of buffers is reduced
from 148 to 104. Although, the number of TDMA slots are reduced (11 to 8) the aver-
age buffer depth is slightly increased (6.52 to 7.15) because we remove mainly small
buffers. When comparing the area of saf7780 2b with the traditional interconnect, the
increase is a few percent on the total chip area.

ofdm 3b is based on the 9 high-bandwidth GT connections only, and unused ports
are removed. This resembles the application’s main data flow only. ofdm 3b serves
to assess the impact of the low-bandwidth connections on the NoC. We remove them
from the NoC with the assumption that we can share the low-bandwidth connections
(i.e. buffers & TDMA slots). The number of TDMA slots is not lower, but the number
of buffers is more than halved (132 to 52). However, the average buffer depth does
not change much (9.42 to 9.23). In other words, the low-bandwidth connections (using
either GT or BE) use a significant number of buffers, but do not cause much contention.

ofdm 3c further reduces NI buffering by limiting the peak throughput from the ap-
plication’s maximum (520 MBytes/sec), for which the NoC was dimensioned, to the
theoretical maximum of the traditional interconnect (320 MBytes/sec). This gives a
fairer comparison with the reference interconnect. The size of the TDMA table is re-
duced (from 8 to 6), as is buffering (9.23 to 7.46 average buffer depth).

(iv) buffer depth optimisation: ofdm 3d takes the previous optimisation one (dan-
gerous) step further. Rather than allocate the maximum (worst-case) throughput, it uses
simulation to determine the required buffer sizes. This can be achieved by simulating the
entire SoC with infinite buffers and recording their maximum fillings. This reduces the
maximum buffer sizes of the high-bandwidth connections from ∼50 to ∼10. Of course,
these maxima result from a limited number of simulations, and may not be large enough
to guarantee bandwidth and latency, unlike the analytically computed buffer sizes.
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Fig. 8. (Left) Area comparison results for different mesh sizes. (Right) Area comparison results
for connection-optimised Æthereal designs. The left-most four designs prefixed with FF are based
on flip-flop FIFOs, the next four designs are based on optimised FIFOs. The right-most column
contains the original interconnect area break down for the OFDM reference design.

The impact on the average buffer size and total area is small because only the request
buffers of (write-only) high-bandwidth connections are reduced. The response buffers
and programming connections are not changed. For the saf7780 designs the buffer sizes
are already small, therefore, the impact on the average buffer size and total area is
limited.

Fig. 8 contains a bar chart with the left-most eight bars showing the area of ofdm 1-
ofdm 4 for FF-FIFO-based synth.” and “Opt.-FIFO-based synth. est.”, respectively. The
right-most bar contains the original interconnect breakdown. We divided the area in
logic for routing (bus or routers), logic for (bus or network) interfaces, and buffering
cost (all buffers and state variables in the interconnect). This distinction can be eas-
ily obtained from gate-level synthesis. Buffering cost includes all flip-flops and FIFOs
(RAMs are not used).

In this section we investigated the impact of the NoC topology, the use of GT+BE
versus GT-only routers, the number of connections in the design, and buffer depth opti-
misations. Below we investigate the latency of the critical connections.

5.2 Latency comparison

In the OFDM designs control loops are present only on cores that process relatively
big symbols and, as a result, there are no stringent latency requirements. However,
in the SAF7780 design the audio application contains a control loop which lead to
a tight latency constraint in the communication between the EPICS DSP core and the
CRD hardware accelerator. This round-trip latency is 288ns with the current DIO switch
running at 125 MHz, as described in Section 2.2. In a NoC-based architecture, the
EPICS and CRD are attached to two different NIs. Clock domain crossing in the NI
kernels enable the CRD to process at a higher clock frequency. The round-trip latency
is composed of interconnect latency and computation latency. A higher clock frequency
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Fig. 9. Round-trip latency between the EPICS DSP core and CRD hardware accelerator

for the CRD results in a lower computation latency and more relaxed constraint for the
interconnect latency.

The round-trip latency from the EPICS to the CRD and back to the EPICS is il-
lustrated in Fig. 9 with the dashed arrow. For the purpose of analysing the round-trip
latency we assume an implementation in 0.13 µm technology. The clock frequency of
the EPICS is taken 125 MHz, which is the same as in the SAF7780. The network can
run at a clock frequency of 500 MHz in 0.13 µm technology. In this technology it is
expected that the CRD can run at a clock frequency of 250 MHz. There is a connection
from the EPICS to CRD and a connection from the CRD to EPICS. Both connections
are configured as GT connections. The end-to-end flow control credits of one connec-
tion are piggy-backed on messages send over the other connection, as illustrated with
the dotted arrows in Fig. 9.

The task executed on the CRD has a computation latency of 36/(250·106) = 144 ns.
The interconnect latency depends on the length of the message and allocation of slots in
the TDMA table. The CRD reads four words from the input connection and writes two
words to the output connection. In the case that address-less streaming communication
(PPSD) is used, no extra data (e.g. control and address) is send in a message. Low la-
tency results can be achieved by reserving many slots spread over the TDMA wheel,
in such a way that the distance between reserved slots is small. For example, reserving
one slot out of every two consecutive slots results in a 50% bandwidth allocation and
an upper bound on the total NI latency of 108 ns. The latency introduced by the clock
domain boundaries and router are 32 ns and 12 ns, respectively. Therefore, the total
round-trip latency is 144+108+32+12=296 ns. This round-trip latency is 2.7 % higher
than the round-trip latency in the SAF7780 (which is 288 ns) but is still acceptable.

In this section we investigated the impact of the NoC topology, the use of GT+BE
versus GT-only routers, the number of connections in the design, and buffer depth op-
timisations. Finally, we computed the NoC latency for the critical connections in the
SAF7780. Below we draw a number of conclusions.
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6 Conclusions

In this paper we presented an interconnect comparison based on two existing software
defined radio designs, one for in-car radio and one for DVB-T. For these two designs
we conclude that it is feasible to replace the traditional interconnects by an Æthereal
NoC and still meet the communication requirements (bandwidth and latency).

NoCs offer a structural and scalable approach for the integration of IP blocks into
a working system. They help to master the deep sub-micron VLSI design problems by
structuring the top level wires in a chip and facilitate modular design. On a software
level the guaranteed communication services, offered by the Æthereal NoC [7], are a
step forward in mastering the programming effort.

Based on two case-study implementations we conclude that the NoCs are competi-
tive in terms of area with current dedicated interconnects. The NoC designs demonstrate
that the NoC area cost is mainly determined by the number of connections (translating
to a number of buffers) and the network topology (affecting the number of routers, the
TDMA table and the sizes of the buffers).

We have illustrated how a larger NoC with more routers reduces TDMA contention
and hence buffer cost. Larger NoCs approximate a fully connected switch with least
TDMA contention (i.e. one router, which is not scalable).

The GT-BE trade off (using BE connections and GT+BE routers, or only GT con-
nections and GT-only routers) is valuable, leading to an area reduction of 19% for a 3x3
mesh NoC. Converting BE to GT increases TDMA contention and hence buffer sizes,
but this is offset by the lower cost of GT-only routers (0.033 mm2 instead of 0.175 mm2

for GT+BE routers).
The large number of low-bandwidth peripheral connections causes most problems.

Either they use GT connections and increase TDMA contention (but not too much), or
they result in the use of BE connections and (expensive) GT+BE routers. Essentially it
is their number rather than their low-bandwidth that causes most cost.

The current Æthereal design flow already automatically finds the smallest regular
topology (mesh, etc.), with the smallest TDMA table and optimised FIFO sizes. Opti-
mised ripple-through hardware FIFOs are an essential component of the Æthereal NoC,
leading to area reductions of around 60%. The experiments in this paper have shown
that it is worthwhile to also automate the BE-GT trade off.

Furthermore, future work will include converting multiple BE connections to a sin-
gle connection with shared buffers and shared TDMA bandwidth. Although the result-
ing connections are still BE, it reduces the number of connections and the number of
buffers, as well as the TDMA contention and the depth of the buffers. The NoC can also
use (inexpensive) GT-only routers.
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E. Waterlander, and P. Wielage. Guaranteeing the quality of services in networks on chip.
In A. Jantsch and H. Tenhunen, editors, Networks on Chip, chapter 4, pages 61–82. Kluwer
Academic Publishers, Hingham, MA, USA, 2003.

9. P. Gruijters, K. Koch, and G. Burns. Flexible embedded processors for developing multi-
standard broadcast receivers. In Proc. GSPx Conference, 2004.
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Abstract. Networks on Chip (NoC) has emerged as the paradigm for
designing scalable communication architecture for Systems on Chips
(SoCs). Avoiding the conditions that can lead to deadlocks in the net-
work is critical for using NoCs in real designs. Methods that can lead
to deadlock-free operation with minimum power and area overhead are
important for designing application-specific NoCs. The deadlocks that
can occur in NoCs can be broadly categorized into two classes: routing-
dependent deadlocks and message-dependent deadlocks. In this work, we
present methods to design NoCs that avoid both types of deadlocks.
The methods are integrated with the topology synthesis phase of the
NoC design flow. We show that by considering the deadlock avoidance
issue during topology synthesis, we can obtain a significantly better NoC
design than traditional methods, where the deadlock avoidance issue is
dealt with separately. Our experiments on several SoC benchmarks show
that our proposed scheme provides large reduction in NoC power con-
sumption (an average of 38.5%) and NoC area (an average of 30.7%)
when compared to traditional approaches.

Keywords: Networks on Chips, Systems on Chips, Message-dependent dead-
locks, routing-dependent deadlocks, topology, synthesis.

1 Introduction

Today’s Systems on Chips (SoCs) consist of a large number of computing and
storage cores that are interconnected by means of single or multiple layers of
buses In order to cope with the large communication demands of such SoCs, a
modular, scalable interconnect based on Networks on Chips (NoCs) is needed
[1]-[6].
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Designing a custom-tailored interconnect that satisfies the performance and
design constraints of the SoC is important to achieve efficient NoC designs [27]-
[32]. A critical, but often neglected issue when designing NoCs is that they have
to guarantee deadlock-free operation. If the NoC has no support to either avoid
or recover from deadlocks, then correct functionality of the system cannot be
guaranteed. This can lead to system crashes and unexpected system behavior,
which is clearly unacceptable for SoCs. Designing efficient methods that avoid
such a situation with minimum power and area overhead is an important research
area in the NoC domain.

The deadlocks that can occur in NoCs can be broadly categorized into two
classes: routing-dependent deadlocks and message-dependent deadlocks [33], [7]-
[12]. Routing-dependent deadlocks occur when there is a cyclic dependency of
resources created by the packets on the various paths in the network. For regular
topologies (such as the mesh, torus), the use of restricted routing functions
based on turn models is an effective way to avoid routing-dependent deadlocks
[9], [10]. For custom application-specific NoCs, obtaining deadlock-free paths is
a bigger challenge [12], [22], [32]. The major focus of this paper is to address
this important issue of obtaining routing and message-dependent deadlock-free
network operation.

Message-dependent deadlocks occur when interactions and dependencies
are created between different message types at network endpoints, when they
share resources in the network. Even when the underlying network is designed
to be free from routing-dependent deadlocks, the message-level deadlocks can
block the network indefinitely, thereby affecting the proper system operation.
An example situation where a message-dependent deadlock occurs is presented
in Figure 1(a). In this example, two of the cores are masters and two other cores
are slaves. In this system, we assume two kinds of messages: request and response.
Consider the following situation: Master 1 sends a request to Slave 1 (Req 1),
Slave 1 is replying to a previously issued request to Master 1 (Resp 1) and at the
same time, Slave 2 sends a response to Master 2 (Resp 2). When requests and
responses share the same links, Resp 2 is waiting for link 1 which is used by Req 1
and Resp 1 waits for link 4 used by Resp 2. Meanwhile, Req1 is waiting for Slave
1, the operation of which has been stalled as Resp 1 could not complete. Thus,
none of the messages can move ahead, leading to a deadlock situation. An inter-
esting point to note here is that message-level deadlocks can be avoided if the
receivers have infinitely large buffering or if they have perfectly ideal operation
(consuming all received data instantly), which would avoid queuing of the pack-
ets in the network. Obviously, such a solution is not feasible to obtain in practice.

In traditional multi-processor interconnection networks, the most common
ways to avoid message-dependent deadlocks are the use of separate logical or
physical networks for the different message types [13]-[21]. This would ensure
that the different message types do not share the network components, thereby
guaranteeing freedom from message-dependent deadlocks. The most common
method to achieve separate logical networks is the of use of separate virtual
channels for the different message types [13]. For the example design presented
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Fig. 1. Example of a message-dependent deadlock and traditional methods available
to remove it.
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in Figure 1(a), each router input will need two virtual channels: one for the
request messages and the other for the response messages (refer Figure 1(b)).
This separation of message types is maintained at all the switches in the network.
In the case of separate physical networks, the request network is built separately
from the response network, an example of which is shown in Figure 1(c). This
is the most commonly used solution in complex bus designs such as the STBus
from STMicroelectronics [19] and several multi-processor designs [20], [21].

In this work, we show that by mapping the different message types onto
different network resources during the topology mapping and synthesis phase,
we can achieve much better NoC designs (in terms of power consumption and
network area) than traditional approaches. We present a topology synthesis al-
gorithm that specifically considers the message types and ensures the creation of
a network that is free from message-dependent deadlocks. We also implement the
common methods of deadlock avoidance: having separate virtual channels and
having physically separate networks for the message types. For all the schemes,
we make the underlying network operation free from routing-dependent dead-
locks by integrating existing methods with our topology synthesis process [12].
We perform experiments on several SoC designs, which show that our proposed
scheme provides large reduction in the NoC power consumption (an average of
38.5%) and area (an average of 30.7%) when compared to the traditional ap-
proaches.

2 Previous Work

The motivation for the use of NoCs has been established in several works [1]-[6].
The use of turn models to avoid deadlocks in mesh and torus networks has been
presented in [10]. There has been a large body of work that have focused on
developing routing-dependent deadlock-free operation for interconnection net-
works [9]-[12]. Several other works exist in the area of recovering from deadlocks
in networks [7], [8].

The design of application specific NoCs has been explored in several works
[24]-[30]. None of these works address the issue of message-level deadlock avoid-
ance, which is critical for proper system operation. Avoiding routing-dependent
deadlocks for mesh topologies has been considered in [24]. Avoiding routing
deadlocks for custom NoC topologies have been presented in [22], [31].

The use of logically separated networks to avoid message-dependent dead-
locks has been utilized in several industrial multi-processors, such as [14]-[17].
The use of physically separated networks to remove message-dependent dead-
locks is used in many designs, such as [20], [21]. In [5], message-level deadlock
freedom is achieved by a different mechanism than using logically or physically
separated networks. It utilizes an end-to-end flow control scheme, which en-
sures that messages are sent from the sender only when the receiver has enough
buffering resources to store them. This is coupled together with a network de-
sign that uses time division multiplexing to divide the network resources among
the various communicating elements, providing guaranteed throughput to con-
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nections. This leads to buffering free network for such connections and removal
from message-level deadlocks. The deadlock avoidance mechanism using their
protocol is presented in [23]. As we target general NoC designs that need not
support such end-to-end flow control mechanisms, we do not compare such a
scheme with our method presented here.
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3 Topology Synthesis with Deadlock Freedom

We implement our routing and message-dependent deadlock-free path selection
routine as a plug-in to an established NoC topology synthesis flow.

3.1 Topology Synthesis Process

We assume that the application kernels are parallelized and mapped onto differ-
ent processors and hardware cores using existing tools, as done in earlier works
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[24]-[32]. The communication traffic flow between the various cores is represented
by a core graph, which is taken as the input to the topology synthesis flow. The
core graph for a small filter example (Figure 2) is shown in Figure 3. The edges
of the core graph are annotated with the sustained rate of traffic flow, multiplied
by the criticality level of the flow, as done in [26].

Before presenting the path selection routine, we first present the basic topol-
ogy synthesis flow. In the topology synthesis procedure (Algorithm 1), we synthe-
size several topologies: starting from a topology where all the cores are connected
to a single switch to a topology where each core is connected to a separate switch.
For the chosen switch count, the input core graph is partitioned into those many
min-cut partitions (refer to step 2 of Algorithm 1). At this point, the communi-
cation traffic flows within a partition has been resolved.

The reason for synthesizing these many topologies is that it cannot be pre-
dicted beforehand as to whether a design with few bigger switches can be more
power efficient than a design with more smaller switches. A larger switch has
more power consumption than a smaller switch to support the same traffic. This
is because, a larger switch has a bigger crossbar and arbiter. On the other hand,
in a design with many smaller switches, the packets may need to travel more
hops to reach the destination. Thus the total switching activity will be higher
than a design with fewer hops, which can lead to higher power consumption.

The partitioning is done in such a way that the edges of the graph that are
cut between the partitions have lower weights than the edges that are within
a partition and the number of vertices assigned to each partition is almost the
same. Thus, those traffic flows with large bandwidth requirements or higher
criticality level are assigned to the same partition and hence use the same switch
for communication. Hence, the power consumption and the hop-delay for such
flows will be smaller than the other flows that cross the partitions.

Now, we integrate in the main flow the core contribution of this work (in
step 4 of Algorithm 1), i.e. an algorithm (PATH COMPUTE) that maps the
communication flows to physical paths while guaranteeing deadlock freedom.
This algorithm is explained in detail in the following paragraphs. Once the paths
for a topology are selected, Algorithm 1 resumes, where the design area, power
consumption and wire-length for the topologies are obtained. Then, the topology
that best optimizes the user objectives and satisfies all the design constraints is
chosen. The topology synthesis flow, without considering freedom from message
level deadlocks, has been presented by us in detail in [32].

In the following subsections, we explain the path selection mechanism (Algo-
rithm 2) that guarantees routing and message-dependent deadlock-free operation
of the NoC.

3.2 Avoiding Routing Dependent Deadlocks

When the PATH COMPUTE procedure is invoked, the number of switches in
the NoC and their connectivity with the cores has already been determined
(cores in the same partition share the same switch). The procedure is used to
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Algorithm 1 Topology Design Algorithm
1: Vary the number of switches in the design from 1 to the total number of cores in

the design. Repeat steps 2 to 7 for each switch count.
2: For the chosen switch count, find that many min-cut partitions of the communica-

tion graph. Cores in each partition are attached to the same switch.
3: Check for bandwidth constraint violations when establishing the switches. The

bandwidth of each link is the product of the NoC operating frequency and link
width, which are inputs to the flow.

4: Find the connectivity between the switches using the function PATH COMPUTE
(presented in Algorithm 2).

5: Evaluate the switch power consumption and average hop-delay based on the se-
lected paths.

6: Perform floorplan of the design. Obtain design area, wire-lengths. Check for timing
violations on the wires and evaluate the power consumption on wires.

7: If solution minimizes objective, satisfies all constraints, note the design point and
the topology.

8: Choose the best topology and design point based on the user objectives.

connect the different switches together and find paths for the traffic that flows
across the partitions.

In the first step of the procedure, we build a complete graph, with each vertex
in the graph representing a switch in the network.

In [12], the authors present a scheme for removing deadlocks in general net-
works. The approach is also utilized in [22] for removing routing-dependent dead-
locks in NoCs. The approach removes routing-dependent deadlocks by prohibiting
certain turns for the packets, thereby avoiding cycles in the network. In the next
step of the PATH COMPUTE algorithm, we invoke the BLOCK TURNS pro-
cedure (Algorithm 3) to remove turns in the logical graph to avoid deadlocks.
When we compute paths later in the PATH COMPUTE procedure, we only use
those turns that have not been blocked by the BLOCK TURNS procedure.

3.3 Avoiding Message-Dependent Deadlocks

In the next step (step 3) of the PATH COMPUTE procedure, the flows are or-
dered in decreasing rate requirements, such that bigger flows are assigned first.
The heuristic of assigning bigger flows first has been shown to provide better
results (such as lower power consumption and more easily satisfying bandwidth
constraints) in several earlier works [25], [31]. Then, for each flow in order, we
first evaluate the message type of the flow (step 4 of Algorithm 2). The message
types can either be fed explicitly by the user, or can be implicitly considered by
the tool. As an example for implicitly considering the type, in shared memory
systems, all the traffic flows that originate from processors and terminate into
memory devices are of request type. While those that originate from the mem-
ories and terminate in the processors are of response type. Note that in shared
memory systems, all inter-processor communication occur through the memory
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devices. Note that, if the connection between any pair of cores constitutes mul-
tiple message types, then each message type needs to be treated as a separate
traffic flow.

Algorithm 2 PATH COMPUTE
1: Build a fully connected logical graph, with each vertex representing a switch in the

NoC.
2: Invoke the BLOCK TURNS procedure, to find the set of turns that are prohibited.
3: For each traffic flow in decreasing order of the bandwidth requirements, perform

steps 4 to 8.
4: Find the message type supported by the chosen traffic flow.
5: For i1 from 1 to number of switches in the current design and j1 from 1 to number

of switches in the current design, repeat steps 6 and 7.
6: If one or more physical links exists between the switches i1 and j1, evaluate whether

any link exists that has already been supporting the current message type & has
bandwidth to support the current flow. If so, find the marginal power consumption
to re-use this existing link.

7: Else find the marginal power consumption for opening and using the link for this
traffic flow.

8: Find the least cost path (path with least power consumption) across the switches.
For any links that were newly established for this traffic flow, associate the message
type of this flow to the links. When selecting paths, choose only those paths that
have turns not prohibited for removing routing-dependent deadlocks (based on the
method from [12]).

9: Return the chosen paths, new switch sizes, connectivity between switches and the
type of message supported by each of the links.

Next, we evaluate the amount of power that will be dissipated across each
of the switches, if the traffic for the chosen flow uses that switch. This power
dissipation value on each switch depends on the size of the switch, the amount
of traffic already routed on the switch and the frequency of operation. It also
depends on how the switch is reached (from which other switch) and whether
an already existing physical channel will be used to reach the switch or a new
physical channel will have to be opened. The last information is needed, because
opening a new physical channel increases the switch sizes and hence the power
consumption of this flow and others that are routed through the switch.

In our NoC architecture, we permit the instantiation of multiple physical
links between any two switches. When finding whether a switch is reachable from
another switch for the current traffic flow, we evaluate whether any physical links
between the switches have already been established. If so, we see the message
type of the traffic flows that have already been routed on the links. From the set
of established links, we choose a link that supports the same message type as the
current traffic flow and has enough bandwidth available to support the current
flow. If no such link is available between the switches, we evaluate the cost of
opening up a physical link for the current traffic flow.
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The process of evaluating the power consumption for the current traffic flow
is repeated for all pairs of switches. Finally (in step 8 of Algorithm 2), the set
of links from the source to destination of the flow that has the least power
consumption is chosen. When choosing the paths, only those paths that do not
use any turns blocked by the BLOCK TURNS procedure is considered. Now
physical connections are actually established on the chosen path and the message
type of the current flow is assigned to the links that have been used for the flow.

Algorithm 3 BLOCK TURNS
1: Select a node with minimum degree from the logical graph.
2: Mark all turns around this node as blocked, and allow all turns that start from this

node.
3: Remove the node and all its adjacent edges from further consideration for this

procedure.
4: Repeat all the above steps, until all the nodes have been considered.

Example 1. Let us consider the example from Figure 4(a). The input core graph
has been partitioned into 4 partitions. We assume 2 different message types: re-
quest and response for the various traffic flows. Each partition pi corresponds
to the cores attached to the same switch. Let us consider routing the flow with
a bandwidth value of 100 MB/S between the vertices v1 and v2, across the par-
titions p1 and p2. The traffic flow is of the message type request. Initially no
physical paths have been established across any of the switches. If we have to
route the flow across a link between any two switches, we have to first establish
the link. The cost of routing the flow across any pair of switches is obtained. We
annotate the edges between the switches by the cost (marginal increase in power
consumption) of sending the traffic flow through the switches (Figure 4(b)). The
cost on the edges from p2 are different from the others due to the difference in
initial traffic rates within p2 when compared to the other switches. This is be-
cause, the switch p2 has to support flows between the vertices v2 and v3 within
the partition. The least cost path for the flow, which is across switches p1 and p2
is chosen. Now we have actually established a physical path and a link between
these switches. We associate the message type request for this particular link.
This is considered when routing the other flows and only those traffic flows that
are of request type can use this particular physical link. We also note the size
and switching activity of these switches that have changed due to the routing of
the current flow.

4 Experimental Platform

We have built accurate analytical models for calculating the power consumption,
area and delay of the ×pipes network components [36].
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Fig. 5. ×pipes building blocks: (a) switch, (b) NI, (c) link

4.1 Architectural Overview

The ×pipes NoC [36], [37] library consists of a set of parameterizable soft-macros
for the network components (Figure 5). The NoC is instantiated by deploying
a set of components in an arbitrary topology and by configuring them. There
are three main components in the ×pipes library: switches, Network Interfaces
(NIs) and links.

The backbone of the NoC is composed of switches, whose main function is
to route packets from sources to destinations. Arbitrary switch connectivity is
possible, allowing for implementation of any topology. Switches provide buffer-
ing resources to lower congestion and improve performance. In ×pipes, output
buffering scheme is utilized, where FIFOs are present on each output port of the
switch. Switches also handle flow control [38] issues of the NoC, which resolves
the conflicts among the packets that request access to the same physical links.
The ×pipes architecture supports the use of different flow control strategies, such
as the ACK/NACK and STALL/GO protocols. For the experiments performed
in this paper, we use the ACK/NACK protocol for flow control.

An NI is needed to connect each IP core to the NoC. NIs convert transaction
requests/responses into packets and vice versa. Packets are then split into a
sequence of smaller units, referred to as flits (FLow control unITS). In ×pipes,
two separate NIs are defined, an initiator and a target one, respectively associated
to system masters and system slaves. A master/slave device will require an NI
of each type to be attached to it. The interface among IP cores and NIs is
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Fig. 6. The MPARM SystemC virtual platform

point-to-point and follows the OCP 2.0 [39] protocol, guaranteeing maximum
re-usability. We use source based routing scheme, where each NI has a look-up
table to specify the path that packets will follow in the network to reach their
destination. Two different clock signals can be attached to NIs: one to drive
the NI front-end (OCP interface), the other to drive the NI back-end (×pipes
interface). The ×pipes clock frequency must be an integer multiple of the OCP
one. This arrangement allows the NoC to run at a fast clock even though some
or all of the attached IP cores are slower, which is crucial to keep transaction
latency low. Since each IP core can run at a different divider of the ×pipes
frequency, mixed-clock platforms are possible.

To get accurate simulation in a flexible environment, we integrate the NoC in
MPARM (Figure 6). MPARM allows for accurate injection of functional traffic
patterns as generated by real IP cores (processors, DMA engines, etc.) during a
benchmark run. Further, it provides facilities for debugging, statistics collection
and tracing.

4.2 Area and Power Models

To get an accurate estimate of these parameters, the place&route of the com-
ponents is performed using Cadence SoC Encounter [35]. From the layout-level
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Fig. 8. Impact of frequency on the area and energy of a 5 × 5 switch, for 0.13µm
technology

implementations, the back-annotated accurate wire capacitances and resistances
are obtained, with a 0.13µm technology library. The switching activity in the
network components is varied by injecting functional traffic. The capacitance,
resistance and the switching activity report are combined to estimate power
consumption using Synopsys PrimePower [34].

A large number of implementation runs were performed, varying several pa-
rameters, such as the number of input, output ports, link-width and the amount
of switching activity for the NoC switches. When the size of a NoC switch in-
creases, the size of the arbiter and the crossbar matrix inside the switch also
increases, thereby increasing the critical path of the switch. To have accurate
delay estimates of the switches, we model the maximum frequency that can be
supported by the switches, as a function of the switch size. An example set of
values are presented in Figure 7.

We used linear regression to build analytical models for the area and power
consumption of the components as a function of these parameters. Due to the
intrinsic modularity and symmetry of NoC components, the models built are very
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accurate (with maximum and mean error of less than 7% and 5%, respectively)
when compared to the actual values. In the ×pipes architecture, each core is
connected to a separate NI [36]. Hence, we consider the power consumption of
the NI to be part of the power consumption of the core.

The impact of the targeted frequency of operation on the area and energy
consumption of an example 5× 5 switch obtained from layout-level estimates is
presented in Figure 8. Note that we plot the energy values (in power/MHz) in-
stead of the total power. This is to avoid the inherent increase in power consump-
tion due to increase in frequency of the network. When the targeted frequency
of operation is below a certain frequency, referred to as the nominal operating
frequency (around 250 MHz in the plots), the area and energy values for the
switch remains the same. However, as the targeted frequency increases beyond
the nominal frequency, the area and energy values start increasing linearly with
frequency. This is because, the synthesis tool (such as Synopsys DC [34]) tries
to match the desired high operating frequency by utilizing faster components
that have large area and energy overhead. When performing the area, power es-
timates, we also model this impact of desired operating frequency on the switch
area, power consumption.

5 Experimental Results

In this section, we present detailed experimental studies of our approach (which
we further refer to as INT-TOP meaning message-dependent deadlock avoidance
integrated with topology synthesis process) and compare it with traditional ap-
proaches:

(1) Using logically separate networks (L-SEP): In this scheme, we use sepa-
rate buffers at each input, with as many buffers as the different message types,
modeling the virtual channel based approach to remove message-dependent dead-
locks.

(2) Using physically separate networks (P-SEP): In this scheme, we design
physically different networks for each message type. For both these schemes we
apply our topology synthesis procedure to obtain the network topologies.

(3) With a design that has no support to avoid message-dependent deadlocks
(ORIG). Note that this base system cannot be employed in SoCs, as it cannot
guarantee proper system operation. We present the experimental results for this
scheme to only evaluate the overhead incurred in the other schemes to support
deadlock-free operation.

5.1 Comparison on SoC designs

We apply the deadlock prevention methods to five different SoC designs: Multi-
media system (MULT 30 cores), IMage Processing application (IMP-27 cores),
Video PROCessor (VPROC-42 cores), MPEG4 decoder (12 cores) and Video
Object Plane Decoder (VOPD-12 cores). The communication characteristics of
some of these benchmarks is presented in [40]. There are two types of messages



350 Srinivasan Murali et al.

400 MB/S

PM11

Proc11

PM1PM0

Proc0 Proc1

400 MB/S

20 MB/S 20 MB/S

SHM SMM INT

. . .

. . .

(a) Core graph
PM 2

SMM

Proc 0
PM 0

Proc 5

PM 5

Proc 10
PM 10

Proc 1
PM 1
PM 4

Proc 3
Proc 4

PM 6

PM 7

Proc 6
Proc 7

PM 11
Proc 11

PM 3

PM 9

Proc 9

Proc 8
PM 8

SHM

INT

Proc 2

(b) Designed topology

Fig. 9. Core graph and designed topology for IMP

MULT IMP VPROCMPEG VOPD
0

50

100

150

200

250

N
et

w
or

k 
Po

w
er

 (
m

W
)

 

 

ORIG
L−SEP
P−SEP
INT−TOP

Fig. 10. Power consumption of different schemes

that are supported in each design: request and response. Each design consists
of almost equal number of request and response traffic flows. This is because,
every processor core communicates through the memory core, necessitating two-
way communication (hence a request and response traffic flow) between the
processors and memories. To make a fair comparison of the different schemes,
we use the same synthesis approach and design constraints for synthesizing the
topologies.

The communication pattern (core graph) for one of the applications (IMP)
and the best synthesized topology for our proposed scheme (INT-TOP) are pre-
sented in Figures 9(a) and 9(b). The design consists of 12 processors (Proc 0 to
Proc 11), a private memory for each processor (PM 0 to PM 11), a shared mem-
ory (SHM), a semaphore memory (SMM) and an interrupt device (INT). In the
application, all communication from the processors are of request message type
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and communication to the processors are of response message type. In Figure
9(b), those links that support request message type are in bold and those links
that support response message type are dashed.
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The network power consumption, based on the functional traffic for the
various designs using the different schemes is presented in Figure 10. As seen
from this figure, the INT-TOP scheme presented in this work, outperforms the
two conventional message-dependent deadlock avoidance schemes: L-SEP and
P-SEP. Our proposed scheme leads to an average of 38.5% reduction in NoC
power consumption when compared to the state-of-the-art deadlock avoidance
schemes. When compared to our INT-TOP scheme, the L-SEP scheme requires
large buffering requirements, as each virtual channel needs separate buffering re-
sources. The P-SEP scheme requires more switches than the INT-TOP scheme,
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as the request and response messages utilize different networks. Interestingly,
our proposed scheme incurs only a 2.5% increase in power consumption when
compared to the ORIG scheme, where no message-dependent deadlock avoid-
ance support is provided. This is mostly due to the efficient allocation of links
to the different message types by our topology synthesis procedure. The switch
area for the different schemes for the SoC designs, normalized with respect to
the area of the base system (ORIG) is presented in Figure 11. The proposed
method results in an average of 30.68% reduction in area when compared to the
state-of-the-art schemes.

5.2 Effect of Different Number of Message Types

In this sub-section, we examine the power consumption of the proposed scheme,
when the number of different message types is varied. The number of message
types in a system depends on the underlying computation architecture. Cache
coherent systems typically support several different message types. As an exam-
ple, the S-1 multi-processor supports 4 different message types [18] and each type
must be mapped onto different resources in the network. In [17], a more sophis-
ticated protocol is used, which leads to seven different message types. To see the
impact on the number of different message types, we created a synthetic bench-
mark having the traffic characteristics of the VPROC design. In this benchmark,
around 80 different traffic flows exist, each one representing a message. We fixed
the number of messages and varied the number of message types in the design
from 1 to 7. The network power consumption for our proposed scheme, for the
different number of message types is presented in Figure 12. This figure shows
that our proposed scheme results in efficient designs, even for a large number
of message types. Moreover, the rise in power consumption with an increasing
number of message types saturates (designs with 6 and 7 message types have
nearly the same power consumption), as most messages are already mapped onto
unique links in the network.

5.3 Frequency Trade-offs

The algorithm presented here can also be used to perform frequency selection
for a certain design. In this case, the frequency of operation of the NoC can
be varied and the best topology can be synthesized for each frequency point.
A higher operating frequency results in links having more bandwidth. Thus a
smaller NoC can satisfy the design constraints. A trade-off curve for frequency
vs power consumption of the network for the VPROC is presented in Figure 13.
From such a curve, the most power-efficient operating frequency can be chosen
for the design.

6 Conclusions

For Networks on Chips (NoCs) to be used in industrial designs, NoCs should
guarantee proper system operation under all conditions. Achieving deadlock-free
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operation of the network with minimum power consumption and area overhead
is critical for application-specific NoCs. In this work, we have focused on address-
ing the major issue of avoiding routing and message-dependent deadlocks during
the network operation. We have shown that by mapping the different message
types onto different network resources during the topology mapping and synthe-
sis phase, we can achieve large reductions in network power consumption and
network area when compared to the state-of-the-art approaches. In future work,
we plan to compare deadlock recovery schemes with the proposed scheme for
NoCs.
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Exploration based on Parameterized

Reconfigurable Processor Model

Graduate School of Information Science and Technology
Osaka University

Abstract. In recent years, dynamic reconfigurable processor which can
achieve reconfiguration with a few cycles is proposed. The fast recon-
figuration makes run-time reconfiguration possible, and the run-time re-
configuration gives a new possibility to the dynamic reconfigurable pro-
cessor, i.e. the dynamic reconfigurable processor can also execute parti-
tioned independent subtasks with repeated reconfigurations and execu-
tions. However, to achieve an execution with the run-time reconfigura-
tion, performance should be evaluated with various overheads: reconfig-
uration, memory accesses, etc. The overheads depend on reconfigurable
architectures, and it is generally difficult to evaluate the overhead. As
the overhead may critically affect the performance, designers should care-
fully explore design space for suitable architectures. In this paper, we pro-
pose a dynamic reconfigurable architecture exploration method based on
Parameterized Reconfigurable Processor model (PRP-model) and task
partitioning optimization algorithm for architecture exploration corre-
sponding to proposed PRP-model. Experimental results showed that the
proposed PRP-model and the task partitioning algorithm for PRP-model
can fast evaluate various reconfigurable architectures, and designers can
easily find suitable reconfigurable architectures by changing the PRP-
model parameters.

1 Introduction

Portable information systems such as cellular phones and mobile MP3 players
are widely spreading in our daily life. In general, there are various requirements
for a design of portable information systems, e.g. low hardware cost and high
performance. The requirements of low hardware cost lead to inexpensive and
portable products, and the high performance is usually needed for media process-
ing. Moreover, flexibility is required to adapt various coding standards using the
same chips on board. To fulfill these requirements, system designers always de-
sign the products under the hard constraints to take account of design quality
metrics: performance, area, and power. When designing embedded systems, it
is essential to explore design solution space and choose a solution which they
really need.
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To meet these requirements, Instruction Set Processors (ISPs) or ASICs have
usually been used for their design. However they cannot completely satisfy these
requirements. While ISPs can flexibly execute various functions by changing
software, they cannot achieve high performance. While ASICs can realize high
performance for specific applications, it is difficult to use them for other appli-
cations. Therefore, as a new approach to meet them, dynamic reconfigurable
processors that feature both the flexibility of ISPs and the high performance of
ASICs are focused [1, 2].

Dynamic reconfigurable processors usually have many coarse grain processing
elements (PEs), and each PE is connected each other by flexible interconnections.
Since many PEs are simultaneously executed, the tasks with high parallelism are
effectively executed. The function of dynamic reconfigurable processor is defined
by configuration data, e.g. setting information of interconnections and function
of each PE, that is, according to the configuration data prepared before hand,
the dynamic reconfigurable processor can reconfigure itself into various circuits.
The reconfiguration speed depends on total amount of configuration data and
the reconfigurable architecture specification, and the reconfiguration timing is
decided by the reconfiguration speed.

In recent years, dynamic reconfigurable processor which can achieve a recon-
figuration with a few cycles is proposed. The fast reconfiguration makes run-time
reconfiguration possible, and the run-time reconfiguration gives a new possibility
to the dynamic reconfigurable processor, i.e. the dynamic reconfigurable proces-
sor can also execute partitioned independent subtasks with repeated reconfig-
urations and executions. The run-time reconfiguration is a special feature that
traditional programmable device does not have, and the authors pay attention
to this feature and its potential.

However, to achieve an execution with the run-time reconfiguration, per-
formance should be evaluated with various overheads: reconfiguration, memory
accesses, etc. The overheads depend on reconfigurable architectures, and it is
generally difficult to evaluate the overhead. As the overhead may critically af-
fect the performance, designers should carefully explore design space for suitable
architectures. The authors claim varieties of reconfigurable architectures and dif-
ficulty of architecture evaluation confuse designers to explore vast design space
for the best solution and fast evaluation method for various reconfigurable ar-
chitectures is needed.

In this paper, we propose a Parameterized Reconfigurable Processor model
(PRP-model) and a task partitioning optimization algorithm for architecture
exploration corresponding to proposed PRP-model. The task partitioning opti-
mization algorithm divides tasks into subtasks to minimize execution cycles. The
algorithm is applicable to various reconfigurable architectures and supports the
evaluation of various architectures for specific applications by changing PRP-
model parameters. To realize run-time reconfiguration, designers can easily find
the suitable reconfigurable architectures.

This paper is structured as follows: section 2 gives an overview of related
work and highlights our contribution. Sections 3, 4, and 5 present a Parame-
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terized Reconfigurable Processor model, a port expansion DFG, and proposed
algorithm, respectively. Experimental results are given in section 6. In section 7,
we conclude this paper.

2 Related Work

Various reconfigurable processor architectures have been proposed, which are
classified by reconfiguration granularity or reconfiguration time [1]. To use the
architectures effectively, many design methods, algorithms, and applications have
been studied. Especially, task partitioning problem is one of essential dilemmas
to use dynamic reconfigurable processors, and so far many studies have been con-
ducted. However, we have never seen a task partitioning problem for execution
model of repeated reconfigurations and executions.

[3] proposed a HW/SW task partitioning that considered task assignment for
Instruction Set Processors (ISPs). [4] proposed a task partitioning method that
partitions tasks into two reconfigurable processors with different granularities.
It cannot be applied to different reconfigurable processor architectures. [5] pro-
posed a task partitioning algorithm considering reconfigurable overhead which
means the number of CLBs of FPGA for the communication. [6] proposed be-
havior partitioning method which does high level synthesis of each task of the
behavior simultaneously. It can get the optimal solution because the problem is
come down to NLP, but it takes a long time even if the target application is small.
[7] proposed a task partitioning method under the constraints of the number of
memory ports, and can get the optimal solution. [8] considers a task partitioning
limiting the number of partitioned subtasks. In this paper, we do not limit the
number of partitioned subtasks. [9] proposed the task partitioning method for
DRL architecture. [3–8] proposed methods for FPGA platforms. FPGA needs
to store intermediate data to an external memory at a reconfiguration, because
it cannot hold the data during reconfiguration. In recent years, many dynamic
reconfigurable architectures with registers in the array are proposed, and the
dynamic reconfigurable architectures can hold the data in the array during re-
configuration. In this paper, we propose a task partitioning method for not only
FPGA but also the dynamic reconfiguration architectures which can hold the
data in the array during reconfiguration.

[10, 11] proposed reconfigurable architecture exploration method. [10] pro-
posed a design space exploration method using the task partitioning method
proposed in [6]. [11] proposed ADRES architecture template, which is unique
architecture consisting of VLIW processor and a PE array, and architecture ex-
ploration method only applicable to the template. In this paper, to realize the
execution model of repeated reconfigurations and executions, we propose ar-
chitecture exploration method which offers designers fast evaluation of various
reconfigurable architectures by changing architecture parameters.
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3 Parameterized Reconfigurable Processor Model

To evaluate many reconfigurable architectures in a short time, the reconfigurable
processor model which covers many kinds of processing elements and memory
architectures is needed. In this paper, we propose a Parameterized Reconfig-
urable Processor model (PRP-model) and task partitioning algorithm based on
the PRP-model.

3.1 Processor Structure Model

Figure 1 illustrates the proposed PRP-model. PRP-model includes PE array
arranged processing elements (PEs), internal memories with different capacity,
and configuration memory to store configuration data.

External Memory

Internal
Memory #1

#2

#nin_mem

Parameterized Reconfigurable Processor Model

pin_r

pin_w

pex_r pex_w

PE array

C
onfiguration M

em
ory

Fig. 1. Parameterized Reconfigurable Processor Model

PE Array A PE array is composed of three types of PEs: pPE, rPE, and prPE.
pPE (Processing PE) has an ALU, and rPE (Register PE) has a register file,
respectively. prPE (Processing and Register PE) has both an ALU and a regis-
ter file. The numbers of pPEs, rPEs, and prPEs in a PRP-model are denoted as
npPE , nrPE , and nprPE , respectively. pPEs can perform some operations, but
pPEs cannot hold data at reconfiguration since it does not have any registers.
rPEs can hold data at reconfiguration, but rPEs cannot perform any operations
since it does not have any ALUs. Since prPEs have both ALUs and registers,
it can operate and hold data. ALUs included in pPEs or prPEs have the same
functionalities, and we assume that the application tasks are resolved into op-
erations which pPEs or prPEs can execute on PEs. In this model, we treat the
total amount of data as the number of data packet, and the numbers of data



VLSI-SoC: Research Trends in VLSI and Systems on Chip 361

that rPEs and prPEs can hold are denoted as nreg rPE and nreg prPE , respec-
tively. In this model, we consider the available number of all PEs and not the
interconnection or placement of PEs because the interconnection and placement
can be defined after the number of PE is decided.

Memory Structure Memory structure of PRP-model comprises three types
of memories: external memory, internal memory, and register file of rPEs or
prPEs. The number of internal memory is nin mem. Each memory has some
read or write access ports, and can read and write as much data as access ports
at reconfiguration.

External memory is large enough to hold any data, and it has pex r read
access ports and pex w write access ports. One read access needs tex r cycles,
and one write access needs tex w cycles. Thus, up to pex r data are read from
external memory at tex r cycles, and up to pex w data are written to external
memory at tex w cycles.

The i-th internal memory keeps nin mem dat(i) data. The numbers of read
port and write port of internal memory are pin r and pin w, respectively, and
tin r cycles or tin w cycles are needed to read or write data.

rPE and prPE have preg r read ports and preg w write ports, and treg r cycles
or treg w cycles are needed to read or write data.

In PRP-model, memory access of data read or write can be done in parallel,
and execution of calculation starts after all memory accesses finish.

Configuration Memory Configuration memory can store nconfig configura-
tion data. All configuration data are the same size, and reconfiguration always
needs tconfig cycles. After k-th reconfiguration, a new configuration data can
be overwritten to k-th configuration data from external memory. It takes tcfg r

cycles to store one configuration data to configuration memory.
Let nsubtask be the number of partitioned subtasks to execute, that is, nsubtask

configurations are needed to execute the target task. When nsubtask is not over
nconfig, all configuration data can be kept at configuration memory. On the other
hand, when nsubtask is greater than nconfig, nsubtask−nconfig configuration data
cannot be kept at configuration memory. Thus, at run-time, the configuration
data which cannot be kept at configuration memory are read from external mem-
ory by its reconfiguration. The configuration data read and task execution can
execute simultaneously.

Usually, memory specification is defined by bit width and memory depth. Let
BWCM and MDCM be the bit width and the memory depth of the configuration
memory, respectively. The total bit of configuration memory TBCM is calculated
as follows:

TBCM = BWCM · MDCM . (1)

Let TBconfig be the number of total bit of one configuration data, and TBconfig

is expressed by Eq.(2).

TBconfig = Scale · (npPE + nprPE + nrPE) , (2)
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where Scale is a parameter of reconfigurable architecture complexity, and it
is defined by each reconfigurable architecture, e.g. function of each PE, inter-
connection, etc. In this research, we assume the configuration data is increased
linearly according to the number of PEs because the function of PE and the
interconnection are not considered in PRP-model.

Then, nconfig and tcfg r is expressed by Eq.(3) and Eq.(4).

nconfig =
⌊

TBCM

TBconfig

⌋
. (3)

tcfg r =
⌈

TBconfig

BWCM

⌉
. (4)

3.2 Memory Access Overhead

PRP-model has storage resources: external memory, internal memory, and regis-
ter file of rPEs and prPEs. The input data of application are read from external
memory and the output data of application are finally written to external mem-
ory. Thus, internal memories and register files in PEs are used to keep temporal
data at reconfiguration. When the temporal data cannot be kept at internal
memories or register file due to the limitation of the capacity, the data are
stored to external memory.

The memory access cycles on PRP-model are calculated as follows. Let
reqin r(i, j) be the number of requested data from the i-th internal memory at
configuration j. The data read cycles at configuration j, Tin r(j), are expressed
by Eq.(5).

Tin r(j) = max
0≤i<nin mem

{Tin r(i, j)} , (5)

where Tin r(i, j), the data read cycles from i-th internal memory at configuration
j, are as follows:

Tin r(i, j) =
⌈

reqin r(i, j)
pin r

⌉
· tin r. (6)

Let reqex r(j) be the number of requested data from external memory at
configuration j. The data read cycles at configuration j, Tex r(j), are expressed
by Eq.(7).

Tex r(j) =
⌈

reqex r(j)
pex r

⌉
· tex r. (7)

Let reqprPE r(i, j) be the number of requested data from i-th prPE at con-
figuration j. The data read cycles at configuration j, TprPE r(j), are expressed
by Eq.(8).

TprPE r(j) = max
0≤i<nprP E

{TprPE r(i, j)} , (8)
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where TprPE r(i, j), the data read cycles from i-th prPE at configuration j, are
as follows:

TprPE r(i, j) =
⌈

reqprPE r(i, j)
preg r

⌉
· treg r. (9)

Let reqrPE r(i, j) be the number of requested data from i-th rPE at config-
uration j. The data read cycles at configuration j, TrPE r(j), are expressed by
Eq.(10).

TrPE r(j) = max
0≤i<nrP E

{TrPE r(i, j)} , (10)

where TrPE r(i, j), the data read cycles from i-th rPE at configuration j, are as
follows:

TrPE r(i, j) =
⌈

reqrPE r(i, j)
preg r

⌉
· treg r. (11)

The data read cycles (“Memory Access (Data Read)” in figure 2) of config-
uration j are expressed by Eq.(12).

Tr(j) = max {Tex r(j), Tin r(j), TPE r(j)} , (12)

where TPE r(j), the data read cycles from prPE and rPE at configuration j, are
as follows:

TPE r(j) = max {TprPE r(j), TrPE r(j)} . (13)

The data write cycles at configuration j, Tw(j), are expressed the same way.

3.3 Processing and Reconfiguration

Figure 2 shows processing flow of PRP-model.
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Fig. 2. Processing Flow

PRP-model is configured to the target circuit according to the configura-
tion data, and input data or intermediate data are read from external memory,
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internal memory, and register file of rPEs and prPEs. Then the partitioned sub-
tasks are processed after reading data. Finally, output data or intermediate data
are stored to storage resources. PRP-model processes this processing flow re-
peatedly. However, as the limited configuration memory, the processing flow of
PRP-model may be stalled according to the reading cycles of the configuration
data needed to the reconfiguration. The waiting cycles for configuration data
read are calculated as follows.

Let Endexec(i) and Endcfg r(i) be the end time of the execution of configu-
ration i and the end time of i-th configuration data read from external memory,
respectively. The end time of i-th reconfiguration is expressed by Eq.(14).

Endreconf (i) = Startreconf (i) + tconfig, (14)

where Startreconf (i) is as follows:

Startreconf (i) = max {Endexec(i − 1), Endcfg r(i)} . (15)

After i-th reconfiguration, configuration i is executed. Let Tproc(i) be the
processing cycles of i-th subtask without memory access cycles, and the end
time of execution of configuration i are expressed by Eq.(16).

Endexec(i) = Startexec(i) + Tr(i) + Tproc(i) + Tw(i), (16)

where Startexec(i) is as follows:

Startexec(i) = Endreconf (i). (17)

PRP-model can simultaneously read the configuration data and execute the
task. The start time of configuration data read is expressed by Eq.(18).

Startcfg r(i) = max {Endcfg r(i − 1), Endreconf (i − nconfig)} , (18)

where Endcfg r(i) is as follows:

Endcfg r(i) = Startcfg r(i) + tcfg r. (19)

Therefore, the waiting cycles according to the stalled processing flow are
expressed by Eq.(20).

Twait =
P−1∑
i=0

{Startreconf (i + 1) − Endexec(i)} . (20)

Total execution cycles are evaluated including Twait.

4 Port Expansion DFG

We define port expansion DFG to evaluate reconfiguration overhead in terms
of exactly calculating the number of memory accesses. Data flow graph (DFG)
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is one method of task representation with execution dependency. Traditional
DFG is composed of nodes and edges. Node represents an operation, and the
edge connected to a pair of nodes means the data flow between them. Incoming
edges of a node mean the input data used for the corresponding operation, and
outgoing edges of a node mean the results from corresponding operation.

When the data are used at some nodes, data read sometimes occurs but data
write occurs only one time. The traditional DFG cannot precisely represent the
number of memory accesses because the differences of the data represented by
outgoing edges cannot be distinguished. Thus, we label the input/output of node
of traditional DFG as “port”, which represents the input or output data. We call
this DFG as port expansion DFG. Each node of the port expansion DFG has
ports, and each edge connects to a pair of ports.

0 1

3

Configuration #n

Configuration #n+1 2 4

Fig. 3. Traditional DFG

0 1

3

Configuration #n

Configuration #n+1 2 4

Fig. 4. Port Expansion DFG

Figure 4 shows an example of a port expansion DFG based on a traditional
DFG showed in figure 3. In figure 3, it is difficult to calculate the number of
memory accesses when the configuration n is reconfigured into the configuration
n + 1. However, using a port expansion DFG, we can recognize that node 0
clearly outputs data used at nodes 2 and 3, and node 1 outputs two data that
are respectively used at nodes 3 and 4. Thus, it can be obtained that three data
writes are required after configuration n.
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5 Task Partitioning Algorithm

5.1 Task Partitioning Problem

In this section, we define the task partitioning problem for PRP-model.

– Task Partitioning Problem –

For given a port expansion DFG of the target application and a PRP-
model, to find a task partition and storage resource assignment whose
execution cycles are minimum keeping the execution order defined by
port expansion DFG.

�

5.2 Outline of Task Partitioning Algorithm

In this section, we propose a task partitioning algorithm using Simulated An-
nealing (SA) for PRP-model that consists of configuration and storage resource
assignments. The following is the outline of task partitioning algorithm.

1. Initial solution decision.
2. The following steps are repeatedly processed until SA’s final condition is

satisfied:
(a) Configuration assignment by MOVE operation.
(b) Storage resource assignment.
(c) Execution cycles estimation for the current solution.
(d) Optimal solution update.

In configuration assignment, the task is partitioned into several subtasks, and
each subtask is assigned to a configuration according to an execution order. Then
in storage resource assignment, the intermediate data between configurations are
assigned to storage resources.

5.3 Configuration Assignment

In this section, we explain how to make neighbor solution (configuration assign-
ment) using MOVE operation. The MOVE operation in SA is the movement of a
randomly selected node to an adjacent configuration. We define two MOVE op-
erations: MOV EBWD and MOV EFWD. MOV EBWD is the movement of the
node to the previous configuration, and MOV EFWD is the movement of the
node to the next configuration (figure 5).

Let Child(x) and Parent(x) be a set of child nodes of node x and a set
of parent nodes of node x, respectively. Let Cfg(s, x) and V acant(s, c) be the
number of configuration assigned to node x of the solution s and the number of
vacancies of configuration c of the solution s, respectively. We call configuration
c empty when there is no nodes in the configuration c.
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Configuration #n x

Configuration #n-1 x

Configuration #n+1 x

MOVE

MOVE

cycles

BWD

FWD

Fig. 5. MOV EBWD and MOV EFWD operations

When the node n in the solution s satisfies Eq.(21) and Eq.(22), MOV EBWD

can apply to node n.

∀x ∈ Parent(n);Cfg(s, x) < Cfg(s, n) (21)

V acant(s, Cfg(s, n) − 1) > 0 (22)

Similarly, when the node n in the solution s satisfies Eq.(23) and Eq.(24),
MOV EFWD can apply to node n.

∀x ∈ Child(n);Cfg(s, x) > Cfg(s, n) (23)

V acant(s, Cfg(s, n) + 1) > 0 (24)

MOV EBWD and MOV EFWD operations occur sometimes an empty con-
figuration. In figure 6(a), there is empty configuration c in the configuration
sequence because of MOV EBWD for the node k. In such case, MOV EBWD

removes the empty configuration c after moving node k (figure 6(b)). We call
this operation “Packing”. By the packing, the number of the configuration is not
always greater than the number of nodes of port expansion DFG.

5.4 Storage Resource Assignment

In this section, we define storage resource assignment.
“Data1” and “data2”, illustrated in figure 7, should be saved as storage

resources because these data cannot be kept at reconfiguration. Thus, the storage
resource assignment algorithm assigns these interconfiguration data to storage
resource according to the following policy after configuration assignment:

– Data are assigned to the highest priority resource with space.
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Configuration #c

Configuration #c-1

Configuration #c+1

Configuration #c+2

Configuration #c-1

Configuration #c

Configuration #c+1

Empty!!!

(a) Before Packing (b) After Packing

k k

MOVE

Fig. 6. Packing for empty configuration

– The first priority resource is rPE, the second is prPE, the third is internal
memory, and last is external memory.

Figure 8 shows an example of storage resource assignment, and “data1” and
“data2” are stored external memory and internal memory at reconfiguration,
respectively. Note that memory accesses to read or write are needed at reconfig-
uration. When the assigned data become unnecessary, other data can be over-
written.

Since the number of interconfiguration data is changed when the config-
uration assignment is changed by the MOVE operation, the storage resource
assignment is recalculated after the MOVE operation.

0 1

2

Configuration #n

Configuration #n+1

data1
data2

Fig. 7. The Data Crossed Border of Two Configurations
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Fig. 8. Example of Storage Resource Assignment

6 Experiment

To demonstrate the efficiency of our proposed method, we show two experi-
mental results: evaluation of task partitioning algorithm for PRP-model and
reconfigurable architecture exploration. The experimental environment includes
PentiumD 2.8 GHz, 2 GB memory, and Fedora 4. The Simulated Annealing (SA)
parameters were as follows: initial temperature was 10, final temperature was
0.01, and the cooling ratio of the temperature was 0.98. Solutions obtained by
SA are according to SA’s random seed. Thus, we evaluate the average execution
cycles and CPU times of 10 solutions obtained by different random seeds.

6.1 Evaluation of Task Partitioning Algorithm

To demonstrate the efficiency of the proposed algorithm, we applied it to two
applications: DCT8 and CHENG. DCT8 is a one-dimensional eight point discrete
cosine transform (DCT), implemented completely in parallel. CHENG is Cheng’s
DCT algorithm implemented completely in parallel, too. The number of nodes
in DCT8’s port expansion DFG is 50, which is 13 in CHENG. We evaluate the
proposed task partitioning algorithm by focusing on the quality of solutions and
CPU time. We evaluated 8 architectures under the variety of npPE , nprPE , and
nconfig. The other architecture parameters were fixed and described in Table 1.

Table 1. Fixed Parameters

Parameter Value Parameter Value
tex r 2 tex w 3
tin r 1 tin w 2
treg r 1 treg w 1
pex r 4 pex w 4
pin r 1 pin w 1
preg r 1 preg w 1

nin mem 0 nrP E 0
nreg prP E 1 tconfig 1

tcfg r 16
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Table 2 shows comparison results of the execution cycles of target application
CHENG. “Proposed” in Table 2 is execution cycles obtained by the proposed
task partitioning algorithm, and “Opt.” is the optimal execution cycles obtained
by branch and bound strategies. Experimental results showed that for all archi-
tectures the proposed task partitioning algorithm can obtain the same execution
cycles as the optimal solutions. Notice that execution cycles decreased in Table
2 when the number of PEs changed from four to eight, because the more oper-
ations that are executable simultaneously, the fewer the reconfigurations. Using
prPEs with internal register files decreases the execution cycles more than using
pPE. Reconfiguration overhead is decreased because prPEs have register files
that pPEs do not have at storage resource assignment.

Table 2. Comparison of Execution Cycles

No. Parameters Architecture Proposed Opt.
npP E nprP E nconfig

1 0 4 1 4 prPEs with Config. Mem. (1 Config.) 57 57
2 0 4 2 with Config. Mem. (2 Config.) 39 39
3 0 8 1 8 prPEs with Config. Mem. (1 Config.) 25 25
4 0 8 2 with Config. Mem. (2 Config.) 16 16
5 4 0 1 4 pPEs with Config. Mem. (1 Config.) 58 58
6 4 0 2 with Config. Mem. (2 Config.) 40 40
7 8 0 1 8 pPEs with Config. Mem. (1 Config.) 27 27
8 8 0 2 with Config. Mem. (2 Config.) 20 20

Next, we compared CPU time under the same conditions as previous and
target applications, CHENG and DCT8. Table 3 shows CPU time comparisons.
“Proposed” is CPU time by the proposed algorithm, and “Opt.” is CPU time
to get an optimal solution by branch and bound strategies. Table 3 shows that
the proposed algorithm can obtain CHENG’s solution in 30.7 seconds in the
worst case when the optimal solution is obtained in about 57 minutes (3391
sec.). Furthermore, when DCT8 is the target application, the optimal solution
cannot be obtained in practical time. However the proposed algorithm can obtain
solutions in about 150 sec. in the worst case. Thus, the proposed algorithm can
obtain solutions for various architectures in practical time.

Table 3. CPU Time

No. Architecture CHENG DCT8
Proposed [sec] Opt. [sec] Proposed [sec] Opt. [sec]

1 4 prPEs with Config. Mem. (1 Config.) 30.7 3391 153.8 NA
2 with Config. Mem. (2 Config.) 30.5 3398 153.0 NA
3 8 prPEs with Config. Mem. (1 Config.) 29.1 4595 140.1 NA
4 with Config. Mem. (2 Config.) 29.3 4597 139.9 NA
5 4 pPEs with Config. Mem. (1 Config.) 27.1 3202 140.2 NA
6 with Config. Mem. (2 Config.) 27.1 3201 140.3 NA
7 8 pPEs with Config. Mem. (1 Config.) 26.0 4220 120.8 NA
8 with Config. Mem. (2 Config.) 25.9 4222 120.8 NA
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Table 4. CPU Time for Complex Example [sec]

npPE = 8 npPE = 64 npPE = 256

N = 100 310.9 242.5 242.2
N = 300 1390.7 915.7 811.4
N = 500 3160.3 1690.8 1427.5

Table 4 shows CPU time for more complex port expansion DFGs under the
same conditions as previous. The number of port expansion DFG’s nodes N
equals 100, 300, and 500, and the number of pPE npPE equals 8, 64, and 256. In
table 4, the worst search time is about 50 minutes (3160.3 sec.). Thus proposed
algorithm can get the solution for complex input in the practical time with
various architecture parameters.

However, from solution’s quality perspective, proposed algorithm cannot al-
ways obtain a good solution. In case of N = 500 and npPE = 256, the number
of configurations results in four, and this solution is not feasible. Analyzing this
result, some configurations can be merged, and the execution cycles can be dras-
tically reduced by decreasing number of configurations. When the number of
PEs is npPE = 256, the same phenomenon occurs. The reason why proposed al-
gorithm cannot obtain the good solution is discontinuity of solution space. The
discontinuity of solution space prevents proposed algorithm from efficient search
for a good solution. To solve bigger problem more than 128 PEs, the proposed
algorithm should be modified.

6.2 Reconfigurable Architecture Exploration

In this section, we demonstrate reconfigurable architecture exploration using
PRP-model under the variety of the number of PEs and configuration memo-
ries. Target application is the sample DFG, whose number of nodes equals to 500,
used previous experiment. Experimental environment is the same conditions as
previous. The above-mentioned experimental results show that proposed algo-
rithm cannot always obtain a good solution in case of more than 128 PEs. There-
fore, we demonstrate reconfigurable architecture exploration under the number
of PEs from 16 to 128.

Table 5 shows fixed parameters of explored reconfigurable architectures, and
table 6 shows specifications of configuration memories. We assume the parame-
ter of reconfigurable architecture complexity Scale in Eq.(2) equals 128. Then,
nconfig and tcfg r are shown in Table 7. Table 7 shows that nconfig is decreased
half when the number of PEs is increased two times.

Figure 9 shows the execution cycles of each architecture with configuration
memory A, B, and C, and the number of prPE equals zero. In Figure 9, the
execution cycles simply increase/decrease in the case of configuration memory
A/C according to the increase of the number of PEs. On the other hand, in
the case of configuration memory B, the execution cycles progressively decrease
according to the increase of the number of PEs. However, when the number of
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Table 5. Fixed Parameters for Reconfigurable Architecture Exploration

Parameter Value Parameter Value
tex r 2 tex w 3
tin r 1 tin w 2
treg r 1 treg w 1
pex r 4 pex w 4
pin r 1 pin w 1
preg r 1 preg w 1

nin mem 0 nrP E 0
nreg prP E 1 tconfig 1

Table 6. Configuration Memory Specification

Config. Mem. Type Total Bit TBCM [bit] Memory Depth MDCM Bit Width BWCM [bit]
A 32k 2k 16
B 64k 4k 16
C 128k 8k 16
D 32k 1k 32
E 64k 2k 32
F 128k 4k 32

Table 7. nconfig and tcfg r (Scale = 128)

Configuration Memory
#PEs Type A Type B Type C Type D Type E Type F

nconfig tcfg r nconfig tcfg r nconfig tcfg r nconfig tcfg r nconfig tcfg r nconfig tcfg r

16 16 128 32 128 64 128 16 64 32 64 64 64
32 8 256 16 256 32 256 8 128 16 128 32 128
64 4 512 8 512 16 512 4 256 8 256 16 256
128 2 1024 4 1024 8 1024 2 512 4 512 8 512
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PEs equals 128, the execution cycles increase greater than the execution cycles
when the number of PEs equals 16.

Figure 10 shows the execution cycles of each architecture with configura-
tion memory D, E, and F. We can also see that the execution cycles simply
increase/decrease in the case of configuration memory D/F according to the in-
crease of the number of PEs. The increasing rate of execution cycles is more
slowly than Figure 9. At the same time, the execution cycles always decrease ac-
cording to the increase of the number of PEs in the case of configuration memory
E, whose total bit equals configuration memory B’s one.

When the total bit of configuration memory is the same, the bit width of
configuration memory affects the increase of the execution cycles. The increase of
configuration memory bit width leads to the decrease of configuration data read
cycles, i.e. the overhead of configuration data read decreases. For less overhead,
designers should choose the configuration memory which is as wide bit width as
possible.

Config. Mem. Type D (32kbit, BitWidth=32)
Config. Mem. Type E (64kbit, BitWidth=32)
Config. Mem. Type F (128kbit, BitWidth=32)

 0

 500

 1000

 1500

 2000

 2500

 3000

 3500

 4000

E
xe

cu
tio

n 
C

yc
le

s 
[c

yc
le

s]

16 32 64 128

Number of pPEs

1034.1 1057.0

1269.4

1566.8

818.9 733.1 649.8
559.6

819.4
733.3 652.2

548.7

Fig. 10. Execution Cycles (Scale = 128, Config. Mem. Type is D, E, and F.)

Table 8 shows the execution cycles of each architecture and the ratio of wait-
ing cycles included the execution cycles. In the increasing case of the execution
cycles, we can see that waiting cycles account for a large percentage of the ex-
ecution cycles. On the other hand, in the decreasing case, the ratio of waiting
cycles always equals zero.
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Table 8. Total Execution Cycles and Waiting Ratio (pPE Case)

Configuration Memory
#PEs Type A Type B Type C Type D Type E Type F

Total Wait[%] Total Wait[%] Total Wait[%] Total Wait[%] Total Wait[%] Total Wait[%]

16 2058.1 58.5 815.1 0.0 818.9 0.0 1034.1 17.6 818.9 0.0 819.4 0.0
32 2080.3 63.1 734.5 0.0 734.4 0.0 1057.0 27.0 733.1 0.0 733.3 0.0
64 2569.0 73.2 653.5 0.0 651.6 0.0 1269.4 46.2 649.8 0.0 652.2 0.0
128 3103.6 81.2 1053.6 44.2 550.9 0.0 1566.8 62.7 559.6 0.3 548.7 0.0

The above-mentioned experimental results are obtained when prPE is not
used. Table 9 shows the execution cycles and the ratio of waiting cycles when
prPE is only used. Experimental results in Table 9 show the execution cycles
are 150-300 cycles less than Table 8 in the case of the ratio of waiting cycles
equals zero. However, the execution cycles are almost the same as Table 8 when
the ratio of waiting cycles is not zero.

Table 9. Total Execution Cycles and Waiting Ratio (prPE Case)

Configuration Memory
#PEs Type A Type B Type C Type D Type E Type F

Total Wait[%] Total Wait[%] Total Wait[%] Total Wait[%] Total Wait[%] Total Wait[%]

16 2056.2 62.6 675.1 0.0 668.7 0.0 1032.1 25.1 677.0 0.0 668.5 0.0
32 2073.0 69.6 553.4 0.0 552.6 0.0 1048.9 40.3 560.9 0.0 545.7 0.0
64 2567.1 81.3 519.1 6.2 426.9 0.0 1287.1 63.2 427.4 0.0 424.1 0.0
128 3091.0 90.7 1043.0 72.8 234.4 0.0 1554.5 81.5 530.2 45.7 233.6 0.0

Because of the limitation of configuration memory, nconfig simply decrease
according to the increase of the number of PEs. In contrast, tcfg r simply in-
crease according to the increase of the number of PEs because we assume the
configuration data linearly increase according to the number of PEs. Therefore,
the overhead of configuration data read drastically increases according to the
increase of the number of PEs, and critically affects the execution cycles.

When the reconfigurable architecture which includes small amount of config-
uration memory is used, experimental results show that the overhead of config-
uration data read is dominant, and the overhead critically affects the execution
cycles. To use the reconfigurable processor effectively, designers should carefully
design the configuration memory and its parameters, i.e. tconfig, nconfig, and
tcfg r.

Table 10. nconfig and tcfg r (Scale = 64)

Configuration Memory
#PEs Type A Type B Type C Type D Type E Type F

nconfig tcfg r nconfig tcfg r nconfig tcfg r nconfig tcfg r nconfig tcfg r nconfig tcfg r

16 32 64 64 64 128 64 32 32 64 32 128 32
32 16 128 32 128 64 128 16 64 32 64 64 64
64 8 256 16 256 32 256 8 128 16 128 32 128
128 4 512 8 512 16 512 4 256 8 256 16 256
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Fig. 11. Execution Cycles (Scale = 64, Config. Mem. Type is A, B, and C.)

Next, we assume the parameter of reconfigurable architecture complexity
Scale in Eq.(2) is decreased to 64, i.e. designers use simpler reconfigurable ar-
chitecture. Table 10 shows nconfig and tcfg r in case of Scale = 64. Figure 11
shows the execution cycles of each architecture, whose Scale equals to 64, with
configuration memory A, B, and C. In Figure 11, compared to Figure 9, the
execution cycles always decrease according to the increase of the number of PEs
because the decrease of Scale makes the configuration data half. To decrease
overhead, the reduction of reconfigurable architecture complexity Scale also ef-
fectively affects.

When the performance is not enough, designers often add more PEs to ex-
ecute effectively with rich HW. However, to use the execution with run-time
reconfiguration, addition of PEs does not always improve the performance be-
cause of effect of the complex overhead. Considering the effect of the overhead
carefully, the best reconfigurable architecture which satisfies the requirement
should be chosen. It is the first step for the effective execution with run-time
reconfiguration to analyze the details of reconfigurable architecture carefully.

7 Conclusion

In this paper, we proposed dynamic reconfigurable architecture exploration meth-
od based on Parameterized Reconfigurable Processor model and task partitioning
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optimization algorithm for reconfigurable architecture exploration correspond-
ing to proposed PRP-model. Using proposed method, designers can fast evaluate
various reconfigurable architectures, and easily find suitable reconfigurable ar-
chitectures by changing PRP-model parameters. Future work includes the mod-
ification of task partitioning optimization algorithm corresponding to large size
architectures, the establishment of reconfigurable architecture exploration that
considers area and power, and the processing element function decision method
according to the total configuration data constraint.
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Abstract. This paper gives an overview of results of the Human++ research 

autonomous sensor systems that assist our health and comfort. It combines 
expertise in wireless ultra-low power communications, packaging and 3D 
integration technologies, MEMS energy scavenging techniques and low-power 
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1. Introduction 

Many national health services struggle in the face of financial resource constraints 
and shortages of skilled labor. The cost of healthcare delivery is steadily on an 
upward trend. A recent survey shows that by 2020, healthcare spending is projected to 
triple in dollars, consuming 21% of GDP in the US and 16% of GDP in other OECD 
countries. As a result, the pressure on health systems to step up efforts in cost 
containment and efficiency improvement keeps growing. Consensus about the main 
determinants of expenditure is not complete but revolves generally around cost 

particular the ageing of population; and new technologies. 
 
In wealthier nations consumer demand increases, leading to a higher spend on 

healthcare. Statistics show that the cost lowering effect of technology and automation 

consists of offloading healthcare institutions by shifting the health management 
outside the expensive formal medical institutions.  Other strategies seek to improve 
the appropriateness of treatment or emphasize preventive care rather than treatment. 
For example, the field of chronic diseases is a vast domain in which the provision of 

design techniques.  

is more than offset by the impact of an ageing society, consumerism, biotechnology and 
medical breakthroughs. This results in an overall increase in cost between 2-3% per 

program [1]. This research aims to achieve highly miniaturized and nearly 
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while controlling cost are being sought. One strategy that is gaining major attention 
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year. As a result, alternative ways of increasing efficiency, productivity and usability 



real-time data from and to the patient anywhere and at any point in time may hold 
significant potential for cost reduction. 

 
The supporting role of an adequate technology platform is critical here. E-health 

technology, enabling wireless and mobile based healthcare services, is increasingly 
coined as the revolutionizing enabler for the next decades to come. As defined by the 
WHO, e-health refers to the use in the health sector, of digital data transmitted, stored 
and retrieved electronically for clinical, educational and administrative purposes, both 
at the local site and at a distance. There are three strong drivers for an e-Health 
technology platform. The first, demographic, is the evolution toward an ageing 
society, active ageing and independent living. This calls for radical changes in how 
care will be provided for the elderly and how technology may assist. Second is the 
epidemiologic transition from episodic to chronic healthcare needs. Future healthcare 
systems should thus focus on prevention, on effective provision of continuous 
treatment, on integrating lifestyle parameters, and should be customized to individual 
needs of each patient. Finally, patients expect ever more from health services, 
reinforcing the existing concept of a ‘patient centric view’ of healthcare which 
emphasizes the patient’s experience and journey through a system that provides 
continuity of care to a proactive patient. 

 
E-health is claimed to offer the potential to reduce costs, enable personalized 

healthcare, deliver remote health services and increase the delivery efficiency in real-
time. However, at this early stage today it is only through the many pilot projects on 
e-health ongoing in different countries around the world that evidence will be 
gathered to determine the economic viability, and answer the question how e-health 
can enhance the healthcare system efficiency and resolve the associated cost burden. 

2. An Enabling Technology: Body Area Networks 
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In this text we analyze one component of e-health, the personal body area network 
(BAN) [2] that provides medical, lifestyle, assisted living, sports or entertainment 
functions for the user. This network comprises a series of miniature sensor/actuator 
nodes each of which has its own energy supply, consisting of storage and energy 
scavenging devices. Each node has enough intelligence to carry out its task. Each 
node is able to communicate with other sensor nodes or with a central node worn 
on the body. The central node communicates with the outside world using a standard 
telecommunication infrastructure such as a wireless local area or cellular phone 
network. Experts might then provide services to the individual wearing the BAN, such 
as management of chronic disease, medical diagnostic, home monitoring, biometrics, 
and sport and fitness tracking. Next generation of BAN will include feedback loops 
for disease management or drug and treatment delivery within so-called closed-loop 
systems, and will provide feedback to the individual about her lifestyle and health 
status, eventually leading to human-in-the-loop systems.  



 
Fig. 1. The technology vision for the year 2010: people will be carrying their personal body 
area network and be connected with service providers regarding medical, lifestyle, assisted 
living, sports and entertainment functions. 
 
 

The successful realization of this vision requires innovative solutions to remove 
the critical technological obstacles. First, the overall size should be compatible with 
the required form factor. This requires new integration and packaging technologies. 
Second, the energy autonomy of current battery-powered devices is limited and must 
be extended. Further, interaction between sensors and actuators should be enlarged to 
enable new applications such as multi-parameter biometrics or closed loop disease 
management systems. Next, intelligence should be added to the device at the node 
level so that each node is capable of storing, processing and transferring data 
continuously or on an event-triggered basis. Intelligence should also be introduced at 
the network level to deal with issues such as network management, data integration 
and data interpretation. Finally, the energy consumption of all building blocks needs 
to be drastically reduced to allow energy autonomy. 

The Human++ program is looking into all of these generic BAN challenges. In the 
following sections we will have a closer look at the technologies under development. 
We will start with an overview of the test case, then we will discuss the enabling 
technologies such as wireless communication, micropower generation, digital signal 
processing and sensors. Finally, we show how advanced integration technology can 
bring together all the heterogeneous subcomponents in a compact form factor. 

3. Ambulatory Multi-Parameter Monitoring as Test Case 

We selected ambulatory multi-parameter monitoring as a driving application for 
Human++. The target of such a monitoring system is to acquire process, store, and 
visualize a number of physiological parameters in an unobtrusive way. In one case, 
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Traditionally, such signals are either captured in a clinical setting for immediate 
interpretation or they are recorded in an ambulant setting for post factum analysis via 
a Holter monitor. With a wireless ambulatory monitoring system we want to combine 
the real time features of the clinical system with the benefits of ambulatory monitoring 
from a Holter monitor. Fig. 2 shows a schematic drawing of typical set-up. The set-up 
consists of: 

 
• 1 EEG sensor node that can acquire, process and transmit 1 to 24 EEG signals; 
• 1 ECG sensor node that can acquire, process and transmit ECG signals; 
• 1 EMG sensor node that can acquire, process and transmit EMG signals; 
• 1 base-station that collects the information from the 3 sensor nodes. 
 

All the sensors have very similar functionality. First, the incoming signals are 
amplified and filtered. The resulting signals are sampled at 1024Hz with a 12-bit 
resolution. If required, the bio-signals are then processed locally to extract relevant 
features, e.g. heart rate, energy expenditure or force. Finally, the digital signals are 
transmitted over a wireless link operating in the 2.4GHz ISM band. Because the 
sensors are very similar, they can be realized with the same programmable hardware, 
illustrated on Fig. 3. 

 
The base-station acts as a data collector. The collected data are passed on to a PC 

or PDA through a USB interface. Further, the base-station also acts as a master node 
for the network, which manages the data-flow through the network. BSN are typical 
star topology networks, for which time division multiple access (TDMA) schemes are 
well suited.  

 
Fig. 2. Schematic overview of the BAN set up, consisting of EEG/ECG/EMG sensors wire-
lessly connected to a PC or PDA. 
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we focused on the simultaneous acquisition of EEG/ECG/EMG biopotential signals. 
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Fig. 3. Close up of the sensor node. On the left a picture and on the right a functional diagram. 

 
A key design criterion for such system is the power of the sensor nodes because 

this will directly determine the size and the operational lifetime of the system. Analysis 
of the operation of the sensors shows that they are alternating between four different 
modes of operation: 

1. Listen: the sensors receive their parameters from the base station; 
2. Processing: the biopotential signals are monitored and processed; 
3. Transmit: the sensors send their data to the base station; 
4. Sleep: power save mode – most of the electronics are switched off. 

The time spent in each of these modes is very much application dependent. As an 
example, Fig. 4(a) shows the relative time spent in each of the modes for a particular 
EMG measurement. In this particular case, signal processing consists of RMS compu-
tation. It is clear that for this sensor the idle time is very important and that the system 
needs to have a very low stand by power consumption.  

 
Each of these modes has its own power consumption. Fig. 4(b) shows that the 

current consumption in listen and transmit mode is much higher than in processing or 
sleep mode. This is a direct consequence of the radio which is switched on in these 
modes and which consumes about 90% of the power when it is active. Bringing all of 
these data together we get to the total average power consumption for the sensor: with 
the current system consisting mainly of off the shelf components a prototype can be 
designed that consumes less than 1mW of power if the measurement interval is longer 
than 1s. If we assume that we use two AA batteries in series with a capacity of 
2500mAh, the battery lifetime becomes approximately 3 months. 
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Fig. 4. (a) Relative time spent in different operation modes for a EMG sensor node performing 
RMS computing locally; (b) Current consumption of sensor node in different operating modes. 
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This clearly shows that with today’s technology, first realistic demonstrators with a 
reasonable lifetime can be manufactured. However a couple of major challenges still 
have to be solved in order to come to a widespread deployment of BANs. 

 
• Miniaturization: in most of current systems, batteries are the single largest 

contributor to the sensor node size. AA batteries are good for demonstration, but 
one would like to work with a coin or planar type of battery. These batteries have 
roughly 100 times less capacity than the AA cells. To keep the same battery 
lifetime the power of the electronics has to be reduced by a factor 100. Further-
more, development of advanced integration technology is required to achieve 
compact, flat and flexible sensor nodes, for embodiment in textile or clothing 
accessories. Making BSN invisible and non-intrusive is likely to determine their 
acceptance as a support for personalized healthcare and independent living.  

• Autonomous systems: the system we demonstrated can run for months. However, 
to come to a truly autonomous system it should be able to operate over its full 
lifetime without maintenance. At a given battery capacity, lifetime can be 
increased by reducing the power of electronics. Alternatively, one can scavenge 
energy from the environment during the operation of the system. If the average 
scavenged energy is larger than the average consumed energy, the system can run 
eternally with the battery or a super capacitor acting only as a temporary energy 
buffer. A combination of these technologies appears as the optimal solution for 
achieving autonomous BSN. 

• Integration of novel sensor and actuator concepts: the quality of the information 
resulting from a BAN is only as good as what you measure. Today, often only 
simple physical properties are measured such as bio-potentials, temperature and 
movement. Sensors that can measure these parameters in an ambulatory setting 
are much needed. Motion artifacts are often a major source of data corruption. 
Implantable sensors face additional issues such as biocompatibility. Besides the 
monitoring of vital signs and biomedical variables, additional sensors are 
required for sensing the environment, thus making the system “context aware”. 
This set of heterogeneous sensors need to be secure and reliable. Moreover 
interference issues need to be addressed, especially for actuating systems where 
interferences might affect not only the monitoring but also the active part of the 
system.  

• Providing more functionality: most of today’s devices act as simple gateways, 
passing on the information to a central hub where the data is converted into 
actionable information. By adding intelligence to the sensors they can take 
decisions locally and the signaling overhead in terms of data and latencies can be 
reduced. Additionally, intelligence is required for the system to make decisions 
depending on the status of the environment, thus enabling context-awareness. 
Finally, embedded intelligence opens the door to closed-loop systems providing 
action or feedback to the user.   

• Become manufacturable at low cost: today’s systems cost around 100+ euros. A 
major reason for this is the low volume of the market so far, but another more 
technical reason is that there are no commercially available packaging 
technologies that can efficiently integrate such heterogeneous components as 
batteries, MEMS, processors, and radios in a single package. 
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In the remainder of this chapter we will show how advances in wireless communi-
cation, energy scavenging, sensors and system integration can enable such systems 
in the near future. The hunt for sensor systems that are 1000x more power efficient, 
that have ample intelligence to make decisions, that cost less than 1€ and that are 
unobtrusive is open. 

4. Wireless Communication 

 

A classical approach to reduce power consumption consists in data-level duty-
cycling: sensor data are collected in a buffer and organized in packets periodically 
transmitted by the radio in short communication bursts. If the radio is switched off 
between communication bursts, this in turn reduces radio duty cycle and therefore 
reduces power consumption. However, none of the off-the-shelf low-power radio, 
even duty-cycled, have proven the ability to reduce the power consumption by  
the required orders of magnitude while offering the necessary communication  
performances. 

 
Novel air interfaces relying on impulse radio ultra wideband (UWB-IR) radio 

signals show a strong potential for further reduction of the wireless communications 
power budget and are currently attracting a lot of attention for the development of 
next-generation ultra low power radios. In the rest of this section, we highlight how 
the use of UWB-IR signals allows reducing the power consumption of the radio  
and then giving an overview of recent achievements in the development and 
implementation of such systems. 

4.1. UWB air interface: promising candidate for ultra low power wireless 
communications 

UWB signals are formally defined as radio signals that have a bandwidth larger than 
500 MHz. The Federal Communications Commission (FCC) has recently authorized 
UWB communications between 3.1GHz and 10.6GHz. The regulations on UWB 
radiation define a power spectral density (PSD) limit of -41dBm/MHz, but there are 
no specific regulations on the definition of the time-domain waveform and there are 
various ways of obtaining an UWB waveform. In UWB-IR systems, the transmitted 
signal consists in pulses of short duration (~1-2 ns) that are separated by longer silent 
periods (~20 ns or more) as illustrated in Fig. 5. 
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Commercially available low power radios, which typically rely on Bluetooth, Zigbee [3] 
or other proprietary narrowband communication schemes (e.g. Nordic [21]) cannot 
meet the stringent Wireless BAN power requirements that we are looking for. Typical 
chipsets for these radios consume in the order of 10 to 100mW for data rates of 100 to 
1000kbps, leading to a power efficiency of roughly 100 to 1000mW/Mbps or nJ/bit. 
Some recent research prototypes or commercial chipsets with limited functionalities 
have shown efficiencies of 20 nJ/bit or slightly below [6][7][8]. As outlined in the 
previous section, we need a radio which is 1 to 2 orders of magnitude more power 
efficient. 
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Fig. 5. (a) Schematic representation of a UWB-IR signal allowing signal-level duty cycling;  
(b) schematic representation of a narrowband radio signal. 

 
Power consumption of UWB-IR systems can be reduced using signal duty cycling, 

i.e. duty cycling of the radio front-end during data transmission. Indeed, the structure 

intervals between UWB pulses, and to re-activate it only when a pulse needs to be 
generated, leading to a duty cycle ranging from 1% to 10% of the actual data 
transmission time. Combining duty cycling at signal and data level duty cycling 
potentially enables effective global duty cycles ranging from 0.1% to 0.01%. Such a 
signal duty-cycling approach is not an option in narrowband systems where a 
continuous waveform must be generated to transmit the data, requiring the front-end 
to stay in an active mode throughout the actual data transmission interval, as 
illustrated in Fig. 5.  

4.2. Low Power UWB pulse generator 

(a) 

(b) 

384 J. Penders et al. 

In order to achieve ultra-low power consumption, the circuits used for the generation 
of UWB pulses should have very short start-up times (i.e. a few nanoseconds) to 
enable efficient signal duty cycling. Furthermore, although no specific waveform is 

compensate for strong interferers, to improve multiple accesses and to compose with 
the different regulations on UWB emissions worldwide. The emerging 802.15.4a low-
power UWB-IR standard [11] even imposes time-domain specifications for the 
generated pulses. In order to comply with these regulations and standards, the 
generated pulses of UWB impulse-radio (UWB-IR) approaches must fulfill stringent 
spectral masks that can feature such low bandwidths. This poses a serious challenge 
for the pulse generation of UWB-IR transmitters.  

have subdivided the entire UWB spectrum in 500MHz sub-bands as a solution to 
mentioned in international regulations, various UWB standard proposals ([5], [11]) 

of UWB-IR signals allows to switch off the radio front-end during the silent time 



 

 

 

 

Fig. 6. Architecture of the pulse generator (left) and micrograph of the pulser die (right). 
 

The system can deliver a pulse rate up to 40MHz with a measured energy 
consumption of 2mW or 50pJ per pulse at a 40MHz pulse repetition rate. In a typical 
scenario where one bit of information is encoded over 20 pulses, this represents a 
power efficiency of roughly 1nJ/bit. This is exactly the type of breakthrough low 
power consumption we were hoping to find. 

4.3. UWB analog receiver 
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A low-power and low-complexity implementation of a pulse generator complying 
with these specifications is proposed in [13]. The proposed pulser architecture 
generates a triangular baseband pulse shape which is then multiplied with an RF 
carrier for up-conversion, an approach which is often referred to as carrier-based 
UWB impulse radio. The triangular waveform is in line with the standard 
recommendations both in terms of time-domain and spectral specifications with a 
side-lobe rejection of more than 20dB. The pulse generator architecture is presented 
in Fig. 6. A triangular pulse generator and a ring oscillator are activated 
simultaneously. The choice of a ring type of oscillator is motivated by its fast startup 

Fig. 6) manages the signal duty cycling and activates the ring oscillator when a pulse 
must be transmitted, avoiding wasting power between the pulses.  

Processing wideband analog signals in the digital domain requires an extremely fast 
sampling ADC with a wide input bandwidth. Such solutions exist [15] but usually 
exhibit high power consumption. In order to minimize the overall sampling rate and 
total power consumption, analog preprocessing is an interesting alternative. Fig. 7 
illustrates an analog-based correlation receiver architecture, which corresponds to a 
direct down-conversion architecture with an analog quadrature correlator. UWB 
signals are first down-converted in quadrature baseband, then correlated with a 
rectangular pulse template. The output of the analog baseband is then sampled at the 
pulse repetition frequency. The choice of such a simple receive template is driven by 
the simplicity of its implementation and the consequent low power consumption. 
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The pulser circuit has been implemented in a logic 0.18µm CMOS technology [14]. 

time that enables heavy signal duty-cycling. A gating circuit (ring activation circuit in 



Fig. 7. UWB analog receiver: schematics and chip micrograph. 
 

 
The proposed transmitter outperforms low-power radios by more than one order of 

magnitude, while the receiver has an energy efficiency that compares to narrowband 
receivers. This asymmetric power consumption is adequate for BAN applications 
since the most power-constrained elements are the sensors, while the receiver in the 
central station has slightly more relaxed power budget. 

5. Micropower Generation and Storage 

Today, the batteries that are needed to power wireless autonomous transducer systems 
seriously limit the possibilities of this emerging technology. Modern electronic 
components become smaller and smaller, while the scaling of electrochemical batteries 
faces technological restrictions. As a consequence, either large batteries are used that 
give a longer autonomy but make the system bigger, or small batteries are used that 
make the system less autonomous. For this reason, a worldwide effort is ongoing to 
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This receiver has been implemented on a 0.18µm CMOS technology [16]. The 
total power consumption of the chip is 30mW at 20MHz pulse repetition frequency. 
This power consumption is more than one order of magnitude higher than for the 
pulser, and corresponds to an energy efficiency of approx. 10 nJ/bit. The reason 
behind this increased power consumption is that signal duty cycling could not be 
applied in the receiver, since the startup time of some receiver components is larger 
than the average inter-pulse interval.  



replace batteries with more efficient, miniaturized power sources. We aim at generating 
and storing power at the micro scale to improve the autonomy or reduce the size of 
wireless autonomous transducer systems. The envisaged solution takes its energy – 
thermal or mechanical – from the human body and converts it into electrical energy, 
stored in a micro-battery or (super)capacitor. The choice of scavenging principle 
depends on the application and the environment in which it is used. In this section, we 
will present thermal scavengers because they are well suited to convert the thermal 
body heat into electricity. 

Fig. 8. (a) Schematic of a thermoelectric generator. (b) The schematic thermal circuit 
representing the generator and its environment. 

 
 

Thermal energy scavengers are thermoelectric generators which exploit the Seebeck 
effect to transform the temperature difference between the environment and the 
human body into electrical energy. A thermoelectric generator is made of thermopiles, 
which are in turn made of a large number of thermocouples connected thermally in 
parallel and electrically in series, as shown schematically in Fig. 8(a). The black and 
white pillars represent the two types of thermoelectric materials, and the metal 
interconnects are drawn in grey. They are sandwiched between two plates, the cold 
and hot sides of the device. Heat flows from the hot side to the cold side, through the 
pillars (indicated by the arrows). The maximum electrical power is generated when 
the two following conditions are met: (i) the load is matched to the electrical 
resistance of the generator and (ii) the thermal conductance of the thermocouples 
equals the one of the air between the plates. Under this condition, power increases 
when increasing the height of the pillars.  
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A number of TEGs has been built during the last few years. First generation TEGs 
were introduced to measure the heat flows on man and animals. Although they offer a 
good power output (0.1 mW), they usually produce less than 0.5 V output on the 
matched load. The second generation of TEGs is characterized by a voltage of more 
than 0.7 V which is enough for its effective utilization for powering electronic 
modules [22]. In 2005, the size of TEGs has been reduced to the one of a man watch 
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5.1. Thermoelectric generators and systems with commercial thermopiles 

thereby significantly improving their acceptance by the wearer [23]. These third 



 
Integration of thermopiles within sensor modules requires advanced power 

management schemes to optimize harvested power efficiency. Typically, the TEG 
continuously charges a battery or a supercapacitor, which then provides power to 
electronic modules. Voltage up-converters are usually added to match the need for 
higher voltage power-supply of different electronic components. However, since such 
converters significantly decrease the overall power efficiency, attention should be 
paid to match input-voltage of electronic components with the output-voltage of  
the battery/supercapacitor. In systems exploiting the last generation of TEGs, super-
capacitors were preferred to batteries because they can start storing energy at a lower 
voltage. At a given temperature, this means more energy can eventually be stored; at a 
given power need, this means the device could work at higher air-temperature.  

 

 
Fig. 9. Performance characteristics of the watch-like TEG. Power vs. air temperature produced 
at different metabolic rate levels: on a walking man (3), when working in office (2), and with 
no physical activity for prolonged period (1). 
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generation TEGS are intended for use at a temperature of about 22°C, then providing 
a useful power of 0.2-0.3 mW on office workers and about 0.1 mW at night or e.g. on 
immobilized patients in hospitals (low metabolic rate), as represented on Fig. 9(a). 
Therefore, taking into account adverse illumination conditions at home, on transport 
and at night, the TEGs turn out to be much more powerful than the best solar cells 
[25].  

In 2006, we achieved the development of the first prototype of a non-trivial 
biomedical sensor fully powered by the patient’s body heat: a wireless pulse oximeter 
for non-invasive measurement of pulse and blood oxygen [24], shown in Fig. 10. The 
device consists of the watch-size wrist TEG, sensor electronics, processor and radio, 
and a commercial transmission pulse oximetry finger sensor. The watch-size wrist 
TEG is connected to a supercapacitor as described above. For digital signal 
processing and radio communication, the system uses the wireless sensor platform 
presented in the test case. The sensor locally performs all signal processing on 3.9s 
blocks of measurements, and transmits the resulting pulse and oxygen saturation 
values (Fig. 10). This leads to a sustainable average power consumption of about  
100 µW. 

 



Fig. 10. Wireless body-powered pulse oximeter (left), a prototype of the battery-less electronics 
(middle) and the application running on a laptop (2006). 

The use of commercial thermopiles has proven that human heat can be used to power 
a sensor node. Nevertheless, the solution is non-optimal for two reasons: (i) it does 
not offer the possibility of optimizing the power and the voltage at the same time, and 
(ii) it is a very expensive one, because thermopiles fabrication techniques cannot be 
easily automated. A possible solution could be the use of micromachined thermopiles. 
These have already been presented in the scientific literature, and are used in 
miniaturized commercial thermoelectric coolers. Micromachining has the potential 
advantage of reducing the lateral size of the thermocouple. This means that a much 
larger number of thermocouples can be fabricated per unit area, thus allowing to 
matching of thermal conductance of thermopile to the one of the air. Such approach 
would allow combining a large voltage and a large power. Unfortunately, micro-
machined thermocouples have a height of a few microns only, which drastically 
reduces the thermal resistance of the generator and, hence, the generated power.   

 
In order to overcome this difficulty, we have developed a special design of a 

micromachined thermoelectric generator for application on humans, which combines 
a large thermal resistance of the device with a large number of thermopiles. The 
schematic is shown in Fig. 11(a). Several thousands of thermocouples are micro-
machined on a silicon rim. The function of this rim is to increase the parasitic plate-
to-plate thermal resistance of the generator. If Bi2Te3 is used as thermoelectric 
material an optimized device fabricated according to this scheme and positioned on 
the human wrist can generate up to 30 µW/cm2 at a voltage exceeding 4 volts. Fig. 
11(c) shows a realization of such a device based on SiGe thermocouples. Because of 
the inferior thermoelectric properties of this material with respect to Bi2Te3, an 
optimized device is expected to generate about 5 µW/cm2 at a voltage of 1.5 Volts. 
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5.2. Micromachined thermopiles 



 

Fig. 11. (a) Schematic of the TEG capable of combining large power and large voltage (rim and 

TEG shown in (a). (c) Photograph of the fabricated thermoelectric generator. Thermocouples 
are made of SiGe. 

6. Digital Signal Processing 

spent on the wireless transmission of the data (see Fig. 4(a)). As discussed, UWB 
communication is foreseen as an efficient way to reduce power consumption due to 
wireless communication. For most applications, further reduction can be obtained by 
performing local signal processing on the node, hence avoiding the transmission of 
the entire raw data (bandwidth reduction). Technologies to enable local ultra-low-
power signal processing should thus be considered. Among these, Digital Signal 
Processors (DSPs) are particularly well-suited for tight power budget, while still 
offering a decent level of flexibility. Here we discuss the development of Ultra Low 
Power (ULP) Digital Signal Processors for BSN, which shall be capable of running 
on scavenged energy only. 
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As the intensity of requested local processing is highly dependent on the appli-
cation, we will illustrate our developments on the particular case of ECG monitoring, 
part of the ambulatory multi-parameter monitoring test-case. An extensive overview 
of algorithms available for ECG analysis and QRS detection can be found in [26]. We 
illustrate our developments on an algorithm for R-peak detection described in [28]. 
Since only R-peak information is then transmitted through the radio, this typically 
reduces the data-rate by a factor 1000 (from 10+ kbps to 10+ bps), thus resulting in a 
better balance between computation and communication. 

The ambulatory monitoring test-case has shown that the large majority of power is 

thermopiles are not scaled to overall device dimensions). (b) Simulated performance of the 



The typical power breakdown of a (DSP) microprocessor is given by: 
 
• Leakage Power (Pleak): static dissipation while the processor is powered on. 
• Active Power (Pactive): dynamic dissipation consumed while the processor is 

active. 
• Idle Power (Pidle): dynamic dissipation consumed while the processor is in 

stand-by mode without processing data. 
 
Total power consumption is thus given by: 

))()(( __ avgIdleIdleavgActiveActivesampleLeakageTotal tPtPfPP ⋅+⋅∗+=  , 

where fsample is the sample rate of the incoming data, tactive,avg the average time needed 
for processing one sample and tidle,avg the average time the processor is idle after 
processing a sample. Both tactive,avg and tidle,avg depend on the processor clock speed 
with 1/fsample = (tactive,avg + tidle,avg). Also Pactive depends on the processor clock speed 
with (Pactive * tactive,avg

 

processor clock frequency to its minimal value, fsample * max(cycles), where 
max(cycles) is the maximum number of cycles required to process a data sample. This 
technique can be applied to any processors and results in a reduction in idle time and 

performances. They fall under three main categories: 
 
• Idle power is reduced by implementing a top level clock gating mechanism, 

on top of the existing fine-grain clock-gating, which eliminates any internal 
switching activity, thus reducing internal idle switching energy to zero. 

• Active power reduction is achieved by decreasing the amount of execution 
cycles and optimizing the signal processing algorithm using embedded 
computing techniques including conversion from floating- to fixed-points, 
and implementation of approximations for divisions, trigonometric and other 
complex mathematical functions.  

• Leakage power consumption is cut down by using high threshold voltage 
(High-VT) libraries for standard cells and memories. 

• Scaling down program memory from 128 to 64 bits, reducing data memory 
sizes and decreasing processor complexity. 
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We emphasize the impact of these optimizations on a benchmarking example, in 
which we mapped the R-peak detection algorithm onto a processor using the coarse-
grained reconfigurable technology of Silicon Hive [27]. The algorithm executes on 
the Silicon Hive processor at 100MHz with a sample rate of 200Hz. The empirical 
results obtained before optimization suggested a duty cycle of 0.25%, showing that 
most of the power is consumed when the processor is idle. Dynamic and static 
optimization of power consumption led to the following results: 
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more advanced optimization techniques can be used to achieve ultra low power 

) = energy/sample, constant for every active operation. 

active power while, however, increasing processor response time. Alternatively,

Simplistic approaches to achieving low power performance consist in reducing 



• Dynamic idle power consumption is reduced to ~ 0µW (clock consumption).  
• Cycle count is reduced by a factor of five, therefore driving active time down 

to only 0.05%. 
• Leakage power is decreased by a factor 14, mainly thanks to the use of high 

threshold voltage (factor 7). 

Power analysis after a gate-level simulation, with wire-capacitances back-annotated 
from layout, reports a power consumption of 7.81µW (5.45µW leakage, 2.36µW 
active). Table 1 summarizes the power optimization achieved for our benchmarking 
case, compared to an initial Silicon Hive (generic purpose RISC) processor running at 
100MHz and at 1.25MHz, minimal clock frequency in this case. Further reduction of 
leakage power during idle time could be achieved by dynamic power switching or 
dynamic voltage scaling. Since the processor spends most of its time in idle mode 
(Table 1), this should lead to a leakage power below 1 µW. 

 
This discussion has shown that Digital Signal Processors, combining both flexi-

bility and efficiency, are suitable for BSN applications powered by energy scavenging 
technology. Future research should focus on additional architectural explorations, 
application analysis and advanced power optimizations e.g. power gating and data 
path enhancement. 

Table 1.  Power breakdown for benchmarking example (see text). 

7. Sensors and Actuators 
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Our multi-parameter monitoring system needs to acquire biopotential signals in a very 
power efficient way. The different biopotentials have different amplitude and 
frequency characteristics as shown in Fig. 12. For this purpose, we developed a 
low-power 25 channel biopotential ASIC [30]. The ASIC preprocesses typical bio-
potentials such as ECG and EEG signals. It can be configured in different operational 
modes thanks to its variable bandwidth and gain settings. 

Acknowledgments. Results presented in this section were obtained in collaboration 
with Silicon Hive, the TU Eindhoven and Philips Research. The authors would like 
to thank Frank Bouwens, Lennart Yseboodt, Jos Huisken and Jef van Meerbergen for 
their contribution. 

 Original @ 
100Mhz 

Original @ 1.25Mhz Optimized @ 
100Mhz 

Active 6.52 mW * 0.25% 81.55 µW * 20.00% 4.71 mW * 0.05% 
Idle 0.75 mW * 99.75% 9.41  µW * 80.00% 0.00 mW * 99.95% 
Leakage 100.04µW 100.04µW 5.45 µW 
TOTAL P 867.47µW 123.84µW 7.81 µW 



 

  

characteristics of different biopotential 
signals. 

Fig. 13.  25 channel biopotential ASIC. 

 
The mixed-signal ASIC consists of 25 channels (Fig. 13). In a typical configu-

ration, 24 channels are configured for EEG measurements and 1 channel is configured 

amplifier, followed by a variable gain amplifier. There are 8 different gain modes 
ranging from 200 to 10000 for the EEG channels and from 20 to 1000 for the ECG 
channel. The front end instrumentation amplifier has bandpass filter characteristics, 
where in-band gain and the cut-off frequencies are settable with external components.  
With an external capacitor of 1 µF, a bandwidth of 0.5 – 80Hz is selected. The CMRR 
is larger than 90dB at 50mV electrode offset. The total input referred voltage noise of 
each channel is less than 1 µVrms in the 0.5 Hz – 80 Hz bandwidth. These features 
allow suppressing the input common mode voltages coupled to the human body, 
while amplifying the microvolt level biopotential signals. The mixed signal ASIC is 
designed and fabricated in 0.5µm CMOS process. The ASIC can operate from a 
voltage supply ranging from 2.7 V – 3.3 V while dissipating less than 10.5 mW. All 
the channels of the ASIC are multiplexed with a frequency of 1 kHz per channel and 
buffered at the output. Therefore, a single ADC with a maximum input capacitance of 
50 pF can sample all the channels of the ASIC.   

 
In a test setup, two channels of the ASIC are connected to Ag/AgCl electrodes for 

reading the brain activity at the occipital cortex (backside of the head). A 
microcontroller with integrated ADC, is directly connected to the ASIC. Operation 
and gain settings of the ASIC are controlled from the microcontroller. When the 
patient closes his eyes, the typical alpha rhythm becomes clearly visible at the output 
(Fig. 14). 
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Fig. 12. Amplitude and frequency 

as ECG channel. Each channel of the ASIC consists of a high CMRR instrumentation 



 
Fig. 14.  Alpha activity from the two electrodes at occipital cortex, and their Short-Time Fourier 
Transform. 

 

 

8. Integration Technology 
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More recently we have also fabricated an alternative instrumentation amplifier 
architecture with a power consumption of 0.06mW per channel while maintaining a 
CMRR of 120dB [31]. This ASIC provides an additional factor of 20 in power 
savings per channel compared to the 24 channel version. 

One form factor suitable for many sensor applications is a small cubic sensor node. 
To this end, a prototype wireless sensor node has been integrated in a cubic 
centimeter (Fig. 16). In this so-called three-dimensional system-in-a-package 
approach (3D SIP) [19], the different functional components are designed on separate 
boards and afterwards stacked on top of each other through a dual row of 0.7mm 

Fig. 15.  Architecture of single channel biopotential ASIC. 

solder balls with a pitch of 1.27mm. This system has the following advantages:



9. Conclusion 

This text gave an overview of the Human++ research program, which is targeted at 
developing key technologies and components for future wireless body area networks 
for health monitoring applications. Several enabling technologies and integrated 
modules were discussed.  

 
Over the next years, we will see more BAN technologies being developed all over 

portable system that keeps track of our health and fitness level at an affordable cost. 
 

Fig. 16.  3D SiP Wireless autonomous sensor node. Fig. 17. Sensor in a flexible band 
aid. 

 
Parallel research was started to implement the same technology on a flexible 

carrier. The ultimate target is to create a small and smart band-aid containing all the 
necessary technology for sensing and communication with a base station. It will 
provide a generic platform for various types of applications (wound healing, EEG, 
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depending on the application, (iii) each layer can be developed in the most 
appropriate technology. The first generation 3D stack offers a complete System-in-a-

generation 3D stack offers a complete System-in-a-Package (SiP) solution for low 
power intelligent wireless communication. The integrated stack includes a commercial 
low power 8 MIPS microcontroller [20] and 2.4GHz transceiver [21], crystals and all 
necessary passives, as well as a matched dipole antenna custom-designed on the top 
layer laminate substrate. The bottom layer has a BGA footprint, allowing standard 
techniques for module mounting. This sensor module has been integrated with the 
watch-like thermal scavenger and consists in a basis for sensor networks [29], which, 
unlike most of their predecessors, are fully energy autonomous. 
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(i) modules can be tested separately, (ii) functional layers can be added or exchanged 

Package (SiP) solution for low power intelligent wireless communication. The first 

ECG, EMG…). The first prototype (Fig. 17) is 10 times smaller than a credit card 

the world. Step by step these will bring us closer to the end goal: an unobtrusive 



polyimide carrier contains a microprocessor and a wireless communication module 
(2.4 GHz radio). It enables us to optimize the antenna for its activity on human skin. 
Current focus lies on adding the necessary sensors and energy equipment (rechargeable 
battery, energy scavenger and advanced electronics to keep energy consumption as 
low as possible). We target an ultimate device thickness of approximately 100 µm. 

 
The biggest challenges in developing this kind of modules are the extreme 

miniaturization and its effects on the functionality of the used components. Some of 
the many problems to tackle are the use of naked chips, chip scaling, assembly 
processes like wire bonding and flip-chip on a flexible substrate, application of thin-
film batteries and solar cells and integration of the entire technology in a biocompatible 
package. 
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