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Atmospheric boundary layers: nature, theory and
applications to environmental modelling and security

Alexander Baklanov · Branko Grisogono

This special issue presents a set of peer-reviewed papers from the NATO Advanced
Research Workshop (ARW) “Atmospheric Boundary Layers: Modelling and Applications to
Environmental Security”, held in Dubrovnik, Croatia, 18–22 April 2006; 57 researchers from
21 countries and 4 continents participated (see the ARW web-site http://pbl-nato-arw.dmi.dk).

The principal goals of the ARW were

• to summarise and assess current knowledge on planetary boundary-layer (PBL) physics
and parameterization,

• to promote the exchange of ideas and knowledge between physicists, meteorologists, and
environmental modellers,

• to set a course for improving PBL parameterisations in climate, numerical weather pre-
diction, air-quality, and emergency preparedness models.

A pleasant reason to arrange this event in April 2006 was the 70th birthday of Professor
Sergej Zilitinkevich (born on 13 April 1936 in St. Petersburg, Russia). A most appropriate
tribute to him is the fact that a major part of the presentations at this ARW are based on
or linked with his fundamental works. His scientific biographical note by George Djolov is
included in this issue. He is in perfect form, sprinkling with new ideas, and very productive
scientifically.

The scientific organisation of the ARW was performed by the Organising Commit-
tee consisting of the NATO-country ARW director Alexander Baklanov (Meteorological
Research Division, Danish Meteorological Institute, Copenhagen, Denmark); the Partner-
country ARW director Branko Grisogono (Department of Geophysics, University of Zagreb,
Croatia); Adolf Ebel (Phenish Institute for Environmental Research, University of Cologne,
Germany); Sylvain M. Joffre (Finnish Meteorological Institute) and Sergej Zilitinkevich
(Division of Atmospheric Sciences, University of Helsinki, Finland)—with valuable contri-
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butions from the local organisers: Iva Kavcic and Iva Grisogono (Department of Geophysics,
University of Zagreb).

The programme included three introductory talks, nine key lectures, and 27 regular pre-
sentations divided into several thematic sessions. It is only natural that this issue does not
cover all presentations; some of them were based on already published, submitted or still
uncompleted papers.

Besides presentations, the programme included three general discussions: “Stability
dependence of the turbulent Prandtl number and the critical Richardson number problem”,
“Turbulence closure problem”, “Towards improvement of PBL schemes in operational mod-
els”; and specific discussions in working groups: (WG1) Boundary-layer physics (L. Mahrt);
(WG2) Turbulence closure (S.S. Zilitinkevich); (WG3) Complex and mesoscale boundary-
layer flows (P.A. Taylor); (WG4) Air-sea-ice interaction (S.E. Larsen); (WG5) Air flows
within and above urban and vegetation canopies (R. Bornstein); (WG6) PBLs in operational
models (M.W. Rotach); (WG7) Environmental security issues and demands from end users
(H.J.S. Fernando). The WG chairmen (see their names in brackets) have summarised and
forwarded to us the conclusions and recommendations of their groups. Below we briefly skim
through working-group and general inert-group conclusions.

WG1 recommended (i) creation of a catalogue of the more extensive PBL datasets, (ii)
analysing different sites with the same analysis method, and (iii) maintenance of a respon-
sive data-base centre that can accommodate continual upgrades of datasets. More attention
should be concentrated on spatial averaging of turbulent fluxes. Tower measurements can
provide spatial averages, such as over a grid area, only with weak heterogeneity and the
precarious assumption of Taylor’s hypothesis. Most practical applications involve complex
surfaces, which require more attention. The degree of failure of existing similarity theory
over common complex surfaces needs to be determined to establish the likely magnitude of
errors. Even modest improvements of the formulation of the flux-gradient relationships over
heterogeneous surfaces would be of considerable practical use.

WG2 emphasised that traditional treatment of the turbulence energetics using solely the
turbulent kinetic energy (TKE) budget equation is insufficient and causes difficulties in oper-
ational turbulence closure models. The TKE equation in combination with the down-gradi-
ent formulation for the turbulent fluxes and Kolmogorov’s closure hypothesis for the eddy
exchange coefficients leads to unrealistic degeneration of turbulence at Richardson num-
bers, Ri, exceeding some critical value, Ric. To Ric, Ri-dependent “correction coefficients”
are introduced in the above formulation without physical explanation of the maintenance
of turbulence in strongly stable stratification. As demonstrated at the ARW the above diffi-
culties are caused by overlooking the turbulent potential energy (TPE) proportional to the
mean squared temperature fluctuations. Together TKE and TPE comprise the turbulent total
energy (TTE), whose budget equation does not include the vertical flux of buoyancy and has
the form of a conservation equation securing positive TTE in any stratification. The concepts
of TPE and TTE eliminate Ric from the turbulence closure problem and open a constructive
way to create a hierarchy of energetically consistent closure schemes for operational use.
The nature of organised structures in the convective PBL, namely cells and rolls in the shear-
free and sheared regimes, respectively, remain not fully understood. The surface heat/mass
transfer laws for the shear-free convection are obtained, but to extend the theory to sheared
convection and to vertical transports within the convective zone, further observational and
numerical simulation studies are needed.

WG3 identified the following mesoscale boundary-layer flows that strongly affect regional
climate, weather and air quality: internal boundary layers caused by the roughness and/or
thermal heterogeneity; flows over topography, such as slope winds; thermally driven features:
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surface-induced convection and thunderstorms, sea and lake breezes, mountain-valley winds,
urban and other heat islands, convective circulations over leads and polynias; mechanically
driven flows: orographic gravity waves, downslope wind storms, retardation of frontal pas-
sages by orography or roughness; and features combing thermal and mechanical driving
mechanisms, such as bora, chinook and foehn. Here the traditional computational techniques
are Reynolds-averaged Navier–Stokes equation (RANS) models with varying levels of clo-
sure. TTE closures open new opportunities to improve RANS models, first of all, addressing
air quality issues. Large-eddy simulation (LES) has just started to address idealised complex-
terrain flows (e.g., Arctic leads, simply composed slopes, urban canopies) utilising periodic
lateral boundary conditions. In view of the increasing power of supercomputers this technique
will become suitable for operational modelling in the very near future.

WG4 focused on the marine atmospheric planetary boundary layer (MPBL). The smaller
roughness and larger heat capacity of the ocean result in more organised convective flow
patterns, such as cloud streets. Parameterization of the surface turbulent fluxes of momen-
tum, heat and water vapour over the sea remains the key problem because of difficulties in
obtaining high quality data in strong winds. Several studies revealed decreasing of the effec-
tive roughness length in very strong winds caused by the input of the sea spray into the lower
surface layer. Constrained waters, coastal areas and lakes represent an even more complex
problem requiring knowledge of the wind fetch and the basin depth. Modelling of the gas and
particle exchange between the atmosphere and ocean still suffers from many uncertainties of
both theoretical and experimental nature. For gases, an important uncertainty follows from
the empirical nature of the surface exchange coefficient allowing no simple rules to account
for non-stationary and heterogeneous features often found in aqueous concentration patterns
and wind speeds. The mixed ice-sea surface is often highly heterogeneous with respect to
the heat flux, due to the often-extreme difference in temperature between the ice surface and
underlying waters. Also the drag may change strongly due to ridged borders of the ice floes.
A quite successful effort has been made to understand and model the flow and fluxes for
individual water openings, and also from ice-covered surfaces. However, aggregation into
average surface fluxes remains strongly uncertain. Passing clouds change the radiation heat
flux and thus constitute an important non-stationary effect on the MPBL. The strong wind
MPBL traditionally considered as a simple neutrally stratified boundary layer exhibits novel
features and, as recognised recently, should be treated as “conventionally neutral” (near-
neutral close to the surface but strongly affected by the free-flow stability and stably strati-
fied in its upper portion).

WG5 emphasised the key role of the urban boundary layer in air quality problems. Urban
features essentially influence atmospheric flow and microclimate, strongly enhance atmo-
spheric turbulence, and modify turbulent transports, dispersion and deposition of atmospheric
pollutants. Considerably increased resolution in numerical weather prediction models has
allowed for more realistically reproducing urban air flows and air pollution processes. This
has triggered new interest in modelling and investigating experimentally specific processes
essential for urban areas. Recent developments performed within the EU-funded project
FUMAPEX on integrated systems for forecasting urban meteorology and air pollution and
other relevant studies showed many opportunities in “urbanisation” of weather prediction,
air pollution and emergency preparedness models.

WG6 and WG3 agreed that high-resolution mesoscale RANS models and LES are com-
plementary providing basic information on fine-scale features of air flow over complex terrain.
The latter are not resolved in larger scale climate and weather prediction models and are to
be parameterized through appropriate spatial averaging of turbulent fluxes (flux aggrega-
tion). This applies in particular to “hydrological heterogeneity” associated with areas with
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many small lakes. Currently-used flux-profile relationships determining the lower boundary
conditions in both mesoscale and larger scale models need to be refined. The background
Monin–Obukhov similarity theory is not applicable over complex terrain (see WG1) and
does not realistically reproduce strongly stable and strongly unstable stratification regimes.
Recently it has been generalised accounting for the non-local effects of the free-flow stabil-
ity in stable stratification and large-scale, organised eddies in shear-free convection. Further
work is needed to extend surface-layer theory to sheared convection and also to complex and
sloping terrain.

WG7 considered environmental security issues and demands from end users. With grow-
ing spectra of chemical, biological and radiological (CBR) terrorism, it has become increas-
ingly necessary to protect our ecosystems against deleterious activities of humans. The rapid
rise of population in cities has created concentrated human centres that are vulnerable to
extensive destruction through terrorism or by natural causes such as hurricanes, as evidenced
with increasing frequency in recent decades. Increase of air pollution is another issue that is
closely related to the quality of life. Given that the bulk of living entities are embedded in the
PBL, it is opportune to discuss the role that boundary-layer meteorology plays in securing
our environment. One of the key issues is the prediction of the pathways of CBR releases.
First and foremost, suitable sensors are needed for the detection of toxins, and in the post-
9/11 era such sensor technologies are rapidly advancing. What follows are in the arena of
PBL modelling: optimal placement of sensor and design of sensor networks, environmental
cyber-infrastructure, prediction of transport, diffusion and distribution of contaminants in
the PBL, especially fast forecast models, monitoring of contaminant paths, including sensor
model fusion work, long range transport and dilution, indoor air quality (air seepage through
building accessories), environmental remediation, informing the authorities and providing
help in emergency response.

We hope that the principal goals of the ARW will be achieved and this issue will help
readers to assess the potential of recent achievements and novel ways in PBL physics and
its applications. It was the unanimous opinion of all participants that the ARW has indeed
made a step towards these goals, and that similar meetings, say, once in 2–3 years would
strongly facilitate further progress in boundary-layer meteorology and operational environ-
mental modelling, including the security issues.
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Søren Larsen, Robert Bornstein, Mathias Rotach and Joe Fernando for providing us with recommendations
summarised herein.
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Some modern features of boundary-layer meteorology:
a birthday tribute for Sergej Zilitinkevich

G. D. Djolov

Abstract The paper summarises the major scientific achievements of Sergej Zilitinkevich
on the occasion of his 70th birthday.

1 Introduction

Recent urgent demands from environmental security, rational land exploitation, energy use
and sustainable development have placed boundary-layer meteorology (BLM) in the fore-
front of modern developments in the field of atmospheric sciences. The theoretical advances,
modelling tools and experimental data related to the atmospheric boundary layer are needed
in a wide range of environmental models including those for climate, weather prediction,
air pollution, and environmental impact assessment. Contemporary demand for high reso-
lution modelling of complex atmosphere–hydrosphere–biosphere systems depends strongly
on an accurate description of the physical processes in the turbulent planetary boundary layer
(PBL).

At the workshop the participants had the pleasure of celebrating the 70th birthday of
Sergej Zilitinkevich. His works contributed to many aspects of environmental physics and
fluid dynamics including the theory of climate and general circulation of planetary atmo-
spheres (Zilitinkevich and Monin 1974, 1977; Zilitinkevich 1976a, b, 1989a, b, c; Zilitinke-
vich et al. 1971), air–sea interaction (Zilitinkevich et al. 1978a, b, 2001), physical oceanog-
raphy and hydrology (Zilitinkevich 1991a; Zilitinkevich et al. 1979, 1992; Zilitinkevich and
Mironov 1992) and astrophysics (Zilitinkevich et al. 1976), not to forget his literary works
(Zilitinkevich 1994, 1995).
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2 Career achievements

During his academic career in Russia, Germany and Scandinavia, the focus of Sergej’s
research was and still is on the atmospheric boundary layer. His work has integrated and fur-
ther developed earlier outstanding achievements of the Russian, German and Scandinavian
schools of the geophysical boundary layer and turbulence (A.N. Kolmogorov and A.M.
Obukhov, L. Prandtl and T. von Karman, V.W. Ekman and C.G. Rossby) and has contributed
significantly to the contemporary nature of these fields. His contributions have played an
important role in the development of boundary-layer meteorology into a mature physical
discipline, and a first book on this subject published 37 years ago (Zilitinkevich 1970) still
withstands the passage of time and contains a research program relevant even today. Some of
his universally accepted contributions to BLM are shortly overviewed in the present article.

Sergej Zilitinkevich’s name became known worldwide in the late sixties, in connection
with one of the key problems of boundary-layer meteorology: determination of the turbulent
fluxes at the surface from easily available information, namely, the geostrophic wind speed
and the temperature/humidity increments across the PBL. In 1967 he established the resis-
tance and heat/mass transfer laws for both the stable and convective geophysical boundary
layer in terms of what were denoted the A, B, C, D stability functions (nomenclature that
became classical). Beginning from his early work (Zilitinkevich et al. 1967; Zilitinkevich
and Chalikov 1968), many principal developments in this field are based on his pioneering
contributions. These include an advanced version of the theory for the non-steady boundary
layer (Zilitinkevich and Deardorff 1974), the asymptotic analysis and analytical solution for
the A, B, C, D stability functions (Zilitinkevich 1975a), and, finally, extension of the theory
to extreme stability regimes, in which semi-organised components of turbulence (overlooked
in the traditional theories) play the decisive role (Zilitinkevich and Esau 2005).

Limiting ourselves to the most frequently quoted papers of Sergej Zilitinkevich, we pro-
ceed to his “directional dimensional analysis” (DD-analysis)—a novel mathematical pro-
cedure that allows one to separate motions driven by different forces (Zilitinkevich 1971,
1973). He used it to theoretically discover a new convective regime, “sheared convection”
(besides the two regimes already known at the time: the buoyancy dominated “free con-
vection” and the shear dominated “forced convection”), and to predict its basic features. In
the early 1970s, this theoretical development was premature: experimental techniques were
insufficiently advanced for its verification. The theory of sheared convection was convinc-
ingly confirmed by high-quality turbulence measurements only in the 1990s, and since then
has become universally recognized. Important support to these works, including experimental
validation, has been given by Betchov and Yaglom (1971) and Kadar and Yaglom (1990).

In his very short but very frequently quoted paper, Zilitinkevich (1972) analysed the stable
boundary layer in a rotating fluid and derived the characteristic height scale h∗ ∼ u2∗| fBs|−1,
nowadays universally accepted as the “Zilitinkevich scale” (here, u∗ is the friction velocity,
Bs is the surface buoyancy flux, and f is the Coriolis parameter).

In another short paper Zilitinkevich (1975b) formulated the first non-steady-turbulence
equation for the depth of the evolving boundary layer often referred to as the “Zilitinke-
vich spin-up equation/effect”. Numerous later work by many researchers was devoted to the
experimental verification, generalisation and modelling applications of this theory. His own
further developments of this theory are summarized in Zilitinkevich (1991b).
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3 Recent work

The last 15 years or so of his research have been devoted to the fulfilment of a comprehensive
multidimensional research program aimed at incorporation of boundary-layer physics into
the general context of dynamic meteorology, climate physics, and operational environmental
modelling. Below we note some of the principal developments, which Sergej carried out in
cooperation with many groups from around the world.

A series of his studies are devoted to the extension and modification of PBL theory in order
to systematically incorporate all relevant characteristics of the free atmosphere. Traditionally,
the PBL is considered as driven by the horizontal pressure gradient force and affected by
turbulent friction, density stratification and the Earth’s rotation (characterized by u∗, Bs, and
f , respectively); whereas the free atmosphere’s characteristics are represented only by the
values of wind and temperature at the top of the PBL (through the boundary conditions). In
this context, the state of the free atmosphere, its static stability or any other properties, is
considered irrelevant to the turbulent state of the atmospheric PBL. Sergej Zilitinkevich has
developed an advanced, non-local theory of the neutral and stable PBL accounting for the
free-atmosphere Brunt-Vaisala frequency N , baroclinic shear, � = |∂ug/∂z| (where ug is
the geostrophic wind vector and z is the height), large-scale vertical velocity, wh , and also
non-steady developments of the PBL. Accordingly, instead of the traditionally recognised
neutral PBL and stable PBL, we now distinguish the truly neutral (Bs = 0 and N = 0), the
conventionally neutral (Bs = 0 and N > 0), the nocturnal stable (Bs < 0 and N = 0), and
the long-lived stable (Bs < 0 and N > 0) PBL, which are controlled by different physical
mechanisms and exhibit essentially different properties (Zilitinkevich 2002; Zilitinkevich
et al. 2002, 2007a; Zilitinkevich and Baklanov 2002; Zilitinkevich and Esau 2003). Further-
more, the classical Monin–Obukhov similarity theory for the stably stratified surface layer
has been revised: the classical Obukhov length scale L = −u−3∗ B−1

s is generally replaced
by the composite turbulent length scale involving the rotational and the free-flow-stability
scales (L f = u∗/ f and L N = u∗/N ) : L−2

Com = L−2 + C ′L−2
N + C ′′L−2

f , where C ′ and C ′′
are dimensionless constants (Zilitinkevich and Esau 2005, 2007). A dramatic example of a
turbulent regime, in which the Monin–Obukhov theory fails, is the conventionally neutral
PBL where L−1 = 0, and the essential length scale is L N .

Another area of interest of Sergej Zilitinkevich is the nature of semi-organised eddies in
turbulent convective flows and their role in turbulent transport. In Zilitinkevich et al. (1999,
2006) a very recent theory of the convective heat/mass transfer deserves emphasizing. As
follows from perturbation analysis and large-eddy simulation (LES) of turbulent convection,
semi-organized convective eddies represent complex but principally regular (or quasi-regular)
flow patterns. Typically they consist of strong plumes fed by “convective winds” blowing
towards plume axes, which cause shear-generated turbulence. This mechanism enhances
convective heat/mass transfer and discloses an important role of the surface roughness over-
looked in the classical theory. An advanced model developed on this basis is impressively con-
firmed by meteorological observations from numerous field campaigns and also through LES
(Zilitinkevich et al. 2006). This analysis has shown that heat fluxes over rough surfaces may
be up to two orders of magnitude larger than the prediction of classical theory. Furthermore,
the new theory demonstrates that in shear-free convection the boundary-layer height h and
the Deardorff convective velocity scalew∗ = (Bsh)1/3 must be included in the surface-layer
scaling, so that the basic Monin–Obukhov similarity theory, as well as turbulence closure
models expressing turbulent fluxes through local mean gradients, become insufficient. Thus
after half a century of indisputable acceptance, this famous theory can no longer be considered
as universal: in calm-weather convection the correct surface-layer scaling should includew∗
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(in addition to u∗) and thus h; whereas in the conventionally neutral and long-lived stable
PBL it should include the free-flow Brunt–Väisälä frequency N .

4 Summary

The above theoretical works of Sergey Zilitinkevich gave rise to numerous innovative devel-
opments in numerical weather prediction, climate modelling, modelling of air pollution
and urban environment, optimised energy use in variable climate and weather, renewable
energy planning and management, environmental impact assessment and other applied fields.
Sergej’s achievements in PBL physics are internationally recognised: in 2000 the European
Geophysical Society presented its highest award in meteorology, the Vilhelm Bjerknes Medal,
to Zilitinkevich “for his outstanding contribution to the creation of the modern theory of atmo-
spheric turbulent boundary layers”. In 2003 the EU Commission awarded him the newly
established Marie Curie Chair of boundary-layer physics. Sergej has amazingly increased
his scientific productivity and generation of new ideas in the last decade. His lecture at this
workshop (Zilitinkevich et al. 2007b) provides a good example: his concept of the total tur-
bulent energy (TTE) and consequences from the TTE budget equation include a theoretical
solution to the critical Richardson number problem, as well as new opportunities to create a
consistent turbulence closure for stably stratified flows.
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1 Introduction

Most of practically-used turbulence closure models are based on the concept of downgradi-
ent transport. Accordingly the models express turbulent fluxes of momentum and scalars as
products of the mean gradient of the transported property and the corresponding turbulent
transport coefficient (eddy viscosity, KM , heat conductivity, K H , or diffusivity, K D). Fol-
lowing Kolmogorov (1941), turbulent transport coefficients are taken to be proportional to
the turbulent velocity scale, uT , and length scale, lT :

KM ∼ K H ∼ K D ∼ uT lT . (1)

Usually u2
T is identified with the turbulent kinetic energy (TKE) per unit mass, EK , and

is calculated from the TKE budget equation using the Kolmogorov closure for the TKE
dissipation rate:

εK ∼ EK/tT , (2)

where tT ∼ lT/uT is the turbulent dissipation time scale. This approach is justified when it
is applied to neutral stability flows, where lT can be taken to be proportional to the distance
from the nearest wall.

However, this method encounters difficulties in stratified flows (both stable and unsta-
ble). The turbulent Prandtl number PrT = KM/K H exhibits essential dependence on the
stratification and cannot be considered as constant. Furthermore, as follows from the bud-
get equations for the vertical turbulent fluxes, the velocity scale uT , which characterises the
vertical turbulent transport, is determined as the root mean square (r.m.s.) vertical velocity
uT ∼ √

Ez (where Ez is the energy of the vertical velocity fluctuations). In neutral stratifi-
cation Ez ∼ EK , which is why the traditional equation uT ∼ √

EK holds true. However, in
strongly stable stratification this equation is insufficiently accurate because of the stability
dependence of the anisotropy of turbulence Az ≡ Ez/EK , e.g., Az generally decreases with
increasing stability.

To reflect the effect of stratification, the turbulent length scales for the momentum, lT M ,
and heat, lT H , are taken to be unequal. As a result, the above-described closure scheme (for-
mulated by Kolmogorov for neutral stratification and well-grounded only in this case) loses
its constructiveness: the unsolved part of the problem is merely displaced from {KM , K H }
to {lT M , lT H }. In that case, the TKE budget equation becomes insufficient to determine
additional unknown parameters.

Numerous alternative turbulence closures have been formulated using the budget equations
for other turbulent parameters (in addition to the TKE) together with heuristic hypotheses and
empirical relationships. However no consensus has been reached (see overviews by Weng
and Taylor 2003; Umlauf and Burchard 2005).

In this study we analyse the effects of density stratification on turbulent energies and ver-
tical turbulent fluxes in stably stratified atmospheric (or oceanic) boundary layers, in which
the horizontal variations of the mean velocity and temperature are much weaker than the ver-
tical variations. The proposed theory provides realistic stability dependencies of the turbulent
Prandtl number, the vertical anisotropy, and the vertical turbulent length scale. Our work is
presented in meteorological terms, but all the results can be easily reformulated in terms of
water currents in oceans or lakes. In this case buoyancy is expressed through temperature
and salinity instead of temperature and humidity.

We consider a minimal set of the budget equations for the second-order moments, namely
equations for the vertical fluxes of buoyancy (proportional to the potential temperature) and
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momentum, the TKE and the turbulent potential energy (TPE), proportional to the mean
squared potential temperature fluctuation. In these equations we account for some com-
monly neglected effects but leave a more detailed treatment of the third-order transports and
the pressure–velocity correlations for future analysis. In particular, we advance the familiar
“return to isotropy” model in order to more realistically determine the stability dependence
of the vertical anisotropy, Az . We also take into account a non-gradient correction to the
traditional, downgradient formulation for the turbulent flux of potential temperature. This
approach allows us to derive a reasonably simple turbulence closure scheme including real-
istic energy budgets and stability dependence of PrT .

We consider the total (kinetic + potential) turbulent energy (TTE), derive the TTE budget
equation, and demonstrate that the TTE in stably stratified sheared flows does not completely
decay even in very strong static stability. This conclusion, which is deduced from the general
equations independently of the concrete formulation for the turbulent length scale, refutes
the widely accepted concept of the critical Richardson number.

For the reader’s convenience we recall that the gradient Richardson number, Ri, is defined
as the squared ratio of the Brunt–Väisälä frequency, N , to the velocity shear, S:

Ri =
(

N

S

)2

, (3a)

S2 =
(
∂U

∂z

)2

+
(
∂V

∂z

)2

, (3b)

N 2 = β
∂�

∂z
, (3c)

where z is the vertical coordinate, U and V are the mean velocity components along the
horizontal axes x and y,� is the mean potential temperature, β = g/T0 is the buoyancy
parameter, g = 9.81 m s−1 is the acceleration due to gravity, and T0 is a reference absolute
temperature. As originally proposed by Richardson (1920), the Richardson number quanti-
fies the effect of static stability on turbulence. Subsequent researches in the theory of stably
stratified turbulent flows focussed on the question whether or not stationary turbulence can
be maintained by the velocity shear at very large Richardson numbers.

A widely accepted opinion is that turbulence decays when Ri exceeds some critical value,
Ric (with the frequently quoted estimate of Ric = 0.25). However, the concept of a critical Ri
was neither rigorously derived from basic physical principles nor demonstrated empirically;
indeed, it contradicts long standing experimental evidence.

It is worth emphasizing that turbulence closure models based on the straightforward appli-
cation of the TKE budget equation and Kolmogorov’s closure hypotheses, Eqs. (1) and (2),
imply the existence of Ric. In practical atmospheric modelling these closures are not accept-
able. In particular, they lead to unrealistic decoupling of the atmosphere from the underlying
surface when the Richardson number in the surface layer exceeds Ric. Since the milestone
study of Mellor and Yamada (1974), in order to prevent the undesirable appearance of Ric,
turbulence closures in practical use have been equipped with correction coefficients specify-
ing the ratios KM (uT lT )

−1 and K H (uT lT )
−1 in the form of different single-valued functions

of Ri. Usually these functions are not derived in the context of the closure in use, but are either
determined empirically or taken from independent theories. Using this approach, modellers
ignore the fact that corrections could be inconsistent with the formalism of the basic closure
model.

Energy- and flux-budget (EFB) turbulence closure model for stably stratified flows 13



2 Reynolds equations and budget equations for second moments

We consider atmospheric flows in which typical variations of the mean wind velocity
U = (U1,U2,U3) = (U, V,W ) and potential temperature � (or virtual potential tem-
perature involving specific humidity) in the vertical direction [along the x3 (or z) axis] are
much larger than in the horizontal direction [along the x1, x2 (or x, y) axes], so that the terms
proportional to their horizontal gradients in the budget equations for turbulent statistics can
be neglected.� is defined as� = T (P0/P)1−1/γ , where T is the absolute temperature, P is
the pressure, P0 is its reference value, and γ = cp/cv = 1.41 is the ratio of specific heats.

We also assume that the vertical scale of motions (which is limited to the height scale
of the atmosphere or the ocean, H ∼ 104 m) is much smaller than the horizontal scale, so
that the mean flow vertical velocity is typically much smaller than the horizontal velocity.
In this context, to close the Reynolds equations we need only the vertical component, Fz ,
of the potential temperature flux, Fi , and two components of the Reynolds stresses, τi j , that
represent the vertical turbulent flux of momentum: τ13 and τ23.

The mean flow is determined by the momentum equations:

DU1

Dt
= f U2 − 1

ρ0

∂P

∂x
− ∂τ13

∂z
, (4)

DU2

Dt
= − f U1 − 1

ρ0

∂P

∂y
− ∂τ23

∂z
, (5)

and the thermodynamic energy equation:

D�

Dt
= −∂Fz

∂z
+ J, (6)

where D/Dt = ∂/∂t + Uk∂/∂xk, τi j = 〈
ui u j

〉
, Fi = 〈uiθ〉, t is the time, f = 2	 sin ϕ,

with 	i the earth’s rotation vector parallel to the polar axis (|	i | ≡ 	 = 0.76 × 10−4 s−1),
ϕ is the latitude, ρ0 is the mean density, J is the heating/cooling rate (J = 0 in adiabatic
processes), P is the mean pressure, u = (u1, u2, u3) = (u, v, w) and θ are the velocity
and potential–temperature fluctuations. The angle brackets denote the ensemble average [see
Holton (2004) or Kraus and Businger (1994)].

The budget equations for the TKE, EK = 1
2 〈ui ui 〉, the “energy” of the potential tempera-

ture fluctuations, Eθ = 1
2

〈
θ2

〉
, the potential temperature flux, Fi = 〈ui θ〉 [with the vertical

component F3 = Fz = 〈wθ〉], and the Reynolds stress τi j = 〈
ui u j

〉
[with the components

τi3 = 〈uiw〉 (i = 1, 2) representing the vertical flux of momentum] read (see, e.g., Kaimal
and Finnigan (1994), Kurbatsky (2000) and Cheng et al. (2002)):

DEK

Dt
+ ∇ · �K = −τi j

∂Ui

∂x j
+ βFz − εK (7a)

or approximately

DEK

Dt
+ ∂�K

∂z
≈ −τi3

∂Ui

∂z
+ βFz − εK , (7b)

DEθ
Dt

+ ∇ · Φθ = −Fz
∂�

∂z
− εθ , (8a)
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or approximately

DEθ
Dt

+ ∂�θ

∂z
= −Fz

∂�

∂z
− εθ , (8b)

DFi

Dt
+ ∂

∂x j
�
(F)
i j = βi

〈
θ2〉 + 1

ρ0
〈θ∇i p〉 − τi j

∂�

∂z
δ j3 − Fj

∂Ui

∂x j
− ε

(F)
i , (9a)

and for F3 = Fz

DFz

Dt
+ ∂

∂z�F = β
〈
θ2

〉 + 1
ρ0

〈
θ ∂
∂z p

〉 − 〈
w2

〉
∂�
∂z − ε

(F)
z

≈ Cθβ
〈
θ2

〉 − 〈
w2

〉
∂�
∂z − ε

(F)
z , (9b)

Dτi j

Dt
+ ∂

∂xk
�
(τ)
i jk = −τik

∂U j

∂xk
− τ jk

∂Ui

∂xk
+

[
β(Fjδi3 + Fiδ j3)+ Qi j − ε

(τ)
i j

]
(10a)

and for τi3 (i = 1, 2)

Dτi3

Dt
+ ∂

∂z
�
(τ)
i = − 〈

w2〉 ∂Ui

∂z
−

[
−βFi − Qi3 + ε

(τ)
i3

]
≈ −〈w2〉∂Ui

∂z
− εi3, (10b)

where βi = βei and e is the vertical unit vector, Fi = 〈ui θ〉 (i = 1, 2) are the horizontal
fluxes of potential temperature, −τi j∂Ui/∂x j is the TKE production rate, and δi j is the unit
tensor (δi j = 1 for i = j and δi j = 0 for i 	= j).

Here, �K , �θ , etc. are the third-order moments representing the turbulent transports of
the TKE and the “energy” of potential temperature fluctuations:

ΦK = 1
ρ0

〈p u〉 + 1
2

〈
u2 u

〉
, that is�K = 1

ρ0
〈p w〉 + 1

2

〈
u2 w

〉
, (11a)

Φθ = 1
2

〈
θ2 u

〉
, that is�θ = 1

2

〈
θ2 w

〉
, (11b)

and the turbulent transports of the fluxes of potential temperature and momentum:

�
(F)
i j = 1

2ρ0
〈p θ〉 δi j + 〈

ui u j θ
〉
, �

(F)
33 = �F = 1

2ρ0
〈p θ〉 + 〈

w2 θ
〉
, (12)

�
(τ)
i jk = 〈

ui u j uk
〉 + 1

ρ0

(〈pui 〉 δ jk + 〈
pu j

〉
δik

)
, (13a)

�
(τ)
i33 = �

(τ)
i = 〈

uiw
2〉 + 1

ρ0
〈pui 〉 , (i = 1, 2). (13b)

Qi j are correlations between the fluctuations of pressure, p, and the velocity shears:

Qi j = 1

ρ0

〈
p

(
∂ui

∂x j
+ ∂u j

∂xi

)〉
. (14)

In the above equations, εk , ε(τ)i j , εθ and ε(F)i are operators including the molecular transport
coefficients:

εK = ν

〈
∂ui

∂xk

∂ui

∂xk

〉
, ε

(τ)
i j = 2ν

〈
∂ui

∂xk

∂u j

∂xk

〉
, (15a)

εθ = −κ 〈θ � θ〉 , ε
(F)
i = −κ (〈ui � θ〉 + Pr 〈θ � ui 〉) , (15b)
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where ν is the kinematic viscosity, κ is the temperature conductivity, and Pr = ν/κ is the
Prandtl number. Of these terms, εK , ε

(τ)
i i (that is the diagonal elements ε(τ)11 , ε

(τ)
22 , ε

(τ)
33 ), εθ

and ε(F)i are essentially positive and represent the dissipation rates for EK , τi i , Eθ and F (F)i ,
respectively. Following Kolmogorov (1941), they are taken to be proportional to the ratios
of the dissipating statistical moment to the turbulent dissipation time scale, tT :

εK = EK

CK tT
, ε

(τ)
i i = τi i

CK tT
, εθ = Eθ

CP tT
, ε

(F)
i = Fi

CF tT
, (16)

where CK ,CP and CF are dimensionless constants.
The physical mechanisms of dissipation of the non-diagonal components of the Reynolds

stress, τi j (i 	= j), are more complicated. The terms ε(τ)i j = 2ν
〈
∂ui
∂xk

∂u j
∂xk

〉
in Eq. (10b) are

comparatively small and are not even necessarily positive, whereas the dissipative role is to a
large extent performed by the pressure-shear correlations and the horizontal turbulent trans-
port of the potential temperature. Moreover, our analysis does not account for the vertical
transport of momentum (that is for the contribution to τi3) due to internal gravity waves [see,
e.g., Sect. 9.4 in Holton (2004)]. Leaving the detailed analyses of the τi3 budget for future
work, we now introduce the following “effective dissipation rate” for the Reynolds stress:

εi3(eff) ≡ ε
(τ)
i3 − βFi − Qi3 + (unaccounted factors), i = 1, 2; (17)

and apply to it the Kolmogorov closure hypothesis whereby εi3(eff) ∼ τi3/tτ , and tτ is an

“effective dissipation time scale” [the term ε
(τ)
i3 is estimated as ε(τ)i3 ∼ O(Re−1/2) and can be

neglected]. Accounting for the difference between tτ and the Kolmogorov dissipation time
scale, tT [see Eq. (16)], our effective dissipation rates become

εi3(eff) = τi3

�τ tT
, (18)

where �τ = tτ /tT is an empirical dimensionless coefficient. There are no grounds a prior
to assume that this coefficient is constant. Coefficient �τ can depend on the static stability
but is neither zero nor infinite, and it is also conceivable that this stability dependence is
monotonic.

In further analysis we employ the approximate version of Eq. (9b). As shown in Appendix
A, the second term on the r.h.s. of Eq. (9b), namely ρ−1

0 〈θ∂p/∂z〉, is essentially negative and
scales as β

〈
θ2

〉
. On these grounds, in its approximate version the sum β

〈
θ2

〉+ρ−1
0 〈θ∂p/∂z〉

is replaced by Cθβ
〈
θ2

〉
, where Cθ < 1 is an empirical dimensionless constant.

3 Turbulent energies

We first consider the concept of turbulent potential energy (TPE). Using the state equation
and the hydrostatic equation, the density and the buoyancy in the atmosphere are expressed
through potential temperature, θ , and specific humidity, q (in the ocean, through θ and salin-
ity, s). These variables are adiabatic invariants that are conserved in the vertically displaced
portions of fluid, so that the density is also conserved. This allows us to determine density
fluctuations, ρ′ = (∂ρ/∂z)δz, and the fluctuations of potential energy per unit mass:

δEP = g

ρ0

z+δz∫
z

ρ′ dz = 1

2

b′2

N 2 . (19)
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Let us consider the thermally stratified atmosphere, where the buoyancy, b, is expressed
through the potential temperature, b = βθ . Consequently the TPE is proportional to the
energy of the potential temperature fluctuations:

E p =
(
β

N

)2

Eθ = 1

2

(
β

N

)2 〈
θ2〉 . (20)

Then by multiplying Eq. (8b) by (β/N )2 = (∂�/∂z)−1 and assuming that N changes only
slowly compared to turbulent variations we arrive at the following TPE budget equation1:

DEP

Dt
+ ∂

∂z
�P = −βFz − εP = −βFz − EP

CP tT
, (21)

where �P = (β/N )2�θ and εP = (β/N )2εθ . The term βFz appears in Eqs. (7b) and (21)
with opposite signs and describes the energy exchange between TKE and TPE.

The sum of the TKE and TPE is simply the total turbulent energy (TTE):

E = EK + EP = 1

2

(〈
u2〉 +

(
β

N

)2 〈
θ2〉

)
, (22)

and the TTE budget equation is immediately derived by summing up Eqs. (7b) and (21).
Generally speaking, the time-scale constants CK and CP in Eq. (16), which characterise
the kinetic and the potential energy dissipation rates, can differ. Here, for simplicity, we use
CK = CP . Then the TTE budget equation becomes

DE

Dt
+ ∂

∂z
�T = −τi3

∂Ui

∂z
− E

CK tT
, (23)

where �T = �K +�P is the TTE vertical flux.
In the steady state, Eq. (23) reduces to a simple balance between the TTE production =

τ S (where τ 2 = τ 2
13 + τ 2

23) and the TTE dissipation ∼ Et−1
T , which yields E ∼ τ StT . In

Section 5 we demonstrate that for a very large Ri the ratios τ/E, EK /E and Ez/EK tend to
become non-zero constants. In that case estimating tT through the turbulent length scale, lz ,
as tT ∼ lz E−1/2

z ∼ lz E−1/2 yields an asymptotic large-Ri estimate, E ∼ (lz S)2 > 0. This
reasoning does not allow the existence of the critical Richardson number.

As a matter of interest, traditional analyses of the turbulent energy have been basically
limited to using TKE budget, Eq. (7b). Equation (8b) for the squared potential temperature
fluctuations, although it is well-known for decades, has been ignored in the operationally
used turbulent closure models. Only rather recently, Eθ has been treated in terms of the TPE,
see Dalaudier and Sidi (1987), Hunt et al. (1988), Canuto and Minotti (1993), Schumann
and Gerz (1995), Hanazaki and Hunt (1996,2004), Keller and van Atta (2000), Stretch et al.
(2001), Canuto et al. (2001), Cheng et al. (2002), Luyten et al. (2002, p. 257), Jin et al. (2003),
Umlauf (2005) and Rehmann and Hwang (2005). Zilitinkevich (2002) employed the TKE
and the TPE budget equations on equal terms to derive an energetically consistent turbulent
closure model, avoiding the traditional hypothesis K H ∼ KM ∼ EK tT (which leads to a
dead end, at least in stable stratification). All three budgets, for TKE, TPE and TTE have
been considered by Canuto and Minotti (1993) and Elperin et al. (2002).

1 Alternatively the TPE budget equation can be derived from the equation for the fluctuation of buoyancy,
b, namely, by multiplying this equation by bN−2, and then applying statistical averaging. It follows then that
Eq. (21) holds true independently of the assumption that N changes slowly.
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4 Local model for the steady-state, homogeneous regime

4.1 Anisotropy of turbulence

In this section we consider the equilibrium turbulence regime and neglect the third-order
transport terms, so that the left-hand sides (l.h.s.) in all budget equations become zero. We
limit our analysis to boundary-layer type flows, in which the horizontal gradients of the mean
velocity and temperature are negligibly small. For these conditions the TKE production rate
becomes

� = −τ · ∂U
∂z

= τ S, (24)

where τ = (τxz, τyz, 0), and τ ≡ |τ|. It goes without saying that� is determined differently
in other types of turbulent flows, in particular in the wave boundary layer below the ocean
surface or in the capping inversion layer above the long-lived atmospheric stable bound-
ary layer, where the TKE is at least partially produced by the breaking of surface waves
in water or internal gravity waves in the atmosphere. Note that in the laboratory conditions
these mechanisms are similar to the oscillating-grid generation of turbulence rather than to
turbulence generation by shear.

Taking CP = CK [see discussion of Eq. (23) in Sect. 3], Eqs. (19)–(23) yield the following
expressions for the turbulent energies:

E = CK tT�, (25a)

EP = −CK tTβFz = ERi f , (25b)

EK = CK tT (�+ βFz) ≡ CK tT�(1 − Ri f ) = E(1 − Ri f ), (25c)

where Ri f is the familiar flux Richardson number defined as the ratio of the TKE consumption
needed for overtaking buoyancy forces to the TKE production by the velocity shear:

Ri f ≡ −βFz

�
= Ri

PrT
= EP

E
. (26)

The above analysis implies that Ri f is then the ratio of TPE to TTE, a fact that has been over-
looked until recently.2 Ri f is equal to zero in neutral stratification, monotonically increases
with increasing stability, but obviously cannot exceed unity. Hence, for very strong static sta-
bility (at Ri → ∞) it must approach a non-zero, positive limit, Ri∞f < 1. This conclusion by
no means supports the existence of the critical gradient Richardson number. Indeed, Ri f is an
internal parameter that is controlled by turbulence in contrast to Ri = (β∂�/∂z)/(∂U/∂z)2,
which is an “external” parameter that characterises the mean flow.

It is worth recalling that the key parameter characterising vertical turbulent transports
is the TKE of the vertical velocity fluctuations, Ez = 1

2

〈
w2

〉
, rather than the full TKE. In

order to determine Ez , we need to consider all three budget equations (10a) for the diagonal
Reynolds stresses, τ11 = 2E1 = 2Ex = 〈

u2
〉
, τ22 = 2E2 = 2Ey = 〈

v2
〉

and τ33 = 2E3 =
2Ez = 〈

w2
〉
. In the steady state these budget equations become

Ei

CK tT
= −τi3

∂Ui

∂z
+ 1

2
Qii , i = 1, 2, (27a)

Ez

CK tT
= E3

CK tT
= βFz + 1

2
Q33. (27b)

2 Taking into account that CP and CK can differ, Ri f is proportional rather than equal to EP/E .
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The sum of the pressure-velocity shear correlation terms,
∑

Qii = ∑
ρ−1

0 〈p∂ui/∂xi 〉, is
zero because of the continuity equation,

∑
∂ui/∂xi = 0. Hence, they are neither productive

nor dissipative; they simply describe the conversion of the energy of “rich” components into
the energy of “poorer” components.

In order to determine Q11, Q22 and Q33, we generalize the familiar “return-to-isotropy”
hypothesis as follows:

Q11 = − 2Cr

3CK tT
(3E1 − EK�1), (28a)

Q22 = − 2Cr

3CK tT
(3E2 − EK�2), (28b)

Q33 = − 2Cr

3CK tT
(3E3 − EK�3). (28c)

Here, Cr and �i (i = 1, 2, 3) are dimensionless empirical coefficients; Cr accounts for
the difference between the relaxation-time and the dissipation-time scales (as a first approx-
imation, we take these two time scales to be proportional, tr ∼ tT , so that Cr = tr/tT =
constant);�i govern redistribution of TKE between the components. When�i = 1 the above
relations reduce to their original form (Rotta 1951) and are known to be a good approximation
for neutrally stratified flows. In stable stratification, we need to leave room for their possible
stability dependence. As a first approximation, we assume

�i = 1 + Ci Ri f , i = 1, 2, 3, (29)

where Ri f is the flux Richardson number, and Ci are empirical constants. Their sum must
be zero, C1 + C2 + C3 = 0, in order to satisfy the condition

∑
Qii = 0 (which is needed

to guarantee that EK = E1 + E2 + E3). Linear functions of Ri f on the r.h.s. of Eq. (29)
are taken as simple approximations providing the only possible (from the physical point of
view) finite, non-zero limits: �i = 1 at Ri = 0, and �i → 1 + Ci Ri∞f at Ri → ∞.

Because the energy exchange between the horizontal components of TKE, E1 and E2,
is not directly affected by the stable stratification, we take the first two energy-exchange
constants to be equal, C1 = C2. Then, the condition C1 + C2 + C3 = 0 implies that only
one of the three constants is independent and C1 = C2 = − 1

2 C3.
Equations (27)–(28) yield

Ei = Cr

3(1 + Cr )
EK�i − CK

1 + Cr
tT τi3

∂Ui

∂z
, i = 1, 2, (30a)

Ez = Cr

3(1 + Cr )
EK�3 + CK

1 + Cr
tTβFz . (30b)

In the plain-parallel neutral boundary layer with U = (U, 0, 0), Eqs. (30a) and (30b) reduce
to

Ex

EK
= 3 + Cr

3(1 + Cr )
, (31a)

Ey

EK
= Ez

EK
= Cr

3(1 + Cr )
. (31b)

Given the vertical component of TKE, Ez , the turbulent dissipation time scale, tT = lT E−1/2
K ,

can alternatively be expressed through the vertical turbulent length scale lz :

tT = lz

E1/2
z

. (32)
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Then eliminating tT from Eq. (25c) and Eq. (30b), and substituting Eq. (29) for�3 yields

Ez =
[

CK Cr�3

3(1 + Cr )

(
�+

(
3

Cr�3
+ 1

)
βFz

)
lz

]2/3

, (33a)

�3 = 1 + C3Ri f . (33b)

This formulation recovers the traditional return-to-isotropy formulation when C3= 0.
In order to close the system, the horizontal components of the TKE, Ex and Ey , are not

required. We leave the discussion of these components to a separate paper, in which our
closure is extended to passive scalars and applied to turbulent diffusion.

4.2 Vertical turbulent fluxes of momentum and potential temperature

Of the non-diagonal Reynolds stresses we consider only those representing the vertical fluxes
of momentum τ13 = τxz = 〈uw〉 and τ23 = τyz = 〈vw〉 which are needed to close the
momentum equations (4)–(5) and are determined by Eq. (10b). In the steady state, using Eqs.
(17)–(18) for the effective Reynolds-stress dissipation rate, we obtain the following relation
for the non-diagonal Reynolds stresses:

τi3 = −2�τ E1/2
z lz

∂Ui

∂z
. (34)

Likewise, of the three components of the potential-temperature flux, we consider only the
vertical flux F3 = Fz that is needed to close the thermodynamic energy Equation (6). The
vertical flux Fz is determined by Eq. (9b). Taking βEθ = (N 2/β)EP = −CK N 2lz Fz/E1/2

z

[after Eqs. (25b) and (32)], the steady-state version of Eq. (9b) becomes

Fz = − 2CF E1/2
z lz

1 + 2CθCF CK (Nlz)2 E−1
z

(
∂�

∂z

)
. (35)

Substituting here N 2 = β∂�/∂z shows that Fz depends on ∂�/∂z weaker than linearly
and at ∂�/∂z → ∞ tends to a finite limit:

Fz,max = − E3/2
z

CθCKβlz
. (36)

It follows then that Fz in a turbulent flow cannot be considered as a given external param-
eter. This conclusion is consistent with our reasoning in Sect. 4.1 that the flux Richardson
number Ri f = −βFz(τ S)−1 is an internal parameter of turbulence that cannot be arbitrarily
prescribed. According to Eq. (36), the maximum value of the buoyancy flux βFz , in the
strong stability limit, is proportional to the dissipation rate, E3/2

z l−1
z , of the energy of vertical

velocity fluctuations.3

Equations (34) and (35) allow us to determine the eddy viscosity and conductivity:

KM ≡ −τi3

∂Ui/∂z
= 2�τ E1/2

z lz, (37a)

K H ≡ −Fz

∂�/∂z
= 2CF E1/2

z lz

1 + 2CθCF CK (Nlz)2 E−1
z
. (37b)

3 A principally similar analysis of the budget equation for Fz has been performed by Cheng et al. (2002).
Their Eq. (15i) implies the same maximum value of Fz as our Eq. (36). It worth noting that Eq. (35) imposes
an upper limit on the downward heat flux in the deep ocean (which is known to be a controlling factor of the
rate of the global warming).
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Consequently, the Kolmogorov closure hypothesis applied to the effective Reynolds-stress
dissipation rate, Eqs. (17)–(18), yields the eddy-viscosity formulation, Eq. (37a), basically
similar to the traditional formulation, Eq. (1), whereas Eq. (37b) for eddy conductivity differs
essentially from this formulation.

It may appear that our derivation of Eq. (37a) essentially depends on the hypothetical
concept of the effective dissipation rate, Eqs. (17)–(18). Actually we employ this merely for
the reader’s convenience, to avoid overly complex derivations. Principally, the same result,
namely the downgradient momentum-flux formulation equivalent to Eqs. (34) and (37a),
follows from analyses of the budget equations for the Reynolds stresses in the k-space using
the familiar “τ -approximation” (see, e.g., Elperin et al. 2002, 2006).

Recall now that�τ is a dimensionless, non-zero, bounded coefficient that can only mono-
tonically depend on the static stability [see Eqs. (17)–(18) and their discussion in Sect. 2].
Let us approximate the stability dependence of �τ by the following linear function of the
flux Richardson number, Ri f :

�τ = Cτ1 + Cτ2Ri f , (38)

where Cτ1 and Cτ2 are dimensionless constants to be determined empirically. Equation (38)
provides the only physically meaningful, finite, non-zero limits, namely,�τ = Cτ1 at Ri = 0,
and �τ → Cτ1 + Cτ2Ri∞f at Ri → ∞ [cf. our argument in support of Eq. (29)].

4.3 Turbulent Prandtl number and other dimensionless parameters

The system of Eq. (33a)–(35), although unclosed until we determine the vertical turbulent
length scale lz , reveals a “partial invariance” with respect to lz and allows determining the
turbulent Prandtl number, PrT , the flux Richardson number, Ri f , and other dimensionless
characteristics of turbulence in the form of universal functions of the gradient Richardson
number, Ri. Obviously such universality is relevant only to the steady-state homogeneous
regime. In non-steady, heterogeneous regimes, all these characteristics are not single-valued
functions of Ri.

Recalling that � = KM S2 and Ri f ≡ −βFz/�, Eqs. (33a) and (37a) give

Ez

(Slz)2
= �(Ri f ) ≡ 2CK Cr�3�τ

3(1 + Cr )

[
1 −

(
3

Cr�3
+ 1

)
Ri f

]
, (39)

where �3 and �τ are linear functions of Ri f given by Eqs. (33b) and (38). Then dividing
KM [determined by Eq. (37a)] by K H [determined by Eq. (37b)] and expressing Ez through
Eq. (39) yields the following surprisingly simple expressions:

PrT ≡ KM

K H
= Ri

Ri f
= �τ

CF
+ 3(1 + Cr )Cθ

Cr�3
Ri

[
1 −

(
3

Cr�3
+ 1

)
Ri f

]−1

, (40)

and

1

Ri
= CF�

−1
τ

Ri f
− 3CF (1 + Cr )Cθ�−1

τ

Cr�3(1 − Ri f )− 3Ri f
, (41)

which do not include lz . Equation (41) together with Eqs. (33b) and (38) specify Ri as a single-
valued, monotonically increasing function of Ri f determined in the interval 0< Ri f < Ri∞f ,
where Ri∞f is given by Eq. (45). Therefore, the inverse function, namely,

Ri f = �(Ri), (42)

is a monotonically increasing function of Ri, changing from 0 at Ri = 0 to Ri∞f at Ri → ∞.
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According to the above equations, the Ri dependencies of Ri f and PrT (which is also
a monotonically increasing function of Ri) are characterised by the following asymptotic
limits:

PrT ≈ �
(0)
τ

CF
+

(
3Cθ (1 + Cr )

Cr
+ Cτ2

CF

)
Ri → Pr(0)T = �

(0)
τ

CF
, (43a)

Ri f ≈ CF

�
(0)
τ

Ri at Ri � 1, (43b)

PrT ≈ 1
Ri∞f

Ri, (44a)

Ri f → Ri∞f at Ri  1, (44b)

where

Ri∞f = Cr�
∞
3

Cr�
∞
3 + 3[1 + Cθ (1 + Cr )] , (45)

and the superscripts “(0)” and “∞” mean “at Ri = 0” and “at Ri→ ∞”, respectively.
Equations (33a)–(35) allow us to determine, besides PrT , three other dimensionless param-

eters the vertical anisotropy of turbulence:

Az ≡ Ez

EK
= Cr�3

3(1 + Cr )

[
1 −

(
3

Cr�3
+ 1

)
Ri f

]
(1 − Ri f )

−1, (46)

the squared ratio of the turbulent flux of momentum to the TKE (which characterises the
correlation between vertical and horizontal velocity fluctuations):

(
τ

EK

)2

= 2�τ Az

CK (1 − Ri f )
, (47)

and the ratio of the squared vertical flux of potential temperature to the product of the TKE
and the “energy” of the potential temperature fluctuations:

F2
z

EK Eθ
= 2�τ Az

CK PrT
. (48)

Equations (41), (46)–(48) determine the Ri dependencies of Az, τ
2 E−2

K and F2
z (EK Eθ )−2,

which are characterised by the following asymptotic limits:

Az → A(0)z = Cr

3(1 + Cr )
, (49a)

(
τ

EK

)2

→ 2�(0)τ A(0)z

CK
, (49b)

F2
z

EK Eθ
→ 2CF A(0)z

CK
at Ri � 1, (49c)
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Az → A∞
z = Cθ Ri∞f (1 − Ri∞f )

−1
, (50a)(

τ

EK

)2

→ 2�∞
τ A∞

z

CK (1 − Ri∞f )
, (50b)

F2
z

EK Eθ
→ 2�∞

τ A∞
z

CK Pr∞T
at Ri  1. (50c)

It must be noted that the turbulent velocity scale in Eqs. (34)–(37a) is
√

Ez rather than
√

EK .
However, in a number of currently used turbulence closure models the stability dependence
of Az = Ez/EK is neglected and

√
EK is taken as an ultimate velocity scale to characterise

the vertical turbulent transports. This is done unfortunately without serious theoretical or
experimental grounds. On the contrary, Eq. (46) implies an essential Ri dependence of Az ,
which is in agreement with currently available data [see Mauritsen and Svensson (2007) and
our data analysis in Sect. 5 below].

4.4 Vertical turbulent length scale

Two basic factors impose limits on the vertical turbulent length scale, lz , in geophysical flows:
the height over the surface (the geometric limit) and the stable stratification.

In neutral stratification, lz is restricted by the geometric limit4:

lz ∼ z. (51)

For the strong stable stratification limit, different formulations have been proposed. Monin
and Obukhov (1954) proposed the following length scale widely used in boundary-layer
meteorology:

L ≡ τ 3/2

−βFz
= τ 1/2

SRi f
. (52)

Our local closure model is consistent with this limit: Eqs. (34), (39) and (52) yield

lz = Ri f

(2�τ )1/2�1/4 L . (53)

Furthermore any interpolation formula for lz linking the limits lz ∼ z and lz ∼ L should
have the form

lz = z�l(Ri f ), (54)

where �l is a function of Ri f .

Well-known alternatives to L are the Ozmidov scale: ε1/2
K N 3/2 (Ozmidov 1990); the local

energy balance scale: E1/2
z N−1 (e.g., Table 3 in Cuxart et al. 2006); and the shear sheltering

scale: E1/2
z S−1 (Hunt et al. 1985, 1988). Using our local closure equations (Sect. 4.1–4.3)

the ratio of each of these scales to L can be expressed through a corresponding function
of Ri f . Hence, any interpolation linking the neutral stratification limit, lz ∼ z, with all the
above limits will still have the same form as Eq. (54).

4 In rotating fluids, the direct effect of the angular velocity, 	, on turbulent eddies is characterised by the

rotational limit, E1/2
z /	. In geophysical, stably stratified flows it has only a secondary importance. We leave

the discussion of this effect for future work.
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Consequently, Eq. (54) represents a general formulation for the vertical turbulent length
scale in the steady-state, homogeneous, stably stratified flows. In other words, the stabil-
ity dependence of lz is fully characterised by the universal function �l(Ri f ). This function
should satisfy the following physical requirements: in neutral stratification it attains the
maximum value, �l (0) = 1 [the omitted empirical constant combines with the coefficients
CK = CP ,CF and �τ in Eqs. (16) and (18)], and with increasing Ri f it should monotoni-
cally decrease. Finally, at Ri f → Ri∞f this function should tend to zero [otherwise Eq. (33a)
would give Ez > 0 at Ri f → Ri∞f , which is physically senseless].

We propose a simple approximation to satisfy these requirements:�l =
(

1 − Ri f /Ri∞f
)n

,

where n is a positive constant. Using an empirical value of n = 4/3 (see the next Section) we
arrive at the following relation for lz :

lz = z

(
1 − Ri f

Ri∞f

)4/3

. (55)

Obviously, in non-steady, heterogeneous regimes lz should be determined through a prog-
nostic equation accounting for its advection and temporal evolution.

5 Comparison of the local model with experimental and numerically simulated data

To determine the empirical dimensionless constants Cr ,CK ,CF ,Cθ ,Cτ1,Cτ2,C3 and n
we compare results from the local closure model presented in Sect. 4 with experimental,
large-eddy simulation (LES) and direct numerical simulation (DNS) data.

As mentioned earlier, the local model is applied to homogeneous turbulence and does
not include transports of turbulent energies and turbulent fluxes. At the same time practi-
cally all currently available data represent vertically (in a number of cases, both vertically
and horizontally) heterogeneous flows, in which the above transports are more or less pro-
nounced. In these conditions, fundamental dimensionless parameters of turbulence, such as
PrT ,Ri f , (τ/EK )

2, F2
z /(EK Eθ ) and Az , can be only approximately considered as universal

functions of Ri. Mauritsen and Svensson (2007) have demonstrated quite reasonable Ri
dependencies of the above parameters based on datasets obtained in several recent field cam-
paigns. To reduce inevitable deviations from universality and to more accurately determine
empirical constants, we now more carefully select data and rule out those that represent
strongly heterogeneous regimes.

Figures 1a, b show the turbulent Prandtl number, PrT , and flux Richardson number, Ri f =
Ri/PrT , versus the gradient Richardson number, Ri. They demonstrate reasonable agreement
between data from atmospheric and laboratory experiments, LES and DNS. Data for Ri→ 0 in
Fig. 1 are consistent with the commonly accepted empirical estimate of Pr(0)T ≡ PrT |Ri→0 =
0.8 [see data collected by Churchill (2002) and Foken (2006) and the theoretical analysis of
Elperin et al. (1996)]. Figure 1b clearly demonstrates that Ri f at large Ri levels off, allowing
an estimate of its limiting value, Ri∞f = 0.2.

Figure 2 shows Ri dependencies of the dimensionless turbulent fluxes: (a) τ̂ 2 ≡ (τ/EK )
2

and (b) F̂2
z ≡ F2

z /(EK Eθ ). It is long recognised [see, e.g., Sect. 5.3 and 8.5 in Monin and
Yaglom (1971)] that in neutral stratification, atmospheric observations give more variable and
generally smaller values of these dimensionless turbulent fluxes than laboratory experiments.
This is not surprising because measured values of the TKE, EK , in the atmosphere are con-
taminated with low-frequency velocity fluctuations caused by the interaction of the airflow
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Fig. 1 Ri dependences of (a)
turbulent Prandtl number,
PrT = KM/K H , and (b) flux
Richardson number,
Ri f = −βFz(τ S)−1, based on
meteorological observations:
slanting black triangles (Kondo
et al. 1978), snowflakes (Bertin
et al. 1997); laboratory
experiments: black circles
(Strang and Fernando 2001),
slanting crosses (Rehmann and
Koseff 2004), diamonds (Ohya
2001); LES: triangles (new data
provided by Igor Esau); DNS:
five-pointed stars (Stretch et al.
2001). Solid lines show our
model for homogeneous
turbulence; dashed line,
analytical approximations after
Eq. (64)
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with surface heterogeneities. These low-frequency fluctuations, however, should not be con-
fused with shear-generated turbulence. Therefore, to validate our turbulence closure model it
is only natural to use data on τ̂ 2 obtained from laboratory experiments and/or numerical sim-
ulations. Relying on these data presented in Fig. 2a, we obtain (τ/EK )

(0) = 0.326 for Ri �
1; and (τ/EK )

∞= 0.18 for Ri  1 [the superscripts “(0)” and “∞” mean “at Ri = 0” and “at
Ri→ ∞”]. These estimates are consistent with the conditions (τ̂ 2)(0)/(F̂2

z )
(0) = Pr(0)T = 0.8,

and (F̂2
z )

∞ = 0 that follow from Eqs. (47)–(48). Furthermore, Fig. 3, which shows the Ri
dependencies of the re-normalised fluxes, (a) τ̂ 2/(τ̂ 2)(0) and (b) F̂2

z /(F̂
2
z )
(0), reveals essen-

tial similarity in the shape of these dependencies based on atmospheric, laboratory and LES
data, and provides additional support to our analysis.

Data on the vertical anisotropy of turbulence, Az = Ez/EK , are shown in Fig. 4. These
data are quite ambiguous and need to be analysed carefully. For neutral stratification, we
adopt the estimate of A(0)z = 0.25 based on precise results from laboratory experiments
(Agrawal et al. 2004) and DNS (Moser et al. 1999). These data are now commonly accepted
and have been shown to be consistent with independent data on the wall-layer turbulence
(L’vov et al. 2006). Current and previous atmospheric data (e.g., those shown in Fig. 75
in Monin and Yaglom 1971) yield smaller values of A(0)z , but, as already mentioned, they
overestimate the horizontal TKE and, consequently, underestimate Az , especially in neutral
stratification. Such overestimating arises from meandering of atmospheric boundary-layer
flow caused by non-uniform features of the earth’s surface (hills, houses, groups of trees,
etc.). At the same time, very large values of Ri in currently available experiments and numer-
ical simulations are relevant to turbulent flows above the boundary layer, where the TKE of
local origin (controlled by the local Ri) is often small compared to the TKE transported from
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Fig. 2 Same as in Fig. 1 but for
the squared dimensionless
turbulent fluxes of (a)
momentum, τ̂2 = (τ/EK )

2, and
(b) potential temperature,
F̂2

z = F2
z /(EK Eθ ), based on

laboratory experiments:
diamonds (Ohya 2001) and LES:
triangles (new data provided by
Igor Esau); and meteorological
observations: squares [CME =
Carbon in the Mountains
Experiment, Mahrt and Vickers
(2005)], circles [SHEBA =
Surface Heat Budget of the
Arctic Ocean, Uttal et al. (2002)]
and overturned triangles
[CASES-99 = Cooperative
Atmosphere-Surface Exchange
Study, Poulos et al. (2002), Banta
et al. (2002)]
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Fig. 3 Same as in Fig. 2 but for
re-normalised turbulent fluxes:
(a) τ̂2/(τ̂2)(0) and (b)
F̂2

z /(F̂
2
z )
(0), where the

superscript (0) indicates mean
values at Ri = 0 [hence
τ̂2/(τ̂2)(0) and F̂2

z /(F̂
2
z )
(0)

equal 1 at Ri = 0]
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Fig. 4 Same as in Figure 2 but
for the vertical anisotropy of
turbulence, Az = Ez/EK , on
addition of DNS data of Stretch
et al. (2001) shown by
five-pointed stars
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the lower, strong-shear layers. It is not surprising that the spread of data on Az versus Ri
is quite large. Nonetheless, atmospheric data characterise Az as a monotonically decreasing
function of Ri and allow at least an approximate estimate of its lower limit: A∞

z = 0.075.

Below we use the estimates of A(0)z , (τ 2 E−2
K )Ri=0,Pr(0)T ,Ri∞f , A∞

z , and (τ 2 E−2
K )Ri=∞

to determine our empirical constants.
We start with data for neutral stratification. The empirical estimate of A(0)z = 0.25 yields

Cr = 3A(0)z (1 − 3A(0)z )−1 = 3. (56)

Then we combine Eq. (25c) for EK with Eq. (32) for tT and consider the logarithmic
boundary layer, in which lz = z, τ = τ |z=0 ≡ u2∗ and S = u∗(kz)−1(u∗ is the friction
velocity and k is the von Karman constant) to obtain

CK = k(A(0)z )1/2
(

EK

τ

)3/2

Ri=0
= 1.08. (57)

This estimate is based on the well-determined empirical value of k ≈ 0.4, and the above
values of (τ/EK )

(0) = 0.326 and A(0)z = 0.25. Then taking CK = 1.08, Pr(0)T = 0.8 and
using Eqs. (43a) and (47) we obtain

Cτ1 = CK

2A(0)z

(
EK

τ

)−2

Ri=0
= 0.228, (58)

CF = Cτ1/Pr(0)T = 0.285. (59)

Taking Cr = 3, A∞
z = 0.075, Ri∞f = 0.2 and using Eq. (46) we obtain

�∞
3 = A∞

z

A(0)z

+ 3Ri∞f
Cr (1 − Ri∞f )

= 0.55; C3 = 1

Ri∞f

(
�∞

3 − 1
) = −2.25. (60)

The constants C1 and C2 determine only the energy exchange between the horizontal
velocity components and do not affect any other aspects of our closure model. Taking them
equal (based on symmetry reasons) and recalling that C1 + C2 + C3 = 0 yields

C1 = C2 = −1

2
C3 = 1.125. (61)
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Taking CK = 1.08, Ri∞f = 0.2, A∞
z = 0.075 and (τ/EK )

∞= 0.18, Eq. (50b) gives

�∞
τ = CK

[
(τ/EK )

∞]2
(1 − Ri∞f )

2A∞
z

=0.187; Cτ2 = 1

Ri∞f

(
�∞
τ − Cτ1

)= −0.208 (62)

Then Cθ is determined from Eq. (45) written in the strong stability limit:

Cθ = 1

1 + Cr

[
Cr�

∞
3

3

(
1

Ri∞f
− 1

)
− 1

]
= 0.3. (63)

Using the above values of dimensionless constants, the function Ri f = �(Ri) determined
by Eqs. (41)–(42) is shown in Fig. 1b by the solid line. For practical use we propose the
following explicit approximation of this function (with 5% accuracy):

Ri f = �(Ri) ≈ 1.25Ri
(1 + 36Ri)1.7

(1 + 19Ri)2.7 , (64)

which is shown in Fig. 1b by the dashed line.
In the above estimates we did not use data on the dimensionless heat flux F̂2

z ≡ F2
z /(EK Eθ )

shown in Fig. 2b and 3b. The good correspondence between data and the theoretical curves
in these figures serves as an empirical confirmation to our model.

The last empirical constant to be determined is the exponent n in Eq. (55). We eliminate
lz from Eqs. (53) and (54) to obtain

z

L
= Ri f

(2�τ )1/2�1/4�l
, (65)

where �τ and � are functions of Ri f as specified by Eqs. (38) and (39). Given the depen-
dence �l(Ri f ), the Eqs. (41) and (65) allow us to determine Ri f and Ri as single-valued
functions of z/L . Vice versa, given, e.g., the dependence Ri(z/L),�l can be determined as
a single-valued function of Ri f .

We can apply this analysis to deduce �l(Ri f ) from the empirical dependence of Ri on
z/L obtained by Zilitinkevich and Esau (2007) using LES DATABASE64 (Esau 2004; Beare
et al. 2006; Esau and Zilitinkevich 2006) and data from the field campaign SHEBA (Uttal et
al. 2002). In Fig. 5, we present the above LES data together with our approximation based
on Eq. (55). The exponent n = 4/3 is obtained from the best fit of the theoretical curve to
all these data.

Strictly speaking, the suggested local, algebraic closure model is applicable only to homo-
geneous flows, in particular, to the nocturnal stable atmospheric boundary layer (ABL) of
depth h, where non-local vertical turbulent transport plays a comparatively minor role,
whereas τ and Fz are reasonably accurately represented by universal functions of z/h
(see, e.g., Fig. 1 in Zilitinkevich and Esau 2005); or with more confidence to the lower
10% of the ABL, the so-called surface layer, where τ and Fz can be taken depth-constant:
τ ≈ τ |z=0 = u2∗ and Fz ≈ Fz |z=0 = F∗.

As mentioned earlier, Eqs. (64) and (65) determine Ri f and Ri as single-valued functions
of z/L:

Ri f = �Rif

( z

L

)
, (66a)

Ri = �Ri

( z

L

)
. (66b)
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Fig. 5 Gradient Richardson number, Ri =β(∂�/∂z)(∂U/∂z)−2, versus dimensionless height z/L in the noc-
turnal atmospheric boundary layer (ABL). Dark- and light-grey points show LES data within and above the
ABL, respectively; heavy black points with error bars are bin-averaged values of Ri [from Fig. 3 of Zilitinkevich
and Esau (2007)]. Solid line is calculated after Eqs. (41), (55) and (65) with n= 4/3

Consequently, our model applied to the steady-state, homogeneous regime in the surface
layer, is consistent with the similarity theory of Monin and Obukhov (1954). Given τ and
Fz , this model allows us to determine z/L dependencies of all the dimensionless parameters
considered above, as well as the familiar similarity-theory functions specifying mean velocity
and temperature profiles:

�M ≡ kz

τ 1/2

(
∂U

∂z

)
≡ k

Ri f

( z

L

)
= k

�Rif(z/L)

( z

L

)
, (67a)

�H ≡ kT zτ 1/2

−Fz

(
∂�

∂z

)
≡ kT

PrT

Ri f

( z

L

)
≡ kT

Ri

Ri2f

( z

L

)

= kT
�Ri(z/L)

�2
Rif(z/L)

( z

L

)
, (67b)

where k is the von Karman constant expressed through our constants by Eq. (57) and kT =
k/Pr(0)T . At Ri � 1, Eqs. (66a, b) reduce to Ri f ≈ kz/L and Ri ≈ Pr(0)T kz/L while Eqs. (67a,
b) recover the familiar wall-layer formulation.�M (z/L) and�H (z/L) calculated according
to our model are shown in Figure 6 together with LES data from Zilitinkevich and Esau
(2007).

In contrast to the commonly accepted paradigm that both �M and �H depend on z/L
linearly, LES data and our solution show different asymptotic behaviours, namely, linear
for �M and stronger than linear for �H . This result deserves discussion. Indeed, the tra-
ditional formulation, �M ,�H ∼ z/L at z/L  1, implies that PrT levels off (rather than
increases) with increase of z/L and, as a consequence, that surface-layer turbulence decays
when Ri exceeds a critical value, Ric ≈ 0.25. However, as demonstrated in Sects. 1 and 3
this conclusion is erroneous.

Note that the linear dependences, �M ∼ �H ∼ z/L , were traditionally derived from the
heuristic “z-less stratification” concept, which postulates that the distance from the surface,
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Fig. 6 Dimensionless vertical gradients of (a) mean velocity,�M = kz
τ1/2

(
∂U
∂z

)
, and (b) potential tempera-

ture,�H = kT zτ1/2

−Fz

(
∂�
∂z

)
, versus z/L , based on our local closure model [solid lines plotted after Eq. (5.13a,

b)] compared to the same LES data as in Fig. 5 [from Figs. 1 and 2 of Zilitinkevich and Esau (2007)]

z, does not appear in the set of parameters that characterise the vertical turbulent length scale
in sufficiently strong static stability (z/L  1). Without this assumption the linear asymptote
for �H loses ground while for �M it holds true. Indeed, the existence of a finite upper limit
for the flux Richardson number Ri f → Ri∞f at z/L → ∞ immediately yields the asymptotic
relation:

�M ≈ CU
z

L
at

z

L
 1, (68)

where CU = (Ri∞f )−1 ≈ 5.
It is important to note that the algebraic closure model presented in Sect. 4, is applica-

ble only to homogeneous turbulence regimes. Therefore it probably serves as a reasonable
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approximation for the nocturnal ABL separated from the free flow by the neutrally stratified
residual layer, but not for the conventionally neutral and the long-lived stable ABLs, which
develop against the stably stratified free flow and exhibit essentially non-local features, such
as the distant effect of the free-flow stability on the surface-layer turbulence (see Zilitinkevich
2002; Zilitinkevich and Esau 2005). In order to reproduce these types of ABL realistically,
an adequate turbulence closure model should take into account the non-local transports.

6 Summary and conclusions

The structure of the most widely used turbulence closure models for neutrally and stably strat-
ified geophysical flows follows Kolmogorov (1941): vertical turbulent fluxes are assumed
to be downgradient; the turbulent exchange coefficients, namely, the eddy viscosity, KM ,
conductivity, K H , and diffusivity, K D , are assumed to be proportional to the turbulent length
scale, lT , and the turbulent velocity scale, uT , which in turn is taken to be proportional to the
square root of the TKE, E1/2

K , so that K{M,H,D} ∼ E1/2
K lT ; and EK is determined solely from

the TKE budget equation. Kolmogorov developed this formulation for neutral stratification,
where it provides quite a good approximation. However, when applied to essentially stable
stratification Kolmogorov’s model predicts that TKE decays at Richardson numbers exceed-
ing a critical value, Ric (close to 0.25), which contradicts experimental evidence. To avoid
this drawback, modern closure models modify the original Kolmogorov formulation assum-
ing K{M,H,D} = f{M,H,D}(Ri)E1/2

K lz , where stability functions f{M,H,D}(Ri) are determined
either theoretically or empirically. Given these functions, it remains to determine lT and then,
apparently, the closure problem is solved.

Such a conclusion, however, is premature. The concepts of the downgradient turbulent
transport and the turbulent exchange coefficients, as well as the relationships K{M,H,D} =
f{M,H,D}(Ri)E1/2

K lT are consistent with the flux-budget equations only in comparatively sim-
ple particular cases relevant to the homogeneous regime of turbulence. Only in these cases the
turbulent exchange coefficients can be rigorously defined, in contrast to the turbulent fluxes
that represent clearly defined, measurable parameters, governed by the flux-budget equa-
tions. It is therefore preferable to rely on the flux-budget equations rather than to formulate
hypotheses about virtual exchange coefficients.

Furthermore, the TKE budget equation does not fully characterise turbulent energy trans-
formations, not to mention that the vertical turbulent transports are controlled by the energy
of vertical velocity fluctuations, Ez , rather than EK .

In this study we do not follow the above “main stream” approach, and instead of solely
using the TKE budget equation, we employ the budget equations for turbulent potential
energy (TPE) and turbulent total energy (TTE = TKE + TPE), which guarantees mainte-
nance of turbulence by the velocity shear in any stratification.

Furthermore, we do not accept a priori the concept of downgradient turbulent transports
(implying universal existence of turbulent exchange coefficients). Instead, we use the bud-
get equations for key turbulent fluxes and derive (rather than postulate) formulations for the
exchange coefficients, when it is physically grounded as in the steady-state homogeneous
regime.

In the budget equation for the vertical flux of potential temperature we take into account a
crucially important mechanism: generation of the countergradient flux due to the buoyancy
effect of potential-temperature fluctuations (compensated, but only partially so, by the cor-
relation between the potential-temperature and the pressure-gradient fluctuations). We show
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that this is an important mechanism responsible for the principle difference between the heat
and the momentum transfer.

To determine the energy of the vertical velocity fluctuations, we modify the traditional
return-to-isotropy formulation accounting for the effect of stratification on the redistribution
of the TKE between horizontal and vertical velocity components. We then derive a simple
algebraic version of an energetically consistent closure model for the steady-state, homoge-
neous regime, and verify it against available experimental, LES and DNS data.

As seen from Figs. 1–4 showing Ri dependencies of the turbulent Prandtl number, PrT =
KM/K H , the flux Richardson number, Ri f , dimensionless turbulent fluxes, (τ/EK )

2 and F2
z

(EK Eθ )−1, and anisotropy of turbulence, Az = Ez/EK , our model, in compliance with the
majority of data, reveals the existence of two essentially different regimes of turbulence sepa-
rated by a comparatively narrow interval of Ri around a threshold value of Ri ≈ 0.25 (shown
in the figures by the vertical dashed lines). On both sides of the transitional interval, 0.1< Ri
<1, the ratios (τ/EK )

2 and F2
z (EK Eθ )−1 approach plateaus corresponding to the very high

efficiency of the turbulent transfer at Ri < 0.1, and to the strongly different efficiencies of
the momentum transfer (which is still pronounced) and heat transfer (which is very weak) at
Ri > 1.

It is hardly incidental that the above threshold coincides with the critical Richardson num-
ber, Ric, derived from the classical perturbation analyses. These analyses have demonstrated
that the infinitesimal perturbations grow exponentially at Ri < Ric but do not grow at Ri >
Ric when, as we understand now, the onset of turbulent events requires finite perturbations.
Consequently, the transitional interval, 0.1< Ri< 1, indeed separates two essentially differ-
ent regimes: strong turbulence at Ri< 0.1 and weak turbulence at Ri> 1, but do not separate
the turbulent and the laminar regimes as traditionally assumed.

What we presented in this study is just a first step towards developing consistent and
practically useful turbulence closure models based on a minimal set of equations, which
indispensably includes the TTE budget equation and does not imply the existence of the
critical Richardson number. Two other recent studies follow this approach. Mauritsen et al.
(2007) have developed a simple closure model employing the TTE budget equation and
empirical Ri dependences of (τ/EK )

2 and F2
z (EK Eθ )−1 (similar to those shown in our Fig.

2–3). L’vov, Procaccia and Rudenko (Private communication) perform detailed analyses of
the budget equations for the Reynolds stresses in the turbulent boundary layer (relevant to the
strong turbulence regime) taking into consideration the dissipative effect of the horizontal
heat flux explicitly, in contrast to our “effective-dissipation approximation”.

As already mentioned, the present study is limited to the local, algebraic closure model that
is applicable to the steady-state, homogeneous turbulence regime. Generalised versions of
this model, based on the same physical analyses but accounting for the third-order transports
(�K ,�P ,�F and �(τ){1,2}) will be presented in forthcoming papers.

Our data analysis provides only a plausible first verification rather than a comprehensive
validation of the proposed model. Special efforts are needed to extend our data analysis using
additional field, laboratory and numerically simulated data (e.g., Rohr et al., 1988; Shih et
al. 2000). In future work, particular attention should also be paid to direct verification of our
approximations, such as those for the term ρ−1

0 〈θ∂p/∂z〉 taken to be proportional to β
〈
θ2

〉
in Eq. (9b), and for the term εi3(eff) ≡ ε

(τ)
i3 − βFi − Qi3 assumed to be proportional to

τi3/tT in Eq. (10b).
In the present state, our closure model does not account for vertical transports arising

from internal waves. The dual nature of fluctuations representing both turbulence and waves
in stratified flows has been suggested, e.g., by Jacobitz et al. (2005). The role of waves and
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the need for their inclusion in the context of turbulence closure models has been discussed,
e.g., by Jin et al. (2003) and Baumert and Peters (2005). Direct account of the wave-driven
transports of momentum and both kinetic and potential energies is a topic of our current
research.
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Appendix A: The pressure term in the budget equation for turbulent flux of potential
temperature

The approximation used in Sect. 2:

β
〈
θ2〉 + 1

ρ0

〈
θ
∂

∂z
p

〉
= Cθβ

〈
θ2〉 (69)

with Cθ = constant < 1 can be justified as follows. Taking the divergence of the momentum
equation we arrive at the following equation

1

ρ0
�p = −β ∂

∂z
θ. (70)

Applying the inverse Laplacian to Eq. (70) yields

1

ρ0
p = β�−1

(
∂θ

∂z

)
, and

1

ρ0

〈
θ
∂

∂z
p

〉
= −β

〈
θ�−1 ∂

2

∂z2 θ

〉
. (71)

We employ the following scaling estimate:

〈
θ�−1

(
∂2θ
∂z2

)〉
〈
θ2

〉 ≈ (1 + α−1)

(
1 − arctan

√
α√

α

)
, (72)

where α = l2⊥/l2
z − 1, lz and l⊥ are the correlation lengths of the correlation function

〈θ(t, x1)θ(t, x2)〉 in the vertical and the horizontal directions.
Equations (71) and (72) yield

1
ρ0

〈
θ
∂p
∂z

〉
〈
θ2

〉 ≈ −
{

1
3

(
1 + 2

5α
)

in the thermal isotropy limit (α � 1)
1 − π

2
√
α

in the infinite thermal anisotropy limit (α  1). (73)

Consequently, the coefficient Cθ= {1 + [r.h.s. of Eq. (73)]} turns into 2/3 in the thermal
isotropy limit (corresponding to neutral stratification) and vanishes in an imaginary case of
the infinite thermal anisotropy. Our empirical estimate, Eq. (63), of Cθ= 0.3 is a reasonable
compromise between these two extremes.
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Similarity theory and calculation of turbulent fluxes
at the surface for the stably stratified atmospheric
boundary layer

Sergej S. Zilitinkevich · Igor N. Esau

Abstract In this paper we revise the similarity theory for the stably stratified atmospheric
boundary layer (ABL), formulate analytical approximations for the wind velocity and potential
temperature profiles over the entire ABL, validate them against large-eddy simulation and
observational data, and develop an improved surface flux calculation technique for use in
operational models.

Keywords Monin–Obukhov similarity theory · Planetary boundary layer · Prandtl
number · Richardson number · Stable stratification · Surface fluxes in atmospheric models ·
Surface layer

1 Introduction

Parameterisation of turbulence in atmospheric models comprises two basic problems:

• turbulence closure—to calculate vertical turbulent fluxes, first of all, the fluxes of momen-
tum and potential temperature: �τ and Fθ through the mean gradients: d �U/dz and d�/dz
(where z is the height, �U and � are the mean wind speed and potential temperature);

• flux–profile relationships—to calculate the fluxes at the earth’s surface: τ∗ = τ |z=0 and
F∗ = Fθ |z=0 through the mean wind speed U1 = U |z=z1 and potential temperature
�1 = �|z=z1 at a given level, z1, above the surface.
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We focus on the flux–profile relationships for stable and neutral stratifications. At first sight,
these could be obtained numerically using an adequate turbulence-closure model. However,
this way is too computationally expensive: the mean gradients close to the surface are very
sharp, which requires very high resolution, not to mention that the adequate closure for
strongly stable stratification can hardly be considered as a fully understood, easy problem.
Hence the practically sound problem is to analytically express the surface fluxes τ∗ and F∗
through U1 = U |z=z1 and�1 = �|z=z1 available in numerical models (and similarly for the
fluxes of humidity and other scalars). In numerical weather prediction (NWP) and climate
models, the lowest computational level is usually taken z1 ≈ 30 m (see Ayotte et al. 1996;
Tjernstrom 2004).

In neutral or near-neutral stratification the solution to the above problem is given by the
logarithmic wall law:

dU

dz
= τ 1/2

kz
, (1a)

d�

dz
= −Fθ

kT τ 1/2z
, (1b)

U = τ 1/2

k
ln

z

z0u
, (1c)

� = �s + −Fθ
kT τ 1/2 ln

z

z0T
, (1d)

�0 + −Fθ
kT τ 1/2 ln

z

z0u
, (1e)

where k and kT are the von Karman constants, z0u and z0T are the roughness lengths for
momentum and heat,�s is the potential temperature at the surface, and�0 is the aerodynamic
surface potential temperature, that is the value of�(z) extrapolated logarithmically down to
the level z = z0u [determination of the difference �0 −�s = k−1

T (−Fθ τ−1/2) ln(z0u/z0T )

comprises an independent problem; see, e.g., Zilitinkevich et al. (2001, 2002)]. As follows
from Eq. 1, τ 1/2

1 = kU1(ln z/z0u)
−1 and Fθ1 = −kkT U1(�1 −�0)(ln z/z0u)

−2. The turbu-
lent fluxes τ1 and Fθ1 at the level z = z1 can be identified with the surface fluxes: τ1 = τ∗
and Fθ1 = F∗, provided that z1 is much less then the height, h, of the atmospheric boundary
layer (ABL). In neutral stratification, a typical value of h is a few hundred metres, so that the
requirement z1 ≈ 30 m � h is satisfied.

In stable stratification, the problem becomes more complicated. Its commonly accepted
solution is based, firstly, on the assumption that the level z1 belongs to the surface layer [that
is the lowest one tenth of the ABL, where the turbulent fluxes do not diverge considerably
from their surface values: τ ≈ τ∗ and Fθ ≈ F∗] and, secondly, on the Monin–Obukhov (MO)
similarity theory for surface-layer turbulence (Monin and Obukhov 1954).

The MO theory states that the turbulent regime in the stratified surface layer is fully
characterised by the turbulent fluxes, τ ≈ τ∗ = u2∗ (where u∗ is the friction velocity) and
Fθ ≈ F∗, and the buoyancy parameter, β = g/T0 (where g is the acceleration of gravity,
and T0 is a reference value of absolute temperature), which determine the familiar Obukhov
length scale

L = τ 3/2

−βFθ
, (2)
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whereas the velocity and potential temperature gradients are expressed through universal
functions, �M and �H , of the dimensionless height ξ = z/L:

kz

τ 1/2

dU

dz
= �M (ξ), (3a)

kT τ
1/2z

−Fθ

d�

dz
= �H (ξ). (3b)

From the requirement of consistency with the wall law for neutral stratification, Eq. 1, it fol-
lows that �M = �H → 1 at ξ � 1. The asymptotic behaviour of �M and �H in strongly
stable stratification (at ξ � 1) is traditionally derived from the concept of z-less stratification,
which states that at z � L the distance above the surface, z, no longer affects turbulence.
If so, the velocity- and temperature-gradient formulations should become independent of z,
which immediately suggests the linear asymptotes:�M ∼ �H ∼ ξ . The linear interpolation
between the neutral and the strong stability limits gives

�M = 1 + CU1ξ, (4a)

�H = 1 + C�1ξ, (4b)

where CU1 and C�1 are empirical dimensionless constants.
The above analysis is usually considered as relevant only to the surface layer. However,

the basic statement of the MO similarity theory, namely, that surface-layer turbulence is fully
characterised by τ , Fθ and β, is applicable to locally generated turbulence in a more general
context. Nieuwstadt (1984) was probably the first who extended the MO theory by substi-
tuting the height-dependent τ and Fθ for the height-constant τ∗ and F∗, and demonstrated
its successful application to the entire nocturnal stable ABL. In the present paper we employ
this extended version of the MO theory.

In the surface layer, substituting Eq. 4 for �M and �H into Eq. 3 and integrating over z,
yields the log-linear approximation:

U = u∗
k

(
ln

z

zu0
+ CU1

z

Ls

)
, (5a)

�−�0 = −F∗
kT u∗

(
ln

z

zu0
+ C�1

z

Ls

)
, (5b)

where Ls = u3∗(−βF∗)−1.
Since the late 1950s, Eqs. 3–5 have been compared with experimental data in numerous

works that basically gave estimates of CU1 close to 2 and C�1 also close to 2 but with a
wider spread (see overview by Högström 1996; Yague et al., 2006). Experimentalists often
admitted that for� the log-linear formulation is worse than for U (e.g., the above reference)
but no commonly accepted alternative formulations were derived from physical grounds.
Esau and Byrkjedal (2007) analysed data from large-eddy simulations (LES) and disclosed
that the coefficient C�1 in Eq. 4b is not a constant but increases with increasing z/L .

According to Eqs. 3–4 the Richardson number, Ri≡ β(d�/dz)(dU/dz)−2, monotoni-
cally increases with increasing z/L , and at z/L → ∞ achieves its maximum value: Ric =
k2C�1k−1

T C−2
U1. In other words, Eq. 4 is not applicable to Ri > Ric. This conclusion is con-

sistent with the critical Richardson number concept, universally accepted at the time when
the MO theory and Eqs. 3–5 were formulated.
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However, as recognised recently, the concept of the critical Ri contradicts both exper-
imental evidence and analysis of the turbulent kinetic and potential energy budgets (see
Zilitinkevich et al. 2007b). This conclusion is by no means new. Long ago it has been under-
stood that turbulent closures or surface flux schemes implying the critical Ri lead to erroneous
conclusions, such as unrealistic decoupling of air flows from the underlying surface in all
cases when Ri> Ric. It is not surprising that modellers do not use Eq. 4 as well as other
formulations of similar type, even though they are supported by experimental data. Instead,
operational modellers develop their own flux–profile relationships, free of the critical Ri,
and evaluate them indirectly—fitting the model results to the available observational data.
Different points of view of experimentalists and operational modellers on the flux–profile
relationships have factually caused two nearly independent lines of inquiry in this field (see
discussion in Zilitinkevich et al. 2002).

One more point deserves emphasising. Currently used flux-calculation schemes identify
the turbulent fluxes calculated at the level z1 with the surface fluxes. However, in strongly
stable stratification, especially in the long-lived stable ABL, the ABL height, h, quite often
reduces to a few dozen metres1 (see Zilitinkevich and Esau 2002, 2003; Zilitinkevich et al.
2007a) and becomes comparable with z1 adopted in operational models. In such cases τ1 and
Fθ1 have nothing in common with τ∗ and F∗.

Furthermore, the MO theory, considered for half a century as an ultimate framework for
analysing the surface-layer turbulence, is now revised. Zilitinkevich and Esau (2005) have
found that, besides L , Eq. 2, which characterise the stabilising effect of local buoyancy
forces on turbulence, there are two additional length scales: L f characterising the effect of
the Earth’s rotation and L N characterizing the non-local effect of the static stability in the
free atmosphere above the ABL:

L N = τ 1/2

N
, (6a)

L f = τ 1/2

| f | , (6b)

where f is the Coriolis parameter, and N = (β∂�/∂z)1/2 is the Brunt-Väisälä frequency
above the ABL. For certainty, we determine N from the temperature profile in the height
interval h < z < 2h (see Zilitinkevich and Esau 2005). Its typical atmospheric value is
N ∼ 10−2 s−1. Interpolating between the squared reciprocals of the three scales (which
gives larger weights to stronger mechanisms that is to smaller scales) a composite turbulent
length scale becomes:

1

L∗
=

[(
1

L

)2

+
(

CN

L N

)2

+
(

C f

L f

)2
]1/2

, (7)

where CN = 0.1 and C f = 1 are empirical dimensionless coefficients.2 Advantages of this
scaling have been demonstrated in the plots of �M and �H versus z/L∗ (Figs. 2 and 5 in
op. cit.) showing an essential collapse of data points compared to the traditional plots of�M

and �H vs. z/L .

1 The ABL height is defined as the level at which the turbulent fluxes become an order of magnitude smaller
than close to the surface.
2 In op. cit. the coefficient CN was taken 0.1 for �M and 0.15 for �H . Further analysis has shown that the
difference is insignificant, which allows employing one composite length scale given by Eq. 7.
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Fig. 1 Dimensionless velocity gradient, �M = kz
τ1/2

dU
dz , in the ABL (z < h) and above (z > h) versus

dimensionless height ξ = z/L∗, after the LES DATABASE64. Dark grey points show data for z < h; light
grey points, for z > h; the line shows Eq. 11a with CU1 = 2

Practical application of this scaling requires information about vertical profiles of tur-
bulent fluxes across the ABL. As demonstrated by Lenshow et al. (1988), Sorbjan (1988),
Wittich (1991), Zilitinkevich and Esau (2005) and Esau and Byrkjedal (2007), the ratios τ/τ∗
and Fθ /F∗ are reasonably accurately approximated by universal functions of z/h, where h
is the ABL height (see Eq. 15 below).

As follows from the above discussion, currently used surface-flux calculation schemes
need to be improved accounting for

• modern experimental evidence and theoretical developments arguing against the critical
Ri concept,

• additional mechanisms and scales, first of all L N , disregarded in the classical similarity
theory for the stable ABL,

• essential difference between the surface fluxes and the fluxes at z = z1.

In the present paper we attempt to develop a new scheme applicable to as wide as possible
a range of stable and neutral ABL regimes using recent theoretical developments and new,
high quality observations and LES.

2 Mean gradients and the Richardson number

Until recently the ABL was distinguished accounting for only one factor, the potential temper-
ature flux at the surface, F∗: neutral ABL at F∗ = 0, and stable ABL at F∗ < 0. Accounting
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Fig. 2 Same as in Fig. 1 but for the dimensionless potential temperature gradient, �H = kT τ
1/2z

−Fθ
d�
dz .

The bold curve shows Eq. 11b with C�1 = 1.6 and C�2 = 0.2; the thin lines show its asymptote�H = 0.2ξ2

and the traditional approximation �H = 1 + 2ξ

for the recently disclosed role of the static stability above the ABL, we now apply a more
detailed classification:

• truly neutral (TN) ABL: F∗ = 0, N = 0,
• conventionally neutral (CN) ABL: F∗ = 0, N > 0,
• nocturnal stable (NS) ABL: F∗ < 0, N = 0,
• long-lived stable (LS) ABL: F∗ < 0, N > 0.

Realistic surface-flux calculation schemes should be based on a model applicable to all
these types of ABL.

As mentioned in Sect. 1, Eq. 4b gives erroneous asymptotic behaviour at large ξ = z/L
and leads to the appearance of the critical Ri. This conclusion is sometimes treated as a
failure of the MO theory, but this is not the case. The MO theory states only that�M and�H

are universal functions of ξ , whereas the linear forms of the � functions, Eq. 4, are derived
form the heuristic concept of z-less stratification, which is neither proved theoretically nor
confirmed by experimental data.

In fact, this concept is not needed to derive the linear asymptotic formula for the velocity
gradient in stationary, homogeneous, sheared flows in very strong static stability. Recall that
the flux Richardson number is defined as the ratio of the consumption of turbulent kinetic
energy (TKE) caused by the negative buoyancy forces, −βFθ , to the shear generation of the
TKE, τdU/dz:

Ri f = −βFθ
τdU/dz

. (8)
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Fig. 3 Gradient Richardson number, Ri, within and above the ABL versus dimensionless height z/L , after the
NS ABL data from LES DATABASE64 (dark grey points are for z < h and light grey points, for z > h) and
observational data from the field campaign SHEBA (green points). Heavy black points with error bars (one
standard deviation above and below each point) show the bin-averaged values of Ri after the DATABASE64.
The bold curve shows Eq. 10 with �H taken after Eq. 11b, CU1 = 2, C�1 = 1.6 and C�2 = 0.2; the steep
thin line shows its asymptote: Ri ∼ z/L; and the thin curve with a plateau (unrealistic in the upper part of the
ABL) shows Eq. 10 with the traditional, linear approximation of �H = 1 + 2z/L

Ri f (in contrast to the gradient Richardson number, Ri) cannot grow infinitely, otherwise the
TKE consumption would exceed its production. Hence Ri f at very large ξ should tend to a
limit, Ri∞f (= 0.2 according to currently available experimental data, see Zilitinkevich et al.
2007b). Then solving Eq. 8 for dU/dz and substituting Ri∞f for Ri f gives the asymptote

dU

dz
→ τ 1/2

Ri∞f L
, (9)

which in turn gives �M → k(Ri∞f )−1ξ , and thus rehabilitates Eq. 4 for �M . The gradient
Richardson number becomes

Ri ≡ βd�/dz

(dU/dz)2
=

(
k2

kT

)
ξ�H (ξ)

(1 + CU1ξ)2
. (10)

Therefore to ensure unlimited growth of Ri with increasing ξ (in other words, to guarantee
“no critical Ri”), the asymptotic ξ dependence of�H should be stronger than linear. Recall-
ing that the function �H at small ξ is known to be close to linear, a reasonable compromise
could be a quadratic polynomial [recall the above quoted conclusion of Esau and Byrkjedal
(2007) that C�1 in Eq. 4b increases with increasing z/L).

On these grounds we adopt the approximations�M = 1 + CU1ξ and�H = 1 + C�1ξ +
C�2ξ

2 covering both the TN and NS ABL. To extend them to the CN and LS ABL, we
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Fig. 4 The wind-speed characteristic function �U = kτ−1/2U − ln(z/z0u) versus dimensionless height
ξ = z/L∗, after the LES DATABASE64. Dark grey points show data for z < h; light grey points, for z > h.
The line shows Eq. 13a with CU = 3.0

employ the generalised scaling, Eqs. 6–7:

�M = 1 + CU1
z

L∗
, (11a)

�H = 1 + C�1
z

L∗
ξ + C�2

(
z

L∗

)2

. (11b)

Comparing Eqs. 9 and 11a gives Ri∞f = kC−1
U1. Then taking conventional values of Ri∞f = 0.2

and k = 0.4 gives an a priori estimate of CU1= 2.
Figures 1 and 2 show �M and �H vs. ξ = z/L∗ after the LES DATABASE64 (Beare

et al. 2006; Esau and Zilitinkevich, 2006), which includes the TN, CN, NS, and LS ABLs.
Figure 2 confirms that the ξ dependence of �H is indeed essentially stronger than linear:
With increasing ξ , the best-fit linear dependence�H = 1+2ξ shown by the thin line diverge
from data more and more, and at ξ � 1 becomes unacceptable. The steeper thin line shows
the quadratic asymptote �H = 0.2ξ2 relevant only for very large ξ . Figure 1 confirms the
expected linear dependence. Both figures demonstrate a reasonably good performance of
Eq. 11 over the entire ABL depth (data for z < h are indicated by dark grey points) and
allows determining the constants CU1 = 2 (coinciding with the above a priori estimate),
C�1 = 1.6 and C�2 = 0.2, with the traditional values of the von Karman constants: k = 0.4
and kT = 0.47. For comparison, data for z > h (indicated by light grey points) quite expect-
edly exhibit wide spread. The composite scale L∗ is calculated after Eqs. 6–7 with CN = 0.1
and C f = 1.
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Fig. 5 Same as in Fig. 4 but for the potential-temperature characteristic function ��=kT τ
−1/2 (�−�0)

(−Fθ )
−1 − ln(z/z0u). The line shows Eq. 13b with C� = 2.5

Figure 3 shows the gradient Richardson number, Eq. 10, vs. z/L after the LES data for
the TN and NS ABL (indicated by dark and light grey points, as in Figs. 1 and 2) and data
from meteorological mast measurements at about 5, 9 and 13 m above the snow surface in
the field campaign SHEBA (Uttal et al. 2002) indicated by green points. The bold curve
shows our approximation of Ri = k2k−1

T ξ�H�
−2
M —taking �M and �H after Eq. 11 with

CU1 = 2, C�1 = 1.6 and C�2 = 0.2; the thin curve shows the traditional approximation of
Ri—taking �M and �H after Eq. 4 with CU1 = 2 and C�1 = 2 (it affords a critical value
of Ri≈0.17); and the steep thin line shows the asymptotic behaviour of our approximation,
Ri ∼ z/L , at large z/L . Heavy points with error bars are the bin-averaged values after LES
DATABASE64.

This figure demonstrates consistency between the LES and the field data for such a sensi-
tive parameter as Ri (the ratio of gradients—inevitably determined with pronounced errors).
For our analysis this result is critically important. It allows using the LES DATABASE64 on
equal grounds with experimental data. Recall that in using LES we have the advantage of
fully controlled conditions, which is practically unachievable in field experiments.

We give here one example: dealing with LES data we are able to distinguish between
data for the ABL interior, z < h (indicated in our figures by dark grey points) and data for
z > h (indicated by light grey points). As seen in Fig. 3, the gradient Richardson number
within the ABL practically never exceeds 0.25–0.3, although turbulence is observed at much
larger Ri. This observation perfectly correlates with the recent theoretical conclusion that Ri
∼ 0.25 is not the critical Ri in the traditional sense (the border between turbulent and laminar
regimes) but a threshold separating the two turbulent regimes of essentially different nature:
strong, fully developed turbulence at Ri �0.25; and weak, intermittent turbulence at Ri�0.25
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(Zilitinkevich et al. 2007b). These two are just the regimes typical of the ABL and the free
atmosphere, respectively.

3 Surface fluxes

The above analysis clarifies our understanding of the physical nature of the stable ABL
but does not immediately give flux–profile relationships suitable for practical applications.
To receive analytical approximations of the mean wind and temperature profiles, U (z) and
�(z), across the ABL, we apply the generalised similarity theory presented in Sect. 2 to
“characteristic functions”:

�U = kU (z)

τ 1/2 − ln
z

z0u
, (12a)

�� = kT τ
1/2 [�(z)−�0]

−Fθ
− ln

z

z0u
, (12b)

and employ LES DATABASE64 to determine their dependences on ξ = z/L∗.
Results from this analysis presented in Figs. 4 and 5 are quite constructive. Over the entire

ABL depth,�U and�� show practically universal dependences on ξ that can be reasonably
accurately approximated by the power laws:

�U = CU ξ
5/6, (13a)

�� = C�ξ
4/5, (13b)

with CU = 3.0 and C�= 2.5.
The wind and temperature profiles become

kU

τ 1/2 = ln
z

z0u
+ CU

( z

L

)5/6
[

1 + (CN N )2 + (C f f )2

τ
L2

]5/12

, (14a)

kT τ
1/2(�−�0)

−Fθ
= ln

z

z0u
+ C�

( z

L

)4/5
[

1 + (CN N )2 + (C f f )2

τ
L2

]2/5

, (14b)

where CN = 0.1 and C f = 1 (see discussion of Eq. 7). Given U (z), �(z) and N , Eqs.
14a, b allow determination of the turbulent fluxes, τ and Fθ , and the Obukhov length, L =
τ 3/2(−βFθ )−1, at the computational level z. Numerical solution to this system is simplified
by the fact that the major terms on the right-hand sides are the logarithmic terms, and more-
over, the second terms in square brackets are usually small compared to unity. Hence iteration
methods should work efficiently. As a first approximation N , unknown until we determine
the ABL height, is taken N = 0. In the next iterations, it is calculated using Eq. 18.

Given τ and Fθ , the surface fluxes are calculated using dependencies:

τ

τ∗
= exp

[
−3

( z

h

)2
]
, (15a)

Fθ
F∗

= exp

[
−2

( z

h

)2
]
. (15b)

For details see Zilitinkevich and Esau (2005) and Esau and Byrkjedal (2007).
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The ABL height, h, required in Eq. 15 is calculated using the multi-limit h model
(Zilitinkevich et al. 2007a, and references therein) consistent with the present analysis. The
diagnostic version of this model determines the equilibrium ABL height, hE :

1

h2
E

= f 2

C2
Rτ∗

+ N | f |
C2

C N τ∗
+ | fβF∗|

C2
N Sτ

2∗
, (16)

where CR= 0.6, CC N = 1.36 and CN S= 0.51 are empirical dimensionless constants.
More accurately h can be calculated using the prognostic, relaxation equation (Zilitinkevich

and Baklanov 2002):

∂h

∂t
+ �U · ∇h − wh = Kh∇2h − Ct

u∗
hE
(h − hE ), (17)

which therefore should be incorporated in a numerical model employing our scheme. In
Eq. 17, hE is taken after Eq. 16, wh is the mean vertical velocity at the height z = h (avail-
able in numerical models), the combination Ct u∗h−1

E is the inverse ABL relaxation time
scale, Ct ≈ 1 is an empirical dimensionless constant, and Kh is the horizontal turbulent
diffusivity (the same as in other prognostic equations of the model under consideration).

Finally, given h, the free-flow Brunt-Väisälä frequency, N , is determined through the
root-mean-square value of the potential temperature gradient over the layer h < z < 2h:

N 4 = 1

h

∫ 2h

h

(
β
∂�

∂z

)2

dz (18)

and substituted into Eq. 14 for the next iteration.
Some problems (first of all, air–sea interaction) require not only the absolute value of the

surface momentum flux, �τ∗, but also its direction. Recalling that our method allows determi-
nation of the ABL height, h, and therefore the wind vector at this height, �Uh , the problem
reduces to the determination of the angle, α∗ between �Uh and �τ∗. For this purpose we employ
the cross-isobaric angle formulation:

sin α∗ = − f h

kUh

[
−2 + 10

(−βF∗h)2

τ 3∗
+ 0.225

(Nh)2

τ∗
+ 10

( f h)2

τ∗

]
, (19)

based on the same generalised similarity theory as the present paper (see Eqs. 7b, 41b, 43
and Fig. 4 in Zilitinkevich and Esau (2005)).

Following the above procedure, Eqs. 14–18 allow calculating the following parameters:

• turbulent fluxes τ (z) and Fθ (z) at any computational level z within the ABL,
• surface fluxes, �τ∗ and F∗,
• ABL height, h,[either diagnostically after Eq. 16 or more accurately, accounting for its

evolution after Eqs. 16–17].

Empirical constants that appear in the above formulations are given in Table 1.
The proposed method can be applied, in particular, to the shallow ABL, when the low-

est computational level is close to h, and standard approaches completely fail. But it has
advantages also in situations when the ABL (the height interval 0 < z < h) contains several
computational levels. In such cases, it provides several independent estimates of h, u2∗ and
F∗, and by this means makes available a kind of data assimilation, namely, more reliable
determination of h, u2∗ and F∗ through averaging over all estimates.
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Table 1

Constant In Equation Comments

k = 0.4, kT = 0.47 (1), (3), etc traditional values

CN = 0.1, C f = 1 (7) after Zilitinkevich and Esau (2005), slightly
corrected

CU1 = 2.0, C�1 = 1.6, C�2 = 0.2 (11a,b) after present paper; CU1 = 2.0 and C�1 =
1.6 correspond to the coefficients β1 =
CU1/k = 5.0 and β2 = C�1/k = 4.0
in the log-linear laws formulated for L =
u3∗(−kβF∗)−1

CU = 3.0, C� = 2.5 (13), (14) after present paper

CR = 0.6, CC N = 1.36, CN S = 0.51 (16) after Zilitinkevich et al. (2007a)

Ct = 1 (17) after Zilitinkevich and Baklanov (2002)

4 Concluding remarks

In this paper we employ a generalised similarity theory for the stably stratified sheared flows
accounting for non-local features of the atmospheric stable ABL, follow modern views on
the turbulent energy transformations rejecting the critical Richardson number concept, and
use recent, high quality experimental and LES data to develop analytical formulations for
the wind speed and potential temperature profiles across the entire ABL.

Results from our analysis are validated using LES data from DATABASE64 covering
the four types of ABL: truly neutral, conventionally neutral, nocturnal stable and long-lived
stable. These LES are in turn validated through (shown to be consistent with) observational
data from the field campaign SHEBA.

Employing generalised formulae for the dimensionless velocity and potential temperature
gradients, �M and �H , Eq. 3, based on the composite turbulent length scale L∗, Eq. 7, and
z-dependent turbulent velocity and temperature scales, τ 1/2 and Fθ τ−1/2, we demonstrate
that �M and �H are to a reasonable accuracy approximated by universal functions of z/L∗
(�M linear, �H stronger than linear) across the entire ABL.

Using the quadratic polynomial approximation for�H , we demonstrate that our formula-
tion leads to the unlimitedly increasing z/L dependence of the gradient Richardson number,
Ri, consistent with both LES and field data and arguing against the critical Ri concept.

We employ the above generalised format to the deviations, �U and ��, Eq. 12, of the
dimensionless mean wind and potential temperature profiles from their logarithmic parts
[∼ ln(z/z0u)] to obtain power-law approximations: �U ∼ (z/L∗)5/6 and �� ∼ (z/L∗)4/5
that perform quite well across the entire ABL.

On this basis, employing also our prior ABL height model and resistance laws, we propose
a new method for calculating the turbulent fluxes at the surface in numerical models.
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Application of a large-eddy simulation database
to optimisation of first-order closures for neutral
and stably stratified boundary layers

Igor N. Esau · Øyvind Byrkjedal

Abstract Large-eddy simulation (LES) is a well-established numerical technique, resolv-
ing the most energetic turbulent fluctuations in the planetary boundary layer. By averaging
these fluctuations, high-quality profiles of mean quantities and turbulence statistics can be
obtained in experiments with well-defined initial and boundary conditions. Hence, LES data
can be beneficial for assessment and optimisation of turbulence closure schemes. A database
of 80 LES runs (DATABASE64) for neutral and stably stratified planetary boundary layers
(PBLs) is applied in this study to optimize first-order turbulence closure (FOC). Approx-
imations for the mixing length scale and stability correction functions have been made to
minimise a relative root-mean-square error over the entire database. New stability functions
have correct asymptotes describing regimes of strong and weak mixing found in theoretical
approaches, atmospheric observations and LES. The correct asymptotes exclude the need for
a critical Richardson number in the FOC formulation. Further, we analysed the FOC quality
as functions of the integral PBL stability and the vertical model resolution. We show that the
FOC is never perfect because the turbulence in the upper half of the PBL is not generated
by the local vertical gradients. Accordingly, the parameterised and LES-based fluxes decor-
relate in the upper PBL. With this imperfection in mind, we show that there is no systematic
quality deterioration of the FOC in the strongly stable PBL provided that the vertical model
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resolution is better than 10 levels within the PBL. In agreement with previous studies, we
found that the quality improves slowly with the vertical resolution refinement, though it is
generally wise not to overstretch the mesh in the lowest 500 m of the atmosphere where the
observed, simulated and theoretically predicted stably stratified PBL is mostly located.

Keywords Atmospheric turbulence · First-order turbulence closure · Large-eddy
simulation · Parameterization accuracy · Stable boundary layer

1 Introduction

Modelling of the planetary boundary layer (PBL) is a challenge for meteorological numeri-
cal simulations. Models need simplified turbulence-closure schemes to account for complex
physical processes and to approximate strongly curved, non-linear mean vertical profiles of
meteorological variables in this layer. As in any simplified model of physics, a turbulence
closure scheme requires validation and the constraint of involved empirical constants and
universal functions. This has been done in a very large number of studies involving atmo-
spheric observations (e.g., Businger et al. 1971; Louis 1979; Businger 1988; Högström 1988)
and more recently involving numerical data from large-eddy simulations (LES). A compre-
hensive validation of the closure schemes requires a dataset covering the entire parameter
space in which models are intended to operate. Although recent observational efforts such as
SHEBA (Uttal et al. 2002) and CASES-99 (Poulos et al. 2002) provided relatively accurate
data throughout the surface layer and sometimes the entire PBL, any direct intercomparisons
are difficult to interpret. The difficulties lurk in our inability to control the PBL evolution
and its governing parameters. Therefore the performance of parameterizations in the refer-
ence tests considerably depends on modellers’ skills and understanding of suitable numerical
initial and boundary conditions.

In these circumstances, the intercomparisons with LES data could be a useful exercise as
shown in pioneering works of Deardorff (1972) and Moeng and Wyngaard (1989). The LES
data are advantageous as they provide the whole range of turbulence statistics throughout the
entire PBL under controlled conditions. Moreover, the LES is conducted in idealized con-
ditions, which are consistent with the background assumptions behind the closure schemes,
thus excluding the potential influence of unaccounted physical processes on the data scatter
and biases in intercomparisons. It is not surprising then that LES data are attractive. Many
studies have exploited the possibilities to use LES data for turbulence research (e.g., Holtslag
and Moeng 1991; Andren and Moeng 1993; Galmarini et al. 1998; Xu and Taylor 1997; Nak-
anishi 2001; Noh et al. 2003), including most recently the GEWEX Atmospheric Boundary
Layer Study (GABLS). GABLS involved 11 different LES codes and 20 different turbulence
closures as described in Beare et al. (2006) and Cuxart et al. (2006, hereafter C06) [also
available on www.gabls.org].

GABLS is a case study, however, with little emphasis on the sensitivity of closures to
variations in external parameters. Ayotte et al. (1996), whose work was based on intercom-
parisons between 10 LES runs and corresponding runs of seven single-column models with
different turbulence closures, have shown that the closure performance can change signifi-
cantly for neutral and convective PBLs. To our knowledge, a similar multi-case study has not
been done yet for the stably stratified PBL, perhaps due to the considerable computational
cost of simulating the stably stratified PBL. Based on our experience, about two orders of
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magnitude more computer time is needed to obtain accurate LES data for a typical nocturnal
clear-sky PBL as compared to a truly neutral PBL. This is due to the strong reduction of
characteristic turbulence scales both internal and integral followed by the need of adequate
mesh refinement and a much smaller model timestep.

Although higher-order turbulence-closure schemes have gradually become more com-
putationally affordable in meteorological simulations, especially in meso-meteorological
ones (e.g., Tjernström et al. 2005), the majority of global-scale models (e.g., five of seven
operational models in C06) still rely on simpler, first-order closures (FOC) similar to those
described in Holt and Raman (1988).

To study the FOC performance, a single-column model is usually initiated with prescribed
vertical profiles of velocity and temperature, which is thought to characterize the chosen case,
and iterations continue until a quasi-stationary steady-state solution is achieved. In this model
state, both the mean variables and the turbulent fluxes differ from the data used for compar-
isons, as C06 have clearly shown. It is therefore difficult to trace the reasons for differences
and to identify the specific component of the FOC responsible for the deviations. Here, we
exploit a different approach. We do not study an equilibrium solution, but instead we test
different components of the FOC against data from a LES database of 80 neutral and stably
stratified runs, hereafter DATABASE64. It is reasonable to expect that, given the stationary,
steady-state mean profiles for the wind speed and temperature, an ideal parameterization
would recover fluxes and tendencies similar to those from DATABASE64. Any discrepancy
would indicate an internal inconsistency in the parameterization.

The performance of the FOC is also expected to change with vertical mesh resolution. In
C06, the performance was studied at a vertical resolution of 6.25 m. Realistic resolutions are
much coarser, and there are typically 2–4 model levels within the stably stratified PBL in
actual simulations. Such a coarse resolution could significantly alter the FOC performance,
because the closure relies on vertical gradients computed on a finite mesh. For instance,
Lane et al. (2000) showed considerable convergence of the single-column model results
on consequently refined meshes. More recently, Roeckner et al. (2006) reported significant
improvement in the representation of the near-surface high-latitude climate with resolution
refinement in the ECHAM5 model. In contrast, C06 quoted results fairly insensitive to the
vertical resolution for a mesh spacing less than 50 m. Ayotte et al. (1996) suggest a way to
resolve this contradiction, showing a considerable improvement of accuracy for a resolution
of up to 10 levels in the PBL. This gives a spacing of about 50 m for a typical conventionally
neutral PBL, but the spacing should be much finer to resolve a long-lived stably stratified
PBL (Zilitinkevich and Esau 2003).

Our study aims to assess and to optimise key elements of first-order turbulence closure
for the stably stratified PBL using LES data in DATABASE64. Attention is paid to stability
functions, which describe the turbulence mixing efficiency as a function of fluid stratification.
We also aim to clarify whether improvements in model resolution could significantly affect
the vertical mixing or whether the FOC should be modified at the physical level.

The structure of this paper is as follows. Section 2 describes the large-eddy simula-
tion code and the DATABASE64. Section 3 describes a general first-order closure and
provides details of the optimized FOC fitted to DATABASE64. Section 4 gives the FOC
quality assessment over the range of stably stratified PBL and resolutions, while Sect. 5 dis-
cusses possible effects of non-local fluxes on the FOC performance. Finally, Sect. 6 outlines
conclusions.
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2 Large-eddy simulation data

Turbulence-resolving simulations have been conducted with the Nansen Environmental and
Remote Sensing Center large-eddy simulation code LESNIC. The code solves three-dimen-
sional momentum, temperature and continuity equations for an incompressible Boussinesq
fluid, and employs a fully conservative second-order central difference scheme for the skew-
symmetric form of the advection term, a fourth-order Runge-Kutta scheme for time stepping,
and a direct fractional-step pressure correction scheme for the continuity preservation in the
horizontally periodic domain. The computational mesh is the staggered C-type mesh, which
demands only fluxes as boundary conditions at the top and bottom of the domain. LESNIC
employs a dynamic mixed closure, which recalculates the Smagorinsky constant in the eddy
diffusivity part of closure at every timestep. A detailed description of LESNIC can be found
in Esau (2004) and intercomparisons can be found in Fedorovich et al. (2004) and Beare
et al. (2006).

LESNIC has been used to compute a set of cases, referred to as DATABASE64 (Esau
and Zilitinkevich 2006), and from this 80 LES runs are suitable for the present study. All
runs have been computed using the equidistant mesh with 643 grid nodes. The aspect ratio
between the vertical and horizontal grid spacings varies from 1:1 to 1:4, with the majority of
data computed at the 1:2 mesh. The physical resolution varies from run to run, maintaining
about 25–45 vertical levels within the fully developed PBL.

The turbulent boundary layer comprised only 1/2 to 2/3 of the depth of the computational
domain, an arrangement that ensures that the largest eddies, which may occupy the entire
PBL, were not affected by the limited horizontal size of the LESNIC domain. The lateral
boundary conditions were periodic in all runs. At the surface, the turbulent flux of potential
temperature was prescribed and therefore is considered in the study as an external parameter,
whereas the turbulent flux of momentum was computed instantly and pointwise using the
logarithmic wall-law. With these boundary conditions, turbulent surface flux parameteriza-
tions cannot be evaluated accurately, as the surface temperature has not been prescribed in
the LESNIC but retrieved from the data by means of a parameterization.

The vertical profiles of the mean variables and the turbulence statistics have been com-
puted from instant resolved-scale fluctuations. For instance, a vertical flux of the potential
temperature, τθ , is computed as

τθ (z) = < w′θ ′ >+ τSGS

= < (w(x, y, z, t)− < w(x, y, z, t) >)(θ(x, y, z, t)− < θ(x, y, z, t) >) >+ τSGS,

wherew(x, y, z, t), θ(x, y, z, t) are instant values of the vertical component of velocity and
the potential temperature at every grid node. The angular brackets denote horizontal aver-
aging over the computational domain, and the overbar denotes time averaging. All runs in
DATABASE64 have been calculated for 16 hours of model time, and only the last hour was
used for the time averaging. A subgrid-scale flux, τSGS, is provided from the dynamic mixed
closure employed in the LESNIC. Comparing DATABASE64 with the LESNIC runs at 1283

mesh and at 2563mesh (for one truly neutral case), we estimated that about 80% of the fluc-
tuation kinetic energy and 65% of the vertical velocity variations at the first computational
level were resolved. Thus, τSGS is about 20–40% of τθ at the first level and reduces with height.
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3 Optimization of the first-order turbulence closure

3.1 Description

The prognostic tendency due to the turbulent flux divergence (e.g., Holt and Raman 1988;
C06) can be expressed as

∂ψ

∂t
= −∇zτψ, (1)

whereψ is a prognostic variable, and τψ is its vertical turbulent flux. To avoid model specific
details, we consider the closure in Eq. 1 as applied to a horizontally homogeneous boundary
layer of incompressible, barotropic flow with a constant turbulent temperature flux at the sur-
face. Such conditions describe a realistically shallow and stably stratified PBL. The vertical
flux τψ is parameterized following a flux-gradient assumption (Businger et al. 1971;Dear-
dorff 1972) through an eddy diffusivity, Kψ , and the vertical gradient of a mean variable
as

τψ = Kψ∇zψ. (2)

The eddy-diffusivity parameterization generally follows Louis (1979); there is, however, a
rich variety of individual variations in different models, and a general form reads

Kψ = l2
∣∣∣∇z �U

∣∣∣ fψ. (3a)

Another non-local formulation (e.g., Troen and Mahrt 1986) based on the predefined shape
of the Kψ profile is also popular, and for cubic profiles reads

Kψ = κτ
1/2
0 φ−1

ψ z(1 − z/H)2, (3b)

where φψ = 1 + Cψ z/L; fψ is a stability correction function; l is a mixing length scale;
Cψ is an empirical constant; z is the height above the surface; and H is the boundary-layer
depth. Both fψ and l are universal functions of the gradient Richardson number, Ri =
g/θ0∇zθ

(
∇z �U

)−2
. The mean variables are: �U— the horizontal wind velocity, θ is the

potential temperature, and L = −τ 3/2
0 /gθ−1

0 τθ0 is the Obukhov length scale. The index 0
denotes surface values of the momentum flux, τ(z) = √

< u′w′ >2 + < v′w′ >2, and tem-
perature flux, τθ (z) =< θ ′w′ >. The constants κ, g, θ0 are the von Karman constant, 0.41, the
gravity acceleration, 9.8 m s−2, and the reference potential temperature, 300 K respectively.
Theory and observational data suggest that the stability functions fm, fθ for momentum and
temperature should differ asymptotically, as the ratio of the corresponding turbulent fluxes,
known as the Prandtl number Pr, changes with Ri . However, there are no obvious reasons for l
to be different for momentum and temperature, as is often assumed in C06 parameterizations.

3.2 Fitting of empirical functions

There is a great variety of parameterizations for fψ and l, as these have been thought to be
the best variables for modification; surveys of the proposed functions can be found in Holt
and Raman (1988), Derbyshire (1999), Mahrt and Vickers (2003) and C06. It is interesting to
determine these functions and to assess their universality using data from DATABASE64. An
original concept behind the distinction between fψ and l was to use l = l(z) to account for
the eddy-damping effect of an impenetrable wall (Nikuradze 1933; Blackader 1962) and to
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use fψ = fψ(Ri) to account for the effect of the static stability (Djolov 1973; Louis 1979).
Here, we will refer only to the original concept, excluding from the discussion the existing
multitude of l modifications that involve stability corrections (e.g., Mahrt and Vickers 2003).
Figure 1 shows the mixing length scale obtained in truly neutral runs as

l = τ
1/2
ψ

(∣∣∣∇z �U
∣∣∣ ∇z �U

)−1/2
. (4)

The mixing length scale is indeed a universal function in the lower half of the PBL, and can
be approximated with a simple relationship (Blackader 1962) as

l = (1/κ z + 1/ l0)
−1, (5)

where κ = 0.41 is the von Karman constant. It is still used in many models. The best asymp-
totic fit of l0/H to the DATABASE64 (Fig. 2) is l0/H = 0.3, close to the empirical fit in
meteorological models (e.g., Ballard et al. 1991). The l0/H ratio gives 100 m < l0 < 200 m
for the near-neutral PBL, which includes the frequently quoted value l0 = 150 m (Viterbo et
al. 1999). The mixing length scale exhibits irregular fluctuations in the middle of the PBL,
fluctuations that are thought to be due to the inflection point on the velocity profile where the
mean velocity gradient is close to zero. This feature may be related to roll structures (Brown
1972) or low-level jet development (Thorpe and Guymer 1977). Thus, the large values of
l may be due to an inconsistency between the local flux-profile assumption and the more
complex non-local nature of PBL turbulence. To summarise the literature on l0 (e.g., Weng
and Taylor 2003), we compute the ratio

l0 = Clqn = Cl

∞∫
0

zE1/2dz

∞∫
0

E1/2dz

. (6)

where E is the turbulent kinetic energy and Cl is an empirical constant. Weng and Taylor
cited the range 0.1 < Cl < 0.25 but argued that Cl should be as small as 0.055. Using the
proportionality qn = 0.625H (see Fig. 3), we determine Cl = (1/0.625) l0/H = 0.48 from
DATABASE64, so our Cl is an order of magnitude larger than those previously cited and
would require retuning of other turbulent constants.

Using the fitted mixing length scale from Eq. 5 in combination with Eq. 2 and Eq. 3a, one
can compute the stability correction functions from DATABASE64 as

fψ = τψ∣∣∣∇z �U
∣∣∣ ∇zψ(1/κ z + 1/ l0)−2

. (7)

These functions for momentum and temperature are shown in Fig. 4 where it should be noted
that the presented LES data behave similarly to the SABLES98 data shown in Yague et al.
(2006). It is clearly seen that popular approximations in C06 are in rather poor agreement
with both DATABASE64, a high-resolution LESNIC run for the GABLS test case (Beare
et al. 2006) and theoretical considerations presented by Zilitinkevich and Esau (2007). An
empirical fit based on the bin-averaged DATABASE64 data reads

fm = (1 + am Ri)−2 + bm Ri1/2, (8a)

fθ = (1 + aθ Ri)−3 + bθ , (8b)

where am = 21, bm = 0.005, aθ = 10, bθ = 0.0012. It is interesting that similar functions
with exponents −2 and −3 correspondingly have appeared in Derbyshire (1999). These
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Fig. 2 Dependence of the mean relative error given in Eq. 9 from the normalized asymptotic length scale.
Dark dots and solid curve—errors in momentum flux; light dots and dotted curve—errors in temperature flux

functions demonstrated physically consistent behaviour in equilibrium runs of a single-
column model for the stably stratified PBL, where no decoupling between the surface and
the atmosphere has been observed at even the strongest stabilities.

Figure 4 reveals substantial inconsistency between DATABASE64 and the formulations
for the stability correction functions in the meteorological models. Small revisions of the
Louis (1979) formulations do not improve the approximations, which have wrong asymp-
totes at large Ri and therefore the incorrect Prandtl number.
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Fig. 3 Dependence of the integral normalized TKE on the PBL thickness: light dots—DATABASE64 data;
solid line—the best linear fit to the data

Figure 5 shows values of the constants Cψ in Eq. 3b determined for the non-dimensional
gradients φψ , where commonly cited values are between 4 and 7 (e.g., Högström 1988).
DATABASE64 gives a rather certain estimation for momentum with Cu = 5.9 (= 2.5 in
terms of the Zilitinkevich and Esau (2005) formulation). As expected from the Prandtl num-
ber behaviour, the constant Cθ= 7.3, matched to our LES data, does not fit the proposed
linear dependence. According to Zilitinkevich and Esau (2005) both constants should appear
in Eq. 3b where a generalised turbulence length scale is used instead of the surface Obukhov
length scale. It is clearly seen in Eq. 3b that the linear approximation for the temperature
non-dimensional gradient is not suitable, since it leads to a limitation Pr < Cθ /Cu < 2 on
the Prandtl number. Advanced theory discussed by Zilitinkevich et al. (2007b) predicts a
quadratic dependence on the non-dimensional height.

4 Quality assessment

4.1 Quality dependence on turbulence structure

Figure 6 shows vertical profiles of correlations between the FOC fluxes and the fluxes directly
calculated from DATABASE64; correlations at the lowest few layers are affected by the pre-
scribed surface fluxes. Above this layer, there is generally good agreement between DATA-
BASE64 and the FOC in the lower half of the PBL, with the mean correlations as large as 0.9
for all cases. In the upper PBL, the correlations deteriorate, with a minimum of about 0.2.

A detailed analysis reveals that the temperature flux decorrelates only for the conven-
tionally neutral PBL, and the long-lived PBL with a significant temperature inversion at its
top. In the inversion layer, even small eddies are able to produce temperature fluctuations
in the presence of large mean temperature gradients. This flux is not accounted for in the
FOC. C06 showed that the majority of turbulence closures failed to develop even a relatively
weak inversion in the GABLS case after 9 hours of simulation. A similar conclusion has been
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Fig. 4 Stability correction functions as functions of the gradient Richardson number: fm (Ri)—for momentum
(a); fh(Ri)—for temperature (b). Symbols are: light dots — DATABASE64 data; dark dots – LES simulations
for the GABLS case (Beare et al. 2006); black dots with error bars—bin-averaged values of equally weighted
DATABASE64 data, the horizontal bars denote the bin width, the vertical bars denote one standard devia-
tion within each bin for the data found above and below the bin-average value. Curves are: solid curve—the
best fit to the bin-averaged DATABASE64 data; dashed curve—the approximation used in the ECMWF, the
ARPEGE (MeteoFrance) and other models (Louis 1982; C06); dash-dotted curve—an improved MeteoFrance
approximation discussed in C06; dotted curve—the approximation used in the UK MetOffice model

drawn from intercomparisons between Moderate Resolution Imaging Spectrometer (MODIS)
satellite data and the National Center for Enviromental Prediction (NCEP) reanalysis data
(Liu and Key 2003), which are the most consistent data that large-scale numerical models can
produce. The correlations remain considerably higher in the upper nocturnal PBL where the
entrainment flux is insignificant, with the average correlation about 0.8 for the temperature
flux but 0.4 for the momentum flux. These results are in general agreement with Galmarini
et al. (1998), who demonstrated nearly perfect reproduction of a weakly stratified nocturnal
PBL using a second-order turbulence closure.
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Fig. 5 Constants in flux-profile relationships after Eq. 3b: Cu— for momentum (a) and Cθ— for the tem-
perature (b) non-dimensional gradients as functions of the height normalized by the surface Obukhov length
scale. Light dots denote DATABASE64 data for the lowest 1/3 of the PBL with exception of the surface layer
(1–2 computational levels in the LES). The bold lines are the mean values of the constants Cu= 5.9 and Cθ=
7.3. It is clearly seen that the linear approximation for the non-dimensional temperature gradient is not suitable

4.2 Quality dependence on stability

Even the optimized FOC is of course never perfect. A relative root-mean-square error can be
calculated as

εRM S
ψ =

⎛
⎝ Nz∑

n=1

(
τ F OC
ψ (zn)− τ L E S

ψ (zn)
)2

⎞
⎠

1/2 ⎛
⎝ Nz∑

n=1

(
τ L E S
ψ (zn)

)2

⎞
⎠

−1/2

, (9)

where superscripts “FOC” and “LES” denote respectively the fluxes from the FOC initiated
with the mean profiles from DATABASE64 and the fluxes computed directly in the LES. Nz

is the number of LES levels within the PBL and zn is the height of the nth level. After 15 h of
integration, the runs in DATABASE64 provide quasi-stationary, steady-state mean variables
and fluxes, and it is reasonable to expect consistency between the FOC and the LES fluxes
computed from the equilibrium temperature and wind profiles, i. e., εRM S

ψ → 0. However,
Fig. 7 shows this is not the case. The error does not depend systematically on the PBL thick-
ness, which is an integral measure of the PBL stability (Zilitinkevich and Esau 2003). The
error is larger only for those cases that are absolutely dominated by the entrainment fluxes
from the capping inversions, and such cases are particularly difficult for the FOC to repro-
duce. The minimum asymptotic error for DATABASE64 is εL E S > 0.05 both for momentum
and temperature fluxes. The existence of a rather large minimum asymptotic error has also
been found by Ayotte et al. (1996).
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Fig. 6 Vertical profiles of the correlations between the turbulent fluxes in the optimized FOC and the directly
computed LES fluxes from DATABASE64. Solid curve is for the momentum and the dotted curve for the
temperature flux correlations: (a) averaged over all cases; (b) averaged over conventionally neutral cases; (c)
averaged over nocturnal cases. High correlations near the surface, z/H< 0.05, are an artificial product of the
numerical analysis
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Fig. 7 Relative root-mean square error over the boundary layer after Eq. 9 for the momentum (a) and tem-
perature (b) fluxes computed for the optimized FOC from DATABASE64 wind and temperature profiles

4.3 Quality dependence on vertical resolution

The fine vertical resolution in DATABASE64 is unattainable in most meteorological models,
where model resolution varies, but is usually less than seven levels within a relatively deep,
weakly stratified PBL (Tjernström et al. 2005). The resolution deteriorates to a single level
for a long-lived and strongly stratified polar PBL (Cassano 2001). Ayotte et al. (1996) found
that εL E S is reached in neutral and convective PBLs at resolutions Nz > 10, and Figure 8 par-
tially supports their conclusion. The error slowly decays with resolution refinement, though
the largest quality improvement is however seen in the interval 10 < Nz < 15. To obtain
Fig. 8, we have computed εRM S

ψ for a number of regular meshes with inter-level spacing

5, 10, 15, 20, 30, 50 and 70 m for every run from DATABASE64. Then the average εRM S
ψ for

every Nz was computed, subtracting εL E S for every LES run.
Another important aspect of the vertical resolution is a numerical approximation of

strongly-curved vertical profiles on coarse meshes using finite-difference numerical schemes.
In the majority of models, calculations of the FOC require calculating the vertical gradients
with the second-order central differences as, e.g., for the vertical flux divergence below

∇δ
z τψ = δ−1 (

τψ(zn)− τψ(zn−1)
)
, (10)

where δ = zn −zn−1 is the distance between nth and nth−1 model levels at which the variable
ψ is found.

We can quantify distortions introduced by the finite-difference operator ∇δ
z in the non-lin-

ear universal non-dimensional profiles of the turbulent fluxes (Zilitinkevich and Esau 2005).
The proposed analytical approximations of these profiles are

τ(z)/τ0 = exp(−8/3(z/H)2), (11a)

τθ (z)/τθ0 = exp(−2(z/H)2), (11b)
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where τ0, τθ0 are surface values of the momentum and temperature fluxes respectively. The
vertical profiles of the relative distortions in velocity and temperature tendencies can be
computed as

εψ(z) =
(
∂ψ
∂t |δ − ∂ψ

∂t

)
∂ψ
∂t

= (∇δ
z τψ − ∇zτψ)

∇zτψ
, (12)

and Figure 9 shows the profiles of εψ(z) for different regular meshes with Nz stated accord-
ingly. Note that the operator ∇δ

z introduces a negative relative error in the model tendencies
within the PBL and a positive error immediately above the PBL, and the same must be true
for the Richardson number and the fluxes. To maintain the differentiation errors reasonably
within 10% of accuracy, the model should have Nz > 6.

5 Discussion

The data and results presented here point to an important role of non-local turbulent mixing
within the stably stratified PBL. The definition “non-local” is used here in a broad sense
to indicate inconsistency between the FOC assumption of a linear flux-gradient correlation
and the observed de-correlations, disregarding the physical mechanisms behind these incon-
sistencies. The observed features seemingly contradict the commonly accepted hypothesis
that the turbulent eddies in the stably stratified PBL are small and therefore their genera-
tion/dissipation is governed by the local gradients. In fact this local mixing hypothesis is
supported only by data from the lower nocturnal PBL (Nieuwstadt 1984) where effects of
the capping inversion are relatively weak. In this case, the turbulence scale is limited by the
local Obukhov length scale 	 = τ 3/2/κ g θ−1

0 τθ but the PBL thickness is larger than the
mean eddy size, i.e., 	 < H . Zilitinkevich (2002) suggested that in many cases the sta-
bility of the free atmosphere imposes stronger limitations on the turbulence scale than 	.
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Fig. 9 Profiles of relative errors in momentum (a) and temperature tendencies (b). The errors are computed
using Eq. 12 for different equidistant meshes with Nz = H/δ indicated at the bottom of the corresponding
curve

Zilitinkevich and Esau (2002, 2003) and Zilitinkevich et al. (2007a) showed these limita-
tions with the LES data. In the atmosphere, the cases with	 > H are frequently observed in
mid- to high latitudes during wintertime where the strong negative radiation imbalance and
large-scale subsidence in anticyclones act to create and strengthen temperature inversions
(Overland and Guest 1991). A typical long-lived stably stratified PBL, as has been observed
at the Surface Heat Budget of the Arctic (SHEBA) site, is between 100 and 200 m thick
and capped by a relatively strong potential temperature inversion with ∇θ

z ≈ 6 K km−1. It
is rather unusual to observe, and very difficult to simulate, situations with 	 << H under
conditions with a significant wind speed.

Following Deardorff (1972) and Holtslag and Moeng (1991), one can estimate the relative
importance of the non-local, countergradient temperature flux in the entire stably stratified
PBL. DATABASE64 analysis reveals that the countergradient temperature flux is larger in the
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Fig. 10 Vertical profiles of the LES (solid curves) and the FOC (dashed curves) fluxes for momentum (a, c,
e) and temperature (b, d, f) for three distinct cases: (a, b) the nocturnal PBL with zonal geostrophic wind,
Ug = 5 m s−1, the surface temperature flux τθ0 = 0.001 K m s−1, at latitude 45 ◦N and surface roughness
0.1 m; (c, d) the long-lived stably stratified PBL in the GABLS case, with zonal geostrophic wind, Ug = 8 m
s−1, the variable surface temperature flux with the mean value of τθ0 ≈ 0.07 K m s−1, at latitude 73 ◦N and
surface roughness 0.1 m; (e, f) the conventionally neutral PBL with zonal geostrophic wind, Ug = 5 m s−1,
the surface temperature flux τθ0 = 0 K m s−1, at latitude 45 ◦N and surface roughness 0.1 m. The FOC fluxes
in z/H < 0.05 are a numerical artefact since as no surface flux parameterization has been applied
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LES runs with	 < H . Moreover, this flux constitutes a large fraction of the total flux in the
upper PBL in all LES runs with a developed capping inversion. Hence DATABASE64 data
only partially support the Holtslag and Boville (1993) assumption that the countergradient
flux is small and can be neglected in stable conditions.

Our perspective is that the FOC fails due to two different physical reasons. Consider the
flux in the FOC as a multiplication of the three-dimensional eddy diffusivity characterizing
the turbulent mixing and the three-dimensional mean gradient of a meteorological variable.
In the asymptotic regime of the nocturnal PBL, the vertical gradients in the PBL are created
only through turbulent mixing, which compensates for the lower surface temperature and
the surface friction. Thus, the gradients depend on the mixing. The mixing is however sup-
pressed as the strongest gradients are observed at the surface. Pressure variations and eddy
interactions with the mean flow result in the development of eddy activity in the layers with
small or no gradients. In such a layer at the top of the PBL, one can observe mixing (as
DATABASE64 shows) that is considerably stronger than would be the case if imported from
the lower layers. In fact the transport terms in the TKE budget are fairly small (∼ 10−5 m2 s−3

and ∼ 10−6 K2 s−1) in the upper nocturnal PBL. In the asymptotic regime of the conven-
tionally neutral PBL, the gradients are imposed through free atmospheric stability. Thus, the
mixing imported to the top of the PBL from lower and weakly stratified layers is stronger
than locally generated mixing. The TKE transport terms increase by a factor 10 or more in
comparison with the nocturnal PBL.

As we have seen the top of the PBL and the capping inversion are the most difficult layers
to parameterize in the framework of the first-order closure. The inversion layer is impor-
tant, especially at high latitudes where the fluxes (especially the temperature and moisture
fluxes) formed in that layer counteract radiative surface cooling, low-level clouds and fog
formation. The FOC intrinsically underestimate fluxes, which, if not corrected, would allow
the surface temperature to decrease to much lower values than have been observed. The flux
enhancement, disclosed in C06, is in part to prevent such a PBL decoupling from the surface
(Derbyshire 1999). Figure 10 provides intercomparisons between the LES and FOC fluxes
for several high-resolution runs. Generally, the FOC overestimates fluxes in the lower PBL
and underestimates them in the upper PBL. Taking into account the fact that single-column
models based on the FOC in C06 predict a deeper PBL than the LES, it could be argued that
in such a simulation, the entire observed PBL would be situated within the layer of overesti-
mated fluxes. We note that the small FOC fluxes at z/H< 0.05 are a numerical artefact since
no surface flux parameterization has been employed here.

6 Conclusions

In this study, we have used a large-eddy simulation database DATABASE64 of medium
vertical resolution (25–45 levels within the PBL) to optimize the simplest but still popu-
lar first-order closure and to assess its quality over a range of governing parameters in the
stably stratified PBL. The analysis has been also supported by three higher resolution LES
runs, one of which was from a GABLS simulation (Beare et al. 2006). Our LES numerically
resolves the most energetic fluctuations of velocity and potential temperature, and allows the
use of high-quality quasi-stationary, steady state mean profiles as input for flux calculations
in the FOC. The FOC fluxes were compared with directly computed turbulent fluxes from
DATABASE64.

To benefit from this approach, we optimized elements of the FOC, such as the mixing
length scale and the stability correction functions, to achieve the best agreement with 80 LES
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experiments for neutral and stably stratified PBLs in DATABASE64. We have demonstrated
a general inconsistency of the traditionally used constants and universal functions with the
LES data. New stability functions have been proposed that correct asymptotes in the regimes
both of strong and weak mixing in accordance with DATABASE64 and the recent develop-
ment in turbulence theory and observations from the SABLES98 campaign. The correction
excludes the need for a critical Richardson number.

We have analysed the FOC quality as a function of the vertical model resolution and the
PBL stability. The FOC is, of course never perfect, because in the upper PBL the mixing
and temperature gradients are essentially non-local. Accordingly, the parameterized and LES
fluxes decorrelate in the upper PBL. As in previous studies, we have shown that the sim-
ulation quality improves slowly with the vertical resolution refinement, and it is generally
sufficient to have at least 10 levels within the PBL to achieve the FOC accuracy close to the
asymptotically feasible values. As even 10 levels might be too costly for most meteorological
models, it is wise not to overstretch the mesh in the lowest 500 m of the atmosphere where
the majority of observed, simulated and theoretically predicted stably stratified PBLs are
located.

Although other reasons might exists, we speculate that the common flux enhancement
needed in numerical models using FOC originates from internal model inconsistencies: the
coarse vertical mesh, which smoothes vertical gradients, overmixing in the lower PBL, which
biases and smoothes the mean profiles, and undermixing in the upper PBL, which reduces
warm air entrainment. Thus, to satisfy the surface energy budget in meteorological models,
where the turbulent flux is but one of the budget components, the FOC should provide larger
fluxes than is generally obtained from the flux-gradient assumption.
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The effect of mountainous topography on moisture
exchange between the “surface” and the free
atmosphere

Andreas P. Weigel · Fotini K. Chow ·
Mathias W. Rotach

Abstract Typical numerical weather and climate prediction models apply parame-
terizations to describe the subgrid-scale exchange of moisture, heat and momentum
between the surface and the free atmosphere. To a large degree, the underlying
assumptions are based on empirical knowledge obtained from measurements in the
atmospheric boundary layer over flat and homogeneous topography. It is, however,
still unclear what happens if the topography is complex and steep. Not only is the
applicability of classical turbulence schemes questionable in principle over such ter-
rain, but mountains additionally induce vertical fluxes on the meso-γ scale. Examples
are thermally or mechanically driven valley winds, which are neither resolved nor
parameterized by climate models but nevertheless contribute to vertical exchange.
Attempts to quantify these processes and to evaluate their impact on climate simu-
lations have so far been scarce. Here, results from a case study in the Riviera Valley
in southern Switzerland are presented. In previous work, measurements from the
MAP-Riviera field campaign have been used to evaluate and configure a high-resolu-
tion large-eddy simulation code (ARPS). This model is here applied with a horizontal
grid spacing of 350 m to detect and quantify the relevant exchange processes between
the valley atmosphere (i.e. the ground “surface” in a coarse model) and the free
atmosphere aloft. As an example, vertical export of moisture is evaluated for three
fair-weather summer days. The simulations show that moisture exchange with the free
atmosphere is indeed no longer governed by turbulent motions alone. Other mech-
anisms become important, such as mass export due to topographic narrowing or the
interaction of thermally driven cross-valley circulations. Under certain atmospheric
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conditions, these topographical-related mechanisms exceed the “classical” turbulent
contributions a coarse model would see by several times. The study shows that con-
ventional subgrid-scale parameterizations can indeed be far off from reality if applied
over complex topography, and that large-eddy simulations could provide a helpful
tool for their improvement.

Keywords Large-eddy simulations · Moisture fluxes · Mountain meteorology ·
Surface exchange

1 Introduction

Numerical weather and climate prediction models are known to be very sensitive
to surface moisture fluxes (e.g. Beljaars et al. 1996; Viterbo and Betts 1999). As
these underlying surface exchange processes occur on turbulent scales, they cannot
be directly resolved but need to be parameterized. In practice, surface moisture fluxes
are estimated on the basis of land-surface models (see, e.g., Pitman 2003). The transfer
of moisture is thereby usually described by some form of semi-empirical aerodynamic
transfer coefficient that, at best, is based on similarity functions as presented by
Businger et al. (1971) and Deardorff (1972), for example. Given, however, that these
similarity functions have typically been obtained from measurements over flat and
homogeneous topography, and given that the major part of the planetary land surface
is hilly or mountainous, the general validity of such similarity functions over com-
plex topography is questionable in principle (Rotach 1995). The same applies for the
vertical transport of other quantities such as heat, momentum and pollutants.

This is not the only problem, since microscale turbulence is not the only process
responsible for the vertical exchange of moisture. Transport mechanisms on the meso-
γ scale, such as thermally and mechanically driven mountain winds (reviewed, e.g., by
Barry 1992; Whiteman 1990, 2000), appear to be an additional component to be con-
sidered, in particular because their characteristic length scales are closely linked to the
scales of the underlying topography. Because the full resolution of mountainous topog-
raphy may require a horizontal grid spacing of 100 m (Young and Pielke 1983), it is
clear that the effect of, say, mountain winds is not considered at all by typical weather
and climate models and needs to be incorporated into their subgrid-scale (SGS)
parameterizations. Indeed, Noppel and Fiedler (2001) identified mountain venting,
i.e. overshooting slope winds as described by Kossmann et al. (1999), as an important
exchange mechanism with the free atmosphere. With a conceptual model they showed
that the effect of this mechanism has a magnitude that is comparable to the impact
of microscale turbulent fluxes alone. Clearly, coarse numerical climate models, which
do not resolve the topography of narrow valleys, are not able to capture this process.

Another recent example of the strong impact of mountain winds on vertical ex-
change is given by the aircraft measurements of Henne et al. (2004) in the Leventina
and Mesolcina Valleys in southern Switzerland, where considerable net export of val-
ley air (and thus of moisture and pollutants) into the free atmosphere is observed.
According to their estimates, valley air is transported into the free atmosphere at
surprisingly high rates of up to 33% of the entire valley air volume per hour. The
observation of elevated moisture layers in the lower troposphere on the leeward side
of the Alpine arc can perhaps only be explained by such non-turbulent processes of
moisture export (Henne et al. 2005), emphasizing the importance of these transport
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mechanisms also for climatological considerations. Thus, a thorough evaluation of
the discrepancies between the “real” fluxes of moisture (as well as heat, momentum,
scalars, etc.) over complex topography and those a coarse model would parameterize
appears to be required. This has so far not been possible, mainly due to a lack of
experimental evidence.

In this study we focus on high-resolution numerical modelling as a new approach
that may eventually serve to fill this gap in knowledge. Indeed, increases in computa-
tional power have meanwhile made it possible to simulate entire valley domains with
sub-kilometre resolution (e.g., Gohm et al. 2004; Zängl et al. 2004; Chow et al. 2006;
Weigel et al. 2006a) and thus to explicitly consider those topography-related motions
that are neither resolved by coarse models nor accounted for in their SGS parameter-
izations. We present a case study in which such high-resolution simulations are applied
to the Riviera Valley in southern Switzerland (Fig. 1), a typical medium-sized Alpine
valley. Model output data are used to directly calculate the vertical exchange of mois-
ture between the valley and the free atmosphere above, and to identify the dominant
transport mechanisms. In particular, we seek to quantify the extent to which the “real”
moisture fluxes deviate from those a coarse model would see over the same terrain.
To exclude the complicating effect of microphysical processes, only fair-weather days
are considered. For the Riviera Valley, a comprehensive dataset exists from the Meso-
scale Alpine Program (MAP)-Riviera field campaign (Rotach et al. 2004), allowing
a careful evaluation and calibration of the model performance. Thus, the benefits of
high-resolution numerical modelling are combined with the “truth” provided by mea-
surements. As a modelling tool, we use the Advanced Regional Prediction System
(ARPS, Xue et al. 2000, 2001), a non-hydrostatic, compressible large-eddy simulation
(LES) code.

The paper is organized as follows: Section 2 provides information on the measure-
ment campaign as well as the numerical set-up applied. Section 3 characterizes the
dynamical and thermal characteristics of the valley atmosphere on the days consid-
ered in this study. In Section 4, the “real” vertical fluxes of air mass and moisture
between the Riviera Valley and the free atmosphere are calculated and compared to
the exchange a coarse atmospheric model would parameterize. Concluding remarks
are given in Section 5.

2 Experimental and numerical set-up

2.1 The MAP-Riviera field campaign

The MAP-Riviera measurement campaign was carried out from summer through
autumn in 1999 with the aim to investigate in detail atmospheric boundary-layer
processes occurring in a typical U-shaped Alpine valley (Rotach et al. 2004). The
Riviera Valley has a length of approximately 15 km, a base width of about 1.5 km
and an average depth of 2–2.5 km. The valley side walls have slopes of 30–35◦. The
dataset obtained includes sonic anemometer and profile measurements at various
surface stations, radiosoundings, as well as aircraft measurements. A detailed account
of the experimental set-up is provided in Rotach et al. (2004) and Weigel and Rotach
(2004), and the key findings are summarized in Rotach and Zardi (2006), where all
MAP related boundary-layer projects are reviewed.
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Fig. 1 Location (a) and topography (b) of the Riviera Valley. ‘RS’ is the location of the launch site
for the radiosonde measurements. S2 denotes the interface through which vertical moisture fluxes are
calculated; (b) also represents the simulation domain of the 350-m grid
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In this study we investigate three fair weather days of the measurement campaign,
namely 21, 22 and 25 August 1999.

2.2 Numerical set-up

The model ARPS is applied in a one-way nesting mode to simulate the afore-
mentioned three days of the measurement campaign. A grid of 9 km horizontal
spacing is initialized from European Centre for Medium-Range Weather Forecasts
(ECMWF) analysis data and is then successively nested down to grids of finer res-
olution (3 km, 1 km, 350 m). The finest domain (350-m grid spacing) is displayed in
Fig. 1b. Due to computational limitations, simulations with 150-m horizontal grid
spacing could only be carried out on sub-domains of the Riviera valley (Weigel et
al. 2006a) and will therefore not be further considered in this study. The grid is
vertically stretched using a hyperbolic tangent function, while the minimum verti-
cal resolution is 30 m at the lowest level. For all three days, the simulations start at
1800 UTC of the previous day. More details on initialization, simulation domains and
boundary conditions can be found in Chow et al. (2006) and Weigel et al. (2006a);
the model set-up applied here is equivalent to the so-called “LU-SM”-set-up de-
scribed in the above two references. Therein, extensive verification studies with MAP-
Riviera measurements are contained, ensuring that on the three days considered
here ARPS indeed accurately reproduces the complex thermal and dynamic struc-
ture observed in the valley. Here, we only provide a summary of these model
evaluations.

Table 1 shows mean errors (bias) and root-mean-square errors (rmse) of simulated
potential temperature, wind speed and wind direction in comparison with measure-
ments from a surface station at the location “RS” (as shown in Fig. 1b); 46 half-hourly
values (beginning at 0015 UTC) have been used to calculate the scores. For potential
temperature and wind speed, the errors between measurements and simulations can
be considered small, especially when compared to other typical modelling studies of
this kind (e.g. Zhong and Fast 2003; Zängl et al. 2004). The simulation of 21 August
thereby performs slightly worse, probably due to rainfall over the Swiss Alps on 20
August, the day of initialization for the simulation of 21 August, which makes the
model initialization more error prone. The high values in rmse of wind direction
are primarily due to light nighttime winds, leading to large directional fluctuations.
Table 2 shows analogous intercomparisons for radiosondes up to 6 km launched from
site “RS”, where values are averages over 6–7 daily radiosoundings (launched between
0000 UTC and 2100 UTC). Again, the errors can be considered small. Note that no
radiosonde wind comparison can be done for 21 and 22 August due to measure-
ment failures. Comparison plots between simulation results and radiosonde, surface
as well as airborne measurements are shown in Figs. 2, 3 and 4 (described in more
detail below). Finally, it has been shown that ARPS is even able to capture the tur-
bulence characteristics of the valley atmosphere. Time series of turbulent kinematic
surface heat flux at various locations in the valley are accurately reproduced (Chow
et al. 2006, their Fig. 9), and profiles of simulated turbulent kinetic energy reveal the
same scaling characteristics as observed from the airborne measurements (Weigel
2005).
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Table 1 Mean errors (bias) and root-mean-square errors (rmse) for simulations compared to surface
measurements at location ‘RS’ in Fig. 1b (summarized from Weigel et al. 2006a; Chow et al. 2006)

Date θ bias (K) θ rmse (K) U bias (m s−1) U rmse (m s−1) � bias (◦) � rmse (◦)

21 August −1.76 2.18 −1.67 2.41 3.01 54.82
22 August −0.19 0.88 −1.03 1.80 −7.93 90.44
25 August −0.41 0.69 0.57 1.28 −11.05 63.21

θ is potential temperature, U wind speed and � wind direction. 46 half-hourly values (beginning at
0015 UTC) have been used to calculate bias and rmse. The high values in� rmse are primarily due to
light night-time winds, leading to large directional fluctuations

Table 2 Mean errors (bias) and root-mean-square errors (rmse) for simulations of potential temper-
ature (θ), wind speed (U) and wind direction (�) in comparison with radiosoundings up to 6 km from
location ‘RS’ (summarized from Weigel et al. 2006a; Chow et al. 2006)

Date θ bias (K) θ rmse (K) U bias (m s−1) U rmse (m s−1) � bias (◦) � rmse (◦)

21 August 0.28 1.23 NA NA NA NA
22 August 0.32 0.85 NA NA NA NA
25 August −0.22 0.94 −0.12 2.04 −5.99 45.73

The values are averages over 6–7 daily radiosoundings (launched between 0000 UTC and 2100 UTC).
Radiosonde wind observations for 21 and 22 August are not available (NA)

3 Thermal and dynamical characteristics

All three days considered in this study are characterized by fair weather conditions. 25
August was totally cloud-free, while 21 and 22 August showed some transient cumu-
lus cloud formation along the mountain ridges, resulting in temporary shading and
short-term decreases in turbulent surface fluxes. On all three days, synoptic-scale flow
(determined from radiosoundings at 0600 UTC in 4000 m) had a direction of 270–300◦
with wind speeds of about 10 m s−1 (Weigel and Rotach 2004).

In Fig. 2a–c profiles of potential temperature as obtained from radiosonde measure-
ments (launched from site ‘RS’ in Fig. 1b) are shown for the three days. A detailed
description of their temporal evolution and of their “fine structure” is provided in
Weigel and Rotach (2004). Here we only classify them by their macroscopic appear-
ance: 21 and 22 August are comparable in that their afternoon temperature profiles
are characterized by a more or less uniform slightly stable stratification up to about
3500–4000 m (all altitudes are above mean sea level), which is significantly higher than
the surrounding ridges and peaks. The lapse rate is roughly 0.001–0.002 K m−1. On 25
August, on the other hand, a very pronounced and persistent inversion is observed
between about 800 and 2000 m with a lapse rate on the order of 0.005 K m−1. Despite
sunny conditions, the development of a well-mixed layer is suppressed on all three
days. This has been shown to be due to the combined effect of cold-air advection in the
along-valley direction and of a cross-valley circulation that leads to subsidence over
the valley centre (Weigel et al. 2006a). Note that the temperature profiles observed
on 21 and 22 August exhibit a mid-level inversion seen between 3 km and 4 km alti-
tude. Its existence is consistent with the notion of a double-layered boundary-layer
structure over complex topography, as has been proposed by Henne et al. (2004) and
De Wekker et al. (2004). Figures 2d–f show the corresponding profiles of potential
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Fig. 2 Profiles of potential temperature as obtained from radiosoundings (upper row) and ARPS
(lower row) on the three days considered in this study. The radiosondes were launched and the sim-
ulation data extracted, respectively, at the location ‘RS’ as shown in Fig. 1b at the indicated times
UTC

temperature obtained from the simulations. Consistent with the scores of Table 2,
the simulations agree well with the observations, and the temporal evolution of the
profiles is well reproduced. However, the model fails to reproduce the mid-level inver-
sion observed on 21 and 22 August, probably due to reduced vertical resolution in
this altitude.

On the three days considered in this study, a complicated and pronounced ther-
mally driven flow pattern develops. As is typical for mountainous topography under
sunny conditions, this flow pattern consists of a superposition of local slope winds
(directed normal to the valley axis and along the slopes), channelled and thermally
induced valley winds (parallel to the valley axis) as well as secondary circulations in
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Fig. 3 Measured (black) and simulated (grey) time series of surface winds at location ‘RS’ on 25
August

the cross-valley direction. The slope winds develop along the insolated valley side
walls, and are also observed to overshoot into the free atmosphere, i.e. sometimes
mountain venting occurs (Weigel et al. 2006a). The up-valley winds in the Riviera
Valley typically start at about 1000 UTC (local daylight saving time = UTC + 2). As
an example, Fig. 3 shows the time series of measured and simulated surface winds at
the location ‘RS’ (see Fig. 1b) for 25 August. The diurnal cycle of weak down-valley
flow at night and strong thermally driven up-valley flow during the day is clearly visi-
ble and well reproduced by ARPS, although the modelled morning transition lags the
measurements by 1–2 h, possibly due to uncertainties in soil moisture initialization
(see Chow et al. 2006). 21 and 22 August reveal a very similar pattern (not shown
here) that is equally well captured by the model (Weigel et al. 2006a). Once the
up-valley flow regime is established, a distinct three-dimensional flow pattern can be
observed. The air, which has to flow around a sharp corner at the southern valley
entrance, meanders into the Riviera Valley similarly to a channelled water flow. Due
to centrifugal forces, in the valley entrance region the up-valley flow has its maximum
(on the order of 10 m s−1) next to the eastern valley side wall in the southern valley
entrance region, while farther north it is uniformly spread over the entire valley diam-
eter. This can be seen in Fig. 4a where simulated wind vectors from a bird’s-eye view
at an altitude of 900 m on 21 August at 1500 UTC are shown, and in Fig. 4b, which
displays the up-valley wind speed in a slice through the asymmetric flow as indicated
by the black bar in Fig. 4a. The corresponding aircraft measurements shown in Fig. 4c
demonstrate that, again, the model simulations are consistent with the observations.
Simulations and observations for 22 and 25 August reveal the same flow pattern (not
shown here). Finally, from the aircraft measurements it has been shown (Weigel and
Rotach 2004) that the flow curvature in the southern valley half induces complicated
secondary circulation structures, which can also be seen in the simulations (Weigel et
al. 2006a). However, since the focus of our study is the interaction between the valley
atmosphere and the free atmosphere aloft rather than intra-valley processes, this will
not be further considered here.
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(a) (b)

(c)

Fig. 4 Up-valley flow in the Riviera Valley on 21 August at around 1500 UTC (adapted from Weigel
et al. 2006a). (a) shows simulated wind vectors from a bird’s-eye view at an altitude of 900 m. The up-
valley wind speed in a slice through the asymmetric flow as indicated by the black line in is displayed
in (b). (c) shows the corresponding airborne observations

Given the ability of the model to accurately reproduce the Riviera atmosphere,
ARPS is now used to detect and quantify the relevant exchange processes between
the valley and the free atmosphere aloft—a task that has not been possible on the
basis of MAP-Riviera measurements alone due to their limitations in temporal and
spatial resolution.

4 Vertical fluxes of mass and moisture

4.1 Mass fluxes

We begin by calculating the vertical exchange of air mass between the valley atmo-
sphere and the free atmosphere aloft. Quantitative knowledge of this process is impor-
tant for determining the moisture exchange, as not only air mass is transported but
also the water vapour contained therein. The calculations are carried out on the basis
of the ARPS model simulations as described above. The fluxes are evaluated over a
horizontal interface S2 intersecting the valley side walls at an altitude of z0 = 2.0 km
(see Fig. 1b). This altitude of 2 km also corresponds approximately to the level at
which daytime winds go through transition from the up-valley direction to the direc-
tion of the synoptic-scale flow. The northern and the southern boundaries of S2 are
set locally perpendicular to the valley axis. The net vertical flux of air mass through
this interface from the valley into the free atmosphere, Mnet, is given by
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Mnet(z0) = 1
|S2|

∫
S2

∫
w(x, y, z0)ρ(x, y, z0)dx dy. (1)

w is the vertical velocity component, ρ the density of air and |S2| the area of inter-
face S2. Positive fluxes are directed upwards. Figure 5 displays the time series of Mnet
between 0600 and 2000 UTC (solid lines); the magnitude of this flux reveals both a dis-
tinct diurnal pattern and pronounced day-to-day differences. On all three days, Mnet
is negative in the morning (on 21 August until about 0930 UTC, on 22 August until
1130 UTC and on 25 August until 0830 UTC), implying that air is transported down-
ward into the valley. The afternoon fluxes differ significantly on the three days. On
21 August, Mnet continuously increases up to a peak value of about 0.22 kg s−1 m−2;
on 22 August, the afternoon mass flux is significantly lower and relatively constant
(on the order of 0.03 kg s−1 m−2), and on 25 August it is close to zero, partially even
slightly negative. Averaged over the typical period of thermally driven up-valley flow
(1000–1900 UTC), net vertical export of air into the free atmosphere amounts to
186% of the entire valley air mass on 21 August. This is of comparable magnitude to
the estimates reported by Henne et al. (2004) for a similar valley. On 22 August, net
export is considerably lower at 84%, and it is almost negligible on 25 August at 7%.

Two processes can lead to vertical mass flux through S2 out of the valley: (i) As
in most Alpine valleys, the cross-sectional area of the Riviera Valley decreases in the
up-valley direction, i.e. the valley becomes narrower. Mass conservation then requires
either the along-valley flow to be accelerated or valley air to escape vertically from the
valley. (ii) Spatial variations in the along-valley acceleration can lead to local zones
of flow convergence or divergence. This could for example be due to abrupt changes
in surface roughness (as investigated for water-land transitions by Samuelsson and
Tjernström, 2001), due to upslope winds that are not fully compensated by subsidence
(Henne et al. 2004), or due to variations in the local horizontal pressure gradients.
For example, if the local along-valley pressure gradients north of the Riviera valley
are significantly smaller than those south of the Riviera, up-valley winds would be
decelerated in the Riviera Valley and vertical mass fluxes would be the consequence.

An upper boundary for the vertical mass flux due to the aforementioned “narrow-
ing effect”, Mnarrow, is estimated in the following way. Let Malong be the air flux in the
along-valley direction (velocity v) at the southern valley mouth (at y0 = 0), and let
C0 be the corresponding valley cross-sectional area, i.e. the vertical plane through the
southern boundary of S2. This set-up is schematically illustrated in Fig. 6. Malong can
then be expressed by

Malong = 1
|C0|

∫
C0

∫
v(x, y0, z) ρ(x, y0, z)dx dz. (2)

The cross-section of the Riviera Valley decreases by about 18% from the southern
to the northern valley mouth, and if we assume that the flow does not accelerate, mass
conservation requires 18% of the along-valley flow to be vertically exported through
S2. Then, a rough estimate of Mnarrow is given by

Mnarrow = 0.18
|C0|
|S2| Malong. (3)

Time series of Mnarrow are shown in Fig. 5 (dashed lines). On 25 August, Mnarrow is
much larger than Mnet, thus not providing a good estimate of the net vertical air flux.
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Fig. 5 Vertical mass fluxes
through S2 (Fig. 1b). The plots
show the time series of Mnet
(net vertical mass flux) and
Mnarrow (estimate of the
vertical mass flux due to the
narrowing effect) on (a) 21
August, (b) 22 August and (c)
25 August. Note the different
scale in (a)
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Fig. 6 Schematic representation of the interfaces C0 and S2, which are used for the flux calculations

This is probably due to the relatively stable stratification observed in the valley on
that day (see Fig. 2c). Under such conditions, the narrowing effect appears to favour a
flow acceleration in the along-valley direction rather than vertical export of air. On 21
August and 22 August, on the other hand, the valley atmosphere is less stably stratified
(Fig. 2a, b, respectively), and by and large, Mnarrow is of a magnitude comparable to
Mnet. In the evening of 21 August (after 1600 UTC), however, Mnet sharply exceeds
Mnarrow. This is due to a local convergence of horizontal flow in the Riviera Valley, as
the valley winds north of the Riviera Valley turn to the down-valley direction earlier
than do those south of the Riviera (not shown). The reasons for such an asymmetric
evening transition of the valley winds have not been investigated. Outside this tran-
sition period, however, the “narrowing effect” and the associated mass flux, Mnarrow,
appear to give a reasonable approximation of the vertical export of valley air, as long
as the stratification is not too stable.

4.2 Moisture fluxes

In the following we determine the vertical flux of moisture from the valley atmo-
sphere into the free atmosphere aloft. As indicated above, the direct export of valley
air represents an important mechanism in this context, because that way not only air
mass is exchanged between the “surface” (the valley/ridge system) and the free atmo-
sphere, but also water vapour. The moisture flux associated with this mean vertical
flow, Lmean, is

Lmean = ρ〈w〉〈q〉, (4)

where q is specific humidity. The brackets denote spatial averaging over S2. There is
also a second mechanism of moisture exchange to be considered, because superim-
posed on the mean vertical mass flow are thermally or mechanically driven cross-valley
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circulations. They typically lead to an export of moist air along the slopes while dryer
air is simultaneously imported via subsidence over the valley centre (Kuwagata and
Kimura 1995, 1997). These circulations can therefore be associated with an addi-
tional vertical moisture flux. Finally, a third mechanism of moisture exchange is given
by resolved-scale (RS) and subgrid-scale (SGS) turbulence. These three processes
(mean vertical air flow, local circulations and turbulence) are schematically illustrated
in Fig. 7a–c for an idealized valley topography.

For practical reasons, moisture transport due to RS turbulence and local circu-
lations will henceforth be treated jointly as one exchange mechanism, because they
occur on overlapping length scales. This contribution can be estimated in the following
way: let w′ and q′ be the circulation-related and RS-turbulent fluctuations in vertical
velocity and specific humidity, such that 〈w′〉 = 0 and 〈q′〉 = 0. Again, the angular
brackets refer to the area of averaging, S2. The associated moisture flux due to these
fluctuations, Lfluc, is then given by

Lfluc = ρ〈w′q′〉. (5)

This leaves the moisture flux due to SGS turbulence, LSGS, as a last component to
be considered. However, in the average over S2, LSGS turns out to be negligibly small
(not shown) and will therefore henceforth be omitted.

Using this decomposition, the total vertical moisture flux Ltot can be expressed by

Ltot = Lmean + Lfluc + LSGS

≈ Lmean + Lfluc

= ρ〈wq〉. (6)

Time series of Ltot, Lmean and Lfluc are shown in Fig. 8. Ltot and Lmean are calcu-
lated from model output data, using Eqs. 6 and 4, while Lfluc is obtained as a residual
from Eq. 6. On all three days, Lfluc reveals a similar diurnal pattern, reaching a max-
imum of about 0.5 × 10−4 − 1 × 10−4 kg s−1 m−2 at around 1300 UTC. While Lfluc is
the dominating moisture transport term on 25 August, it appears to be of negligible

(a) (b) (c)

(d)

Fig. 7 Upper row: schematic representation of the processes responsible for vertical exchange over a
steep valley: (a) is the moisture flux associated with net vertical air flow, for example as a consequence
of valley geometry or local horizontal flow convergence. (b) is the moisture flux due to cross-valley
circulations and mountain venting, and (c) illustrates turbulent transport. Lower row (d): Moisture
exchange as seen by a coarse numerical model not resolving the valley
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Fig. 8 Vertical moisture fluxes
through S2. The plots show the
time series of Ltot (total
vertical moisture flux), Lmean
(moisture flux due to vertical
export of air) and Lfluc
(moisture flux due to valley
circulations and resolved-scale
turbulence) on (a) 21 August,
(b) 22 August and (c) 25
August. Note the different
scale in (a)
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magnitude compared to Lmean when strong vertical mass exchange is present. On
22 August, a relatively constant moisture flux of 3 × 10−4 − 4 × 10−4 kg s−1 m−2 is
observed in the afternoon, and on 21 August Lmean peaks in a sharp maximum of
20 × 10−4 kg s−1 m−2, which can be associated to the corresponding peak in the time
series of Mnet (Fig. 5).

4.3 What would a coarse model see?

The examples evaluated show that moisture exchange reveals a strong day-to-day
variability that is mainly governed by the net vertical export of valley air. Since this
export seems to be determined by aspects such as local stratification and valley wind
direction it is closely linked to the scales of the underlying topography. Typical numer-
ical weather and climate prediction models, however, do not resolve valleys of the
Riviera scale. Their smoothed topography would show a gentle dip instead, or even
just be flat. Consequently, a coarse model would not “see” Lmean and Lfluc, that is
the moisture fluxes induced by valley topography. Rather, moisture exchange would
be estimated entirely on the basis of the parameterized turbulent surface fluxes E
(illustrated in Fig. 7d). A question arises as to how big the discrepancies are between
“real” and parameterized vertical moisture exchange.

To obtain a quantitative estimate, we calculate the time series of E as obtained
from the ARPS land-surface model on the 350-m grid, averaged over the entire valley
surface below S2. Note that E obtained from the coarser nesting levels is of compara-
ble magnitude (not shown). Time series of E are plotted, together with Ltot, the “real”
moisture flux into the free atmosphere, in Fig. 9. The results can be summarized as fol-
lows: firstly, in contrast to Ltot, E does not show any significant day-to-day variability
on the three days considered. Secondly, the diurnal cycle of E is highly uncorrelated
to that of Ltot. While E has its maximum at around 1200 UTC, the maximum of “real”
moisture flux is in the late afternoon. Finally, at least on 21 and 22 August (where
stratification is only slightly stable), the magnitudes of E and Ltot differ significantly.
Averaged over the entire period of positive surface moisture fluxes (0600–1800 UTC),
the net moisture transport into the free atmosphere exceeds surface moisture fluxes
(predicted by the land-surface model) by a factor of 3.8 on 21 August and a factor of
2.7 on 22 August. Advection by the up-valley flows supplies this extra moisture flux.

Thus, the moisture exchange obtained from conventional SGS parameterizations
applied over complex topography can deviate significantly from reality, both with
respect to magnitude and temporal resolution. Indeed, the net vertical export of val-
ley air into the free atmosphere appears to be the key aspect to be considered for
realistic parameterizations.

5 Summary and conclusions

In this paper we presented an evaluation of the daytime vertical exchange of mass
and moisture between the Riviera Valley, a typical medium-sized Alpine valley, and
the free atmosphere aloft under fair-weather conditions. This has been done with
high-resolution large-eddy simulations (LES) using ARPS as a modelling tool. The
model itself has been evaluated and calibrated beforehand on the basis of measure-
ments from the MAP-Riviera field campaign (Chow et al. 2006; Weigel et al. 2006a).
The results can be summarized as follows:
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Fig. 9 Total vertical moisture
flux Ltot through S2 and
turbulent surface moisture flux
E on the valley surface
underneath S2 on (a) 21
August, (b) 22 August and (c)
25 August. Note the different
scale in (a)

(a)

(b)

(c)
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(i) Depending on the stability of the valley atmosphere, considerable vertical
moisture fluxes out of the valley with magnitudes of up to 4 × 10−4 − 20 ×
10−4 kg s−1 m−2 can be observed. These appear to be mainly due to the nar-
rowing of the valley cross-section and, depending on the valley flow structure,
due to horizontal flux convergence in the valley.

(ii) In the daytime average, the amount of moisture carried out of the valley that
way can be about 3–4 times larger than the amount of moisture evaporated
from the surface underneath (as long as the stratification is not too stable).

(iii) Under stable conditions in the valley atmosphere, vertical mass exchange is sup-
pressed. The export of moisture then seems to be mainly due to the effect of
cross-valley circulations and resolved-scale turbulence. The associated moisture
fluxes are of comparable magnitude to the turbulent surface fluxes predicted
by the land-surface model.

Our results demonstrate that classical subgrid-scale parameterizations in coarse
atmospheric models, which only consider surface turbulent exchange, can deviate
significantly from realistic fluxes if applied over highly mountainous terrain, at least
when the stratification is only slightly stable or even neutral. The key to realistic
parameterizations seems to lie in an appropriate representation of the mean vertical
exchange of air between a valley atmosphere and the free atmosphere aloft. Of course,
this study is insufficient to provide such parameterizations, given that only three days
in a single valley are examined. Yet, our simulations suggest that a simple valley-
narrowing argument may be helpful to provide a first estimate of the air carried out
of the valley. From this net vertical mass flux, the corresponding exchange of moisture
(as well as pollutants, aerosols, and other scalars) can be easily obtained, if the specific
humidity (pollutant concentration, aerosol concentration, etc.) of the air is known.

Overall, LES appears to be a useful tool to obtain more realistic estimates of
the exchange processes that occur over steep topography and are very difficult to
measure. What has been shown here for the example of moisture could analogously
be carried out for heat and momentum. Indeed, LES could and should be applied
systematically for a wider range of meteorological situations and valley topographies
with the ultimate aim of improving the SGS parameterizations of coarse models for
flow over complex terrain.
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The influence of nonstationarity on the turbulent
flux–gradient relationship for stable stratification

L. Mahrt

Abstract Extensive eddy-correlation datasets are analyzed to examine the influence
of nonstationarity of the mean flow on the flux–gradient relationship near the sur-
face. This nonstationarity is due to wavelike motions, meandering of the wind vector,
and numerous unidentified small-scale mesoscale motions. While the data do not
reveal an obvious critical gradient Richardson number, the maximum downward heat
flux increases approximately linearly with increasing friction velocity for significant
stability.

The largest of our datasets is chosen to more closely examine the influence of sta-
bility, nonstationarity, distortion of the mean wind profile and self-correlation on the
flux-gradient relationship. Stability is expressed in terms of z/L, the gradient Rich-
ardson number or the bulk Richardson number over the tower layer. The efficiency of
the momentum transport systematically increases with increasing nonstationarity and
attendant distortion of the mean wind profile. Enhancement of the turbulent momen-
tum flux associated with nonstationarity is examined in terms of the nondimensional
shear, Prandtl number and the eddy diffusivity.

Keywords Intermittency · Nocturnal boundary layer · Nonstationarity · Prandtl
number · Stable boundary layer

1 Introduction

The stable boundary layer is often nonstationary on small time scales of less than an
hour due to a variety of mesoscale motions, including gravity waves (e.g., Finnigan et al.
1984; Finnigan 1999; Chimonas 2002, 2003; Nappo 2002; Cooper et al. 2006), horizontal
meandering-like motions (Kristensen et al. 1981; Lilly 1983; Herring and Métais 1989;
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Etling 1990; Riley and Lelong 2000; McWilliams 2004; Anfossi et al. 2005), density
currents and solitons (Sun et al. 2004) and numerous motions more difficult to cate-
gorize. Such motions constantly change the “mean” vertical gradients. We will refer
to the changing mean flow as “nonstationarity of the mean flow” in contrast to the
normal application of the term nonstationarity to turbulence statistics (e.g., Panofsky
and Dutton 1984).

As a result of nonstationarity of the mean flow, the turbulence is continuously mod-
ified, often viewed as intermittency of the turbulence. The definition of intermittency
varies substantially between studies (e.g., Howell and Sun 1999; Coulter and Doran
2002; Moraes et al. 2004; Salmond 2005; Acevedo et al. 2006). Grachev et al. (2005) and
Mahrt and Vickers (2006) never find completely vanishing turbulence near the sur-
face, even though the turbulence may become extremely weak. Cases of well-defined
intermittency with on-off behaviour of turbulence are relatively rare (Nakamura and
Mahrt 2005). As a result, quantitative measures of intermittency depend on method,
scale and specified thresholds.

Even for stationary large-scale flows, the turbulence is internally intermittent. For
stable flows, this internal intermittency may be induced by the interplay between the
turbulence and the mean shear, such that the gradient Richardson number varies
about a critical or equilibrium value (Atlas et al. 1970; Kim and Mahrt 1992; Ohya
2001; Pardyjak et al. 2002; Fernando 2003). Other recent studies detailing internal
intermittency include the modelling studies of Derbyshire (1995, 1999) and van de
Wiel et al. (2002) and the wind-tunnel study of Ohya and Uchida (2003). Perhaps the
turbulence can be considered as stationary on time scales that are large compared
to the scale of internal intermittency, although the background atmospheric flow will
seldom be stationary on such longer time scales.

Businger (2005) proposes that the time dependence of mean profiles on time scales
larger than the turbulence, but smaller than the record length, might enhance the eddy
diffusivity for momentum, but reduce the diffusivity for heat. This relative enhance-
ment of the momentum flux would be due to the shear generation of turbulence
during periods of enhanced momentum gradient and buoyancy suppression of tur-
bulence during periods of enhanced potential temperature gradient. In addition, the
turbulent flux–gradient relationship is probably affected by the failure of the turbu-
lence to maintain equilibrium with the changing mean flow, as evident for well-defined
gravity waves studied by Finnigan and Einaudi (1981). Separation between internal
intermittency and nonstationarity of the turbulence due to mesoscale motions from
atmospheric data is not completely possible. In this study, we will focus on response of
the turbulence to nonstationarity of the mean flow associated primarily with mesoscale
motions.

Examination of the influence of stability on the turbulence must recognize that
nonstationarity due to nocturnal mesoscale motions emerges mainly for weak winds
(Anfossi et al. 2005), and that the nocturnal boundary layer is most stable for clear
sky weak wind conditions. Therefore the influences of stability and nonstationarity on
the flux–gradient relationship are also difficult to separate using atmospheric obser-
vations. Kondo et al. (1978) and others found that the Prandtl number increases to
values that are significantly larger than unity for large gradient Richardson number,
and intermittent turbulence. The increase of the eddy Prandtl number with strong
stability has also been attributed to the influence of pressure fluctuations, includ-
ing momentum transport by nonlinear gravity waves. However, direct atmospheric
evidence is not available. Hicks (1976) found that the Prandtl number estimated in
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terms of the ratio of nondimensional gradients, φh/φm, should be increased when only
a fraction of the record is turbulent. Kondo et al. (1978), Ueda et al. (1981), Kim
and Mahrt (1992), Ohya (2001), Strang and Fernando (2001), Monti et al. (2002) and
Mahrt and Vickers (2006) also found increasing Prandtl number with increasing stabil-
ity. Beljaars and Holtslag (1991) accounted for less efficient transfer of heat compared
to momentum for intermittent turbulence in very stable conditions by modifying the
ψ-stability functions for the integrated Monin–Obukhov similarity theory while Lee
et al. (2006) modify the parameterized eddy diffusivities. In contrast to the above stud-
ies, Howell and Sun (1999) found decreasing Prandtl number with increasing stability
for strong stability. It is not clear if these differences arise from different analyses
techniques or additional influences not represented by the gradient Richardson num-
ber. Our data indicates that large self-correlation between the Prandtl number and
the gradient Richardson number, not previously investigated, prevents examination
of the physical significance of the relationship.

Existing observational and theoretical studies have emphasized stationary homoge-
neous stable boundary layers or stationary flows over well-defined changes of surface
conditions without explicit consideration of nonstationarity of the mean flow. Exclud-
ing the most stable conditions where the boundary-layer depth is difficult to define,
a successful theoretical framework for stationary flow is emerging (Zilitinkevich and
Calanca 2000; Zilitinkevich et al. 2002; Sukoriansky et al. 2005) and some scaling rela-
tionships have been extended to stronger stability (Basu et al. 2006). It is not known
how scaling relationships degrade with nonstationarity, one of the main subjects of
this investigation. In the next section, we describe the data and detail the computation
of the gradients and fluxes, which can become problematic in stable conditions.

2 Data

2.1 Sites

As the primary dataset, we analyze four months of nocturnal eddy-correlation data
from the Fluxes over Snow-covered Surfaces II (FLOSSII) carried out from 1 Decem-
ber 2002 to 31 March 2003 in the North Park Basin of north-west Colorado, U.S.A.
For instrumentation details, see Mahrt and Vickers (2005). The 30-m tower provided
seven levels of eddy-correlation data over a grass surface, sometimes partially or com-
pletely snow covered. Scattered brush and tall grass beginning about 100 m upwind
from the tower site may exert some influence on the turbulence, particularly in the
upper part of the tower layer.

We also analyze one month of eddy-correlation data from a 60-m tower with seven
levels of eddy-correlation data over a grassland in south central Kansas, U.S.A in
CASES-99 (Poulos et al. 2002; Mahrt and Vickers 2002; Sun et al. 2002). All four of
the datasets are quality controlled following Vickers and Mahrt (1997). We include
only records between sunset and sunrise where the heat flux is downward.

Data from the Air–Sea Interaction Tower (ASIT) collected during the CBLAST
experiment in late summer of 2003 are analyzed (Edson et al. 2004). The offshore
tower is located 3 km south of Martha’s Vineyard in 15 m of water. The 20-Hz turbu-
lence measurements collected by a CSAT3 sonic anemometer (Campbell Scientific,
Inc.) and a colocated LI-7500 open path gas analyzer (LI-COR, Inc.) at approximately
5 m above the sea surface are used to calculate eddy-correlation fluxes of momentum,
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sensible heat and latent heat. Slow response measurements include mean air temper-
ature and humidity at multiple levels and sea-surface radiative temperature. Addi-
tionally, we analyze eddy-correlation data collected from Point Barrow, Alaska from
March through May 2005 with a CSAT3 sonic anemometer at 2 m over short tundra,
consisting mainly of sedge shoots with tussocks 0.1 to 0.2 m height, often partially or
completely covered by snow. FLOSSII will be used as the primary dataset since it
includes the most data and also includes the most cases of large nonstationarity of the
mean flow.

2.2 Calculation of vertical gradients

Vertical gradients are computed from 1-hr averaged variables for estimation of the
nondimensional gradients and eddy diffusivities. This study excludes cases with z/L >

1 where vertical gradients in the presence of significant nonstationarity of the mean
flow were sensitive to the method of calculation and directional shear was sometimes
significant (here, z is height, L is the Obukhov length). A subsequent study examines
this problem in detail. Computation of the vertical gradient of potential tempera-
ture is vulnerable to offset errors in near-neutral cases. The sonic temperatures were
corrected for the influence of moisture content. After compositing over all of the
stable cases for FLOSSII, the vertical profiles of the aspirated temperatures were
relatively smooth while temperatures from the sonic anemometer indicated differ-
ent offsets at each level. On the other hand, for winds weaker than about 1 m s−1,
the aspirated thermistors sometimes showed erratic behaviour. Consequently, we
have “calibrated” the sonic anemometers by comparing the composited sonic tem-
peratures with the composited aspirated temperature measurements for wind speeds
greater than 2 m s−1 and then applied these calibrations to all of the sonic temper-
atures. Performing this calibration procedure for smaller one-month subsets of data
indicates that the calibration was stable and not time dependent.

For z/L < 1, directional shear was generally weak except for a few very weak
wind cases. Here we fit the speed profile. The vertical gradients of potential tem-
perature and wind are computed for each hour by first fitting the calibrated sonic
temperatures and wind to a log-linear form. The log-linear fit is partly motivated by
surface-layer similarity theory, but the coefficients are determined by a statistical fit,
without information on the surface roughness length or Obukhov length to allow
expected deviations from surface-layer similarity.

As a measure of the badness of the fit of the wind and potential temperature pro-
files, we have computed the root-mean-square (rms) error of the profile fit, normalized
by the standard deviation of the deviation of the wind or potential temperature from
their vertical averages. This normalized error is generally small and exceeds 50% for
only 0.1% of the data, which lead to outliers in the analysis. We do not exclude any
records based on errors in the profile fit.

2.3 Calculation of fluxes

The separation between turbulence and mesoscale motions becomes critical with
weak turbulence, since failure to remove even a small fraction of the mesoscale
motion from the weak turbulence signal can lead to serious contamination of the esti-
mated turbulent fluxes and large random flux errors. Mesoscale fluxes are generally
contaminated by large sampling problems (e.g., Chimonas 1984). In order to avoid
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serious contamination of the computed fluxes by inadvertently captured mesoscale
motions, the averaging time for defining the perturbations, τ , is specified separately
for each record (Vickers and Mahrt 2006; Acevedo et al. 2006; van den Kroonenberg
and Bange 2007). This method relies on the systematic behaviour of the “cospec-
tra” for the turbulent heat flux, when expressed in terms of the multi-resolution flux
decomposition. The multi-resolution decomposition is the simplest possible orthog-
onal wavelet basis where the bases functions are simple unweighted averages over a
dyadic scale (see references above). Once the perturbations are computed and mul-
tiplied, the covariances are averaged over one hour to reduce random errors. Even
for weak turbulence, the characteristics of the properly extracted turbulence signal
sharply contrast to those of the mesoscale (Vickers and Mahrt 2006).

After discarding records with air flow through the tower (±60◦) from the boom
angle of 270◦, 1010 FLOSSII records are retained between sunset and sunrise with
downward heat flux (< −0.001 K m s−1) at 2 m. To eliminate cases where the verti-
cal gradient of potential temperature is too small to estimate, we require that the
vertical gradient of potential temperature is positive and greater than 0.01 K m−1,
which eliminates three additional records. Elimination of upward momentum flux at
2 m, due to either a wind maximum below 2 m or countergradient momentum flux,
reduces the number of records to 978. The countergradient momentum fluxes are
sometimes associated with reversal of the sign of the shear with height. If we had
used 5-min averages to define the turbulent fluctuations, instead of the variable aver-
aging width, then the number of records with countergradient momentum flux would
have increased substantially. We also require that the magnitude of the cross-wind
momentum flux is less than the magnitude of the along-wind momentum flux further
reducing the number of records to 962. The requirements on the mean shear and
momentum flux eliminate almost exclusively cases of very small friction velocity u∗
(< 0.05 m s−1); nonetheless, 40 of 74 cases with u∗ < 0.05 m s−1 remain. We will return
to these difficult, but important, cases in a subsequent study.

2.4 Self-correlation

Examination of the dependence of the observed nondimensional gradients on stability
must recognize serious contamination by self-correlation since the nondimensional
gradients include scaling by u∗, which also appears in z/L (Hicks 1981; Andreas
2002; Mahrt et al. 2003). Such self-correlation between φm, and z/L can exceed the
physical correlation for stable conditions (Klipp and Mahrt 2004). With pure self-
correlation, the nondimensional shear becomes proportional to (z/L)1/3. Grachev et
al. (2005) find this behaviour for very stable conditions, and interpret the result as
de-correlation between u∗ and the mean shear. Combining this interpretation with
traditional self-correlation thinking indicates that the φm–z/L relation degenerates
into self-correlation when the correlation between the mean shear and u∗ is less than
the self-correlation. This problem of serious self-correlation can be reduced, but not
eliminated, by replacing z/L with the traditional gradient Richardson number (Klipp
and Mahrt 2004; Sorbjan 2006).

To test the possibility of significant self-correlation, we construct random datasets
from the original pool of data, as in Klipp and Mahrt (2004). Using the randomized
data, new values for φm and z/L are computed and the linear correlation coeffi-
cient between them is calculated. This process is repeated 100 times and the resulting
100 correlation coefficients are averaged. Since the random data no longer retain
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any physical connection between the fundamental variables, the average correla-
tion for the randomized datasets is a measure of self-correlation due to common
variables.

2.5 Nonstationarity of the mean flow

To quantify the influence of nonstationarity of the mean flow on the flux-gradient
relationship, we define the nonstationarity for each record as the standard deviation
of the log of the subrecord gradient Richardson number σln(Ri). Here, Ri is the gradient
Richardson number evaluated from the fitted profiles of wind and temperature based
on the 10-min averages and the standard deviation is computed over 1-hr records. Use
of the log of the gradient Richardson number reduces the role of outliers. A single
simple definition of nonstationarity cannot properly represent the variety of complex
processes leading to nonstationarity, but we find this simple measure to be a useful
tool for exploring the role of nonstationarity.

The qualitative dependence of the flux–gradient relationship on the nonstationa-
rity on the mean flow is not sensitive to the choice of the subrecord averaging width.
The standard deviation based on 10-min averages includes the influence of mesoscale
motions on scales greater than 10 min as well as nonstationarity of the large-scale flow.
This standard deviation is generally dominated by temporary increases of the gradi-
ent Richardson number due to mesoscale reduction of the shear and occasional rapid
reduction of the gradient Richardson number due to enhanced shear. The influence
of trend associated with the larger-scale flow is less important.

Admittedly, the standard deviation based on only six 10-min averages within the
1-hr records do not contain enough samples to accurately estimate the true standard
deviation, but we are seeking only an index for dividing the data into broad classes of
nonstationarity. We define classes of weak, intermediate and strong nonstationarity in
terms of the intervals of the log of the gradient Richardson number equal to 0–0.5, 0.5–
2.0 and >2.0, respectively. For the restriction z/L < 1, these nonstationarity classes
contain 501, 207 and 51 records, respectively. The frequency of strong nonstationarity
of the mean flow increases with increasing stability.

2.6 Bin averaging

In this study, we avoid explicit exclusion of outliers since such procedures can lead to
bias and results can be sensitive to criteria for excluding outliers. On the other hand,
averages of various quantities are not always well posed with outliers because of
their disproportional influence on the average. For the present data, outliers manifest
themselves mainly in ratios associated with extremely small values of the denom-
inator, as occurs with the nondimensional gradients, eddy diffusivities and Prandtl
number.

To avoid averaging problems associated with such outliers, we first average fluxes
and gradients over all records within a given bin, such as an interval of one of the
stability parameters, and then compute ratios. This approach is not without prob-
lems in that the records within a stability interval do not represent identical condi-
tions and the usual estimates of standard errors are not applicable with averaging
prior to division operations. Bins with less than 10 points are excluded from the bin
analysis.
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3 Relationship between the surface stress and heat flux

Before examining the flux–gradient relationship, we explore the distribution of obser-
vations in u∗-heat flux space (Fig. 1). For a broad range of values of u∗ up to about
0.4 m s−1, the heat flux is approximately bounded by a linear function of the friction
velocity (Fig. 1), such that

Hmax(u∗) = Csu∗. (1)

This maximum value of the downward heat flux, Hmax(u∗), can be defined without
additional information on the mean shear and stratification, apparently because the
fluxes and vertical gradients mutually adjust. With stronger turbulence and near-neu-
tral stability, the heat flux is more limited by the weakness of the stratification and
temperature fluctuations, and the functional relationship between the heat flux and
the friction velocity breaks down. This less stable regime is most evident for the

Fig. 1 The distribution of observations in terms of heat flux and surface friction velocity for the four
datasets
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CASES-99 data. For the FLOSSII and CASES-99 sites, the slope of the change of
maximum downward heat flux with increasing friction velocity (Cs, Eq. 1) is approxi-
mately 0.17 K (Fig. 1). For the smoother Alaska and ASIT sites, the slope Cs is closer
to 0.1 K. Cs is dimensional and not expected to be universal.

One is tempted to relate the maximum value of the downward heat flux to a critical
flux Richardson number criterion although a critical flux Richardson number is not
evident from the data, perhaps due to large scatter for very stable conditions. The
local scaling arguments of Sorbjan (2006) lead to a prediction similar to Eq. 1 and
imply that Cs cannot be strictly constant.

The approximately linear relationship between the maximum downward heat flux
and friction velocity can be expressed in terms of the observed small variation of the
temperature fluctuation scale

θ∗ ≡ w′θ ′
u∗

. (2)

For our datasets, θ∗ increases with u∗ for very small u∗ and then becomes more inde-
pendent of u∗, similar to the clear sky relationship in Van Ulden and Holtslag (1985)
and the curves in Holtslag and De Bruin (1988).

Cases of nearly vanishing heat flux and small, but significant, u∗ occur for all of
the datasets (not easily visualized in Fig. 1) and increase in frequency with height
above ground. These records correspond to near-neutral stability in terms of z/L,
but can correspond to strong stratification, weak shear and, therefore, large values
of the gradient Richardson number. In these cases, z/L is misleading as a stability
parameter.

4 Stability and Nonstationarity

For the remainder of this study, we focus on the FLOSSII dataset, which is larger than
the other three datasets and contains more records with strong nonstationarity of the
mean flow. We will pose the flux–gradient relationship in terms of the nondimensional
gradient for an arbitrary variable F

φF ≡ κz∂[F]/∂z
F∗

. (3)

where [ ] designates an average over the record length. For the along-wind momen-
tum, [F] = [u] and F∗ = u∗. For heat, F = [θ ] and F∗ = θ∗. If the stability parameter
is defined to be z/L, then the nondimensional gradient for z/L < 1 is often approxi-
mated as

φF = 1 + βF
z
L

. (4)

For future use, the eddy diffusivity for momentum within surface-layer similarity
theory, is approximated as

Km = κzu∗
φm

. (5)

The eddy diffusivity for heat is often related to Km by specifying the eddy Prandtl
number.
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We now examine the linear correlation between the nondimensional gradients and
the different stability parameters for z/L < 1 or Ri < 0.25, where a linear depen-
dence of nondimensional gradients on the stability is most applicable. Nonetheless,
the possible nonlinear dependence on stability and the occurrence of some outliers
require that we interpret the linear correlation coefficients with caution.

The correlation coefficients between the nondimensional gradients and the differ-
ent stability parameters tend to decrease with increasing nonstationarity, depending
on the particular variables. The correlation between φm and z/L averages about 0.8,
but the same correlation for the randomized data is a little more than 0.6. The strong
self-correlation does not necessarily invalidate the similarity theory, but rather implies
that the similarity theory for φm (z/L) cannot be evaluated by existing analysis.

On the other hand, the correlation between φh and z/L for stationary conditions
is much larger than that for the randomized data (0.89 compared to −0.25), but
decreases to 0.5 for the most nonstationarity class (−0.25 for the randomized data).
The common variable between the nondimensional temperature gradient and z/L is
θ∗ (Sect. 3), which varies much less than u∗. The self-correlation for the randomized
data is negative so that the positive correlation between φh and z/L cannot be due
to self-correlation and, therefore, the relation between φh and z/L is assumed to be
physical.

The self-correlation between φm and the gradient Richardson number is due to the
occurrence of mean shear in both variables. This self-correlation is small and negative
for the randomized data and does not contribute to the positive correlation between
φm and Ri of about 0.6. The positive self-correlation due to the occurrence of the
vertical temperature gradient in the numerators of both Ri and φh is more significant
and prevents confident establishment of the significance of the relationship between
φh and Ri. For stationary conditions, the correlation between φh and Ri is about 0.65
for the original data and 0.4 for the randomized data. In summary, the above results
support a physical relationship between φm and Ri and between φh and z/L but not
between the other two combinations of variables.

Using traditional 5-min averages to define perturbations instead of the variable
averaging width would have substantially increased the range of u∗ through much
larger random flux error, resulting in even larger self-correlation. That is, using an
inappropriate large averaging length to compute the perturbations actually increases
the correlation between φm and z/L through increased random variation of u∗. This
effect is greatest with larger values of the nonstationarity and stability.

As an aside, the nondimensional gradients are well related to the bulk Richardson
number, RiB, evaluated from the potential temperature gradient between the 2- and
30-m levels and the wind speed at 30 m. In spite of no self correlation, the correlation
between the nondimensional gradients and RiB is > 0.5 for all classes of the nonsta-
tionarity, and averages about 0.65 for both nondimensional gardients. Randomizing
the values used in the nondimensional gradients and the bulk Richardson number
leads to near zero correlation, as expected from the absence of shared variables.

This finding seems to be consistent with the observations of Banta et al. (2007) that
near-surface turbulence is highly correlated to winds at higher levels, in their case,
the magnitude of the low-level jet. The computation of the bulk Richardson number
is less vulnerable to errors associated with small differences between large numbers.
In addition, surface winds for significant stability can be perturbed by modest time
dependence of the mean flow (Sect. 6.2) and even weak surface heterogeneity.
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5 Systematic influence of nonstationarity of the mean flow

Even though self-correlation strongly influences the relationship between nondimen-
sional shear and z/L, nonstationarity of the mean flow also significantly influences
this relationship. We therefore examine the influence of the nonstationarity on the
nonlinear dependence of the nondimensional gradients on stability for z/L < 1. The
nondimensional shear for intermediate stability (0.1 < z/L < 1) (Figs. 2, 3) generally
decreases with increasing nonstationarity of the mean flow. That is, the record-aver-
aged momentum flux is larger with respect to the record-averaged mean shear when
the within-record standard deviation of the subrecord gradient Richardson number
is greater. In other words, the impact of stability on the momentum flux–gradient
relationship is less with large nonstationarity. The main impact of nonstationarity
increases dramatically between the weak and intermediate nonstationary classes of
nonstationarity and seems to saturate when the nonstationarity parameter exceeds
roughly unity, as will be seen in subsequent sections. The scatter is large partly because
of difficulties estimating vertical gradients with profiles disturbed by nonstationarity.
The solid line in Fig. 2 represents the linear prediction with β = 7, which reasonably
fits the class of most stationary records for weak stability. The increase of φm is well
defined for the stationary class (Fig. 3) but the increase is small and poorly defined for
the most nonstationary class. This “leveling off” of φm has been found in a number of
studies (see Yagüe et al. 2006 and references therein.)

The decrease of φm with increasing nonstationarity of the mean flow, for a given
value of stability, is also supported by expressing stability in terms of the gradient
Richardson number, where self-correlation between φm and Ri is not important for
the allowed range of stability. The nondimensional shear in the intermediate sta-
bility interval of Ri = 0.1–0.25, averages about half for the more nonstationarity
classes compared to that for the more stationary class. However the interpretation

Fig. 2 φm as a function of z/L for z/L < 1 for records with weak (red), intermediate (blue) and
strong (green) nonstationarity of the mean flow (Sect. 2.5)
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Fig. 3 Bin-averaged values (Sect. 2.6) of φm for the more stationary class and the combined nonsta-
tionary classes

is complicated by a general increase of such nonstationarity of the mean flow with
increasing gradient Richardson number.

The influence of nonstationarity on the nondimensional temperature gradient is
less definable (not shown). As a result, the eddy Prandtl number increases with non-
stationarity (Sect. 7). For the smaller CASES-99, the impact of nonstationarity on
the flux-gradient relationship for both heat and momentum is more difficult to define
because of fewer cases of significant nonstationarity.

6 Nonstationarity mechanisms

6.1 Businger terms

The nonlinear dependence of the transfer coefficients on stability leads to changes
in the time-averaged flux–gradient relationship and effective diffusivity for nonsta-
tionary flow, analogous to that found for spatial averages in heterogeneous flows
Mahrt (1987). Businger (2005) formalized the influence of nonstationarity in terms of
a simple two-state flow. We write Businger’s development in a more general form to
include arbitrary time dependence of an arbitrary variable, F. The arbitrary variable
is decomposed into the record-averaged flow, [F], the deviation of the subrecord aver-
age from the record-averaged flow, F̃, and the deviation due to turbulent fluctuations,
F ′, such that

F = [F] + F̃ + F ′ (6)

where the total subrecord average can be written as

F = [F] + F̃. (7)
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The subrecord-averaged turbulent flux (w′F ′) can be expressed in terms of an eddy
diffusivity as

w′F ′ = −KF
∂F
∂z

(8)

where the subrecord eddy diffusivity, KF , relates the subrecord-averaged flux to the
subrecord-averaged vertical gradient. The subrecord eddy diffusivity varies within
the record due to the influence of the mesoscale motions on the turbulence. This
subrecord eddy diffusivity can be partitioned as

KF = [KF ] + K̃F (9)

where [KF ] is the average of the subrecord diffusivities over the record.
Averaging the subrecord flux over the record, we can write

[w′F ′] = −[([KF ] + K̃F)(
∂[F]
∂z

+ ∂F̃
∂z
)], (10)

which becomes

[w′F ′] = −[KF ]∂[F]
∂z

− [K̃F
∂F̃
∂z

]. (11)

The product of tilde terms represents the contribution of subrecord mesoscale varia-
tions on the record-averaged flux.

We define an effective eddy diffusivity to relate the record-averaged turbulence
flux to the record-averaged vertical gradient

− [w′F ′] ≡ Keff
∂[F]
∂z

. (12)

Due to nonstationarity of the mean flow, the effective diffusivity Keff is different from
the average of the subrecord diffusivities over the record, [KF ]. With stationarity flow,
Keff approaches [KF ].

For temperature (F = θ), we expect the correlation between K̃θ and the vertical
potential temperature gradient to be negative since increased stratification (increased
gradient Richardson number) generally reduces turbulent mixing. As a result, non-
stationarity within the record acts to reduce the eddy diffusivity for the time-averaged
heat flux. In contrast, K̃m is expected to be positively correlated with mean verti-
cal shear since enhanced shear (decreased gradient Richardson number) generally
increases the turbulence. Therefore, the effective eddy diffusivity for momentum is
enhanced by nonstationarity of the mean flow. With these arguments, the turbulent
Prandtl number should increase with nonstationarity.

We evaluated Eq. 11 for both heat and momentum using 10-min intervals for the
subrecords. These evaluations generally indicated that the second term on the right
hand side of Eq. 11 due to subrecord variations (product of tilde terms), had the
same sign as predicted by Businger (2005), resulting in enhanced momentum flux
and reduced heat flux. However, averaged over all of the data, the extra term due
to subrecord variations was only a few percent or less for both heat and momentum.
Therefore, the effective diffusivities are close to the average of the subrecord diffu-
sivities. If we restrict the analysis to values of the nonstationarity of the mean flow
greater than unity, the momentum flux is augmented by 24% by the second term on
the right hand side of Eq. 11 while this term decreases the heat flux by 21%.
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Since the eddy diffusivity is a dimensional quantity, the generality of the above
analysis cannot be easily assessed, although the eddy diffusivity is directly linked
to φ through surface layer similarity theory (Eq. 5). Enhanced eddy diffusivity for
momentum corresponds to reduced φm.

As an aside, the subrecord variation of the heat flux correlates better with variations
of the shear than with variations of the stratification. Greater shear and shear-gen-
eration of turbulence leads to more downward heat flux. The sensitivity of the heat
flux to shear is probably due to the much greater percentage-wise changes of the
shear compared to the smaller percentage-wise changes of stratification. Due to this
effect and the quadratic dependence of the gradient Richardson number on shear,
the variation of the gradient Richardson number depends mainly on the shear.

We attempted to reduce the role of nonstationarity by evaluating the flux–gradient
relationship over 10-min periods instead of 1-hr periods. The resulting flux–gradient
relationship showed the expected increase of scatter compared to the 1-hr values.
However, the average value of φm did not increase compared to the average of the
1-hr values, again suggesting that the influence of nonstationarity is not primarily an
averaging problem.

6.2 Influence of profile distortion

The influence of nonstationarity on the Prandtl number appears to be partly related
to distortion of the wind profile. In the present study, we use a simplified version of
the term “curvature” defined to be the second derivative of u(z) the wind profile,
as has been done in previous geophysical studies. The dynamics of the turbulence
depends on the second derivative and not the true curvature. The true curvature leads
to dimensional problems in the denominator. We evaluate the simple curvature of the
wind profile near the surface using second-order finite differencing based on the 1-m,
5-m and 10-m levels.

Typical wind profiles in the nocturnal boundary layer, where the shear decreases
with height, are characterized by negative curvature of the wind profile. For the bin-
averaged data from FLOSS (Sect. 2.6), the negative curvature of the wind profile
decreases with increasing nonstationarity (Fig. 4). With strong nonstationarity of the
mean flow, the magnitude of the negative curvature becomes small, corresponding
to near-linear profiles, or becomes positive, with an inflection point at higher levels.
Cases of positive curvature of the wind profile sometimes correspond to a nonstation-
ary wind maximum within the lower part of the tower level. Other cases of positive
curvature correspond to a near-stagnant cold layer in the lowest 5–10 m with more
significant shear above the cold layer.

While inflection points are well studied in the roughness sublayer over rough can-
opies (Finnigan 2000), cases of strong stratification and weak winds can experience
inflection points at higher levels, and associated instabilities may develop (e.g., Nappo
2002). Then, turbulence may be generated at larger values of the gradient Richardson
number (Abarbanel et al. 1984; Grisogono 1994). With positive wind profile curvature,
the wind shear increases with height from the ground surface, leading to maximum
shear some distance above the surface, which in turn can promote shear instability
(Newsom and Banta 2003). It is not possible from a single tower to unambiguously
assess the possibility of inflection point instability.

For significant negative curvature of the wind profile, φm is bounded from below by
unity (Fig. 5) with larger values occurring due to stability effects, as expected from sim-
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Fig. 4 Bin-averaged values (Sect. 2.6) of the simple wind profile “curvature” as a function of the
nonstationarity of the mean flow

Fig. 5 φm as a function of simple wind-profile curvature

ilarity theory. However, as the negative curvature becomes weak or vanishes (Fig. 5),
values of φm less than unity occur, even with significant stability, corresponding to
the more efficient transfer of momentum than predicted by similarity theory. With
positive curvature, the momentum transport is even more efficient and φm is less than
unity for the majority of the records in spite of stable stratification.

With the usual cases of negative curvature of the wind profile, the shear near the
surface is greater than that averaged over a deeper layer. With positive curvature of
the wind profile, the shear near the surface is less than that averaged over a deeper
layer and the calibration of Monin–Obukhov similarity is no longer appropriate. With
this argument, the local shear near the surface underestimates the effective shear
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for positive curvature, leading to smaller φm. For the smaller CASES-99 dataset, φm
decreases when the wind profile curvature becomes positive, although the impact of
profile curvature is less defined than in FLOSSII.

Small negative or positive curvature occur primarily for strong nonstationarity of
the mean flow, implying that such curvature is associated with disturbed wind profiles
resulting from accelerations (decelerations) in the flow. Small negative or positive cur-
vature of the wind profile have a much weaker influence on the heat transport such
that the eddy Prandtl number increases with nonstationarity and profile curvature
(Sect. 7).

Records with positive or weak negative curvature generally occur with weak winds,
less than about 1.5 m s−1 at 2 m, but weak winds do not necessarily imply large devi-
ations from the log-linear profiles. We can summarize that a subset of weak-wind
cases correspond to strong nonstationary, large deviations from the log-linear profile,
efficient momentum transport and large eddy Prandtl number.

7 Enhanced Prandtl number

The greater efficiency of the momentum transport relative to the heat transport, can
be expressed in terms of the eddy Prandtl number

Pr ≡ Km

Kθ

= φh

φm
. (13)

The correlation Prandtl number

R ≡ rwu

rwθ
(14)

is of less practical application but less vulnerable to observational errors associated
with the computation of vertical gradients. Here rwu is the correlation between the ver-
tical velocity and along-wind velocity fluctuations and rwθ is the correlation between
the vertical velocity and potential temperature fluctuations.

We have computed the eddy Prandtl number based on bin-averaged values of the
fluxes and gradients for different intervals of the stability parameters or intervals of
the nonstationarity (Sect. 2.6). The eddy-Prandtl number increases from near unity
for nearly stationary flows to about 5 for strongly nonstationary flows (Fig. 6). The
correlation Prandtl number (Fig. 6) also increases with increasing nonstationarity,
although the increase is not as great as that for the eddy Prandtl number.

For the present datasets, the dependence of the Prandtl number on z/L is not well
defined, as also found in Yagüe et al. (2001). Large self-correlation between the Pra-
ndtl number and the gradient Richardson number prevents evaluation of the physical
significance of the increase of the Prandtl number with increasing gradient Richard-
son number (not shown). The eddy Prandtl number increases from a little greater
than unity with normal negative curvature of the wind profile to about 2.5 for positive
curvature of the wind profile (Fig. 7). The main increase is from negative to positive
curvature. Inflection point instability and the relationship between the momentum
flux and shear over a deeper layer may contribute to this dependence.
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Fig. 6 The eddy-Prandtl number (upper panel) and correlation Prandtl number (lower panel) as a
function of the nonstationarity of the mean flow. The correlations, fluxes and gradients are averaged
over the records within fixed intervals of the nonstationarity of the mean flow and then the Prandtl
numbers are computed from these averages

Fig. 7 The eddy-Prandtl number as a function of simple wind-profile curvature

8 Conclusions

The above study examined the influence of stability, nonstationary profile distor-
tion and self-correlation on the flux-gradient relationship near the surface for weak
and moderate stability (z/L < 1). The dependence of the nondimensional shear
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on z/L cannot be established as a physically viable relationship because large
self-correlation dominates the total correlation and masks any physical relationship.
In contrast, the physical significance of the dependence of the nondimensional temper-
ature gradient on z/L is statistically supported by the data analysis, as is the physical
significance of the dependence of the nondimensional shear on the local gradient
Richardson number. In these two cases, the self-correlation is negative and does not
contribute to the observed positive correlation between the nondimensional gradi-
ent and stability. The nondimensional gradients near the surface are also reasonably
well correlated with the bulk Richardson number computed across the entire tower
layer.

Nonstationarity of the mean flow, due to wave-like motions, meandering motions
and common more complex signatures, increases the efficiency of the momentum
transport in terms of reduced φm. The within-record variation of the gradient Rich-
ardson number was used to formally represent the nonstationarity of the mean flow.
Such variations are related primarily to changes of wind shear, not changes in strat-
ification. The nonstationarity of the mean flow appears to influence the turbulent
flux–gradient relationship mainly through profile distortion. With significant nonsta-
tionarity of the mean wind, the usual negative curvature of the wind profile, where the
mean shear decreases rapidly with height, often yields to more linear wind profiles.
Nonstationarity of the mean wind may even occur with positive curvature where the
wind shear increases with height at the surface with an inflection point at higher lev-
els. The possibility of inflection point instability cannot be determined from the data.
Small negative or positive curvature of the wind profile may correspond to smaller
φm because the shear near the surface is smaller relative to the layer-averaged shear
over a deeper layer.

The eddy diffusivity of heat increases with nonstationary distortion of the wind
profile much more slowly (with more scatter) compared to the increase of the eddy
diffusivity of momentum. As a result, the Prandtl number increases with increased
nonstationarity and distortion of the mean wind profile. The increase of the Prandtl
number with the Richardson number is dominated by self-correlation for these data.

Covariances between subrecord variations (Eq. 11) of the momentum eddy diffu-
sivity and shear or thermal diffusivity and stratification (Businger 2005) contribute
significantly to the record-averaged flux-gradient relationship only in the most non-
stationary cases. The majority of the enhancement of the momentum flux cannot
be explained by this mechanism. Reducing the averaging time from 1 h to a smaller
value, to filter out part of the nonstationarity, only modestly reduces the influence of
nonstationarity on the flux-gradient relationship. Therefore, the more efficient trans-
fer of momentum with strong nonstationarity is not primarily due to averaging over
nonstationarity of the mean flow, but rather due to an intrinsic change of turbulent
transport in non-equilibrium turbulence, or, to an altered relation of the momentum
flux to the distorted wind profiles.

The generality of the above results is not known. While the FLOSSII site was
locally relatively flat, it is embedded in complex terrain. The systematic influence of
external nonstationarity and profile distortion may be a common feature in stable flow
over less ideal terrain. The present study was limited to weak and modest stability
(z/L < 1), and the estimation of vertical gradients for stronger stability with signifi-
cant nonstationarity becomes sensitive to the method of calculation of the vertical
gradient, currently under investigation.
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Chemical perturbations in the planetary boundary layer
and their relevance for chemistry transport modelling

Adolf Ebel · Michael Memmesheimer ·
Hermann J. Jakobs

Abstract The role of perturbations of reactive trace gas concentration distributions
in turbulent flows in the planetary boundary layer (PBL) is discussed. The paper
focuses on disturbances with larger spatial scales. Sequential nesting of a chemical
transport model is applied to assess the effect of neglecting subgrid chemical per-
turbations on the formation and loss of ozone, NOx, peroxyacetyl nitrate (PAN)
and HNO3 calculated with a highly complex chemical mechanism. The results point
to characteristic differences regarding the process of mixing of chemically reactive
species in the PBL and lower troposphere.

Keywords Chemical perturbations · Chemistry transport model (CTM) · Damköhler
number · Deposition · Emission · Mesoscale · Segregation · Turbulence

1 Introduction

Dynamical and chemical perturbations with scales smaller than the spatial and tem-
poral resolution of a chemistry transport model (CTM) may lead to significant effects
on the simulated temporal variation and spatial distribution of reactive species and
cause errors of the calculated behaviour of atmospheric composition if they are not
taken into account. This is particularly true in the planetary boundary layer (PBL).
Yet parameterization of subgrid chemical processes in the complex dynamic and
chemical system of the atmosphere in general and the PBL in particular is a tedious
task and subject to fundamental ambiguities. It is therefore neglected in most CTM
applications and usually only treated in special (simplified) model versions focusing
on selected perturbation processes. Only recently a method of parameterizing effec-
tive chemical reaction coefficients has been suggested by Vinuesa and Vilà-Guerau
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de Arellan (2005, see Sect. 4). Existing studies (e. g. Komori et al. 1991; Kramm and
Meixner, 2000; Vilà-Guerau de Arellano et al. 2004) mainly deal with smaller scale
turbulent disturbances that are most difficult or impossible to resolve by observations
as far as chemical fluctuations in space and time in the real atmosphere are concerned.
In contrast, this paper emphasizes the effect of larger scale eddies in a range that, in
principle, is observable through standard operational networks (O(5 km), O(1 h)).

The effect of chemical perturbations has been studied under various conditions for
several decades. First studies were devoted to perturbed chemical transport in the
laboratory (Damköhler 1940; Hawthorne et al. 1949). Comparing homogeneous and
inhomogeneous reactive mixtures in turbulent flows in the laboratory, lower yields
were found in the latter case (Toor 1969). Wind-tunnel experiments exploring the
degree of segregation of atmospheric pollutants indicate preferably negatively corre-
lated perturbations of the studied reactive gases (e. g. Builtjes 1981). Such a tendency
to negative correlations was confirmed by a Lagrangian model study carried out by
Komori et al. (1991). Chemical reactions of non-premixed reactants in a turbulent
and diffusive medium were shown to be less efficient than those of perfectly mixed
ones. Knowledge gained in the laboratory was applied to atmospheric conditions the
first time by Donaldson and Hilst (1972), who pointed to the fact that the mixing of
emitted gases in the vicinity of their sources is not fast enough and so the effects of
inhomogeneous mixing are relevant. Such studies have preferably been devoted to
reactive plumes by applying plume models (e.g. Georgopoulos and Seinfeld (1986);
Vilà-Guerau de Arellano et al. 1990, 2004). Attempts have been made to reproduce
the mixing of reactive species in the convective PBL with the help of large-eddy
simulation (LES; Schumann 1989; Sykes et al. 1994) They show that the asymme-
try between strongly confined updrafts and slow extended downdrafts lead to height
dependent segregation affecting atmospheric chemistry with a different intensity at
different levels.

Such studies have mainly been concerned with the impact of molecular diffusion
and turbulent motions (eddies) of air on atmospheric chemistry, sometimes taking
into account irregularities of emission sources. It is emphasized that other processes
exist that cause perturbations of mixing ratios of atmospheric minor constituents.
A general impression on how physical processes represented in chemical transport
models by parameterizations, e.g. deposition, and specific choices of input data, e.g.
land-use categories, may be obtained from the ensemble study of ozone modelling
by Mallet and Sportisse (2006). Classifying the impact of mixing ratio perturbations
on the budget of chemicals according to their generation, proceeding from purely
dynamical to purely chemical and additional processes, and focusing on gas phase
chemistry, one may differentiate between the following processes: (a) pure turbulent
mixing of species with very large life and residential times (e.g. Stull 1988); (b) tur-
bulent mixing with chemistry leading to the modulation of eddy fluxes (e.g. Kramm
and Meixner 2000); (c) only chemical perturbations of binary and ternary reactions
(e.g. Damköhler 1940; Stockwell 1995); (d) reaction rate perturbations in the case of
temperature dependence ( Finlayson-Pitts and Pitts 1986); (e) perturbations of the
radiation field leading to variable actinic fluxes, e.g. changing photolysis rates in the
presence of clouds (Vilà-Guerau de Arellano et al. 2005) or through fluctuations of
total ozone (Wetzel and Slusser 2005).

Furthermore, differences of daytime and nighttime chemistry should result in a
noticeable time dependence of chemical perturbation effects. Additional specific per-
turbation processes may be identified in heterogeneous chemical systems and for
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cloud chemistry that are out of the scope of this study. In this context it should be
noted that heterogeneous reactions and phase transitions in a complex gas-particle
system may lead to feedbacks on turbulent motions as shown in a fundamental study
by Elperin et al. (1998).

In addition to turbulence (eddies) there is the irregular distribution of emission
sources (Krol et al. 2000) with fluctuating emissions and transport in and by clouds as
causes of mixing ratio perturbations of minor atmospheric constituents through trans-
port. The role of earth surface properties has also to be mentioned. Orography, land
type, vegetation and surface temperature play a decisive role for the generation of
chemical perturbations. Several of these issues are addressed in the following sections.
We start with general considerations about the interaction of dynamical and chem-
ical perturbations in Sect. 2. The role of deposition, i.e. perturbations at the lower
boundary, is briefly treated in Sect. 3. Sect. 4 contains results of nested mesoscale
simulations regarding the change of calculated chemical production with increasing
model resolution. Conclusions and an outlook for future work needed are given in
Sect. 5.

2 General aspects

The relative importance of turbulent mixing and chemical transformation can be char-
acterized by the Damköhler number D, i.e. the ratio of a characteristic mixing time
scale τt and the chemical lifetime τch of a minor constituent (Damköhler 1940):

D = τt/τch. (1)

If the lifetime of a reactive species is long in comparison to the time scale of the
mixing process under consideration (D � 1) efficient mixing is possible and irregular
changes of the concentrations of reactive species (briefly “chemical eddies”) are less
effective in the transformation process. The contrary is true when D � 1. This is
schematically shown in Fig. 1 for various mixing conditions represented by typical
time scales. Usually only vertical mixing is considered as the relevant turbulent pro-
cess (time scales between about 10 and 5,000 s for unstable to stable stratification; the
first three lines from left to right in Fig. 1). Yet it is emphasized here that mesoscale
horizontal mixing is an important factor for the generation of chemical perturbations.
This may easily be demonstrated with routine measurements from operational net-
works (e.g. EMEP, Netherlands, North-Rhine Westphalia). Therefore, an example of
mesoscale eddies with larger time scales (12–24 h, stagnant anticyclonic conditions
for chemistry and transport anticipated) is also exhibited in Fig. 1. Lifetimes of three
inorganic and two organic compounds are marked in order to indicate that chemical
yields of short-lived reactants such as NO2 (the darkened area over bar 2) and NO
are more sensitive to turbulence than relatively long-lived ones such as ozone. This
is confirmed by observations and models. Yet if one takes into account horizontal
fluctuations of the flow also ozone and other long-lived species will show noticeable
sensitivity to eddy activity as confirmed, for instance, by operational measurements
of ozone and NOx (Memmesheimer et al. 2005).

It is common to decompose chemical parameters as is done for physical ones, that
is into mean and fluctuating terms. Usually it is assumed that ensemble averaging
is possible in a fluid (and that ergodic conditions hold, i.e. that ensemble averaging
is approximately equivalent to time and/or spatial averaging). For simplicity we will
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Fig. 1 Damköhler number D
as function of chemical lifetime
τ ch for different turbulent time
scales representing different
PBL stability conditions.
Horizontal bars indicate
approximate lifetimes of
reactive species in the PBL.
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formally use this approach though such conditions appear to be rare in the real atmo-
sphere as far as chemical mixtures are concerned. The question of averaging methods
is comprehensively discussed by Kramm and Meixner (2000) showing that Hesselberg
averaging generally gives more correct results than Reynolds averaging in the PBL,
but that both methods converge if the effect of density fluctuations becomes small.
The reader is referred to this paper. For the sake of brevity and with the aim of dis-
cussing the principle effects of eddy mixing we leave open the question of averaging
method and apply notations that are common for the Reynolds method of averaging.
A tentative justification for this is the fact that we deal with relatively large eddies
for which density fluctuations are assumed to be less important. For our purposes it is
important to hint to the formal difference if one applies temporal and a simple form of
spatial averaging separately. This has to do with the inhomogeneity and anisotropy of
eddy perturbations in mixed realistic PBL tracer flows. It is noticed that the problem
of averaging is closely related to the question of representativity of atmospheric mea-
surements and the difference of local (point) and volume values of concentrations of
a chemical species. Indicating averages and perturbations by x = x̄ + x′ (ensemble),
x = 〈x〉+x∗ (time) and x = [x]+x′′(space) one finds for binary reactions proportional
to the product cicj of the concentrations of the species i, j:

cicj = c̄ic̄j + c′
ic

′
j, (2a)

〈
cicj

〉 = 〈ci〉
〈
cj

〉 + 〈
c∗

i c∗
j

〉
, (2b)

[
cicj

] = [ci]
[
cj

] +
[
c′′

i c′′
j

]
. (2c)

Averaging the time average spatially one has
[〈

cicj
〉] = [〈ci〉]

[〈
cj

〉] +
[〈

c∗
i c∗

j

〉]
+ [〈ci〉∗

〈
cj

〉∗] . (3)

It is obvious that the last term in Eq. 3 will to a great deal be determined by processes
and structures causing spatial irregularities, e.g. by the irregular distribution of sources
or inhomogeneous deposition. Consider a simple version of the continuity equation
of a constituent ci = C,
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∂C
∂t

+ ∂(ulC)
∂xl

= P − L + E, (4)

with t time, ul the wind component in direction xl, P production, L loss and E emission
in the interior of the model domain (internal emission) of C. Sedimentation of mat-
ter (aerosols) would require an additional vertical flux gradient term in this equation
(Elperin et al. 1998; Kramm and Meixner 2000). We restrict ourselves to gaseous com-
pounds. Assuming homogeneous production of C through a second-order reaction of
species A and B (= kPAB) and chemical loss through a reaction of C with D (= kLCD)
and photolysis (rC) (where kP, kL and r are rate constants of the chemical reactions
and the photolytic rate constant for C, respectively) and averaging Eq. 4 (ensemble
average applied for formal simplicity) one obtains

∂C̄
∂t

+ ∂ūlC̄
∂xl

= −∂u′
lC

′

∂xl
+ kP(ĀB̄ + A′B′)− kL(C̄D̄ + C′D′)− rC̄ + Ē. (5)

Many studies hint at the importance of the correlation of the subgrid fluctuations A′, B′
and C′ for the averaged continuity Eq. 5 at least for three decades (e.g. Donaldson
and Hilst 1972; Builtjes and Talmon 1987). For the averaging procedure it is common
to assume that fluctuations of the chemical (k) and photolytic rate constants (r) can
be neglected but which is certainly not true in the general case (e.g. Elperin et al.
1998). Here, k may depend on air temperature, and r, for instance, on cloudiness
that obviously exhibit fluctuations in the real atmosphere. The perturbation method
can also be expanded to third- and higher-order reactions, e.g. L = −k3cicjck =
−(k̄3 + k′

3)
∏

s=i,j,k (c̄s + c′
s)for perturbed third-order loss reactions (e. g. Hellmuth

2005). This would lead to higher moments in the set of continuity equations for a
reactive gas mixture and a large number of additional unknowns in the partial differ-
ential equation system of chemical mechanisms. Subgrid effects on simulated purely
chemical production and loss as discussed in Sect. 4 have mainly to be attributed to
the neglect of the k′, r′ and X ′ terms originating from the decomposition in Eq. 4.

The efficiency of chemical perturbation effects depends on the intensity of segre-
gation S, i.e. the degree of mixing of two or more components, which is defined for
the perturbations of the concentrations of two species by

Sij = c′
ic

′
j

c̄ic̄j
. (6)

Reformulating the chemical reaction terms in Eq. 5 using S (e.g. k(ĀB̄ + A′B′) =
kĀB̄(1 + SAB) it is evident that the efficiency of chemical perturbations is controlled
by segregation intensity. In PBL, wind-tunnel and LES experiments values between 0
(fluctuations not correlated, well mixed) and −1 (highly segregated) have been found
(Vilà-Guerau de Arellano et al. 1993b; Builtjes and Talmon 1987; Schumann 1989;
Kramm and Meixner 2000). It seems that S usually decreases with height in the upper
PBL (Schumann 1989; Vilà-Guerau de Arellano et al. 1993b).

Integration of the set of partial differential equations given by Eq. 5 for a specific
reactive mixture requires knowledge of the perturbation terms. The most widely used
method of dealing with the problem in atmospheric chemistry transport modelling is
the first-order closure (flux-gradient relationship, K theory) neglecting the correlation
of perturbations of reactive species. Their treatment is calling for second- or higher-
order closure (Verver et al. 1997; Kramm and Meixner 2000; Hellmuth 2005). A
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complete perturbation treatment in a CTM also requires the definition of fluctuation
terms for boundary conditions. This fact seems to be neglected in most perturbation
studies. That it does play a role is clearly evident when flux conditions are applied at
the lower boundary, e.g. for the vertical flux Fiz of species i with surface concentration
coi, deposition velocity wDi (Eq.9) and surface emission ESi

Fiz = wDicoi + Esi, (7a)

F̄iz = w̄Dic̄oi + w′
Dic

′
i + Ēsi. (7b)

3 Chemical perturbations and deposition

Chemical perturbations affect the eddy transport properties of a flow in the ABL
particularly in the vertical direction in the PBL and may thus cause deviations of
vertical chemical tracer profiles from those of inert species. Thereby deposition fluxes
are modified (Kramm and Meixner 2000). Vilá-Guerau de Arellano et al. (1993a)
using a one-dimensional model with a simplified chemical system, only taking into
account ozone production and loss through nitrogen oxides, photolysis of NO2, and
turbulent fluctuations of all species showed that the deposition/emission of a reactive
tracer (NO) near the ground is also crucial for the formation of the vertical profile
of the concentration under the influence of turbulent mixing. Ozone with a relatively
long lifetime is a species less affected by chemical fluctuations in such a system.

The deposition velocity wDi in Eq. 7a is strongly coupled to the wind field thus expe-
riencing perturbations through turbulence. This is best seen when the usual resistance
formulation is used for a species i:

wDi = 1
Ra + Rb + Rci

, (8)

where Ra is the aerodynamic resistance, Rb is the quasi-laminar sublayer resistance
and Rc is the overall surface (including canopies, grass, sand, water, etc.) resistance.
Note that Ra changes with PBL conditions as described by the friction velocity u∗,the
roughness length z0 and stability parameters such as the Obukhov length L∗(also a
function of u∗).Since all mentioned parameters are controlled by the velocity of the
flow, Ra fluctuates with the fluctuating wind speed. The same is true for Rb = f (u∗).
The overall surface resistance Rc can be composed from the resistances of various
processes (e. g. Zhang et al. 2003): stomatal resistance Rst, specific resistance Rsp,i of
species i, in-canopy aerodynamic resistance Rac, resistance of the underlying ground
Rg and resistance to cuticle uptake Rcu. Evidently Rc does not exhibit an essential
dependence on flow characteristics, but may be modulated by changing temperature
and radiation. It shows strong spatial variability and can thus induce significant spatial
perturbations in the chemical system not only on small scales (for which the described
parameterizations are usually derived), but also on larger ones that are of special
interest for this study.
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4 Subgrid effects in mesoscale simulations

In this section we focus on the analysis of subgrid effects that occur in standard simu-
lations with complex chemistry transport models not treating chemical perturbations
explicitly as is common for most CTM applications. We apply the method of sequen-
tial nesting (Jakobs et al. 1995) with gradual increase of the horizontal resolution. The
expectation is that with increasing resolution more and more smaller scale structures
and processes are resolved. Comparison of results obtained with coarse and fine res-
olution can thus be used to assess the impact of unresolved eddy structures in coarser
grid simulations. As already mentioned, this approach allows for the application of
atmospheric chemistry systems in full complexity. To our knowledge all specified mod-
els that attempt to explicitly introduce chemical perturbation terms through second-
and higher-order closure have been confined to a very limited number of reactions
in the case of practical applications since information needed for defining sensible
closure assumptions for such systems is quite limited at present. The complex model
allows the separation of the chemical production/loss term and of the deposition term
of the chemical mechanism for specific species to be chosen. It also offers the possi-
bility of studying mechanisms of eddy generation in concentration distributions other
than pure turbulence that underlies the concept of the Damköhler number.

The EURAD model system has been applied taking into account only gas phase
reactions. The description of the model may be found in Memmesheimer et al. (2004).
K parameterization is employed for vertical transport calculations following Holtslag
and Nieuwstadt (1986) as described by Hass (1991). The model was applied to a
domain covering Berlin, Germany, and a photo-smog episode between 21 and 27 July
1994 was simulated (Memmesheimer et al. 1999). Calculations of ozone, NOx, PAN
and HNO3 budgets were carried out and discussed by Weber (1999) using the method
of space–time integration introduced by Memmesheimer et al. (1997). The budgets
can advantageously be employed to asses the role of chemical and dynamical subgrid
perturbations for chemical yields and deposition fluxes, in particular.

4.1 Results of simulations

Changes of chemical production/loss and dry deposition velocities of ozone, NOx,
PAN and HNO3 with increasing resolution are depicted in Fig. 2. Relative variations
are shown for easier comparison. It is evident from panel (a) that in the height range
between 80 m and 2000 m the calculated yields (of O3,PAN, HNO3) and losses (NOx)

decrease by about 20–25 % for the four analysed species when the horizontal resolu-
tion is decreased from 54 km (one grid box of the coarse resolution simulation) to 2 km
(729 grid boxes). This confirms the expected overestimation of chemical activity when
(horizontal) perturbations of concentrations are only coarsely resolved. The relative
change decreases with finer resolution indicating that a large part of the resolvable
and/or more efficient spatial fluctuations is already covered by the first nesting step. It
is briefly noted that the reduction of calculated chemical production/loss is not fully
reflected by the concentrations of the species since vertical and horizontal transport is
also modified by changing resolution. This is especially true for ozone with significant
non-local production and long lifetime. Concentrations of species that are more con-
trolled by local sources and conditions show a stronger, but also reduced response, to
increasing resolution of chemical perturbations.
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Fig. 2 (a) Relative change of
chemical production of ozone,
PAN and HNO3 and loss of
NOx with increasing
resolution. Calculated with the
EURAD model system
(Memmesheimer et al. 2004)
for the layer from about 80 m
to 2,000 m altitude. (b) The
same for the height range from
about 2,000 m to 6,500 m. (c)
Relative change of deposition
flux (thick lines) and
deposition velocity (thin lines)
of ozone, NOx and HNO3.
Berlin region, episode 21–27
July 1994
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When analysing changes of chemical yields in the lowest model layer (0–80 m) a
more complex behaviour is found for all substances, and is interpreted as an effect
of the heterogeneous emission source distribution for NO in particular. A peculiar
result not reported to date in the literature is the apparent relative increase of the
simulated chemical reaction intensity with finer resolution (starting at 18 km in this
case) above about 2,000 m, at levels mainly in the lower free troposphere (about
2,000–6,500 m, Fig. 2b). There the efficiency of chemistry ranges between only 2.5%
(O3, NOx) and 6% (PAN, HNO3) of the respective values found for the lower height
range during the studied episode. Nevertheless the systematic increase found for all
analyzed species for a grid size of less than 18 km is significant. Such behaviour may
be expected for premixed flows with positive correlation of chemical perturbations,
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i.e. positive segregation intensity. We speculate that this kind of premixing is possible
in air masses subject to long-range horizontal transport.

4.2 Discussion of chemical production/loss

In the PBL a similar relative change of simulated net chemical production or loss
(in case of NOx) is found for ozone and NOx on the one hand and PAN and HNO3
on the other hand. Regarding the Damköhler numbers (Fig. 1) one would expect
closer similarity between O3 and PAN (as is the case in the free troposphere) with
nearly identical range of chemical lifetimes, whereas HNO3 should show a behaviour
similar to an inert tracer, i.e. no change of chemical production, due to its extremely
long chemical lifetime (20 days to 11 years neglecting the removal by aerosols and
precipitation as is done in the present study; Finlayson-Pitts and Pitts 1986). These
findings point to two processes that appear to be essential for the formation of chem-
ical perturbations in addition to pure turbulence. The first one is cross-correlation of
the concentrations of reactive species in the atmosphere with complex chemistry. In
the case of O3 and NOx it can be quite strong as may be seen from the Ox concept
(Ox = O3 + NO2) of ozone chemistry. Under the anticyclonic conditions of the sim-
ulated case there is a tendency towards the conservation of Ox due to the titration by
NO (O3 + NO → NO2 + O2). This implies enhanced negative correlation of O3 and
NO2 and strong coupling of the change of chemical productivity (reduction of ozone
formation induces a reduction of NO2 and thus NOx formation).

The other process is the generation of perturbations by irregular lower boundary
conditions determined by land-use characteristics (deposition, low-level temperature
fluctuations) and surface emissions (see Eq. 3); Orography, another relevant factor, is
of minor importance for the Berlin case. The impact of boundary conditions appears
to be reflected in the similarity of net PAN and HNO3 production changes with resolu-
tion. Both species show a strong sensitivity when the drastic change of urban (54 km)
to mixed (18 km and less) land-use conditions occurs where only reduced sensitivity
to resolution refinement is found. The role of land-use changes is further discussed
below in the context of deposition.

The situation is different in the free troposphere, where NO emitted from the
ground is less active and chemical coupling between HNO3 and NO2 becomes impor-
tant. This probably causes the similarity between the relative change of net chemical
production and loss of nitric acid and NOx, respectively. The reactions are slow so that
air masses with nearly persistent concentration ratios of admixtures may be expected
as they are characteristic for premixed states. O3 and PAN show a behaviour expected
for negative segregation intensity when changing the grid size from 54 km to 18 km,
and then an increase with increasing resolution typical for premixing. The increase
is stronger than for HNO3 and NOx. We are not sure how to explain the transition
from one to the other type of mixing. It might be an artefact or an accidental result
for the specific simulated case, yet it could also be an indication of scale dependence
of mixing characteristics exhibiting predominantly positively correlated components
at shorter spatial scales and predominant negative correlation at larger scales.

4.3 Discussion of deposition

Vilá Guerau de Arellano et al. (1993a) and Kramm et al. (1995) dealing with simplified
chemical systems, namely NO–NO2–O3 and NO–NO2–O3/HNO3–NH3–NH4NO3,
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respectively, showed that turbulent dry deposition fluxes of reactive species are
modified by chemistry in the PBL. Regarding the vertical resolution (order of some
10 m) of the lowest levels of commonly employed CTMs this process cannot explicitly
be resolved and would need to be parameterised if there were a reliable method to
do so. Yet regarding the impact of horizontal irregularities on eddy deposition fluxes
the nesting method can well be used to analyse the dependence of the flux (and to
a certain degree of deposition velocity) on the scales resolved by a model. This is of
specific interest in the framework of this study since flux irregularities can be a source
of perturbations of the concentration fields of reactive species and thus contribute to
the reduction of chemical production in the PBL by macro-turbulence.

The relative change of dry eddy deposition flux is exhibited in Fig. 2c for ozone,
nitric monoxide plus dioxide and nitric acid. The variation found for PAN resembling
that of O3 is not shown since the estimated values are less reliable than for the other
gases. The major features of the difference between the different analyzed species may
be attributed to differences regarding the change of the resistance to dry deposition
of the individual compounds. Using the estimates of surface resistance for different
land types by Walcek et al. (1986) and Chang et al. (1987) for dry summer conditions
one finds high values for urban conditions (Berlin, single box, resolution of 54 km).
Increasing the resolution (first nest, 18 km) the land type will be a mixture of urban,
suburban, forest, and agriculture causing a decrease of resistance by about 50%. With
a further increase in resolution (6 and 2 km) more and more land-use categories such
as water and coniferous forest are resolved leading to a gradual increase of the average
surface resistance and thus a decrease of deposition in comparison with the 18-km
resolution. In contrast to ozone nitric acid does not experience significant surface
resistance so that the change with resolution has to be solely attributed to a change
of aerodynamic and (to a lesser extent) sublayer resistance (Ra and Rb, respectively,
in Eq. 8). In this specific case only minor changes with resolution are found when
changing from purely urban to mixed land-use conditions. The same is true for NOx,
but at a reduced level. This compound is characterized by main concentrations at night
during the episode, so that the flux is preferably controlled by nighttime resistance
conditions. These are relatively homogeneous for non-urban areas around Berlin and
allow somewhat higher fluxes than for purely urban land-use. Together with the coun-
teracting effect of aerodynamic resistance that is evident from the behaviour of the
HNO3 flux, only a slight deviation from the flux found for purely urban conditions
is obtained exhibiting minor variations with increasing resolution. The contribution
of the aerodynamic resistance to total ozone deposition resistance can be assumed to
be small (de Miguel and Bilbao 1999) since ozone is a daytime product and therefore
mainly experiences convective mixing. Nyogi et al. (2003) observed differences of
daytime and nighttime deposition velocities of ozone up to an order of magnitude,
mainly attributing this behaviour to variations of surface (canopy) resistance.

Relative changes of apparent average deposition w∗
Di are also exhibited in Fig. 2c.

They are calculated employing the relation F̄i = w∗
Dic̄i (symbols as Eq. 7, concentra-

tion averages c̄i of the lowest layer), and closely follow the curves drawn for the flux,
since the average concentrations of the studied gases only slightly vary with resolu-
tion when mixed land-use conditions prevail (decrease of ozone around 7%, decrease
of NOx and HNO3 varying from 4% after the first nesting step to 12% with 2-km
grid size). It is noted that in contrast to “apparent” deposition velocities “true” aver-
age deposition velocities would require the estimation of surface concentrations and
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extraction of the fluctuation term introduced in Eq. 7b. Our model does not provide
such data in its standard version.

Summarising the discussion we may state with reference to the simulated epi-
sode and its specific regional characteristics that three different types of responses
to scale refinement are represented in Fig. 2c: (a) a daytime type (ozone) show-
ing a pronounced sensitivity to land-use changes with varying surface resistance and
reduced efficiency of aerodynamic resistance, (b) a nighttime type (NOx)with reduced
variability of surface resistance and efficient aerodynamic resistance, (c) a low sur-
face resistance type (HNO3) predominantly controlled by aerodynamic resistance. It
remains to be seen how such a classification of deposition behaviour will work under
varying weather and land-use conditions.

A rather detailed model study of the change of the calculated vertical deposition
velocity of ozone by feeding more detailed information about the land use into a CTM
was recently carried out by Miao et al. (2006). Their results indicate a similar change
of the parameter with resolution, but of lesser magnitude, since the basic run already
exhibits higher horizontal resolution in contrast to our analysis starting with a single
coarse grid box. In addition, those authors demonstrate the dependence of the results
on meteorological conditions.

4.4 Segregation

Finally it is noted that the average deviations of the O3, PAN, HNO3 and NOx concen-
trations from those of the coarse grid simulation gradually decrease with increasing
height. The deviations become small and irregular around about 2,000 m, i.e. roughly
the top of the convective PBL. This coincides with the finding that transition from
a state with negative correlations of chemical tracer fluctuations to a premixed state
with positive correlation occurs above the mixing layer (Fig. 2a, b). As a consequence
the negative segregation intensities in the PBL tend to approach zero around the
top of the layer. The trend to a reduction of segregation in the PBL with increasing
height is in accordance with the already mentioned results of Schumann (1989) and
Vilà-Guerau de Arellano et al. (1993b). Yet, comparing the values characterizing the
state of segregation in the boundary layer for different combinations of compounds
and resolution at individual levels a rather unsystematic behaviour is found for the
simulated episode. Using, for instance, O3 and NO the segregation estimate in the
middle PBL (around −0.5) does not change much with resolution, whereas O3/NOx
and PAN/NOx reveal a change to larger negative values (about −0.4 to −0.8). This is
taken as an additional hint for an interdependence of various compounds, in particular
NOx and O3, which in this case seems to increase with grid refinement.

Based on results of LES simulations with simplified chemistry Vinuesa and Vilà-
Guerau de Arellano (2005) suggest defining effective reaction rates keff = k(1 + Sij)

(see Eq. 6) for the averaged chemical terms in Eq. 5. Considering the fact that large
chemical mechanisms such as the one used in the EURAD model lead to complex
chemical interrelationships and that our simulations do not show a clear segregation
relationship for different combinations of reactive species, it seems that a straightfor-
ward use of this attractive and, in principle, sensible parameterization of turbulent
effects is not possible in the case of macro-turbulent perturbations. Regarding the
interdependence of chemical processes a combination of different segregation inten-
sities may help to overcome this problem. More comprehensive tests, then carried out
in the framework of this study, would be needed to explore such a possibility.
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5 Concluding remarks

We have shown in the preceding section that CTM simulations can well be used to
demonstrate the role of mesoscale turbulent perturbations of atmospheric flows, and
reactive trace gases contained within such flows, for the average behaviour of the
contaminated PBL. As for smaller scale turbulence, overestimation of chemical pro-
duction/loss is obtained in the PBL due to inappropriate representation of mixing
effects in the simulated case. Other studies dealing with this effect seem to be rare
or absent. Applying the Damköhler concept (Eq. 1) beyond the range of turbulent
scales, for which it was originally developed and has exclusively been used so far, it is
found that it also holds for mesoscale turbulence. Yet a modification of the definition
of lifetimes for reactive species is required taking into account other processes influ-
encing the residence time in the PBL (e.g. deposition) besides chemistry. Two major
categories of perturbation terms have been addressed, namely purely chemical (terms
with A′B′, k′A′B′, A′B′C′, etc. after decomposition of Eq. 4) and the more commonly
discussed mixed dynamic-chemical ones (terms u′C′, etc). Emission and land-type
heterogeneities have been invoked as possible causes of the perturbations in addi-
tion to dynamical eddies. Also free tropospheric behaviour appears to be different,
pointing to specific segregation characteristics, possibly premixing on larger scales,
i. e. during long-range transport, above the PBL. As mentioned in Sect. 1 other causes
such as temporal and spatial fluctuations of the radiation field and impacts of clouds
on boundary-layer eddy effects should be addressed more comprehensively in future
studies. Methods, which could be applied, are correlation and spectral analysis as well
as sensitivity tests with parameter variation similar to ensemble modelling (Mallet
and Sportisse 2006).

The relevance of purely chemical eddy effects has been demonstrated in an indirect
way by increasing the horizontal resolution of a complex CTM in a specific domain
(Berlin). The change of deposition flux with grid box size has also been studied.
By analyzing ozone, NOx and nitric acid three different types of scale dependence
regarding the modification of deposition by changing surface properties with increas-
ing resolution could be identified, namely modifications mainly by surface resistance
(ozone), aerodynamic resistance (nitric acid) and a mixture of both (NOx). Such
differences should be reflected in respective concentration perturbations in the lower
PBL.

It is stressed that the EURAD model was applied to an intensive photo-smog
episode and a rather polluted domain. Nevertheless the results are believed to be of
general importance showing that air quality estimates derived for pollution episodes
may exhibit a significant degree of uncertainty if mesoscale chemical perturbations are
neglected. Of course, one may wonder why they are usually not addressed in model
studies going beyond basic research of this phenomenon. There are two main reasons
for this. The first one is the complexity of turbulent impacts on chemistry regarding
the considerable diversity of possible turbulent interactions in large chemical mecha-
nisms. They are difficult to handle and would require a larger number of speculative
closure assumptions. The other one is the fact that it is a tedious and in many cases
impossible task to validate simulated eddy and segregation effects in the real atmo-
sphere and their control by land-use and emission irregularities. Nevertheless more
intense research and model development is needed to cope with this deficiency in
chemistry transport modelling. A necessary next step that could not yet be done in
the framework of this study is a more rigorous use of the complex chemistry transport
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model through extension of the perturbation analysis to other trace substances, in
particular volatile organic compounds, and an extension of work to other cases with
different meteorological and geographical conditions.
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Theoretical considerations of meandering winds
in simplified conditions

Antônio G. O. Goulart · Gervásio A. Degrazia ·
Otávio C. Acevedo · Domenico Anfossi

Abstract The influence of turbulence on the meandering phenomenon is investigated. The
study, based on the three-dimensional Navier–Stokes equations, shows that when the turbulent
fluxes can be neglected an asymptotic solution results. This solution reproduces a horizontal
wind oscillation with an infinite relaxation time. When there is turbulent forcing, on the other
hand, a transition occurs to a new order, characterized by a spatial reorganization, leading to
a wind field with a well-defined direction.

Keywords Atmospheric turbulence · Meandering · Navier–Stokes equations ·
Stable boundary layer

1 Introduction

Meandering of the horizontal mean wind vector is an important and complex phenomenon
associated with turbulence in the Planetary Boundary Layer (PBL). Meandering behaviour
in low wind speed conditions is characterized by low frequency oscillations of the horizontal
wind, which are responsible for the presence of negative lobes in the observed autocorre-
lation functions (Hanna 1983; Anfossi et al. 2005). Anfossi et al. (2005) investigated in
detail the shape of the autocorrelation function under meandering conditions, showing that
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the classical formulation proposed by Frenkiel (1953) appropriately represents the obser-
vations. Recently, Oettl et al. (2005), employing the two-dimensional averaged Navier–
Stokes equations, proposed a physically based theory of meandering flow for low wind
speeds. According to this study, the meandering phenomenon appears when there is, in the
Navier–Stokes equations, an equilibrium between the Coriolis force and the horizontal pres-
sure gradient.

In this study, we present a physical derivation employing the three-dimensional
Reynolds-averaged Navier–Stokes equations for the PBL. Differently from Oettl et al. (2005)
and Anfossi et al. (2005), we investigate how the presence of turbulent forcing in the
Navier–Stokes equations modifies the structure of the meandering flow. Therefore, the aim
of this study is to employ the physical model described by the three-dimensional Navier–
Stokes equations to investigate how the existence of turbulent momentum fluxes affects the
meandering phenomenon.

2 Theoretical development

The theoretical derivation starts from the three-dimensional Reynolds-averaged Navier–
Stokes equations for the PBL. Neglecting viscosity terms, this equation describing the three
components of the mean wind can be written as (Holton 1992):
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∂y
+ w̄

∂ ū
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where ū, v̄ and w̄ denote the mean wind components in the x , y and z directions aver-
aged over some time interval, ρ̄ is the mean density, u′, v′ and w′ are the velocity fluctua-
tions, p̄ is the mean pressure, fc is the Coriolis parameter, and g is the acceleration due to
gravity.

From a mathematical point of view Eq. 1 cannot be analytically solved. However, we
assume here that all the horizontal gradients of the wind velocity components and of pressure
can be taken as constant. This simplification leads to

∂ ū
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= −a1ū + b1v̄ + d1w̄ + c1, (2a)
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The magnitude of w̄ characterizing subsidence can be as high as 0.1 m s−1 (Stull 1988), so
in fair weather conditions, the terms d1w̄ and d2w̄ are much smaller than the terms a1ū, b1v̄,
c1, a2v̄, b2ū and c2 in (2a) and (2b). Therefore, the terms containing vertical gradients of the
wind speed (d1 and d2) can be neglected. Furthermore, assuming hydrostatic balance, the
terms a3w, b3ū and d3v̄ and the vertical turbulent flux divergence terms can be neglected,
leading to:
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= −a1ū + b1v̄ + c1, (3a)
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From Eq. 3a we obtain
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and differentiating with respect to time gives,
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From Eqs. 3b and 4 we obtain
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and introducing the above expression in (5), the following results
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∂t
+ (a1a2 − b1b2) ū = a2c1 + b1c2. (6)
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Defining

B = a1 + a2, (7a)

C = (a1a2 − b1b2) , (7b)

D = a2c1 + b1c2 (7c)

we obtain

d2u

dt2 + B
du

dt
+ Cu = D (8)

Equation 8 has a known analytical solution, with three cases according to the values of the
roots r1 and r2 from the auxiliary equation r2 + Br + C = 0.

We only consider the case in which B2 − 4C < 0 that results in oscillatory behaviour, i.e.
(a1 + a2)

2 < −4b1b2. Setting r1 = −p + qi and r2 = −p − qi , where p is associated with
the horizontal flow divergence:

p = B

2
= 1

2

(
∂u

∂x
+ ∂v

∂y

)
, (9a)

q =
√−B2 + 4C

2
. (9b)

The solutions are:

ū(t) = e−pt (α1 cos (qt)+ α2 cos (qt))+ D

C
(10)

and

v̄(t) = e−pt
[−pα1 + qα2 + a1α1

b1
cos (qt)+ −pα2 − qα1 + a1α2

b1
sin (qt)

+
(

D

C

)
a1

b1
+ c1

b1

]
(11)

where

α1 = u0 − D

C
(12)

and

α2 = 1

q

[
v0b1 − (a1 − p) u0 − D

C
p + c1

]
. (13)

The analytical solutions (10) and (11) for ū(t) and v̄(t), respectively, exhibit oscillatory
characteristics similar to those associated with wind meandering. In fact, the Navier–Stokes
equations containing all information about the distinct phenomenological aspects associated
with fluid flows supply this particular solution that is capable of describing the meandering
behaviour.

If the horizontal and vertical gradients of the turbulent momentum fluxes can be disre-
garded, a scale analysis allows the derivation of the following simplifications for Eqs. 10 and
11 (Oettl et al. 2005):

ūm(t) = α1e−pt cos(qt), (14a)

v̄m(t) = −α1e−pt sin(qt). (14b)
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These equations can be written in an analytical functional form as

U (t) = α1e−pt−iqt (15)

where U (t) is the mean meandering wind velocity.
In particular, if we compute the normalized autocorrelation function of Eq. 15 we find

R(τ ) = e−pτ (cos(qτ)+ i sin(qτ)), (16)

and by taking the real part of Eq. 16, the following autocorrelation function is obtained.

R(τ ) = e−pt cos(qτ). (17)

Equation 17 presents the same functional form as the autocorrelation function proposed by
Frenkiel (1953). Anfossi et al. (2005) employed the Frenkiel (1953) classical mathemati-
cal expression to reproduce autocorrelation functions observed during meandering periods,
which presented strong negative lobes. Figure 1 shows experimental data from a dataset
obtained over flat terrain in Sweden (Anfossi et al. 2005) exhibiting meandering autocorre-
lation functions that are represented by the functional form given by Eq. 17.

The simplified solutions (14a) and (14b) can be assumed for an asymptotic situation, in
which the magnitude of the horizontal mean wind (15) is very low. As a consequence of
the zero eddy viscosity hypothesis (Oettl et al. 2005), the Navier–Stokes equations, in this
situation, can be considered as a Reynolds-stress-free equation. The meandering behaviour
described by the simplified solutions (14a) and (14b), which allow the derivation of the
Frenkiel autocorrelation function, will be called the asymptotic meandering solution. It is
interesting here to identify how the presence of turbulence in the solutions (10) and (11)
modifies the state described by the asymptotic meandering solution.

Fig. 1 Four examples of autocorrelation functions under meandering conditions. In all panels, the solid line
represents observed autocorrelation functions and the dotted line is the fitting from Frenkiel expression (Eq. 17)

Theoretical considerations of meandering winds in simplified conditions 127



3 Turbulence and meandering occurrence

To investigate the effect of the Reynolds-stress terms on the meandering phenomenon, we
consider their role in the general solutions (10) and (11). Therefore, a flux-gradient relation-
ship is employed with the horizontal turbulent momentum flux parameterized as:

u′u′ = −Km
∂ ū

∂x
, (18a)

v′v′ = −Km
∂v̄

∂y
(18b)

where Km is the eddy viscosity.
For low wind speed conditions, we assume here that all horizontal turbulent momentum

fluxes are identical (u′u′ = u′v′ = v′v′) and that ∂u/∂x = ∂v/∂y. With these assumptions
and considering Eq. 9, the parameterization for the Reynolds-stress terms can be written as:

u′u′ = u′v′ = v′v′ = −Km p. (19)

The substitution of (19) in the solutions (10) and (11) allows the investigation of the
interaction between meandering and turbulence. The parameter controlling this interaction is
the product Km p, showing that the solution behaviour depends both on the surface stability
(which determines Km) and on the horizontal wind divergence (which controls p).

Analysis of the behaviour of these solutions (Fig. 2) shows that, for very small values of
the product Km p(Km p = 10−7m2s−2 in Fig. 2) associated, for example, with very stable
conditions, the general solutions (10) and (11) are identical to the asymptotic meandering
solutions (14a) and (14b) that were derived from the Reynolds-stress-free Navier–Stokes
equation.

On the other hand, for larger values of the product Km p, the simplified solutions (14a)
and (14b) are rather distinct from the general solutions given by Eqs. 10 and 11 (Km p =
10−4 m2s−2 in Figs. 3 and 4). Thus, for the case with higher turbulent intensity, the larger

Fig. 2 Time series of velocity components u (solid line) and v (dotted line), calculated from Eqs. 10 and
11 with Km p = 10−7m2s−2, and the corresponding asymptotic meandering solutions for u (circles) and v
(triangles), from Eqs. 14a and b
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Fig. 3 Time series of u component (solid line) determined from Eq. 10, with Km p = 10−4 m2s−2 and the
corresponding asymptotic meandering solution from Eq. 14a

Fig. 4 Same as Fig. 2, but for the v component

Reynolds stress mitigates against the coincidence between the complete solutions (10) and
(11) and the asymptotic meandering solutions given by (14a) and (14b). In fact, only for
very particular cases (those when the Reynolds stress is neglectably small), can we use the
asymptotic meandering solution as a surrogate for the general solutions (10) and (11).

From the above considerations, we may conclude that under very small values of the hor-
izontal wind divergence as well as under strong stable stability, it is impossible to modify the
state of meandering characterized by a permanent oscillation with constant amplitude and
infinite relaxation time. Only under these very restrictive conditions does the meandering
phenomenon not decay, and can be described by the simplified solutions (14a), (14b) and by
Frenkiel’s relation (17).
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Fig. 5 Time series of u (solid line) and v (velocity components), determined from Eqs. 10 and 11 respectively,
with Km p = 7.5 × 10−4m2/s2

Figures 3 and 4 show that from the general solution, for initial times, the components u and
v of the horizontal mean wind exhibit an oscillatory behaviour, characterizing the meandering
phenomenon. However, for larger times, the magnitude of the horizontal velocity divergence
cannot be neglected and acts as a turbulent forcing, generating momentum fluxes that dis-
connect u (t) and v (t), breaking the oscillatory characteristic of the meandering motion and
establishing a precise direction for the mean wind, which becomes one-dimensional. Increas-
ing the turbulent forcing (given by the product Km p) even more (Km p = 7.5 × 10−4 m2s−2

in Fig. 5) attenuates rapidly the oscillatory character. Therefore, Fig. 5 shows that when the
turbulent forcing is larger, the flow converges more rapidly to a one-dimensional structure.

For a well-developed meandering phenomenon, the presence of an external turbulent forc-
ing causes the oscillatory movement to decay. This means that turbulent action provokes the
vanishing of the meandering phenomenon and the transition from non-precise to precise
mean wind direction.

4 Conclusion

The present study employs the Navier–Stokes equations to investigate the influence of the
Reynolds-stress terms on the meandering phenomenon. The analysis shows that when the
turbulent forcing can be neglected, the Navier–Stokes equations provide an asymptotic mean-
dering solution that describes a non-decaying horizontal wind oscillation. Only for this very
particular state, free of turbulent fluxes, and presenting an infinite relaxation time, can the
general solutions (10) and (11) converge to simplified solutions (14a) and (14b) and the
Frenkiel relation (Eq. 17) can be derived.

On the other hand, for increasing values of the turbulent forcing, the presence of the
horizontal Reynolds-stress terms makes the horizontal wind components u and v become
disconnected from each other, which breaks the undulating behaviour associated with the
meandering phenomenon. In fact, the general Navier–Stokes solutions given by (10) and
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(11) demonstrate that the action of turbulence transforms the geometry of the flow field. In
this case, the turbulent forcing imposes a finite relaxation time and changes a two-dimen-
sional flow to one-dimensional. This new order of the flow, generated by the turbulence, leads
to a different spatial symmetry, establishing a precise mean wind direction.

The results described here refer to a mathematical solution, which show that the presence
of turbulent stresses plays a role in destroying the oscillatory behaviour typical of meander-
ing flow. A number of simplifications are assumed, which may not allow this description to
completely apply to realistic cases. Anyhow, the general behaviour expected by the system
has been reproduced by this solution. Further developments are necessary, applying to more
general situations. The results of the present study will, therefore, serve as a first approxi-
mation, and it is expected that similar interactions between turbulence and meandering exist
even when more realistic systems are considered.
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Aerodynamic roughness of the sea surface at high winds

Vladimir N. Kudryavtsev · Vladimir K. Makin

Abstract The role of the surface roughness in the formation of the aerodynamic friction
of the water surface at high wind speeds is investigated. The study is based on a wind-over-
waves coupling theory. In this theory waves provide the surface friction velocity through the
form drag, while the energy input from the wind to waves depends on the friction velocity
and the wind speed. The wind-over-waves coupling model is extended to high wind speeds
taking into account the effect of sheltering of the short wind waves by the air-flow separation
from breaking crests of longer waves. It is suggested that the momentum and energy flux
from the wind to short waves locally vanishes if they are trapped into the separation bubble of
breaking longer waves. At short fetches, typical for laboratory conditions, and strong winds
the steep dominant wind waves break frequently and provide the major part of the total form
drag through the air-flow separation from breaking crests, and the effect of short waves on
the sea drag is suppressed. In this case the dependence of the drag coefficient on the wind
speed is much weaker than would be expected from the standard parameterization of the
roughness parameter through the Charnock relation. At long fetches, typical for the field,
waves in the spectral peak break rarely and their contribution to the air-flow separation is
weak. In this case the surface form drag is determined predominantly by the air-flow sep-
aration from breaking of the equilibrium range waves. As found at high wind speeds up to
60 m s−1 the modelled aerodynamic roughness is consistent with the Charnock relation, i.e.
there is no saturation of the sea drag. Unlike the aerodynamic roughness, the geometrical
surface roughness (height of short waves) could be saturated or even suppressed when the
wind speed exceeds 30 m s−1.
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1 Introduction

A strong local enhancement of the surface stress above breaking waves was reported in a
number of laboratory experiments (e.g., Banner and Melville 1976; Kawamura and Toba
1988; Banner 1990; Melville 1996; Giovanangeli et al. 1999; Reul et al. 1999). It has been
argued that the air-flow separation (AFS) from the crest of breaking waves is responsible for
this enhancement, which may in turn significantly contribute to the total form drag of the
wavy surface. Kudryavtsev and Makin (2001) (hereinafter KM01), and Makin and Kudryavt-
sev (2002) (hereinafter MK02) proposed a model, which takes into account the impact of the
AFS on the sea surface drag. They showed that the contribution of the AFS to the form drag
rapidly increases with the wind speed, and at wind speeds 20–25 m s−1 the AFS supports
about half of the total surface wind stress.

Wave breaking manifests itself in the form of white caps—an observable phenomenon on
the sea surface. At high wind speeds and young seas white caps are formed very intensively
that suggests that the AFS may play a dominant role in supporting the form drag of the sea
surface. Donelan et al. (2004) investigated the aerodynamic roughness of the water surface at
extreme wind speeds in laboratory conditions. They observed a saturation of the surface drag
coefficient at the wind speed exceeding 33 m s−1. As a plausible mechanism the separation
of the air flow from continually breaking wave crests was suggested to explain this fact.
A similar mechanism as the limiting regime of the form drag was also suggested by KM01.
The experimental finding by Donelan et al. (2004) is similar to that found by Powell et al.
(2003) in the open sea under hurricane wind speeds. Though both datasets indicate the satu-
ration of the drag coefficient at the wind speed above 30–35 m s−1, the physics lying behind
this phenomenon could be quite different. In laboratory conditions this phenomenon, as was
suggested by Donelan et al. (2004), could be explained by the saturation of the aerodynamic
roughness due to the air-flow separation. While in the open field, where waves are not so
short and steep as in laboratory conditions, a plausible mechanism is the impact of the sea
droplets and the foam on the air-flow dynamics. Recent theoretical studies by Makin (2005),
Bye and Jenkins (2006), and Kudryavtsev (2006) offer the physical grounds for the efficiency
of this mechanism.

An adequate description of the exchange processes at the sea surface at high wind speeds
is very important for the storm surge and the hurricane prediction. For example, the sensitiv-
ity study of the tropical cyclone model performed by Emanuel (1995) showed that cyclones
cannot attain their observed intensity with the traditional parameterizations of the surface
exchange coefficients, and to obtain that it is necessary to reduce the ratio of the drag
coefficient to the enthalpy transfer coefficient. Makin (2005) and Kudryavtsev (2006)
explored the impact of the sea droplets on the surface drag through the effect of the buoy-
ancy force on the turbulent mixing. They showed that the efficiency of such a mechanism is
sufficient to suppress the drag coefficient. However, both of these model approaches were
based on the Charnock’s parameterization of the aerodynamic roughness of the sea surface.
Deviation of the aerodynamic roughness at high wind speeds from the Charnock relation
may significantly affect the result.

The main goal of the present paper is focused on the aerodynamic roughness of the sea
surface at high wind conditions. In this context, the present study complements the study
by Makin (2005) and Kudryavtsev (2006), where the validity of the Charnock relation for
the description of the aerodynamic roughness of the sea surface at high wind conditions was
postulated. On the other hand, this study is essentially based on the KM01 and MK02 model,
which is extended here to the case of high wind conditions when the intensive breaking of
waves becomes a dominant surface feature. One may anticipate that at such conditions the
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AFS from breaking wave crests on one hand will dominate the form drag, and on the other
hand will reduce the form drag due to sheltering of some fraction of the sea surface. The latter
results from the fact that the shorter waves could be sheltered by longer waves: being trapped
in the separation bubble induced by the longer wave they do not extract momentum from the
air flow and thus locally do not contribute to the form drag. In the present paper we present
a model description of this effect and analyze its significance for high wind conditions when
the wind seas are essentially undeveloped.

2 Form drag at intensive wave breaking

In KM01 the form drag τ f of the sea surface was presented as a sum of the wave-induced
stress τw (correlation of the surface pressure with the slope of the regular streamlined wavy
surface) and the AFS stress τs , describing the action of the pressure drop on the surface slope
discontinuity that models the wave breaking front: τ f = τw + τs . The spectral density of the
form drag supported by the surface waves with the wavenumber from k to k + dk reads:

dτ f (k) = dτ 0
w(k)+ dτ 0

s (k), (1)

where the components of the form drag are

dτ 0
w(k) = cβu2∗ cos3 θk−2 B(k)dk, (2)

dτ 0
s (k) = csu2∗ cos3 θk−1�(k)dk. (3)

In these equations c, k and θ are the phase velocity, the wavenumber and its direction; u∗ is
the friction velocity; cβ is the growth rate coefficient defined as cβ = 1.5κ−1 ln(π/(kzc));
B(k) is the saturation spectrum;�(k)dk is the length of wave breaking fronts per unit area;
cs = εbγ /κ

2 ln2(εb/(kzc)) is the separation stress coefficient; κ = 0.4 is the von Karman
constant; εb = 0.5 is the characteristic steepness of the breaking wave; γ ∼ 1 taken here as
0.75 is an empirical constant relating the pressure drop in the separation bubble to the airflow
velocity; zc = z0 exp(κc/(u∗ cos θb)) is traditionally referred to as the height of the critical
layer, and z0 is the surface roughness parameter. Integration of (1) over all k at specified B(k)
and �(k) gives the total surface form drag τ f . The solution of the momentum conservation
equation

u2∗ = τ f + τv, (4)

where τv is the viscous surface stress

τv = 1

κd
ln

(
dν

z0u∗

)
u2∗, (5)

(ν is the molecular viscosity and d = 10 is the molecular sub-layer constant) provides the
drag coefficient of the sea surface. It was shown that the model results are consistent with
the observations at low and moderate wind speeds.

KM01 and MK02 restricted their analysis to low and moderate wind conditions, when the
fraction of the sea surface covered (or sheltered) by the separation bubbles is relatively small.
However, at high wind speeds this assumption may lose its validity. Let us assume that the
surface waves are quasi-monochromatic with the wavenumber kp and the probability of the
wave crest breaking Pp . Then the total length of breaking crests per unit surface is

L p ≡ �(k)dk = kp

2π
Pp. (6)
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The air flow separates from the breaking crest and reattaches to the surface on the up-wind
slope of the downwind wave, closer to its crest. Thus the individual breaking crest with the
length li shelters the area qi proportional to qi ∼ 2π/kpli , and the total fraction of the sea
surface sheltered by all breaking crests qp = ∑

qi is

qp = 2π/kp L p = Pp. (7)

The action of the pressure drop inside the separation bubble on the breaking front was already
included in the definition of the separation stress. Therefore the sheltered surface area should
be excluded from the wave-induced momentum flux, and the expression for the form drag
now reads:

τ
p
f = τ

p
s + (1 − qp)τ

p
w.

KM01 and MK02 assumed that qp � 1 and therefore the form drag is simply the sum of
τw and τs , Eq. 1. The assumption is reasonable for low and moderate wind conditions when
wave breaking occurs relatively rare, but it certainly breaks down at high and extreme wind
speeds when the intensive wave breaking becomes a dominant surface feature.

Let us consider the extreme case when slow waves with cp � u10, where u10 is the wind
speed at the reference level of 10 m height, are so steep that each of their crest breaks: Pp = 1
and qp = 1. In this case the surface stress is fully supported by the AFS: u2∗ = τ

p
s . Then,

taking into account the expression (3) for the AFS stress, and L p defined by (6) at Pp = 1,
we have the following equation for the sea-surface roughness parameter z0:

z0/h p = 1

2
exp

(
−κ

√
2π

εbγ

)
, (8)

where h p = 2εb/kp is the height of the breaking wave. At εb = 0.5 in the range of γ from
0.25 to 1 the roughness parameter varies from z0/h p = 0.03 to z0/h p = 0.1, i.e. approxi-
mately from 1/30 to 1/10 of the height of the roughness element. This estimate is consistent
with the classical empirical knowledge (Monin and Yaglom 1971).

For the real wind seas the surface waves are not narrow, and we introduce the cumulative
fraction of the sheltered surface

q(k) = 2π
∫

k1<k
cos θk−1

1 �(k1)dk1 (9)

describing the cumulative contribution of breaking wind waves to the sheltered zones.
We suggest that there is a cascade sheltering, i.e. the AFS from the breaking crest of longer
waves shelters the shorter waves and thus prevents the wave-induced momentum flux to these
shorter waves that are trapped in the sheltered zone. In terms of the cumulative fraction of
the sheltered surface, the wave-induced component of the form drag can be written as:

dτw(k) = (1 − q(k))dτ 0
w(k), (10)

where dτ 0
w(k) is the wave-induced momentum flux described by (2).

One may anticipate that at high wind speeds, when the wave breaking of waves of different
scales is strongly intensified, the AFS from the long breaking waves may shelter the shorter
breaking waves. In other words, there is an overlapping of the sheltered area generated by
the AFS from the breaking crest of different wave scales. This may lead to the fact that
the fraction of the sheltered zones will be more than unity q(k) > 1 at some wavenumber
exceeding a threshold value k > ko, where ko is the overlapping wavenumber defined as the
solution of the equation q(ko) = 1. Precise description of the statistics of the overlapping
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sheltered areas is out of the scope of the present study. Instead, in order to take into account
this effect on a qualitative level, we simply assumed that the AFS from the breaking crest of
waves with the wavenumber k > ko do not contribute to the total AFS stress τs since their
separation bubbles are absorbed by the separation bubbles induced by longer waves. Thus
the AFS stress can be written as

dτs(k) = h(ko − k)dτ 0
s (k), (11)

where dτ 0
s (k) is the AFS stress described by (3), and h(x) is the Heaviside step-function:

h(x) = 0 at x < 0 and h(x) = 1 at x > 0.

3 Surface drag

The experiment by Reul et al. (1999) revealed the intensive vortex inside the separation bub-
ble that produces near the surface a counter flow with the velocity of about 20% of the wind
velocity in the free stream. This presumes that contrary to the “regular surface”, the viscous
surface stress inside the sheltered area could be negative. However, taking into account that
the stress is proportional to the square of the wind speed, we shall ignore this negative contri-
bution, which is small (of order 0.04q) relative to the non-separated fraction of the surface.
Therefore, the total surface stress in the case of intensive wave breaking at high wind speeds
reads ∫

(1 − q(k))dτ 0
w(k)+

∫
k<kb

h(ko − k)dτ 0
s (k)+ (1 − q(kb))τν = u2∗, (12)

where kb � 2π/0.15 rad m−1 is the wavenumber of the shortest breaking wave, which
provides the AFS. As discussed by KM01, the generation of parasitic capillaries by shorter
breaking waves prevents the air-flow separation. Notice, that q in (12) is limited by the
value 1, i.e. q(k) = min(q(k), 1). If q(kb) � 1 the model described by KM01 is retrieved.

To complete the problem one needs to define �(k) describing the length of the wave
breaking front. In the equilibrium range of the spectrum, KM01 defined this quantity follow-
ing the approach proposed by Phillips (1985). The quantity�(k) defines the spectral energy
loss D(k) due to wave breaking

D(k) = bg−1c5�(k), (13)

where b is an empirical constant of order b ∼ 10−1 − 10−2 (see, for example, references in
KM01, and the discussion by Babanin and Young (2005) for more details; we mention here
that the exact value of b is not important for the present study as b appears in the expression
for the separation stress, Eq. 20 below in the text, in combination with other constants, and
only their combined value is relevant for the model results). Since in the equilibrium range
D is proportional to the wind energy input I (k)

D(k) ∼ I (k) = βωgk−4 B(k) (14)

then, combining (13) and (14), the following equation for �(k) is obtained

�(k) ∼ b−1βk−1 B(k). (15)

In developed seas, the main contribution to the total length of wave breaking fronts comes
from the shortest breaking waves (Phillips 1985), and the role of dominant waves (waves
in the spectral peak) in supporting the form drag is negligible (see KM01 for more details).
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The present study is focused on high wind conditions, when wind seas are most likely undev-
eloped. MK02 gave an estimate of the impact of the AFS from the dominant waves on the sea
drag for young seas. Adopting the threshold level approach proposed by Longuet-Higgins
(1957), they found quite a strong effect of the AFS from dominant breaking waves on the sea
drag, the impact being stronger the younger (and thus the steeper) are the seas. However, as
found by Makin et al. (2004), the threshold approach is not universal, at least if the threshold
value for the breaking wave steepness is assumed to be a universal constant.

In order to avoid an uncertainty with a choice of the threshold level, we shall define here
�(k) for the dominant waves in the manner similar to the equilibrium range. In stationary
conditions, the energy balance equation for developing wind waves reads (e.g., Komen et al.
1994):

cg
∂

∂x
E(k) = N (k)+ I (k)− D(k), (16)

where E(k) is the wave energy spectral density, N (k), I (k), D(k) are the energy sinks
describing the non-linear four-wave interactions, wind energy input and dissipation due to
wave breaking. As a well established fact (Komen et al. 1994), we note that the non-linear
wave interactions (term N on the right-hand-side of (16)) provides the development of wind
seas, i.e. the shifting of the spectral peak towards the low frequency with the increasing
fetch. Therefore, in the vicinity of the spectral peak the energy balance Eq. 16 could be
approximately reduced to

cg
∂

∂x
E(k) � N (k). (17)

Then, in the vicinity of the peak, the wind energy input and dissipation due to wave breaking
should be also balanced, at least in the order of magnitude

I (k) � D(k) (18)

(see Komen et al. (1994), their Figure 3.9). Referring to (14) and (18), we may expect that
the expression for �(k) in the spectral peak domain should have the same form (15) as for
the equilibrium range. Thus we suggest that the spectral density of wave breaking fronts is
defined by (15) in the full spectral range. Note, that the length of breaking fronts plays a
crucial role in the present study defining both the sheltered area (9) and the separation stress
(3). The validity of the adopted parameterization is restricted most likely by moderate wind
speeds (< 20 m s−1), and is questionable for strong or hurricane wind speeds. According to
(15), in the equilibrium range of the wave spectrum �(k) is a growing function of the wind
speed, which at very high wind speeds should inevitably be saturated. From dimensional
reasoning the length of breaking fronts should be saturated at

�(k) ∼ k−1. (19)

On the other hand, at very strong wind speeds generated foam and spume droplets result in
the fact that the near surface layer becomes a two-phase “liquid”, whose properties (e.g., den-
sity), differ significantly from the air. The interaction of this two-phase “liquid” with waves
as well as the formation of the wave-induced and separation stress are not investigated so far.
We leave these problems beyond the scope of the present study, relying on that extrapolation
of (15) to high wind speeds will give the right trend in model results.

With the use of (15) Eq. 3 can be rewritten as

dτ 0
s (k) = csb−1u2∗ cos3 θk−2β(k)B(k)dk. (20)
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Thus, the equation for the sea surface drag (12) is the governing equation of the model,
where the spectral density of the wave-induced dτ 0

w(k) and separation dτ 0
w(k) stress is defined

by (2) and (20) correspondingly. The effect of the surface sheltering on the wave-induced and
separation stress is taken into account through the cumulative sheltered area q(k) defined by
(9) and the Heaviside function h(ko −k) centered around the wavenumber ko and determined
as a solution of the equation q(k0) = 1.

In this paper, as well as in KM01 and MK02, the saturation spectrum is defined as a sum
B(k) = Bp(k) + Beq(k) of the dominant wave spectrum Bp(k) with the shape proposed
by Donelan et al. (1985), and the equilibrium spectrum Beq(k) with the shape proposed by
Kudryavtsev et al. (1999)

Beq(k) = α

[
βν(k)+ (β2

ν (k)+ 4Ipc/α)
1/2

2

]1/n

, (21)

where Ipc is the rate of the parasitic capillaries generation (which is vanished at
k < 2(g/T )1/2; T is the surface tension), βν = β−4νk2/ω is the effective wave growth rate,
which is the difference between the wind wave growth rate and the rate of viscous dissipation,
α and n are the spectral parameters defined here as reported in Kudryavtsev et al. (2003) after
the wave spectrum validation against the radar data. Similar to the wave-induced momentum
flux we suggest that there is no wind energy input to short waves inside the sheltered area,
i.e. the wind wave growth rate defining the shape of the spectrum (21) is

β(k) = cβ [1 − q(k)](u∗/c)2 exp(−ϕ2). (22)

If for some scale of short waves q(k) = 1, i.e. they are totally covered by separation bubbles
induced by longer waves, the wind energy flux to these waves vanishes, and thus their energy
also vanishes. This corresponds to the suggestion by Donelan et al. (2004) that at high wind
speeds the outer flow separating from continually breaking waves does not “see” the troughs
of the long waves and is unable to generate small-scale roughness there.

4 Model results

4.1 Comparison with the laboratory experiment

Donelan et al. (2004) investigated in laboratory conditions the sea-surface drag at very high
wind speeds. They found that the drag coefficient at wind speeds exceeding 30 m s−1 reaches
saturation. The separation of the air flow from continually breaking dominant waves was
suggested as the most plausible mechanism explaining this effect. The Donelan et al. (2004)
experiment is simulated here by using the model described above.

The model wind speed dependence of the drag coefficient Cd10 = u2∗/u2
10 is shown in Fig.

1a. The calculation of Cd10 for infinite fetch is also shown. The wind speed dependence of
Cd10 below and above 20 m s−1 is quite different for limited and infinite fetch. For limited
fetch the drag coefficient has a tendency for saturation, while for infinite fetch it continues
to increase linearly. The model calculation of Cd10 for limited fetch without accounting for
the effect of sheltering is given in Fig. 1a by the dashed line. As expected the exclusion
of this effect results in the overestimation of Cd10. Sheltering leads to the suppression of
the surface drag. Model calculations are close to laboratory measurements by Donelan et al.
(2004), their Fig. 2, that are shown in Fig. 1a by open circles (momentum budget method) and
diamonds (Reynolds stress method). Though a systematic shift between the measurements
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Fig. 1 (a) Drag coefficient Cd10 versus wind speed u10. Solid line, full model, limited fetch 10 m; dashed
line, limited fetch 10 m, sheltering is switched off; dashed-dotted line, full model, infinite fetch. Laboratory
measurements by Donelan et al. (2004) compiled from their Fig. 2 are shown by open circles (momentum
budget method) and diamonds (Reynolds stress method) (b) Stress partitioning versus wind speed u10. Solid
line, stress due to separation; dashed line, wave-induced stress; dashed-dotted, viscous stress

and the model results is clearly observed, on the whole the model reproduces correctly
a saturation trend in the distribution of Cd10 at high wind speeds. We may consider this
model result as an analogue of the Cd10 saturation at high wind speeds revealed by Donelan
et al. (2004) and interpret it as a result of the air-flow separation from continually breaking
waves. The contribution of different components of the surface stress (viscous, wave-induced,
and AFS) to the total stress is shown in Fig. 1b. At low wind speed u10 < 5 m s−1 the viscous
stress τν dominates the stress, while at moderate wind speed of 5 < u10 < 15 m s−1 that is
the wave-induced stress τw . At higher wind speeds the impact of the AFS strongly increases,
and at u10 > 25 m s−1 separation plays the crucial role in supporting stress providing the
major part of the total stress (stresses in Fig. 1b are normalized on u2∗, so that the total stress
equals 1). This model result once again supports the suggestion by Donelan et al. (2004) that
the separation from breaking waves leads to the saturation of the drag coefficient.

The role of sheltering by the AFS is further explained by Fig. 2, which shows the wind
speed dependence of the total sheltered area q(kb) and the cumulative sheltered area q(k).
The total sheltered area is strongly wind speed dependent. At u10 > 30 m s−1 the AFS from
breaking waves of different scales covers more than 75% of the surface area. As follows
from Fig. 2b the most part of the sheltered area is produced by the AFS from waves of the
spectral peak (the wavenumber of the spectral peak kp for the corresponding wind speed
is shown by vertical dashed lines, the lowest wavenumber corresponds to the highest wind
speed). At highest wind speed the AFS from the spectral peak quenches the form drag from
shorter scales for both the wave-induced and the AFS component, and thus is responsible for
the total surface stress.

Donelan et al. (2004) investigated also the C-band (5.3 GHz) radar scattering for HH and
VV polarizations at high wind speeds. Their measurements for HH polarization are shown
in Fig. 3a by open circles (the signal at VV polarization is very similar to HH and thus
not shown here). Note that the measured values of the radar cross-section are multiplied by
the factor 2.2 × 10−2 to fit the plot for the saturation spectrum. As it follows from this plot,
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Fig. 3 (a) Wind speed dependence of the saturation spectrum in the wind direction at the C-band Bragg
wavenumber. Solid line, full model; dashed line, sheltering is switched off. Open circles are measurements of
the C-band radar cross section for HH polarization compiled from Donelan et al. (2004), their Fig. 5. Notice,
that the measured values of the radar cross section are multiplied by factor 2.2 × 10−2. (b) Spectral shape of
the wave spectrum at u10 = 30 m s−1. Solid line, full model; dashed line, sheltering is switched off

the radar signal associated with the geometric roughness of the centimetric waves reaches the
maximum at the wind speed where the drag coefficient reaches the saturation level, and then
decreases with the increase in the wind speed. As suggested, at very high wind speeds the
air flow separating from continually breaking dominant wave crests no longer “sees” the
troughs of these waves, and thus does not generate the small-scale roughness there, reducing
the overall microwave reflectivity.

Qualitatively this mechanism is included in the wave spectrum model (21) through the
reduction of the wind wave growth rate according to (22) due to sheltering by the AFS from
dominant waves. Figure 3b illustrates the significance of the impact of the sheltering effect
on the shape of the wave spectrum for laboratory conditions at u10 = 30 m s−1. First, we
note that the growth rate cβ depends on the aerodynamic roughness z0 of the sea surface (see
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notation for cβ in the text below Eq. 2). This is because the wind wave growth rate at the
wavenumber k is proportional to the wind velocity squared at z = π/k relative to the phase
velocity. Therefore, the larger is z0 the smaller is the growth rate. The dashed line in Fig. 3b
shows the spectral shape when the effect of sheltering is not taken into account. The spectral
gap in the vicinity of k ∼ (g/T )1/2 is caused by the weak wind energy input due to the high
aerodynamic surface roughness (see Fig. 1a, dashed line). On the contrary, in the capillary
range the spectral density does not vanish since these waves are parasitic capillaries, i.e. they
are not dependent on the direct wind energy input to this spectral range. The solid line in
Fig. 3b shows the spectral shape resulting from the full model. There is a dual effect of the
AFS sheltering on the wave spectrum. On one hand it reduces the aerodynamic roughness
(compare the solid and dashed lines in Fig. 1a) and thus the growth rate coefficient cβ is
increased. As a result the spectral gap at k ∼ (g/T )1/2 is less pronounced. On the other
hand sheltering of short waves by the AFS from breaking crests of longer waves decreases
the effective growth rate that results in the reduction of the spectral level of short waves.

Figure 3a shows the wind speed dependence of the up-wind spectral level at the Bragg
wavenumber (5.3 GHz) corresponding to the radar measurements by Donelan et al. (2004).
Similar to observations, the spectrum of Bragg waves reaches maximum at 25 m s−1 and then
decreases with increasing wind speed. This is because sheltering of the short Bragg wave
by the AFS from breaking crests of longer waves decreases the effective growth rate of the
Bragg wave and that results in the reduction of its spectral level. When sheltering is switched
off the spectral level is considerably overestimated.

4.2 Aerodynamic and geometrical roughness at high winds

The experimental data and the model simulations indicate that the AFS from continually
breaking dominant waves can be considered as a plausible mechanism explaining the satura-
tion of the surface drag coefficient at high wind speeds. A question arises however as to how
this mechanism works in real field conditions characterized by much longer fetches than in the
laboratory? And can it explain a similar saturation and further reduction of the drag coefficient
with increasing of the wind speed revealed by Powell et al. (2003) in tropical cyclones?

Figure 4 shows the model calculation of Cd10 (in terms of the Charnock parameter
α = z0g/u2∗) in a wide range of fetch from approximately 1m to 106 m and the wind speed
from 10 m s−1 to 50 m s−1. In the range of fetch of practical interest (X > 103 m) and at the
wind speed u10 > 20 m s−1 the model Charnock parameter appears to be almost independent
of the fetch and the wind speed and approximately equal to α = 0.014. At short fetches
typical for the laboratory conditions α is considerably reduced. This regime of the air flow
and the water surface interaction is described in the previous section.

Independence of α from the fetch and the wind speed in the range of long fetches is a sur-
prising fact. To obtain a deeper insight, the contribution of different stress components to the
total surface stress and the cumulative contribution of breaking wind waves to the sheltered
area for various wind speeds at fetch 105 m are shown in Fig. 5. Unlike laboratory conditions,
the separation stress τs and the wave-induced momentum flux τw contribute equally to the
total stress at high wind speeds. Moreover, as follows from Fig. 5b, unlike very short fetches
the dominant waves in this case do not contribute significantly to the sheltered area and to
the AFS stress. At X > 103 m breaking of waves from the equilibrium range produces most
of the AFS, and since they extract also most of the wave-induced momentum flux, we may
conclude that the self-consistent interaction of the air flow with the equilibrium range of
wind waves totally defines the form drag of the sea surface, in close relation to the Char-
nock prediction. No saturation or levelling off of Cd10 (or suppression of the aerodynamic
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Fig. 4 Charnock parameter
z0g/u2∗ versus fetch. Thin solid
line, u10 = 10 m s−1; dotted
line, u10 = 20 m s−1;
dashed-dotted line, u10 = 30 m
s−1; dashed line, u10 = 40 m
s−1; solid line, u10 = 50 m s−1
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Fig. 5 (a) Stress partitioning versus wind speed. Solid line, stress due to separation; dashed line, wave-
induced stress; dashed-dotted line, viscous stress. (b) Wind speed dependence of cumulative sheltered area
q(k). Dashed lines, the wavenumber of the spectral peak k p for the corresponding wind speed, the lowest
wavenumber corresponds to the highest wind speed. Fetch 105 m

roughness) is to be anticipated at high wind speeds if the wind fetch is long enough. Most
probable that other mechanisms such as spray effects are responsible for the reduction of the
drag coefficient in the field as observed by Powell et al. (2003) and showed by Makin (2005)
and Kudryavtsev (2006).

Figure 6a shows a behaviour of the geometrical surface roughness, which is related to the
saturation spectrum in the wind direction at the Bragg wavenumber in C- and L-band radar
signals at high wind speeds. Unlike the aerodynamic roughness, the geometrical surface
roughness demonstrates the apparent saturation around u10 � 30 m s−1 with the follow-
ing suppression (in C-band) at higher wind speeds. This behaviour is very similar to that
revealed in laboratory conditions by Donelan et al. (2004) (compare with their Fig. 5).
A physical mechanism leading to this behaviour is sheltering of short waves by the AFS
from breaking longer waves. The sheltered area for C- and L-band roughness is shown in
Fig. 6b. At highest wind speeds the sheltered area reaches 70% of the sea surface. According
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Fig. 6 (a) Wind speed dependence of the saturation spectrum in the wind direction at the Bragg wavenumber.
Solid line, radar C-band (wavelength 0.06m), full model; dashed line, the same but sheltering is switched off;
Dashed-dotted line, radar L-band (wavelength 0.20m); dotted line, the same but sheltering is switched off.
(b) Wind speed dependence of the total sheltered area q(kb). Solid line, radar C-band; dashed-dotted line,
L-band. Fetch 105 m

to the model, inside these areas the wind energy input to the short waves is suppressed, and
thus their spectrum level is reduced. The model calculations of the wave spectral level without
accounting for the sheltering effect are shown in Fig. 6a and demonstrate the significance of
this mechanism.

Notice, that levelling off of the C-band radar signal at high wind speeds in the field condi-
tions was revealed by Donnelly et al. (1999). This effect is included in the improved empirical
ocean C-band backscatter model CMOD-5 (Hersbach 2003). Though the mechanism of radar
scattering at high wind speeds is more complicated than the Bragg scattering model predic-
tion (see, e.g., the discussion by Kudryavtsev et al. (2003) on the effect of wave breaking),
our results clearly indicate that the effect of levelling off of the radar backscatter at high
wind speeds results from the suppression of the geometrical surface roughness, and there
is no need to invoke the suppression of the aerodynamic surface roughness to explain this
phenomenon.

5 Conclusion

The current understanding of the physical processes at the sea surface at extreme wind con-
ditions is based on few experiments performed in the field (Powell et al. 2003) and in the
laboratory (Donelan et al. 2004). In both the saturation of the sea surface drag coefficient
Cd10 at very high wind speeds was revealed. One theoretical attempt to investigate this prob-
lem is based on the description of the sea droplets impact on the turbulent momentum flux
and thus on the sea drag and was performed by Makin (2005), Bye and Jenkins (2006) and
Kudryavtsev (2006). Though these studies showed strong potential ability of this mechanism
in levelling off and further reduction of the drag coefficient at high wind speeds, the question
remains what is the role of the surface roughness in the aerodynamic friction of the ocean
surface at high wind speeds.

In this context, the laboratory study by Donelan et al. (2004) provides a good opportunity
to answer this question. As concluded by Donelan et al. (2004) the saturation of the drag
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coefficient in laboratory conditions could be explained by the saturation of the aerodynamic
roughness due to the air flow separation from continually breaking waves. The role of water
droplets in that study was not investigated (only the presence of droplets at highest winds
was mentioned). However, one may anticipate that the impact of droplets on the air-flow
dynamics at short fetches should be much weaker than in real field conditions, as (i) the
range of breaking waves generating spume droplets is quite narrow (in laboratory conditions
at highest wind speed the dominant wavelength was about 0.8 m) and thus the concentration
of water droplets should be significantly lower that in field conditions, and (ii) generation
of the vertical spread of the droplets and their possible influence on turbulence is confined
to the internal boundary layer, which depth is about 3% of the fetch. So, the air flow with
suspended droplets in laboratory conditions strongly differs from the air flow above ocean
waves, where droplets can be transported by turbulence far away from the surface and thus
strongly affecting the dynamics of the boundary layer.

In this paper based on the model developed by KM01 and MK02 we have investigated
the effect of the surface roughness on the surface drag at high wind speeds. In the model,
wind waves and the atmospheric boundary layer represent a coupled system. Waves provide
the surface friction velocity through the form drag, while the energy input from the wind to
waves depends on the friction velocity and the wind speed. Here, we extended the model
to high wind speeds taking into account the effect of sheltering of short wind waves by the
AFS from breaking crests of longer waves. It is suggested that the momentum and energy
flux from the wind to short waves, which are trapped into the separation bubble of breaking
longer waves, is locally vanished. On one hand, this leads to the reduction of the form drag
due to the exclusion of contributions from these areas to the form drag supported by these
short waves through the wave-induced momentum flux. On the other hand, in these sheltered
areas the short waves do not receive energy from the wind and that reduces the wind wave
growth rate, which defines the shape of the wave spectrum.

At short fetches, typical for laboratory conditions, and strong wind speeds steep dominant
wind waves break very frequently and provide the major part of the total form drag through
the AFS from breaking crests. At u10 > 30 m s−1 this contribution attains 90%, so that the
effect of the short waves on the drag coefficient Cd10 is considerably suppressed. This is a
limiting regime when the aerodynamic roughness at short fetches is defined by the height of
the dominant waves. In this case, the dependence of the drag coefficient on the wind speed
is much weaker than would be anticipated from the standard parameterization of the rough-
ness scale through the Charnock relation. This result is similar to the saturation of the drag
coefficient at u10 > 30 m s−1 revealed experimentally by Donelan et al. (2004). According to
the model, sheltering of the surface by the AFS from the dominant breaking waves prevents the
energy flux to short waves, which in turn restrains their wind growth rate and leads to the
reduction of the spectral level of the wave spectrum at the wind speed u10 > 30 m s−1. This
phenomenon was also found by Donelan et al. (2004) in the signature of radar measurements.

At long fetches representing the field conditions the spectral contribution of the wave com-
ponents to the form drag is significantly changed as compared to the short fetches. Unlike
the laboratory condition, waves of the spectral peak in the field are not so steep, thus they
break rarely and their contribution to the AFS is weak. In this case, the surface form drag is
determined predominantly by the AFS from breaking of the equilibrium range waves. Since
the wave-induced momentum flux is supported to a large extent also by these waves, the
aerodynamic roughness at high wind conditions becomes independent from the fetch and the
wind speed. As shown, at high wind speeds up to 60 m s−1 the model aerodynamic roughness
is consistent with the Charnock relation, i.e. no saturation of Cd10 at high wind speeds can be
explained by this mechanism if the fetch is long enough. Unlike the aerodynamic roughness,
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the geometrical surface roughness (height of short wind waves) could be saturated or even
suppressed when the wind speed exceeds 30 m s−1. The effect is similar to that occurring
at short fetches, and its origin is sheltering by the AFS from longer breaking waves that
restraints the short wave growth rate. This mechanism can explain the effect of saturation
of the C-band radar backscatter at high wind speeds found by Donnelly et al. (1999) in the
field, which is adopted in the empirical geophysical backscatter model CMOD-5 (Hersbach
2003).
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Modelling dust distributions in the atmospheric
boundary layer on Mars
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Abstract A time and height dependent eddy diffusion model is used to investigate
possible scenarios for the size distribution of dust in the lower atmosphere of Mars.
The dust is assumed to either have been advected from a distant source or to have
originated locally. In the former case, the atmosphere is assumed to initially contain
dust particles with sizes following a modified gamma distribution. Larger particles
are deposited relatively rapidly while small particles are well mixed up to the maxi-
mum height of the afternoon boundary layer and are deposited more slowly. In other
cases, a parameterization of the dust source at the surface is proposed. Model results
show that smaller particles are rapidly mixed within the Martian boundary layer,
while larger particles (r > 10µm) are concentrated near the ground with a stronger
diurnal cycle. In all simulations we assume that the initial concentration or surface
source depend on a modified gamma function distribution. For small particles (cross-
sectional area weighted mean radius, reff = 1.6µm) distributions retain essentially
the same form, though with variations in the mean and variance of the area-weighted
radius, and the gamma function can be used to represent the particle size distribution
reasonably well at most heights within the boundary layer. In the case of a surface
source of larger particles (mean radius 50µm) the modified gamma function does not
fit the resulting particle size distribution. All results are normalised by a scaling factor
that can be adjusted to correspond to an optical depth for assumed particle optical
scattering properties.
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1 Introduction

Phoenix, a project led by Professor Peter Smith of the University of Arizona and
the first NASA Scout mission, will be launched in August 2007 and should land on
Mars at approximately 70◦ N in May 2008, during local summer. An important com-
ponent of the instrumentation will be a vertically pointing, dual wavelength (532 nm
and 1,064 nm) lidar, provided by the Canadian Space Agency and built by MDA
Space Missions and Optech Inc.. Members of the Canadian Science team at York
and Dalhousie Universities will be responsible for planning lidar activities and the
interpretation of the data. Other members of the Canadian Phoenix Science team
have been involved in dust, aerosol and cloud modelling.

The present paper describes a relatively simple, one-dimensional, unsteady eddy
diffusion model for dust and presents results for sample dust scenarios. These can be
used to study possible size and height distributions of dust in the Martian boundary
layer and are being used, in conjunction with the Dalhousie lidar model, in refining
lidar operational specifications and in developing data analysis strategies for the Phoe-
nix mission. After landing in May 2008, Phoenix measurements of lidar backscatter
from dust should allow us to determine boundary-layer dust layering and boundary-
layer depth, as it does on Earth (Stull 1988), and in conditions without heavy dust
loading it should be able to provide information on water ice clouds.

The atmosphere of Mars is somewhat different from that on Earth with the biggest
difference being much lower near-surface air density (0.01−0.02 kg m−3) and pressure
(6–12 hPa). Surface pressures depend strongly on surface elevation and season, since
there are large elevation differences relative to the zero geopotential level (of order
±10 km) and because part of the CO2 atmosphere freezes out at the poles in win-
ter. Larsen et al. (2002) has argued, based on Viking and Mars Pathfinder data, that
despite these differences the atmospheric boundary layers of Earth and Mars obey
the same scaling laws, including Monin–Obukhov similarity. Despite a lower solar
constant (≈590 Wm−2), the much reduced heat capacity of the air leads to a relatively
large diurnal cycle of near-surface temperature (maybe from −80◦ C to −10◦ C at the
potential Phoenix landing sites). Such large surface temperature variations suggest
the possibility of a relatively deep afternoon convective boundary layer, but it should
be remembered that water vapour plays a smaller role in Martian meteorology than
on Earth and deep convection associated with latent heat release and cumulous clouds
is absent. Dust and clouds can play a significant role in the radiative heat budget (see,
for example, Korablev et al. 2005) and improving our knowledge of their vertical
distribution is a key component of the Phoenix meteorological mission.

The turbulence mechanisms and aeolian processes by which small particles of dust,
sand and snow are lifted from the surface and suspended in the air have been stud-
ied on Earth for many years—see, for example, Bagnold (1941) and Shao (2000)
and there has been considerable research on dust storms and dust devils on Mars
(e.g., Toigo et al. 2003; Pankine and Ingersoll 2004). Dust-related processes are not
fully understood, but models exist for both saltation (bouncing near the surface) and
suspension modes. Recent field studies on Earth include the 2001 Aerosol Character-
ization Experiment, ACE-Asia (Hong et al. 2004) where lidar profile measurements
of dust emanating from Asia were made from Jeju Island, Korea, and the Bodélé Field
Experiment (BoDEx 2005, see Washington et al. 2006) in the Sahara.

When modelling the distribution of suspended particles an eddy diffusion
approach is often adopted (e.g., Xiao and Taylor 2002) but Lagrangian simulation
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(Taylor et al. 2002) and large-eddy simulation approaches are also used (see Shao
2000). In the present study we will use a simple eddy diffusivity approach, but we
are fully aware of its limitations. Time and height dependent eddy diffusivities are
obtained from a separate, uncoupled boundary-layer dynamics model. This is appro-
priate for light dust loading but coupling of the boundary-layer and dust models to
include radiative effects of the predicted dust distribution is planned in the future.

At and close to the surface the situation is complex since particles interact with the
surface in several different ways. The saltation process allows for an airborne particle
to strike the surface and bounce back into the air, and/or to transfer its energy to other
particles initially lying on the surface so that they are ejected into the air (saltation
bombardment or sandblasting). This is especially important for small particles where
there are large cohesive forces to be overcome in order to lift them from the surface.
Well above the surface the time scales of turbulence are generally large compared to
the inertial time scale of the particle (|wp/g|, where wp is the particle settling velocity
and g is gravitational acceleration) and particles can be considered to be following
the turbulent motions in the air but with a superimposed settling velocity. Near the
surface (say in the lowest few metres) the particle inertial time scale and the time
scale of the turbulent eddies can be similar and particle inertia may need to be taken
into account (see Taylor et al. 2002). We have not included these near-surface effects,
and will focus on heights, z > 1 m above the local surface—assuming that the lidar
will be mounted at about that level, and that analysis of lidar returns will only start at
ranges of about 50 m.

In addition to particles being raised from the surface due to surface wind shear
stress in sustained high wind situations there is also a strong possibility that, in highly
convective conditions, dust devils (Rennó et al. 2000) and convective plumes may
provide an important mechanism for lifting particles and distributing them through
the boundary layer. In this paper our focus is on the time and height variations of the
particle size distribution of dust in the boundary layer and we choose to use a simple
one-dimensional unsteady model in which surface wind shear stress is the only dust
lifting mechanism represented. Lifting due to dust devils could be the source of an
initial distribution and may be included explicitly in future studies (c.f. Newman et al.
2002a). They are however intermittent and very localised sources, and are not readily
represented even in a three-dimensional model.

A significant uncertainty is the source of the dust at a particular location. Has it
been lifted from the surface nearby or has it been advected over long distances from
a remote source region? The latter is often assumed to be the case for major dust
storms on Mars (Newman et al. 2002 a, b). Small (of order 1µm radius) particles have
low settling velocities (100 m sol−1) and if mixed to large heights (10 km) can travel
long distances, even without sustained turbulence maintaining them in suspension.
Some authors, in particular Murphy et al. (1990), have simulated the decay of dust
storms, assuming an initial distribution (by particle size and height) of dust, and dry
deposition to the surface.

Our model is one dimensional, and so strictly speaking applies to situations that
are completely horizontally homogeneous. We can however note that, in the absence
of radiative coupling, the dust dispersion equation (the 3-D version of Eq. (5) below)
is linear in N and with appropriate horizontal boundary conditions can be used to rep-
resent the height and time variation of horizontal average dust concentrations. Our
dust computations will generally run for about 15 or 30 Martian days (sols) to produce
a relatively regular diurnal cycle except for some residual amplitude variations due to
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net emission or removal of dust at the surface. The proposed landing sites for Phoenix
are relatively homogeneous but high wind storm events are unlikely to be sustained in
the same location for 15 or 30 sols. We can, however, envisage the results as approxi-
mately representing a Lagrangian column moving with a strong wind region, or a high
dust concentration area. The primary aim is to explore a range of dust situations that
may be encountered during the Phoenix mission. We are also collaborating with the
Mars general circulation model group at York University with a view to incorporating
similar, though lower resolution, dust treatment in the models developed by Moudden
and McConnell (2005).

At the present time we have not linked our dynamics and dust models, and so
cannot include the feedback effects associated with the radiative impacts of dust.
The present cases can be viewed as an initial study, most appropriate for low dust
concentrations and low optical depths.

2 Settling velocity

The settling velocity for a dust particle, wp, is a function of particle and air densities
(ρd, ρa), size and shape, gravitational acceleration (g) and properties of the fluid within
which it is falling. The Stokes settling velocity, appropriate to small spherical particles
of radius r, with low Reynolds number, is

ws = 2 gr2(ρd/ρa)/(9ν) = 2 gr2ρd/(9η), (1)

where η and ν(= η/ρa) are the molecular dynamic and kinematic viscosities for CO2
respectively. Since η is generally independent of air density the second form of Eq. (1)
suggests the use of a constant ws for particles of a given size. For low Reynolds
number, this gives Stokes settling velocities ranging, on Mars, from approximately
0.0002 − 0.2 m s−1 for spherical particles with radius from 1 to 30 µm, if we take
η = 1.0 × 10−5 kg m−1 s−1 as a value appropriate to about 200 K, g = 3.72 m s−2 and
dust particle density ρd = 2.5×103 kg m−3. The value of η given above is based on the
use of Sutherland’s formula (see Chapman and Cowling 1964) with η = 1.38×10−5 kg
m−1 s−1 at T = 273 K.

For small particles and low air densities however the Cunningham slip-flow correc-
tion leads to significant increases in settling velocity above that predicted by Eq. (1)
that need to be considered for dust on Mars. The Cunningham correction arises when
the particle size is comparable to the mean free path of the air molecules and the
continuum hypothesis begins to break down. Pruppacher and Klett (1997) discuss this
in the context of water droplets in the Earth’s atmosphere while Murphy et al. (1990)
stress the importance of the factor for dust on Mars. The correction is given in the
form,

wc = ws(1 + αKn), (2)

where Kn (= λ/r) is the Knudsen number with λ representing the mean free path
of the air (CO2) molecules. There are various empirical fits to α based on settling
velocity data. We follow Murphy et al. (1990) and use

α = 1.246 + 0.42 exp(−0.87/Kn). (3)

Results with other formulae are very similar for the range of particle sizes that we will
be concerned with.
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Fig. 1 Settling velocities for spherical particles in the Martian atmosphere. Solid line, with Cunning-
ham slip correction; Dotted line, basic Stokes law result

The mean free path is given via the kinetic theory of gases as,

λ = 2η/[p(8 M/πRT)1/2], (4)

where M is the molecular weight (0.044 kg mol−1 for the Martian atmosphere) and
R is the universal gas constant (8.313 J mol−1 K−1)—see Seinfeld and Pandis (1998).
For the Martian atmosphere at temperature, T = 200 K, and with η = 1.0 × 10−5 kg
m−1 s−1, we would then have λ = 3.64µm at pressure p = 675 Pa.

Plots of the resulting settling velocity (wc) as a function of height for a range
of particle sizes are given in Fig. 1, together with the Stokes velocity, ws. In these
plots we have assumed an isothermal atmosphere (T = 200 K) with p = p0 exp(−z/h),
h = RT/Mg = 10.312 km and p0 = 675 Pa (with corresponding ρa = 0.0176 kg m−3).
For particles of radius 1 µm there is a factor 6.7 increase relative to ws, even at the
surface, but the settling velocity (0.0014 m s−1) is still small. By a height of just over
20 km the settling velocity has however risen to 0.01 m s−1 (864 m day−1), and will be
effective in removing particles from these heights over time if they are not replen-
ished in some way. Overall, however, these particles would take a long time to settle
out and removal processes may involve cloud microphysics as well as gravitational
settling (see Michelangeli et al. 1993). The correction factor is less significant for large
particles but remains important for radii up to about 10µm.

The results discussed above have assumed that the particles are spherical with
ρd = 2.5 × 103 kg m−3. As, for example, Murphy et al. (1990) have pointed out, the
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assumption of spherical particles may well be incorrect. Also the dust density may be
lower than that assumed, which is based on terrestrial values, and we would not be too
surprised if our settling velocity calculations are an overestimate. Density changes are
easy to accommodate, and Murphy et al. provide an additional correction applicable
to oblate spheroidal, disk-like particles should additional calculations be required.
Although η decreases (and hence ws increases) as temperature decreases, λ and α will
also decrease. Numerical simulations with a lapse rate of 2 K km−1 have shown that
the temperature variations have negligible effect on wc. In the model we will take
wp = wc.

3 Turbulent mixing and simple analytic solutions

For high wind situations, surface sources and particles with moderate settling veloci-
ties, confined to the lower part of the Martian boundary layer, simple models of eddy
diffusion in the neutrally stratified surface boundary layer can provide a starting point
for the analysis. We should however note that, because of much lower air density,
the boundary layer is even less likely to be in neutral stratification on Mars than on
Earth and so these initial idealised models are for reference and illustration only. For
uniform size particles with fixed settling velocity, wp, in horizontally homogeneous
conditions, a tendency term, downward settling and upward turbulent diffusion are
represented by,

∂N/∂t − ∂(wpN)/∂z = ∂(Ks ∂N/∂z)/∂z, (5)

where N(z, t) is the particle number density (# m−3, where # indicates number of
particles). If we consider steady-state situations and assume a constant wp, then on
integration with eddy diffusivity, Ks = κzu∗, where κ = 0.4 is the von Karman con-
stant, and with constant friction velocity, u∗, we obtain the standard power-law profile
(as in Xiao and Taylor 2002),

N = Nr(z/zr)
(−wp/κu∗), (6)

where Nr is a reference value of the number density at height zr. This is an appropriate
formulation for the lowest 10–50 m of the atmospheric boundary layer (see, for exam-
ple, Garratt 1994) on Earth or Mars but if wp/κu∗ < 1 integrating the concentration
profile (Eq. (6)) vertically gives an infinite number of particles, as noted by Xiao and
Taylor (2002). If one is interested in a deeper layer, say up to several kilometres in
the atmosphere one could modify the eddy diffusivity formulation to use,

Ks = l(z)vs(z) (7)

with 1/l(z) = 1/κz + 1/	. The mixing-length formulation for l(z) was originally pro-
posed by Blackadar (1962) and has been used by many others since (see Garratt 1994).
For the turbulent velocity scale, vs, we initially set this equal to the surface friction
velocity, u∗.

With this formulation, steady state conditions and a constant wp would lead, on
integration of Eq. (5), to a number concentration profile in the form,

ln(N(z)/Nr) = −(wp/κu∗)[ln(z/zr)+ (κ/	)(z − zr)]. (8)

This gives the standard power law Eq. (6) for small z with a singularity at z = 0, and
an exponential decay for large z. The singularity in relation to integrals from zr to
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Fig. 2 Normalised particle concentrations in a simple, steady-state, model. Typical profiles for par-
ticles with (surface) settling velocities of 0.002, 0.02 and 0.2 m s−1. Nr is at zr = 1 m; (a) with wp =
wc(r, 0), (b) with wp = wc(r, z)

infinity with wp/κu∗ < 1 is no longer a problem with finite values of 	. Figure 2 illus-
trates particle concentration profiles with 	 = 100 m and u∗ = 1m s−1. We consider
particles with surface settling velocities of 0.002, 0.02 and 0.2 m s−1, which correspond
very approximately to particles with radii 1, 10 and 30µm, taking the Cunningham
slip correction into account. We take zr = 1 m, the approximate height of the Phoenix
lidar. While Eq. (8) is a highly simplified formulation, the solutions shown in Fig. 2a
with wp = wc(0) emphasise the fact that, with a residual value for eddy diffusivity
at large heights and a balance between upward diffusion and downward settling, we
can maintain concentrations of small particles (r < 1µm) to significant heights. If we
include height variations of wc and set wp = wc(z) we must numerically solve the
steady state version of Eq. (5) with a balance between settling and diffusion, i.e.,

− wc(z)N = Ks(z)∂N/∂z. (9)

Solutions for this case are given in Fig. 2b and show a more rapid decrease of N with
height, especially for small particles above 1 km. Reducing Ks will reduce the size
of particle that can be maintained in suspension at relatively high concentrations but
mesoscale or GCM models that maintain eddy diffusivities of order 100 m2 s−1 or
more above the boundary layer will resist removal of fine particles (r < 1µm) via
settling. Using Eq. (8) as a basis for scaling we could argue that reductions in N with
height scale with zwp/(u∗	) or zwp/Ks and that substantial particle concentrations can
be maintained to heights of order Ks/wp. With Ks = 100 m2 s−1 and wp = 0.002 m s−1

(r ≈ 1µm) this indicates a height of 50 km. This is confirmed by Fig. 2a, but note that
including increases in wc with height leads to a more rapid decrease in concentration
with height.

In a diurnal cycle, eddy diffusivity will be time and height dependent and calcula-
tion requires numerical integration of Eq. (5). Here we will assume an eddy diffusivity
of the form,
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Ks(z, t) = l(z, t)vs(z, t), (10)

with

1/l(z, t) = φ(ζ )/[κ(z + z0)] + 1/	(t).

In the near-surface layer we assume that Monin–Obukhov similarity can be applied
and use the Businger-Dyer form of the dimensionless concentration gradient

φ(ζ ) = 1 + 5ζ if ζ ≥ 0, or
= (1 − 16ζ )−1/2 if ζ < 0,

where ζ = z/L(t) and L is the Obukhov length. For large heights we set the maximum
l as 	(t) = 0.1 H(t), where H is the boundary-layer depth. We take z0 = 0.01 m,
for dust, heat and momentum. This is a subjective estimate, based on images from
Rover and Pathfinder sites, plus MRO high rise pictures of potential Phoenix lander
sites. The following empirical form for the velocity scale, vs(z, t), is used in this study

vs(z, t) = 0.5u∗(t){1 − tanh[5(z − H(t))/H(t)]} (11)

based on a subjective fit to results obtained with our version of Savijaarvi’s (1999) Mars
boundary-layer model using the surface energy budget as the lower boundary condi-
tion. Note that vs ≈ u∗ at z = 0, vs = u∗/2 at z = H and decreases towards zero at large z.
The variables 1/L(t), H(t) and u∗ (t) are represented by slightly smoothed approxima-
tions to predictions of the diurnal variations over a sol (i.e., a Mars day = 24.66 Earth
hours), computed with Savijaarvi’s 1-D boundary-layer model for 70◦ N on Mars at
areocentric longitude Ls = 90 degrees (summer). Computations were made with a
range of values for Ug. The initial temperature profile had T = 210 K at the surface
and a lapse rate of 2 K km−1. Results for the 5th sol, by which time the boundary-
layer model results are essentially periodic, are shown in Figs. 3 and 4 for geostrophic
winds of 20 m s−1 and 35 m s−1. Despite its Earth connotation we still use the term
“geostrophic” for Mars to indicate the wind for which there is a balance between
Coriolis force and pressure gradient. Mars atmospheric model simulations, global and
mesoscale, generally predict lower wind values, of order 10 m s−1 but the Phoenix
site will be in a strong baroclinic zone associated with the North polar cap and high
winds are possible. In these and other plots we represent time in Mars hours where 1
Mars hour = (24.66/24) Earth hours. Seconds remain as Earth seconds. At this time of
year and at this latitude the sun remains over the horizon all the time, but we will still
refer to 0000 h as “night”. In Fig. 3a we have also indicated the minimum threshold
surface friction velocity of 1.3 m s−1 used here for particles to be lifted from the sur-
face under normal, maintained wind conditions. This is not exceeded in circumstances
with Ug = 20 m s−1 while with Ug = 35 m s−1 the surface friction velocity exceeds this
critical value in the middle of the sol when surface heating is strong and near-surface
winds are strongest and most turbulent. The modelled boundary-layer heights reach
about 3 km in late afternoon and shrink to less than 1 km at “night”. Figure 4 shows
the corresponding eddy diffusivities for dust, as computed from Eqs. (10) and (11), as
they vary with height and time.
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Fig. 3 Modelled time
variations of boundary-layer
parameters u∗, H and 1/L over
a sol. Solid lines
Ug = 20 m s−1, dashed line
Ug = 35 m s−1. The minimum
threshold friction velocity is
also shown in the u∗ plot

4 Surface boundary conditions

Considering a single size of particle with number density N (# m−3), the net flux of N
(# m−2 s−1, positive upwards) at a given height is,

F = −wpN − Ks∂N/∂z. (12)

As the surface boundary condition we follow the suggestion of Shao (2000), and
assume the following form:

F0 = − wdN if u∗ ≤ u∗t (13a)

− wdN + αg(u∗/u∗t)
3(u∗/u∗t − 1) if u∗ > u∗t (13b)

where wd is a deposition velocity. The lower boundary could be the surface itself,
with an appropriate treatment of Ks, but assuming that the net flux is independent of
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Fig. 4 Eddy diffusivity (m2s−1) during one sol: (a) geostrophic wind = 20 m s−1; (b) geostrophic
wind = 35 m s−1

height near the surface we can apply the same condition at a model lower boundary,
zlb, a little way above. We will use zlb = 1 m in the results presented here. This allows
us to avoid issues related to the appropriate roughness length for diffusion of particles
and its relationship with the momentum roughness length, z0, which we have taken as
0.01 m.

While in principle we could allow the deposition velocity wd to be different from
the particle settling velocity wp, in practice we will set them to be equal in the results
to be presented here. In Eq. (13a, b), αg (with units of # m−2 s−1) is a factor in the
dust source function, and u∗t is the threshold friction velocity. An explicit form for u∗t
will be given below. Note that αg is a flux per unit area. For particles with a mix of
sizes, we can use N(r, z, t), or N(r) if the height and time dependence is not flagged
explicitly, to represent a particle size distribution (# m−3 m−1) and in these cases
F0(r) will be the flux per unit increment of particle radius. For this case references
available to help fix an expression for αg(r) on Mars are scarce. Based on the findings
in Tomasko et al. (1999), that the column integrated size distribution of Martian dust
can be approximated by a modified gamma distribution, we have used that form for
αg in our present study. Noting that we will assume u∗t(r) to be constant over most of
the range of r that we consider, we use u∗t(r) as a factor to give the correct dimensions
for αg(r) and further assume

αg(r) = u∗t(r)C(r/a)(1–3b)/b exp(−r/ab). (14)

The constant C has the same dimensions as N(r) and will be used as a normalising
factor, which can in principle be adjusted to provide results appropriate to a specified
optical depth if we make appropriate assumptions about the optical properties of the
particles as in Sect. 6 below. In principle we could modify Eq. (14) in order to produce
a desired size distribution in the air, at a fixed height or column integrated, but for
these initial studies we specify the surface flux. Also note, that in Eq. (14) a is the
cross-section-weighted average radius and a2b is the cross-section-weighted variance.
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Fig. 5 Threshold friction
velocity u∗t(r). Solid line is
obtained from Eq. (15). For
particles of radius less than or
equal to 50 µm, u∗t is set as a
constant in this study, as shown
by the dashed line

We also need to determine the threshold friction velocity. Based on results from
Bagnold (1941) and Greeley and Iversen (1985), a semi-empirical form for u∗t can be
determined as follows:

u∗t = A(2 grρd/ρa)
1/2, (15)

where

A = 0.1291[1 + Ip/(ρdg(2r)2.5)]0.5(1.928R0.0922∗t − 1)−0.5 if 0.03 ≤ R∗t ≤ 10
0.120[1 + Ip/(ρdg(2r)2.5)]0.5

×(1 − 0.0858 exp(−0.0617(R∗t − 10))) if 10 < R∗t.

Here Ip(= 3 × 10−7 N m−1/2) is the inter-particle cohesion parameter, and R∗t = u∗t
(2r)/ν is the threshold friction Reynolds number. A plot of u∗t for a range of particle
radius is shown in Fig. 5. The solid line in Fig. 5 is obtained by iteratively solving
Eq. (15), and indicates that particles having the smallest u∗t are of radius ≈ 50µm.
The corresponding value of u∗t we denote by u∗t_ min and is about 1.3 m s−1. Figure 5
also shows that particles of size smaller than 50 µm would require an exceptionally
high surface wind to lift them from the surface. In our analysis, however, we keep u∗t
constant for particles of radius<50µm as represented by the dashed line in Fig. 5. The
rationale is based on the experimental study by Greeley et al. (1994), who showed that
dust of radius a few microns in a layer of 0.002 m thick on top of small pebbles could be
raised by wind with threshold friction velocities as low as 1.3 m s−1. In addition, Shao
(2000, Chapter 7) and others have argued that once sand size particles are saltating,
their impacts (saltation bombardment or sandblasting) can overcome the cohesive
forces that would otherwise hold the smaller dust particles in place on the ground.
Shao and Lu (2000) and McKenna Neuman (2003) have presented alternatives to the
Greeley and Iversen (1985) equations. McKenna Neuman (2003) includes results for
particles of diameter 210 µm and above, and with appropriate scaling for Mars air
density and gravity her results (u∗t = 1.5 m s−1 for r = 105µm) are consistent with
our assumptions for threshold friction velocity.

5 Model scenarios

A number of different scenarios have been used with the model, using a range of
steady geostrophic wind speeds but all based on the Phoenix lander location and
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season. Two situations will be used for illustration of results with Ug = 20 m s−1 and
35 m s−1.

As noted above the planetary boundary-layer dynamics model is first run to pro-
duce appropriate diurnal Ks(z,t) fields. In principle we could couple the PBL and dust
models and include the feedback of the dust on the radiation fields but that requires
a series of additional assumptions and would lead to more specific results. We have
preferred a simpler approach for now. In all cases we compute results using Eq. (5) for
a broad range of individual particle sizes and then combine them to produce results
for particle size distributions. The top and bottom boundaries are set at zub = 10 km
and zlb = 1 m respectively. Surface pressure is assumed to be constant at 675 Pa and
the atmosphere is considered as isothermal with T = 200 K for the settling velocity
calculations, though not in the dynamics model.

5.1 Dust advected from a remote source region—Scenario A

In this scenario dust is initially mixed uniformly to 10 km but then slowly settles
out while being mixed through the boundary layer by turbulence. The initial size
distribution of dust particles is assumed to satisfy the gamma distribution

N(r,z)/C = (r/a)(1–3b)/b exp(−r/ab), (16)

where, consistent with the values obtained by Tomasko et al. (1999), we take a = 1.6
µm and b = 0.2. The geostrophic wind is assumed to be 20 m s−1. The maximum
boundary-layer height is diagnosed at about H = 2.5 km and the corresponding eddy
diffusivity in one sol is shown in Fig. 4a. This shows that the maximum eddy diffu-
sivity occurs in the late afternoon of each sol and that our formulation of turbulent
velocity scale (Eq. (11)) does allow some diffusion above H, to a little over 3 km in
this case. The minimum (over all particle sizes) threshold friction velocity for lifting
dust from the ground is set at 1.3 m s−1 and is never exceeded at this value of Ug. The
surface is thus always a sink for the dust particles, which are present by virtue of the
initial conditions. At the top boundary we have set N = 0; results with zero flux, i.e.,
∂N/∂z = 0 were essentially the same. At the lower boundary, as discussed above, we
use Eq. (13) with wd = wp in these simulations, so that ∂N/∂z = 0 at zlb.

Figure 6 shows the evolution of concentration of spherical particles of radius
1.6 µm and 10 µm over 30 sols and their diurnal variation on that 30th sol. Note
that we will refer to particles of radius 1.6 µm as “1.6 µm particles” in the text below.
The concentrations are normalised by the initial concentration at t = 0. Figure 6a shows
that due to settling in the absence of turbulent mixing above the maximum afternoon
boundary-layer height, all particles are removed from the layer above about 3 km af-
ter about 20 sols. This roughly matches the particle settling velocity, which is of order
0.0024 m s−1 at the surface but is higher at 10 km consistent with a settling of about
7 km over 20 sols (0.004 m s−1) over that period. Figure 6a shows that the effect of
the settling velocity for particles of radius 1.6 µm is overcome by the eddy diffusivity
within the boundary layer, so that the particle concentration remains close to be-
ing well-mixed between the surface and the maximum (late afternoon) height, of the
boundary layer. Note that, due to the increase in wp with height, there is a convergence
of the downward flux and normalised particle concentrations are increased to about
1.6 above the initial value (1.0) by sol 18. There is some diurnal variation, apparent
in the sol 30 plot, for these 1.6 µm particles but it is relatively weak. Near-surface
(10 m) normalised dust concentrations show a general decline over sol 30, but there
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Fig. 6 Normalised particle number concentrations N(z)/No in 30 sols and on the 30th sol of sce-
nario A. (a) r = 1.6 µm, (b) r = 10 µm. No represents the initial concentration of particles of the size
concerned

is a local maximum occurring near 0800, again due to downward flux convergence,
and a local minimum in late afternoon as material is mixed back up to the top of the
boundary layer. Deposition to the surface causes a net decrease of 6.7% over the sol.
Once the initial material has sunk below the diurnal maximum boundary-layer height
(Hm), if we simply assume a well-mixed concentration of CM at that point in time,
we would subsequently anticipate an exponential decay in concentration of the form
C = CM exp(−wdt/H) with time scale, Hm/wd ≈ 3 km/0.0024 m s−1 = 14 sols. The
corresponding decay rate is 7.1% per sol, consistent with the rate above.

During this phase, and for 1.6 µm particles, settling is too slow (210 m sol−1) to
allow the upper dust boundary to follow the top of the boundary layer as it descends
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in early evening (Fig. 3) and all that would be “marked” by these small particles is the
diurnal maximum boundary-layer height.

Particles of larger radius have larger settling velocity and the relative concentration
of particles of radius of 10 µm is significantly reduced after a few sols, as shown in
Fig. 6b. It should however be noted that there is an initial increase due to faster settling
from above as for the 1.6 µm particles. These 10 µm particles have a settling velocity
of order 110 m h−1 but will still not sink fast enough to follow the late afternoon col-
lapse of the boundary layer (about 1 km h−1). However these concentration plots do
show a clear response to the diurnal cycle of the boundary layer with the upper dust
boundary descending from a maximum of about 3 km in mid afternoon to a minimum
of about 1 km at 0900 the next morning. In this case the time scale for concentration
decay is reduced to about 27 Mars hours.

Combining results for a range of single size computations, and taking account of
the initial size distribution (Eq. (16)), allows us to produce size distribution plots.
Figure 7 shows the size distributions (plotted as (r/a)N(r, z)/C vs log r) of particles at
0200 and 1400 (local Mars time, in Mars hours) on the 30th sol for selected heights.
The times are approximately those corresponding to minimum and maximum values
of diffusivity. The “extra” (r/a) factor arises because the r axis is logarithmic so the
spectra represent contributions proportional to a unit increase in log r. The heights
chosen are the lower boundary (1 m) plus three levels (2, 3 and 5 km) near and above
Hm. Note that 0–5 km will be the height range in which we anticipate collecting most
lidar dust data during the Phoenix mission. The figure indicates that, on the 30th sol,
particles of all sizes are essentially well-mixed with height within the boundary layer
and that there is very little change in the overall size distribution between the two
times shown. Most of the particles of radius>2µm have been deposited to the surface
by this time and removal rates for the small particles are low.

We can fit the distributions N(r, z) well by a modified gamma distribution, defined,
as in Eq. (16) as:

G(r,z) = c′(r/a′)(1–3b′)/b′
exp(−r/a′b′), (17)

Fig. 7 Normalised particle size distributions, N(r, z), at different altitudes on the 30th sol of scenario A.
(a) at 0600; (b) at 1800 (Mars hours). Symbols: results obtained from model predictions; lines: Gamma
distribution fits computed from cross-section-weighted radius a′(z), cross-section-weighted variance
(normalised by a′2) b′(z) and best-fit values c′(z). Normalisation is based on a and C from the initial
size distribution. Factor (r/a) is included to give contributions to the spectrum per unit increment in
log r
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where primed quantities a′(z) and b′(z) are the cross-section-weighted effective radius
(denoted as reff in the recent review by Korablev et al. 2005) and cross-section-
weighted variance (normalised by a′2) respectively, and c′(z) is a least squares fit
parameter. Gamma distribution fits are shown in Fig. 7 together with the original
model results. Overall, the results support the idea that a gamma distribution can con-
tinue to approximately represent particle size distributions within the boundary layer
during the settling and mixing phase for these small particles. This applies especially
for particles with r close to a′, but there is a tendency to underestimate the number
density of small particles. Above the boundary layer (z = 5 km) where settling domi-
nates and larger particles are removed, the modified gamma distribution is not a good
fit. Note that a′ and b′ will differ from the initial (a, b) values. Values at z = 1 m for 1400
in this case are a′ = 1.24µm, b′ = 0.13 showing that the mean radius has decreased
slightly and the size distribution has narrowed, relative to a = 1.6 µm and b = 0.2.

For the lidar it is the particle cross-section and its contribution to the back scat-
ter that matters rather than particle number. The area-weighted (r3N) and volume-
weighted (r4N) size spectra for 1800 h (Mars hours) are shown in Fig. 8 a,b. Again
there are “extra” r factors because the r axis is logarithmic. As expected the peaks of
these distributions occur at higher radii than in Fig. 7. The area-weighted size distri-
bution of the dust initially present in the air is included in Fig. 8a. Many of the larger
particles (r > 2µm) have been deposited on the ground by sol 30 while concentrations
of particles with r < 1.4µm have increased because of flux convergence associated
with increases of the settling velocity with height, as discussed in relation to Fig. 6a.

An important quantity for the lidar is the total cross-section per unit area as a
function of height, as shown in Fig. 8c. This confirms the result, anticipated from the
1.6 µm particle calculations, that the daily maximum boundary-layer height will be
clearly defined. In this case we see a rapid decrease with height of the total particle
cross-sectional area and we should be able to observe this with the Phoenix lidar sys-
tem. It is informative to consider the diurnal cycles involved and the role of turbulence
in modifying the evolution of the dust profile and concentration.

In the absence of any turbulence, particles would simply settle out and be deposited
on the surface. In scenario A the initial concentration profile has particles mixed uni-
formly to a height of 10 km. Above the boundary layer with minimal mixing, particles
simply fall and all but the finest dust has descended into the boundary layer after
30 sols. Daytime turbulence maintains a relatively uniform concentration within the
boundary layer. In Fig. 8c we can observe a decrease in surface concentration over
the sol 29–30 and can see that at 1400, when mixing is taking place, the profile is not
yet well mixed. Instead it reflects upward mixing of dust from the lower parts of the
boundary layer into the top 200 m or so to replace the dust that has been removed
from this layer by settling during the previous night. Because of this mixing, surface
concentrations and the rate of removal at the surface are reduced, thus extending the
period during which there is dust in suspension.

5.2 Surface as the source of dust—Scenarios B1, B2

In this case, although the geostrophic wind is held constant at 35 m s−1, the surface
friction velocity, as shown in Fig. 3, exceeds the threshold value (1.3 m s−1) around
the middle of the sol (0930–1400), so that the surface then acts as a source of dust
particles. During the rest of the sol however, with reduced u∗ there is deposition
only. A deposition velocity (wd = wp) is still applied as in the previous scenario. The
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Fig. 8 (a) Area-weighted and (b) volume-weighted particle size distributions for selected heights at
6 pm on sol 30 for scenario A. Additional (r/a) factors are because of the logarithmic radius scale. (c)
total cross-sectional area per unit volume at 4 times on sol 30

variation of eddy diffusivity in one sol is shown in Fig. 4b. The maximum analysed
boundary-layer height is now at about 3 km, but our specification of eddy diffusivity
allows diffusion above that level, to about 4 km. As in the previous case, we set N = 0
at the top boundary, and in this case we also set N = 0 as the initial condition.

The time evolution of particle concentrations (Nu∗t/αg) for three specific sizes is
shown in Fig. 9 assuming a source as specified by Eqs. (13a, b). Figure 9a shows that,
because of the injection of particles from the surface, efficient mixing through the
boundary layer and the low settling velocity, the concentration of particles of radius
1 µm increases over time and has not quite reached an equilibrium (i.e., a repeated
diurnal cycle) after 15 sols. For particles of radius 10µm and 50 µm the daily aver-
aged deposition is able to balance the source term after about 15 sols resulting in a
periodic diurnal variation of particle concentration, as demonstrated in Figs. 9b and
c. Note that 10 µm particles (wp ≈ 0.03 m s−1) are mixed throughout the boundary
layer, while 50 µm particles, with wp ≈ 0.56 m s−1 are confined to the lowest 10–20 m.
During each sol the maximum concentrations occur around midday, corresponding
to the time when u∗ and the flux are maximum. At this point an upper bound for
the concentration can be determined if we balance the source and sink terms at the
surface, i.e., set F0 = 0 in Eq. (13) so that,
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Fig. 9 Normalised particle number concentrations N(r, z, t)u∗t/αg(r) in 15 sols and on the 15th sol of
scenario B. (a) r = 1 µm, (b) r = 10 µm, (c) r = 50 µm
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Nu∗t/αg = (u∗t/wd)(u∗/u∗t)
3(u∗/u∗t − 1). (18)

Upper bounds for the three particle sizes are 60.1, 2.76 and 0.15 for the three par-
ticle sizes shown. For the 1 µm radius particles we are far from equilibrium, at
10 µm the equilibrium is close while for the larger 50 µm radius particles we are
in an approximate equilibrium situation.

In order to consider particle size distributions we must specify the size distributions
for the source function. As discussed in Sect. 4 we assume that the source function
coefficient αg(r) has a modified gamma function distribution, and as in other cases
we take the parameter b = 0.2. As mean radius in αg(r) we consider two scenarios.
In scenario B1 we set the mean radius a = 1.6µm, matching the observations of
Tomasko et al. (1999) although, as noted in the review by Korablev et al. (2005), there
is considerable uncertainty in the size distributions, especially for small particles. As
a significantly different scenario we also consider B2 with a much coarser dust/sand
distribution with a = 50µm. Both cases also involve u∗t(r) to actually determine the
flux. For the a = 1.6µm case there is essentially no variation in u∗t(r) over the range
of particles involved and the flux of particles determined from Eqs. (13a) and (14)
will have a modified gamma distribution. In the a = 50µm case u∗t(r) will increase
for r > 50µm and the flux of the largest particles in this distribution will be reduced
(via Eq. (13)) relative to the gamma function.

Particle size distributions at midnight, 0600, midday and 1800 (Mars time) on the
15th sol are presented for selected heights in Fig. 10 while Fig. 11 shows area and
volume weighted distributions at 1800 Mars hours. As in scenario A, model results
for scenario B1 (on the left-hand side of the figures) show that these smaller particles
are essentially well-mixed within the boundary layer at the specified hours except at
midday (Fig. 10c) when the surface source is active and the 1-m values are noticeably
higher. At 4 km, just above the boundary layer, the model still has some late afternoon
mixing and some small particles reach these levels. Size distribution results for sce-
nario B2 with larger particles emitted show much more variation with height and time,
and lower normalised concentration numbers. Note the different scales used for the
different values of a. The larger particles cannot rise to any significant height under
the wind and turbulence conditions represented here and the size distribution at each
height shifts to lower radii as time advances from midday to 1800 and so on. As in the
previous scenario, we have used the gamma distribution to approximate the particle
size distributions at each height for the four specified hours on the 15th sol. Figure 10
shows that the approximations are in general good within the boundary layer for
scenario B1, but for scenario B2 they are not a good fit and suggest that alternative
functions may be more appropriate. Figure 11 shows area and volume-weighted dis-
tributions. These emphasise the differences between the smaller and larger particle
size cases and clearly show much lower normalised particle cross-section values and
their reduction with height in scenario B2. A shift in mean radius with height above
the ground is also evident in B2.

Figure 12 shows that for scenario B1 the cross-section-weighted mean radius (a′)
and the total cross-sectional area per unit volume, A(z), vary slowly with height within
most of the boundary layer, while above they both decrease rapidly. Observations are
not available for direct comparison with our model results. However, in Chassefière
et al. (1995), vertical profiles of the effective radius were obtained by extrapolating
observations made by Phobos 2 at 15 km to 25 km range down to the ground, which
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Fig. 10 Normalised particle size distributions at different altitudes on the 15th sol of scenario B.
Symbols: N(r, z)/C obtained from model predictions; lines: Gamma distributions computed from
cross-section-weighted radius a′(z), cross-section-weighted variance (normalised by a′2) b′(z) and
good-fitted values c′(z). (a) at 0000; (b) at 0600; (c) at 1200; (d) at 1800 (Mars hours)

agree both qualitatively as well as quantitatively with the values of a′(z) obtained in
our scenario B1.

Scenario B2 is much different showing strong variation of a′, and total cross-
sectional area (Fig. 12c), with height and time. Direct interpretation of the relative
numerical values between Figs. 12b and c is difficult because of the scaling of the
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Fig. 11 Area- and volume-weighted particle size distributions at 1800 for scenarios B1 and B2

source strengths. What we can infer is that in scenario B1 the height of the afternoon
maximum boundary layer is well represented by the decay with height of the cross-
sectional area per unit volume in the height range 4–5 km at all times. For scenario
B2 the boundary-layer height is reasonably well defined at 1200 or 1800. It is not
so well defined at 0000 and at 0600 there is a shoulder in the profile at about 1 km,
roughly equivalent to the top of the nocturnal boundary layer. Further analysis of this
and other scenarios will be undertaken in conjunction with an evaluation of the lidar
backscatter data collected during the Phoenix mission.

6 Optical properties, attenuation coefficients and determination of “C”

Dust scattering is the most important attenuation process in the Martian atmosphere.
The extinction coefficient at optical wavelength λ due to aerosol (primarily dust), σλ
(m−1) can be modelled as,

σλ =
∞∫

0

N(r, z)br,λdr′, (19)

where br,λ is the effective scattering cross-section of a single aerosol of radius r. For
spherical dust particles, the effective scattering cross-section for a single particle is
given by

br,λ=πr2Qr,λ, (20)

where πr2 is the actual dust particle cross-sectional area, and Qr,λ (dimensionless)
is the single particle scattering efficiency. The scattering efficiency is a function
of a complex index of refraction, wavelength of the light and a size parameter.
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Fig. 12 Profiles of, (a) cross-section-weighted mean particle radius, and (b, c) total cross-sectional
area per unit volume for scenarios B1 and B2 at indicated times (Mars hours). Curves for Scenario
B1 are to the left of those for B2 in part (a)

Ockert-Bell et al. (1997) give a table of extinction efficiencies Qext = Qr,λ for Martian
dust, indicating variation from about 2.8 at 500 nm to 3.3 at 1,000 nm. No dependence
on particle size is indicated, and they assume that the dust has a size distribution and
other properties presented by Pollack et al. (1995). Optical depth (dimensionless)
quantifies the scattering and absorption that occurs between the top of the atmo-
sphere and a given altitude, zlb, and is given by

τλ =
∞∫

zlb

σλdz. (21)

For Qr,λ = Qext(λ), independent of r, and thus of height, z, we can write

τλ = Qext

∞∫
zlb

A(z)dz, (22)
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where A(z) is the cross-sectional area per unit volume,

A(z) =
∞∫

0

πr2N(r, z)dr, (23)

shown (scaled by C) in Figs. 8c and 12b, c. Performing the integrations indicated
by Equation (22) for scenarios A, B1 and B2 gives the values for τλC/Qext given in
Table 1.

Taking representative values of Qext for the wavelengths and particle sizes con-
sidered then allows the determination of the scaling factor C needed to produce a
desired optical depth. For example with Qext = 2.8 and optical depth τλ = 0.5 at 0000
on sol 15 under scenario B1 we would have C = τλ/(7.83 × 10−16 Qext) = 2.28 × 1014

m−4. Values of A(z) corresponding to this value of C within the well-mixed layer are
of order 4.4 × 10−5 m−1.

If we were to consider a uniform distribution of 1µm particles then a representative
concentration, again for Scenario B1 at 0000, would be 1.4×107 m−3 or 14 particles per
cm3. Column-integrated number densities would be of order 4, 000×1.4×107 m−2 or
approximately 5.6×1010 m−2 (5.6×106 per cm2). With the actual size distribution we
obtain the values in Table 2 and using C = 2.28 × 1014 m−4 we obtain approximately
5.4 × 1010 m−2 as the column-integrated number density for Scenario B1 at 0000.
These are in general agreement with the column particle integrated number densities
used in Tomasko et al. (1999) of 4.6 × 106 per cm2, which gave optical depths of order
0.5.

The vertically integrated number densities in Table 2 also reflect the evolution of
the particle numbers. In Scenario A these decay slowly with time while in Scenario B
they reflect the midday injection of new particles, offset by the continuous deposition
to the surface.

Table 1 Values of ∫A(z)dz/C from zlb = 1 m to infinity (m4) corresponding to the scenarios pre-
sented. Note that C has dimensions m−4

Time\Scenario A: 30th sol B1: 15th sol B2: 15th sol

0000 3.39 E-16 7.83 E-16 3.46 E-14
0600 3.35 E-16 7.73 E-16 1.94 E-14
1200 3.31 E-16 8.17 E-16 11.35 E-14
1800 3.28 E-16 8.32 E-16 7.00 E-14

Table 2 Values of ∫∫Ndzdr/C over all r and from zlb = 1 m to infinity (m2) corresponding to the
scenarios presented

Time\Scenario A: 30th sol B1: 15th sol B2: 15th sol

0000 1.53 E-4 2.37 E-4 1.51 E-4
0600 1.52 E-4 2.35 E-4 1.21 E-4
1200 1.51 E-4 2.47 E-4 2.12 E-4
1800 1.50 E-4 2.52 E-4 1.94 E-4
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7 Conclusions

In this study, we present results from a one-dimensional, time dependent, eddy diffu-
sion based model to study the size and vertical distributions of dust in the Martian
boundary layer. We have applied our model to three scenarios. In the first case, the
whole computational domain has been filled with particles to simulate dust advection
from a remote source region. In the second and third cases, the atmosphere is initially
dustless, and the surface is considered as a dust source. The only dust lifting mecha-
nism considered in this case is surface wind stress. In all cases, a deposition velocity is
applied at the surface. Model results from the two scenarios with fine dust (A and B1)
show that the particle size distribution varies slowly with time and height within the
boundary layer. In Scenario B2 with larger particles being available for lifting from
the surface, the results are noticeably different with a much stronger diurnal variation.

Model results also show that if a modified gamma distribution is used to represent
the initial dust concentration or the dust source function with a = 1.6µm then the
size distribution evolves so that it continues to be well approximated by a gamma
function, although a and b will vary with time and height. For a source function with
larger particles this was not the case, although in this case an extra factor in the source
function may have affected this result.

Further work is needed to couple the boundary-layer and dust models and to make
quantitative comparisons with data to be collected during the Phoenix mission.
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On the turbulent Prandtl number in the stable
atmospheric boundary layer

Andrey A. Grachev · Edgar L Andreas ·
Christopher W. Fairall · Peter S. Guest ·
P. Ola G. Persson

Abstract This study focuses on the behaviour of the turbulent Prandtl number, Prt,
in the stable atmospheric boundary layer (SBL) based on measurements made during
the Surface Heat Budget of the Arctic Ocean experiment (SHEBA). It is found that
Prt increases with increasing stability if Prt is plotted vs. gradient Richardson number,
Ri; but at the same time, Prt decreases with increasing stability if Prt is plotted vs. flux
Richardson number, Rf, or vs. ζ = z/L. This paradoxical behaviour of the turbulent
Prandtl number in the SBL derives from the fact that plots of Prt vs. Ri (as well as
vs. Rf and ζ ) for individual 1-h observations and conventional bin-averaged values
of the individual quantities have built-in correlation (or self-correlation) because of
the shared variables. For independent estimates of how Prt behaves in very stable
stratification, Prt is plotted against the bulk Richardson number; such plots have no
built-in correlation. These plots based on the SHEBA data show that, on the average,
Prt decreases with increasing stability and Prt < 1 in the very stable case. For specific
heights and stabilities, though, the turbulent Prandtl number has more complicated
behaviour in the SBL.
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Keywords Richardson number · SHEBA · Stable boundary layer · Turbulent
Prandtl number

1 Introduction

One major uncertainty in the atmospheric stable boundary layer (SBL) is associated
with the stability dependence of the turbulent Prandtl number defined by

Prt = km

kh
= 〈u′w′〉 dθ

dz

〈w′T ′〉dU
dz

≡ ϕh

ϕm
, (1)

where km = − 〈u′w′〉
dU/dz is the turbulent viscosity, and kh = −〈w′T′〉

dθ/dz
is the turbulent

thermal diffusivity (−〈u′w′〉 is the downwind stress component and 〈w′T ′〉 is the tem-
perature flux). The turbulent Prandtl number (1) describes the difference in turbulent
transfer between momentum and sensible heat. Turbulent momentum transfer is more
efficient than turbulent heat transfer when Prt > 1 and vice versa. If the turbulent
Prandtl number is not unity, Eq. 1 also demonstrates a difference between the sta-
bility profile functions of momentum, ϕm, and sensible heat, ϕh. These functions are
defined as non-dimensional vertical gradients of mean wind speed, U, and potential
temperature, θ :

ϕm = κz
u∗

dU
dz

, (2a)

ϕh = κz
T∗

dθ
dz

, (2b)

where u∗ = √−〈u′w′〉 is the friction velocity, T∗ = −〈w′T ′〉/u∗ is the temperature
scale, and κ is the von Kármán constant. The turbulent Prandtl number is an impor-
tant characteristic of momentum and heat turbulent mixing for calibrating turbulence
models and other applications (e.g., Sukoriansky et al. 2006).

In spite of progress in understanding SBL physics, a unified picture on the stability
dependence of Prt does not exist. First, we survey the experimental results. Kondo
et al. (1978), Ueda et al. (1981), Kim and Mahrt (1992), Ohya (2001), Strang and
Fernando (2001), and Monti et al. (2002) found that the turbulent Prandtl number
increases with increasing stability on plotting Prt (or 1/Prt) vs. the gradient Richardson
number, Ri. In plots of Prt vs. the stability parameter ζ = z/L (L is the Obukhov
length and z is the measurement height), on the other hand, Howell and Sun (1999)
found that Prt estimates are generally scattered around unity and do not strongly
depend on stability. However, for the very stable regime (ζ > 1), their estimates
of the turbulent Prandtl number tended to be less than unity (their Fig. 9). Yagüe
et al. (2001) reported a mixed result. According to their Fig. 10a, Prt increases (or
1/Prt decreases) with increasing Ri; but they found no clear dependence of Prt on
ζ (their Fig. 10b). Grachev et al. (2003, 2007) found Prt to decrease with increasing
ζ . This finding is directly related to the different behaviours of ϕm and ϕh, Eqs. 2a
and 2b, in the limit of very strong stability. According to Grachev et al. (2005, 2007),
ϕm increases with increasing stability, whereas ϕh initially increases with increasing ζ ,
reaches a maximum at ζ ≈ 10, and then tends to level off with further increasing ζ .
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Theoretical studies by Zilitinkevich and Calanca (2000), Zilitinkevich (2002), and
Sukoriansky et al. (2006) and Beljaars and Holtslag’s (1991) parameterization argue
in favour of an increasing turbulent Prandtl number with increasing stability. Like-
wise, when Andreas (2002) reviewed seven different formulations for ϕm − ϕh pairs
in stable stratification, he found five predicted Prt = 1 in very stable stratification and
two predicted that Prt increased with increasing ζ . None predicted that Prt decreased.
The result Prt > 1 is usually associated with the presence of the internal gravity waves
in the SBL. They are presumed to enhance the momentum transfer through pressure
terms in the Navier–Stokes equations, whereas gravity waves do not affect the sensible
heat flux (e.g., Monin and Yaglom 1971). However, the result Prt < 1 was obtained in
recent large-eddy simulation (LES) studies of the SBL. Beare et al. (2006) plotted the
turbulent viscosity and the turbulent thermal diffusivity as a function of z. According
to their Fig. 14, km is clearly less than kh, corresponding to Prt < 1 (note different
scales on the horizontal axes for km and kh in their Fig. 14). Also Basu and Porté-Agel
(2006) reported Prt < 1 from their LES simulations (p. 2082).

The purpose of this study is to examine how the turbulent Prandtl number depends
on different stability parameters to shed light on the behaviour of Prt in the SBL.

2 Turbulent Prandtl number vs. different stability parameters

One may notice that authors who found the turbulent Prandtl number to increase
with stability, i.e., Prt > 1, ( Kondo et al. 1978; Ueda et al. 1981; Kim and Mahrt 1992;
Ohya 2001; Strang and Fernando 2001; Yagüe et al. 2001; Monti et al. 2002) plotted
Prt (or 1/Prt) solely vs. the gradient Richardson number, defined by

Ri = g
θv

dθv/dz
(dU/dz)2

= ζϕh

ϕ2
m

, (3)

where θv is the virtual potential temperature of air and g is the acceleration due
to gravity. On the other hand, those who reported Prt < 1 (Howell and Sun 1999;
Grachev et al. 2003, 2007) plotted Prt against the Monin-Obukhov stability parameter
ζ defined by

ζ = z
L

= − z κg〈w′T ′
v〉

u3∗ θv
. (4)

In this context, the result obtained by Yagüe et al. (2001) is remarkable. As men-
tioned above, they found that Prt increased with increasing stability if Eq. 1 was
plotted against Eq. 3; but the same data showed no clear stability dependence in Prt
when Eq. 1 was plotted against Eq. 4. In the light of this result, it makes sense to
use the same dataset to explore in detail how Prt depends on different indicators of
stability.

Another widely used stability parameter, along with Eqs. 3 and 4, is the flux Rich-
ardson number defined by

Rf = g
θv

〈w′T ′
v〉

〈u′w′〉(dU/dz)
≡ ζ

ϕm
. (5)
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Near the surface, when surface temperature is available, it is convenient also to use a
bulk Richardson number:

RiB = −gz
θv

(�θ + 0.61θv�q)
U2 , (6)

where�θ and�q are differences in the potential temperature and the specific humid-
ity, respectively, between the surface and reference level z.

In this study, measurements of atmospheric turbulence made during the Surface
Heat Budget of the Arctic Ocean experiment (SHEBA) are used to examine the
turbulent Prandtl number, Eq. 1, as a function of four different stability parameters,
given by Eqs. 3–6. Turbulent fluxes and mean meteorological data were continuously
measured at five levels, nominally 2.2, 3.2, 5.1, 8.9 and 18.2 m (or 14 m during most of
the winter), on the 20-m main SHEBA tower. This stood on sea ice in the Beaufort
Gyre from October 1997 through September 1998 and yielded 11 months of data.

Each level on the main tower had a Väisälä HMP-235 temperature and relative
humidity probe and an Applied Technologies, Inc. (ATI) three-axis sonic anemom-
eter/thermometer, which sampled at 10 Hz. The surface temperature (necessary for
computing RiB)was obtained from down-looking and up-looking Eppley broadband,
hemispherical radiometers (model PIR). Turbulent covariance values and appropri-
ate variances at each level are based on 1-h averaging and derived through frequency
integration of the cospectra and spectra. Observations with a temperature differ-
ence between the air and the snow surface less than 0.5◦C and wind speed smaller
than 1ms−1 have been excluded from our analysis to avoid the large uncertainty in
determining the turbulent fluxes. Other relevant information on flux and profile mea-
surements and calculations including quality-control criteria, can be found in Persson
et al. (2002), Grachev et al. (2005, 2007), and Andreas et al. (2006).

Figure 1 shows the turbulent Prandtl number as a function of the stability param-
eters (3)–(5) for the same SHEBA dataset. The averaged points in Fig. 1 based on
the conventional bin-averaging of the individual 1-h data for Prt and proper stabil-
ity parameters are indicated by different symbols for each measurement level. The
individual 1-h-averaged data based on the median fluxes and other medians (heights,
temperatures, etc.) for the five levels are also shown in Fig. 1 as background x-symbols.
These points give an estimate of the available data at all levels and the typical scatter
of the data. In the case when data at all five levels are available, the medians represent
the level 3 data.

The results presented in Fig. 1, though, are contradictory. The turbulent Prandtl
number increases with increasing stability if Prt is plotted vs. Ri (Fig. 1a); but at the
same time, Prt decreases with increasing stability if Prt is plotted vs. Rf (Fig. 1b) or vs.
ζ (Fig. 1c).

Vertical gradients of the mean wind speed, potential temperature and specific
humidity appeared in Prt, Ri, and Rf (Eqs. 1, 3, and 5) in Fig. 1 and were obtained
by fitting a second-order polynomial through the 1-h profiles followed by evaluating
the derivative with respect to z for levels 1–5 (Grachev et al. 2005, their Eq. 8). In
Fig. 2, the vertical gradients at levels n = 2–4 that appear in Prt, Ri, and Rf are based
on linear interpolations of mean wind speed and potential temperature derived from
the two adjoining levels n − 1 and n + 1. Figure 2 confirms the results in Fig. 1 and,
therefore, shows that the results in Fig. 1 are not sensitive to how we evaluated the
wind speed and temperature gradients.
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Fig. 1 Plots of the bin-averaged turbulent Prandtl number (bin medians) as functions of (a) Ri,
(b) Rf, and (c) zn/Ln (bin means) during the 11 months of the SHEBA measurements. The vertical
dashed lines correspond to the critical Richardson number 0.2. Individual 1-h averaged data based on
the median fluxes for the five levels are shown as background crosses

Thus we have a contradictory picture. On the one hand, according to Figs. 1a and
2a, the SHEBA data suggest that Prt > 1 in the SBL, and this result agrees with
findings reported by Kondo et al. (1978), Ueda et al. (1981), Kim and Mahrt (1992),
Ohya (2001), Strang and Fernando (2001), and Monti et al. (2002). On the other hand,
the SHEBA data also support the opposite opinion, Prt < 1 (Figs. 1b, c, 2b, c).

3 Self-correlation

The above contradiction is likely associated with self-correlation. The problem is that
the two quantities–for example, ϕm and ζ or Prt and Ri—between which a functional
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Fig. 2 Plots of the bin-averaged turbulent Prandtl number (bin medians) as functions of (a) Ri, (b)
Rf, and (c) zn/Ln (bin means) during the 11 months of the SHEBA measurements for level n = 2–4.
Vertical gradients that appear in Prt , Ri, and Rf are based on the linear interpolation of mean wind
speed and potential temperature derived from the two adjoining levels n − 1 and n + 1. For example,
the gradients at level 2 are based on the temperature and wind speed differences between levels 3
and 1

relationship is sought have built-in correlation because of their shared variables (e.g.,
Hicks 1978; Mahrt et al. 1998; Andreas and Hicks 2002; Klipp and Mahrt 2004; Lange
et al. 2004; Baas et al. 2006 and references therein). Self-correlation is also referred
to as artificial, fictitious or spurious correlation. As an illustration, note that the tur-
bulent Prandtl number is correlated to the gradient and flux Richardson numbers
because Prt = Ri/Rf (see Eqs. 1, 3, and 5); that is, Prt varies proportionally with Ri
but inversely with Rf (cf. Fig. 1a, b).

Usually, the self-correlation problem is discussed for plots of ϕm, ϕh, and variances
vs. ζ primarily because of the shared friction velocity (e.g., Andreas and Hicks 2002;
Baas et al. 2006). But self-correlation arises in several other atmospheric surface-layer
applications (e.g., Andreas et al. 2006). In our particular application, self-correlation
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occurs in plots of Prt vs. Ri (Figs. 1a, 2a) because of the shared vertical gradients of
mean wind speed and potential temperature. Furthermore, random variability in both
shared variables leads to increasing Prt with increasing Ri. According to Eqs. 1 and 3,
increasing dθ/dz leads to increases in both Prt and Ri; and increasing dU/dz leads to
decreases in both Prt and Ri. Therefore, the self-correlation associated with variations
in both dθ/dz and dU/dz leads to the tendency for Prt to increase with increasing Ri,
as demonstrated in Figs. 1a and 2a.

Similarly, in plots of Prt vs. ζ , random variability in the shared variables u∗ and
〈w′T ′〉 leads to decreasing Prt with increasing ζ , and vice versa (see Eqs. 1 and 3).
Plots of Prt vs. Rf have three shared variables: 〈u′w′〉, 〈w′T ′〉, and dU/dz (see Eqs. 1
and 5). Random variability in two of them, 〈u′w′〉 and 〈w′T ′〉, leads to decreasing Prt
with increasing Rf, and vice versa; while variability in dU/dz gives the opposite result:
that is, increasing Prt with increasing Rf, and vice versa.

However, not all self-correlations are serious. The degree of self-correlation is
related to the variation in the shared variables compared to those of the other (non-
shared) variables, and it is described by the coefficient of variation Vx = σx/X̄ (e.g.,
Klipp and Mahrt 2004), where the standard deviation, σx, and the mean value, X̄, are
the statistics for the whole dataset. According to the SHEBA data, a typical coefficient
Vx (computed for median values) may be as much as Vx ≈ 1.2 for 〈u′w′〉, Vx ≈ 0.8 for
〈w′T ′〉, Vx ≈ 0.3 for dU/dz, and Vx ≈ 1.1 for dθ/dz. Thus, more serious self-correlation
for SHEBA data is associated with variations in both 〈u′w′〉 and dθ/dz.

Another sign of the self-correlation in Figs. 1 and 2 is associated with the behav-
iour of Prt for weakly stable conditions. According to Figs. 1 and 2, Prt decreases as
Ri → 0 and Prt ≈ 0.1 at Ri ≈ 0.001 (Figs. 1a and 2a); while Prt increases as Rf → 0 and
Prt ≈ 10 at Rf ≈ 0.001 (Figs. 1b and 2b). Yagüe et al. (2001, their Fig. 10a) found a simi-
lar discrepancy for small Ri in plots of 1/Prt vs. Ri. Obviously, this experimental result
contradicts the canonical limit that Prt ≈ 1 for neutral conditions. Thus, self-correla-
tion severely influences functional dependencies between Prt and different stability
parameters in Figs. 1 and 2.

To obtain a more reliable and independent picture of how the turbulent Prandtl
number behaves over a wide range of stable conditions, we plot Prt vs. RiB, Eq. 6,
in Fig. 3. Obviously, these plots have no built-in correlation. Vertical gradients that
appear in Prt in Fig. 3 are based on fitting a second-order polynomial through the 1-h
profiles similarly to Fig. 1. The bulk Richardson number in the upper panel (Fig. 3a)
is based on the wind speed at reference level zn (n = 1 − 5) and differences in the
potential temperature and the specific humidity between the surface and the level zn.

Whereas, the bulk Richardson number in the bottom panel (Fig. 3b) is based on the
wind speed at median level zm and differences between the surface and the level zm,
i.e., Prt at a level zn (n = 1−5) is plotted vs. the bulk Richardson number with fixed z.
Thus plotting Prt vs. RiB m in Fig. 3b provides information on the height dependence
of the turbulent Prandtl number. According to the SHEBA data in Fig. 3, the Prt data
are scattered around 1 for weakly stable conditions (around 0.01). The greater scatter
of points in Fig. 3 for RiB < 0.01 results from the relatively small sensible heat flux
and unreliable temperature gradient measurements in near-neutral conditions.

With increasing stability, Prt decreases on the average, although Prt at different lev-
els behaves variously. Figure 3b shows that in the range 0.01< RiB m < 0.03, the turbu-
lent Prandtl number decreases with increasing height for fixed RiB m, i.e., d Prt /dz< 0.
Furthermore Prt at two lower levels is above 1: Prt(z5) < Prt(z4) < Prt(z3) ≈ 1<
Prt(z2) < Prt(z1). However, with further increasing stability, Prt at all levels tends to
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Fig. 3 Plots of the bin-averaged turbulent Prandtl (bin medians) number as functions of the bulk
Richardson number (bin means) which is based on the (a) differences between the surface and ref-
erence level zn (RiB) and (b) differences between the surface and median level zm (RiB m) during
the 11 months of the SHEBA measurements. The vertical dashed lines correspond to the critical
Richardson number, RiB = 0.2. Individual 1-h averaged data based on the median fluxes for the five
levels are shown as background crosses

be less than 1 in the subcritical regime, RiB < 0.2 (see more discussion in the next
Section). Thus Fig. 3 supports the conclusion that Prt on the average decreases with
increasing stability for the SHEBA data. It seems that the trend in the Prt–Ri data in
the SHEBA set (Figs. 1a and 2a) results strictly from self-correlation.

We suspect that self-correlation also influenced the conclusion, reported by others,
that Prt increases with increasing Ri. Another notable example of self-correlation is
the suggestion that the von Kármán constant depends on the roughness Reynolds
number. Andreas et al. (2006) found recently that artificial correlation seems to
explain the tendency for the von Kármán constant to decrease with increasing rough-
ness Reynolds number in the atmospheric surface layer (i.e., Frenzen and Vogel 1995a,
b; Oncley et al. 1996). According to Andreas et al. (2006) the von Kármán constant
is, indeed, constant at 0.38–0.39.
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In any event, analyzing self-correlation should be central for estimating how Prt
behaves in the stable boundary layer because built-in correlation is unavoidable in the
relations between Prt and the stability parameters Ri, Rf, and ζ . Ultimately, we must
separate the effects of self-correlation and the physics on the dependency between
Prt and the stability parameters.

4 Case Study

Although plots of averaged turbulent Prandtl number vs. different stability parame-
ters are useful for qualitative analyses, additional detailed information can be obtained
from time series of the turbulent Prandtl number and other relevant variables plotted
for different conditions. Note that such plots by definition contain no built-in corre-
lation. Typical time series of hourly averaged Prt, zn/Ln, and RiB for moderately and
very stable conditions during the dark period at SHEBA are shown in Figs. 4 and 5,
respectively. Note that for data presented in Fig. 4, wind speed, wind direction, air
temperature, and turbulent fluxes at each level (not shown) are approximately con-
stant during 1997 YD (Year Day) 344.1–345.3 which lasts longer than 1 day. Therefore,
zn/Ln, and RiB (Fig. 4b, c) are also approximately constant for this period. At high
latitudes, especially during the polar night, stable conditions are long lasting and can
reach quasi-stationary states (e.g., Fig. 4) compared to measurements in the traditional
nocturnal boundary layer in mid-latitudes. Such long-lived SBLs eventually can reach
very stable states (e.g., Fig. 5).

Three-day’s evolution of the turbulent Prandtl number, zn/Ln, and the bulk Rich-
ardson for moderately stable conditions is shown in Fig. 4. It is particularly remarkable
that the turbulent Prandtl number decreases with increasing height (Fig. 4a). In addi-
tion, Prt at levels 4 and 5 is systematically less than 1, whereas Prt at the two lower
levels tends to be above 1 (Prt at level 3 is basically scattered around 1). Similar
behaviour of Prt during SHEBA also has been observed at other times, for example,
during 1998, YD 13–15, 52–53, 65–67, 181.5–182.5, 201–203.

Figure 4a supports the result d Prt /dz < 0 for 0.01 < RiB m < 0.03 presented in
Fig. 3b. This finding is also in good agreement with Howell and Sun (1999) measure-
ments and LES simulations by Basu and Porté-Agel (2006). Howell and Sun (1999)
found on average that Prt estimates at the 3-m level are higher than at the 10-m level.
According to Basu and Porté-Agel’s (2006) study, Prt ≈ 0.7 inside the boundary layer
(up to 150 m), but values of Prt increase to ∼ 1 in the surface layer (Ibid. p. 2082).
The result d Prt /dz < 0 indicates that, for the stability range 0.01 < RiB m < 0.03,
turbulent momentum transfer is relatively more efficient near the surface. It should
be mentioned that measurements at two lower levels may be influenced by a surface
flux footprint effect or a blowing snow effect (see Fig. 6 and relevant discussion in
Grachev et al. 2007).

Figure 5 shows a typical 1-day time series of Prt, zn/Ln, and RiB for the very stable
conditions observed during December 27–28, 1997 (YD 361–363). The data are based
on 1-h averaging. Time series of the basic meteorological variables and turbulent
fluxes for YD 361.8–363 (Fig. 5) can be found in Grachev et al. (2003, their Fig. 1).
According to Fig. 5a, the turbulent Prandtl number for the very stable conditions
tends mainly to be less than 1 at all levels. Similar time series of Prt for the very stable
conditions observed during SHEBA also can be found on 1998 YD 56, 64–65, and
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Fig. 4 Time series of the (a) the turbulent Prandtl number, (b) zn/Ln, and (c) the bulk Richardson
number measured at the five levels during moderately stable conditions, 1997 year days 343–346
(December 9–12, 1997 UTC). The data are based on 1-h averaging. The horizontal dashed line in the
bottom panel correspond, to the critical Richardson number, RiB = 0.2

142–143 among others [see also Fig. 2 in Grachev et al (2003) for YD 142–143 time
series].

Although on average the turbulent Prandtl number decreases with increasing sta-
bility and Prt < 1 in the very stable case (Fig. 3a), our study does not find that Prt < 1
is a general result for the SBL. One may speculate that Prt generally does not have
a universal behaviour in the stable atmospheric boundary layer in the framework of
the Monin–Obukhov similarity. As mentioned above, Prt describes the difference in
turbulent transfers of momentum and sensible heat. Similarity in the turbulent mixing
of momentum and heat suggests that Prt ≈ 1. However, physical processes overlooked
in Monin–Obukhov similarity theory (e.g., internal gravity waves, Kelvin–Helmholtz
billows, an upside-down boundary layer, radiative flux divergence, etc.) may increase
only the momentum flux (Prt > 1), only the heat flux (Prt < 1), or may produce a
mixed effect and therefore violate similarity.

Eleven months of multi-level measurements during SHEBA cover a wide range
of stability conditions and can shed light on the discrepancy of Prt measurements
in the literature (see Sect. 1). In addition to the self-correlation problem discussed
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Fig. 5 Same as Fig. 4 but for data obtained during very stable conditions, 1997 year days 361–362
(December 27–28, 1997 UTC)

in Sect. 3, use of the limited datasets may be responsible for the discrepancy. For
example, measurements only at heights less than 4 m (levels 1 and 2) for the limited
stability range RiB m < 0.03 result in Prt > 1 (see Figs. 3b and 4). At the same time,
Prt is systematically less than 1 for measurements at heights higher than 4 m (levels
3–5). As mentioned earlier, the whole SHEBA dataset on the average suggests that
the turbulent Prandtl number decreases with increasing stability and Prt < 1 in the
very stable regime for all levels.

5 Conclusions

The turbulent Prandtl number in the SBL is discussed based on measurements made
during SHEBA. Plots of Prt vs. Ri (as well as vs. Rf and ζ ) for individual 1-h obser-
vations and relevant conventional bin-averaged values of the individual quantities
suffer severely from self-correlation because of the shared variables. As a result, such
analyses conceal any real physical correlation. For example, plots of Prt vs. different
stability parameters for the same dataset give conflicting dependencies (Figs. 1 and
2). The turbulent Prandtl number increases with increasing stability if Prt is plotted
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vs. Ri; but at the same time, Prt decreases with increasing stability if Prt is plotted vs.
Rf or vs. ζ = z/L. In addition, the data fail to agree with the canonical value Prt ≈ 1
for weakly stable conditions (Figs. 1a, b, 2a, b).

In contrast, plots of Prt vs. the bulk Richardson number, which have no built-in
correlation, show that on the average, at least for the SHEBA data, Prt decreases with
increasing stability and Prt < 1 for all levels in the very stable cases (Fig. 3). How-
ever, the turbulent Prandtl number has more intricate behaviour for specific stability
ranges and heights (Figs. 4 and 5). It is conceivable that the turbulent Prandtl number
does not have a universal behaviour and Prt < 1 is not a general result in the stable
atmospheric boundary layer.
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Micrometeorological observations of a microburst
in southern Finland
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Abstract On the afternoon of 3 July 2004 in Hyytiälä (Juupajoki, Finland), convective cells
produced a strong downburst causing forest damage. The SMEAR II field station, situated
near the damage site, enabled a unique micrometeorological analysis of a microburst with
differences above and inside the canopy. At the time of the event, a squall line associated
with a cold front was crossing Hyytiälä with a reflectivity maximum in the middle of the
squall line. A bow echo, rear-inflow notch, and probable mesovortex were observed in radar
data. The bow echo moved west-north-west, and its apex travelled just north of Hyytiälä. The
turbulence data were analysed at two locations above the forest canopy and at one location
at sub-canopy. At 1412 EET (Eastern European Time, UTC+2), the horizontal and vertical
wind speed increased and the wind veered, reflecting the arrival of a gust front. At the same
time, the carbon dioxide concentration increased due to turbulent mixing, the temperature
decreased due to cold air flow from aloft and aerosol particle concentration decreased due to
rain scavenging. An increase in the number concentration of ultra-fine particles (< 10 nm)
was detected, supporting the new particle formation either from cloud outflow or due to
rain. Five minutes after the gust front (1417 EET), strong horizontal and downward verti-
cal wind speed gusts occurred with maxima of 22 and 15 m s−1, respectively, reflecting the
microburst. The turbulence spectra before, during and after the event were consistent with
traditional turbulence spectral theory.
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1 Introduction

On the afternoon of 3 July 2004, an area of scattered thunderstorms occurred in southern
Finland. One of the convective cells produced a small downburst, known as a microburst, that
was detected at the SMEAR II (Measuring Forest Ecosystem—Atmosphere Relations) field
station in Hyytiälä, where a large array of micrometeorological instrumentation is operated
continuously (Vesala et al. 1998; Hari and Kulmala 2005). The main microburst damage track
was around 10 m long and approximately 20 m wide, and trees fell mostly to the south-west,
although areas outside the main damage track also experienced occasional forest damage. A
microburst passing through a well-equipped observation site provides a unique opportunity
to study high-resolution turbulence data, trace gas and total aerosol particle concentrations,
and aerosol size spectra during an extreme weather event.

Severe thunderstorms mainly occur in Finland from June to August, and where lightning
and heavy rain are sometimes accompanied by downbursts, and tornadoes are occasionally
observed. The short lifetime and small size of microbursts and tornadoes make direct obser-
vations difficult. Because eyewitnesses are rare in sparsely populated areas of Finland, these
phenomena are mostly detected only by their damage track on the earth’s surface, supported
by radar imagery (e.g. Punkka et al. 2006).

Although much previous research has been performed on severe convective storms and
microbursts, we are not aware of any other study that has presented high frequency (>10 Hz)
data from a microburst. To our knowledge, Sherman (1987) is the only known report of ver-
tical velocity data from a microburst (at an instrumented tower in Brisbane, Australia), but
no other micrometeorological analysis was made in that study. Our observations are novel in
that we are able to link the meteorological observations to measurements of turbulence char-
acteristics, trace gas (water vapour, carbon dioxide, and ozone) concentrations, and aerosol
particle concentrations before, during, and after the microburst.

The aim of this study is to investigate the micrometeorological features of the 3 July 2004
microburst. Three-dimensional high-frequency wind measurements are analyzed, including
comparisons between above-canopy and sub-canopy measurements. Trace gas concentra-
tions, total aerosol particle concentrations and aerosol particle size spectra are shown, pro-
viding an example of their behaviour in extreme weather conditions. Turbulence spectra of
horizontal and vertical wind speed components before, during and after the microburst event
are studied, and dissipation rates and turbulent kinetic energy are calculated. Radar data
are analyzed to investigate the larger mesoscale conditions associated with the microburst.
These observations, along with the damage-track analysis, allowed us to classify the event
as a microburst, instead of a tornado.

The measurement site, instrumentation and methodology applied in this study are intro-
duced in Sect. 2. Section 3 presents the results and discussion, beginning with the synoptic and
mesoscale overview in Sect. 3.1. Section 3.2 describes the local weather conditions on 3 July
2004 and Sect. 3.3 presents the micrometeorological analysis of the gust front and microburst
and relates these observations to existing conceptual models of convective systems. Section
3.4 presents the trace gas and aerosol particle measurements and Sect. 3.5 presents the turbu-
lence spectra, turbulent kinetic energy (TKE) and its dissipation calculations before, during
and after the microburst event. Finally, Sect. 4 provides conclusions.

2 Measurements and methods

The microburst occurred in Hyytiälä, Juupajoki (southern Finland), 210 km north of Hel-
sinki (Fig. 1a). The SMEAR II field station (61◦ 51′N, 24◦ 17′E, 181 m above sea level) is
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located close to the Hyytiälä Forestry Field Station (University of Helsinki). A large number
of diverse meteorological measurements are collected at the SMEAR II station and more
detailed description about the station and its measurements are presented in Vesala et al.
(1998) and Hari and Kulmala (2005). The station is surrounded mainly by a 42-year-old
Scots pine stand with an average tree height of 16 m in 2004, and the forest damage site is
about 200 m south-west of the measuring station (Fig. 2). A standard SYNOP weather station
(Finnish Meteorological Institute, Hyytiälä, WMO 05174) is located 450 m south-west from
the SMEAR II station. The C-band weather radar used in the study (Finnish Meteorological
Institute) is situated at Ikaalinen (61◦46′N, 23◦04′E, 154 m above sea level), 65 km west of
Hyytiälä.

The SMEAR II station has three eddy-covariance systems recording turbulence data. Two
systems above the canopy are at the same height of 23 m and are separated by a horizontal
distance of 30 m. These are henceforth referred as locations A and B (Fig. 2). The third system
is sub-canopy, below the foliage at 3 m, about 20 m south from location B. The above-canopy
systems include 3-dimensional acoustic anemometers Solent 1012R2 and Solent HS1199
(Gill Instruments Ltd., Lymington UK) and the sub-canopy sonic anemometer is a Metek
USA-1 (Metek GmbH, Germany). For all turbulence measurements, the measuring frequency
is 10.4 Hz. The clocks of the two above-canopy instruments were synchronized but differ-
ences of some seconds may exist between these and the sub-canopy measurements.

At location A, wind speed and direction were measured at heights of 73.0 and 8.4 m with
a 2-dimensional ultrasonic anemometer (Adolf Thies GmbH, Göttingen, Germany), whereas
temperature was measured at heights of 67.2 m and 8.4 m with a Pt-100 resistance ther-
mometer. Also at location A, pressure was measured at ground level with a digital pressure
indicator (DPI260, Druck, Williston, VT), and dew-point temperature was measured at a
height of 23 m (General Eastern Hygro E4, Billerica, MA, USA). At location B, rainfall was
collected above the canopy at a height of 18 m with a rain collector (ARG-100). In addition,
precipitation recorded at the local SYNOP weather station (Finnish Meteorological Institute,
WMO 05174) was used.

Carbon dioxide and water vapour concentrations were measured with a fast-response gas
analyser LI-6262 (Li-Cor Inc., Lincoln, NE, USA), and an ozone analyser TEI 49C (Thermo
Electron Corporation, Waltham, MA, USA) and a condensation particle counter (CPC) (TSI
3010, Shoreview, MN, USA) were used to measure ozone and total particle concentrations,
respectively. These measurements were made at location A at a height of 23 m. Aerosol
particle size distribution was observed by means of twin differential mobility particle sizer
(DMPS) systems (Aalto et al. 2001), and ion size distribution was measured with a balanced
scanning mobility analyzer (BSMA, Airel Ltd., Estonia). The DMPS technique is based on
the electrical classification of particles combined with the concentration measurement by the
CPC. One system measured sizes from 3 to 10 nm (TSI 3025, Shoreview, MN, USA) and
the other from 10 to 500 nm (TSI 3010, Shoreview, MN, USA). Both of the size distribution
measurements were situated in a cabin north of location A (Fig. 2), with the air drawn into
the cabin from an outside height of 2 m.

The 10-min average data are used for pressure, wind speed and temperature for the whole
of 3 July 2004 to obtain information on the general weather conditions. A more detailed
meteorological analysis was made for 1400–1430 EET (Eastern European Time, UTC + 2)
when the event was observed. Mean or instantaneous values for wind speed, wind direction
and vertical wind speed in all locations are used. For gas and total aerosol particle concen-
trations, 15-sec average values are analyzed, and 1-min average pressure at ground level, the
15-sec average temperature and the 1-min average dew point temperature are presented.
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Fig. 1 (a) Constant pressure analysis from European Centre for Medium-Range Weather Forecasts model
analysis at 300 hPa at 0200 EET 3 July 2004 (EET = UTC + 2): isohypses (solid lines every 80 dam) and isot-
achs (shaded every 10 m s−1 for speeds greater than 30 m s−1). (b) Surface SYNOP observation map at 1400
EET 3 July 2004: manually analyzed isobars every 1 hPa, with standard frontal analysis
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Fig. 2 Location of the forest damage and measuring locations at the SMEAR II station at Hyytiälä. The
black arrow shows the location of the damage site and the direction of fallen trees. The triangle represents the
above-canopy locations A and B and the circle stands for sub-canopy measurements. The square represents
the instrument cabin, and the rectangle represents an un-instrumented barn. The grey lines represent schematic
topography. Other lines represent roads

Finnish Meteorological Institute radar data, with SYNOP observation maps and European
Centre for Medium-Range Weather Forecasts numerical model analyses, are used to analyze
the synoptic and mesoscale environment of the microburst.

The atmospheric spectra were calculated using a fast Fourier transform for 5- to 10-min
sections, after having been de-trended and Hamming windowed (Kaimal and Kristensen
1991). A two-dimensional coordinate rotation (i.e., urot is the wind component rotated to
the direction of the mean wind and vrot is the wind component directed perpendicular to the
mean wind) was applied for the spectral calculations (Kaimal and Finnigan 1994). Turbulence
dissipation rate ε was calculated according to the inertial dissipation technique

ε = 2π

U

n∑
j=1

⎡
⎣ f 5/3

j Sui ( f j )

αi

⎤
⎦

3/2

, (1)

Sui ( f j ) is the frequency spectrum of wind component ui at frequency f j (n is the number
of frequencies) and αi = 0.53 is the Kolmogorov constant. (Piper and Lundquist 2004).
Turbulence dissipation was calculated only for urot. The turbulent kinetic energy, TKE, was
calculated according to

TKE = 0.5
(

u′2 + v′2 + w′2
)
, (2)

where u and v are horizontal wind components directed east and north, respectively, andw is
the vertical wind component (e.g. Holton 1992). The overbar denotes a 15-sec time average
and the prime refers to instantaneous turbulent fluctuations around the average.
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3 Results and discussion

3.1 Synoptic and mesoscale overview

On 3 July 2004, an elongated upper-level short-wave trough, extending from southern Nor-
way to the Baltic countries, moved north (Fig. 1a). Two minor surface depressions were
situated over Estonia and east of Finland (not shown). During the morning, the depression
over Estonia started to occlude and, in the afternoon, was south-east of Hyytiälä. At 1400
EET, a warm front lay just west of Hyytiälä, and a cold front approached the microburst area
(Fig. 1b). At Hyytiälä, the surface temperature was close to 20◦C, with a dew-point temper-
ature of around 15◦C, which combined with the nearest environmental sounding (Jyväskylä,
0800 EET 3 July 2004, not shown) produced convective available potential energy of about
500 J kg−1.

During the morning of 3 July, a rain area was observed in south-western Finland (not
shown). A line of convective cells arrived at the southern Finnish coastline by 1200 EET and
moved north-west, though the exact interaction between these convective storms and the cold
front remains unknown. The leading edge of the line reached Hyytiälä around 1330 EET.
Unlike other mesoscale convective systems (e.g., Parker and Johnson 2000), the maximum in
radar reflectivity factor was located in the middle of the line (Fig. 3a–c). About 30 min before
the microburst, the patterns in radar reflectivity factor showed the development of a bow echo,
a rear-inflow jet and a rear-inflow notch. These radar signatures moved just north of Hyytiälä
at 1415 EET (Fig. 3b), and are all considered important indicators of convective systems
producing strong surface winds (e.g., Fujita 1979; Przybylinski and DeCaire 1985; Smull
and Houze 1987; Przybylinski 1995; Wakimoto et al. 2006). Within a mesoscale convective
system, a rear-inflow jet may advect dry mid-level air into the convective system, leading
to evaporative cooling of precipitation, negative buoyancy, convective downdrafts, and the
bowing of the convective line (e.g., Atkins and Wakimoto 1991). The rear-inflow notch, a
channel of weak radar echoes pointing from the stratiform precipitation region toward the
convective line, is the indication of the evaporation of the precipitation by the rear-inflow jet.
Upon passing over Hyytiälä at 1412 EET, this convective line produced the microburst.

Recent numerical modelling (Weisman and Trapp 2003; Trapp and Weisman 2003) and
observational studies (Atkins et al. 2004, 2005; Wheatley et al. 2006; Wakimoto et al. 2006)
have shown that the most intense straight-line winds within bow echoes are frequently associ-
ated with low-level mesovortices. In the United States, where the majority of the bow echoes
move to the east or south-east, the most severe wind damage is observed north or north-west
(left) of the bow echo apex in close association with mesovortices (e.g., Wheatley et al. 2006).
Interestingly, the 3 July 2004 microburst occurred about 10 km left of the apex. Examination
of the Ikaalinen radar radial velocities at 1415 EET (Fig. 3d) showed a couplet of inbound and
outbound velocities, with the northern flank of the possible vortex travelling over Hyytiälä
at the time of the microburst. The difference between the inbound and outbound velocities
was 15–20 m s−1, and the distance between the maximum and minimum radial velocity was
about 5 km, both comparable to previous studies (e.g., Atkins et al. 2004, 2005). However,
closer examination of the structure and evolution of the possible mesovortices and other radar
signatures is beyond the scope of this study.

Downdrafts in thunderstorms are believed to be generated by evaporative cooling, precip-
itation loading, and precipitation drag (e.g., Wakimoto 2001; Choi 2004). Processes affecting
the amount of negative buoyancy of the descending air parcels govern the intensity of the
subsequent downdraft. Thus, melting, evaporation, and sublimation of hydrometeors lead to
colder and denser downdraft air, which accelerates towards the surface. The cooling effects
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Fig. 3 Radar reflectivity factor (dBZ , shaded) from the Ikaalinen radar (labelled IKA in panel a) at (a) 1400
EET 3 July 2004, (b) 1415 EET with inset box, and (c) 1430 EET with location of rear-inflow jet (RIJ) shown
by the arrow. (d) inset location from b) showing 1415 EET storm-relative radial velocity field (white solid
lines every 2 m s−1, positive values away from radar) overlain on radar reflectivity factor (dBZ , shaded), and
the location of the wind damage area marked with white X

associated with these phase changes usually offset the adiabatic warming of descending air.
In addition, Ogura and Liou (1980) showed that convective downdrafts effectively trans-
port horizontal momentum vertically. Therefore, convective cells developing in moderate to
strong low- and mid-level flow should aid in the production of microbursts associated with
strong winds.

These synoptic and mesoscale observations suggest that the convection in the Hyytiälä
case occurred in an environment of modest convective available potential energy and moder-
ate vertical shear of the horizontal wind. Such an environment is characteristic of convective
systems formed under strong synoptic forcing. In such cases, the lack of abundant instability
can be compensated for by greater wind shear to produce strong surface winds (e.g., Evans
and Doswell 2001).
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3.2 Local weather conditions on 3 July 2004

On 3 July 2004, the surface pressure decreased from 984 hPa to 979 hPa from 0000 to 2000
EET at location A at the SMEAR II station (not shown). Two clear peaks at approximately
0500 EET and 1415 EET were observed, with the latter appearing at the same time as the
thunderstorm moved over Hyytiälä. The maximum air temperature was reached around 1200
EET, after which the temperature decreased sharply, 4.5◦C within 1.5 h (not shown). The
minimum temperatures of 13◦C and 13.5◦C at heights of 67.2 and 8.4 m, respectively, coin-
cided with the maximum pressure (around 1415 EET). The decrease of the temperature and
the pressure jump indicate the arrival of the microburst event. The mean wind speed was less
than 3 m s−1at the lower level (8.4 m) throughout the day, but at the higher level (73 m), wind
speed reached 13 m s−1, coinciding with the pressure peak and local minimum temperature
(not shown). Between 0800 EET 3 July 2004 and 0800 EET 4 July 2004, the measured
rainfall was 30.3 mm. During the thunderstorm, the maximum precipitation intensity (with
15-min resolution) was 3.5 mm h−1 between 1400 and 1415 EET (not shown).

3.3 Micrometeorological features

More detailed examination of the period when the microburst occurred (1400–1430 EET)
indicated a more complex structure. Before the event, the instantaneous wind speed above the
forest was about 2 m s−1 and near-zero at the sub-canopy, and the wind direction was from the
north-north-west (Fig. 4). The vertical wind velocity was a few tens of mm s−1(Figs. 5 and
6), and temperature and dew-point temperature at location A were 18◦C and 13.2◦C, respec-
tively (Fig. 7). At 1405 EET, the pressure started to increase from 980.2 hPa (Fig. 7) and one
minute later, the wind slowly began turning to the north-east. The gust front reached the mea-
surement site at 1412 EET, detected as an increase in the horizontal and vertical wind speeds
at all three measurement locations (Figs. 4–6). Half a minute later, the pressure reached a
maximum of 981.4 hPa, and both temperature and dew-point temperature experienced a small
increase of 0.5◦C (Fig. 7). Within two minutes at 1413 EET, both temperature and dew-point
temperature fell by 2.5◦C on arrival of the cold air (Fig. 7). Other gust-front studies (e.g.,
Charba 1974; Mueller and Carbone 1987) have observed this pressure peak and wind shift
together with the temperature fall, consistent with our measurements. The pressure increase
and wind shift prior to the gust front is believed to be caused by the dynamic effects of the
temperature difference between the air masses (Figure 1 in Droegemeier and Wilhelmson
1987).

A windy and gusty period ensued between 1412 and 1418 EET (Figs. 4–6). Two peaks
in horizontal wind speed were evident at location A, the first (19 m s−1) after 1413 EET
and the second (22 m s−1) at 1417 EET (Fig. 4a). The peak wind speed values at location
B of 21 m s−1) and at sub-canopy of 9 m s−1 occurred at the same time as the second wind
speed maximum at location A (Fig. 4). During this 7-min period of gusty winds, the vertical
wind speed fluctuated between −15 and +10 m s−1at location A, between −9 and +9 m s−1

at location B and between −1.6 and +1.8 m s−1 in the sub-canopy (Fig. 5). Examining the
vertical wind speed at location A with a higher temporal resolution revealed a brief episode
of strong downward motion around 1417 EET (Fig. 6). This downward motion was also seen
at location B and in the sub-canopy, although the strongest downward motion was measured
a half a minute before at location B (not shown). Comparable descent in microbursts has
been seen by others (e.g., Proctor 1988; Hjelmfelt et al. 1989). The horizontal wind speed
maximum and the downward motion 5-min after the gust front at 1417 EET indicated the
microburst arriving at the measuring station. The time lag of five minutes between the first

194 L. Järvi et al.



Fig. 4 Time series at SMEAR II station for 1400–1430 EET: instantaneous wind speed (m s−1, thin grey
lines) and 15-sec average wind direction (◦, thick black lines) measured at (a) location A, (b) location B and
(c) sub-canopy. Note the different velocity scale of the sub-canopy plot. The vertical lines represent the arrival
of the gust front and microburst, respectively

Fig. 5 Time series at SMEAR II station for 1400–1430 EET: instantaneous vertical wind speed (m s−1)mea-
sured at (a) location A, (b) location B and (c) sub-canopy. Note the different velocity scale of the sub-canopy
plot. The vertical lines represent the arrival of the gust front and microburst, respectively

gusty winds (gust front) and the maximum wind speed (microburst) has also been observed
by Takayama et al. (1997).

Between the gust front and the microburst, the pressure experienced a minimum and started
to increase, along with temperature and dew-point temperature, at 1416 EET at the same time
as the strengthening microburst (Fig. 7). The wind veered toward the east preceding the gust
front and during the microburst (Fig. 4), and a second pressure maximum occurred just after
the highest wind speed values (Fig. 7). After the windy episode, both the horizontal and
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Fig. 6 Time series at location A at SMEAR II station for 1410–1420 EET: instantaneous (grey line) and
15-sec average (black line) vertical wind speed (m s−1). The vertical dashed lines represent the passage of the
gust front and the microburst, respectively

Fig. 7 Time series at location A at SMEAR II station for 1400–1430 EET: 15-sec average temperature at a
height of 23 m (◦C, solid line), 1-min average dew-point temperature at a height of 23 m (◦C, dotted line),
and 1-min average pressure at the ground (hPa). The vertical lines represent the arrival of the gust front and
microburst, respectively

vertical winds stayed gusty (Figs. 4–5), consistent with meteorological measurements from
other microburst studies (e.g., Wakimoto 1982; Fujita 1985, his Fig. 6.42).

The measured wind speed maxima of 21 and 22 m s−1 at locations A and B, respectively,
are consistent with maximum wind peaks from other studies. Ohno et al. (1994) measured
a peak wind speed of 26 m s−1, whereas lower wind speed maxima of 15 and 10.5 m s−1

were measured by Sherman (1987) and Takayama et al. (1997), respectively. The majority of
microbursts measured during the JAWS experiment had wind speed maxima between 12 and
16 m s−1 (Wakimoto 1985). A two-peaked wind speed maximum, which was most apparent
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Fig. 8 Time series at location A at SMEAR II station for 1400–1430 EET: (a) 15-sec average carbon dioxide
(ppm, black line) and water vapour (mmol mol−1, grey line) concentrations, and (b) 1-min average ozone (ppb,
black line) and 15-sec average total particle (cm−3, grey line) concentrations. The vertical lines represent gust
front and microburst, respectively

at location A, is consistent with an observed and modelled wind speed maximum just after
the gust front and another maximum close to the downdraft (e.g. Charba 1974; Mitchell and
Hovermale 1977).

In addition to the period of downward motion during the microburst, the vertical wind
speed showed several brief periods of downward and upward motion between 1412 and
1418 EET (Fig. 6). Mueller and Carbone (1987) showed a similar periodic pattern in vertical
wind speeds behind the gust front. Around the time of the strong downward motion during
the microburst at 1417 EET, periods of upward motion occurred. These could be caused
by vortices formed at the front and rear flanks of the strongest downward motion. Sherman
(1987) observed similar behaviour in time series of vertical wind speed from a microburst in
Australia.

The forest damage was most probably caused by the powerful microburst around 1417
EET when the wind speeds were strongest (Fig. 4). Based on prior experience in Finland, the
small patch of downed trees in the forest would imply the wind speed was about 30 m s−1.
Such estimated wind speeds are about 10 m s−1 higher than the maximum wind speed val-
ues at the above-canopy locations, suggesting that the microburst did not directly strike the
observing instrumentation.

The wind direction was similar at both above-canopy measurement locations but had
somewhat larger fluctuations at the sub-canopy where enhanced turbulent production occurs
(Fig. 4c). In contrast, the horizontal wind speeds were over 10 m s−1 smaller, and the vertical
wind speed was 10% less at the sub-canopy location than at the above-canopy location.

3.4 Gas and aerosol particle characteristics

The data collected during the microburst at Hyytiälä provide a unique opportunity to observe
gas and aerosol properties at ground level during such an extreme event. Carbon dioxide
concentrations (CO2) increased from 370 to 374 ppm at the time of the gust front (Fig. 8a)
due to strong mixing of the surface-layer air with the overlying boundary-layer air. When
descending cold air arrived at the measurement site and rain started at 1413 EET, the water
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vapour concentrations decreased from 19 to 16 mmol mol−1 in two minutes (Fig. 8a), con-
sistent with the decrease in dew-point temperature (Fig. 7). The effect of the rain scavenging
was clear as the total particle concentration decreased from 2800 to 1200 cm−3 during the
event (Fig. 8b). The ozone concentration did not have a distinct pattern between 1400 and
1430 EET, although the concentration rose during the microburst (Fig. 8b), consistent with
the mid-tropospheric source region of the microburst where higher ozone concentrations
occur.

Before the microburst, the aerosol number size distribution was dominated by Aitken and
accumulation mode particles (Fig. 9a). The total number concentration was of the order of a
few thousand, and positive and negative ion concentrations varied between 400 to 1000 (Fig.
9b). Concurrent with the microburst event (1410–1420 EET), the sub-micron aerosol size
distribution was dominated by ultra-fine particles (<10 nm in diameter) (Fig. 9a). The total
number concentration, together with the negative ion concentrations, increased an order of
magnitude at the time of the gust front (Fig. 9b). After the peak, a decrease in total aerosol
concentrations occurred, similar to Fig. 8b. The peak in the number concentration did not
occur in Fig. 8b since the detection limit of the CPC (approximately 10 nm) is higher than
the detection limit of the DMPS. The ion concentration did not decrease due to the rain, but
fluctuated rapidly, likely due to the production of intermediate ions during rain (Hirsikko
et al. 2007).

Previously, increased number concentration of ultra-fine particles has been measured
in relation to clouds. Perry and Hobbs (1994) detected increased concentrations of ultra-
fine particles in the clean marine air at the level of the anvil outflow. Also Clarke et al.
(1998) observed new particle formation in cloud outflow. Highest formation rates were
associated with elevated concentrations of sulphuric acid due to enhanced photochemical
activity and lower pre-existing particle surface concentration. Keil and Wendisch (2001)
detected ultra-fine particles over western Europe, and observed bursts of newly formed par-
ticles in the cloud-free air at cloud top. These observations could explain the increased
number concentration of ultra-fine particles in the microburst air. Another possible expla-
nation of concurrent high concentrations of ultra-fine particles and ions is the production
of charged particles associated with rain (Laakso et al. 2006), although the aerosol and
ion sizers were not fast enough to capture the full variability of concentration during the
microburst.

3.5 Turbulence spectra and turbulent kinetic energy (TKE)

The power spectra of urot and w were calculated for 5- to 10-min periods before, during and
after the microburst at location A. Before the microburst (1355–1405 EET), the prevailing
wind direction was 314◦, the average wind speed was 2.0 m s−1 and the atmosphere was
stably stratified. During the microburst event (1413–1418 EET), the wind direction was 071◦
and the average wind speed was 11.1 m s−1. Calculating the thermal stability during the event
was not possible due to the nonstationarity of the situation. After the microburst (1425–1435
EET), the wind direction was 206◦, the wind speed was 2.8 m s−1 and the atmosphere was
slightly stable. The power spectra were normalized by the variances of urot andw, smoothed
over logarithmically changing frequency intervals, and plotted as a function of normalized
frequency n = f (z̄ − d)/Ū , where z̄ is measurement height, d is the displacement height
assumed here as 2/3 the average tree height and Ū is the average wind speed (Fig. 10), with
the predicted −2/3 power law for the inertial subrange also shown. The turbulence dissi-
pation rates were calculated before, during and after the microburst for the frequency range
0.5–3 Hz according to Eq. 1.
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Fig. 9 (a) Observed aerosol number size distributions at location A at SMEAR II station before (1100–1400
EET, dashed–dotted line), during (1410–1420 EET, solid line) and after (1500–1700 EET, dotted line; 2100–
2300 EET, dashed line) the microburst event. (b) Time series at location A at SMEAR II station from 0000
EET 3 July 2004 to 0000 EET 4 July 2004: total aerosol number concentration (cm−3, solid line), positive
ion concentration (cm−3, dashed line), and negative ion concentration (cm−3, dotted line)

The power spectra of urot before and after the microburst showed comparable behaviour
(Fig. 10a), both having two maxima around 0.01 and 0.1 Hz. The power spectrum during the
event differed from the other spectra in the low-frequency end (below 0.01 Hz), with a faster
roll-off at lower frequencies during the event indicating less energy in larger eddies. All spec-
tra followed the −2/3 power law in the inertial subrange. Before and after the microburst,
the dissipation rates were below 0.01 m2 s−3. During the microburst, the dissipation rate of
turbulent energy increased substantially to 0.60 ± 0.02 m2 s−3. As with the power spectra of
urot, the power spectra of w were very similar in all three cases (Fig. 10b), with a maximum
at frequencies 0.05–0.1 Hz and followed the −2/3 power law well in the inertial subrange.
As with the power spectra of urot, the greatest differences between these three cases appeared
at the low-frequency end, although, in the case of the power spectra of w, the before- and
after-microburst periods had less energy than the during-microburst period. The reason for
the different behaviours of the spectra of urot and w at the low-frequency end is not known.
Also the reliability of the spectra at the low-frequency end is questionable due to the short
calculation periods. Overall, both the spectra of urot and w followed typical model spectra
before, during and after the microburst event.

The turbulent kinetic energy (TKE) at all three measuring locations was calculated for
15-sec time periods during 1400–1430 EET 3 July 2004 (Fig. 11). TKE was less than
0.1 m2 s−2 above the canopy and less than 0.01 m2 s−2 at the sub-canopy before the gust
front arrived. About two minutes before the gust front arrived, TKE at all locations in-
creased. By the time of the microburst at 1417 EET, the peak TKE values were greater than
24 m2 s−2 above the canopy and 5 m2 s−2 at the sub-canopy. At all measurement locations,
TKE had a two-peaked maximum at the time of the microburst (1416–1418 EET), with lower
values at 1417 EET when the highest horizontal values were measured. This implies greater
flow fluctuations in the vortices along the front and rear flanks of the strongest downward
motion.
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Fig. 10 The turbulence spectra of (a) wind urot component and (b) vertical wind velocity w before (1355–
1405 EET), during (1413–1418 EET) and after (1425–1435 EET) the event. Black line shows the −2/3 power
law in the inertial subrange

Fig. 11 Time series of turbulent kinetic energy (TKE, m2 s−2) at SMEAR II station for 1400–1430 EET
measured above-canopy at locations A and B and sub-canopy. The vertical lines represent the arrival of the
gust front and microburst, respectively
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4 Conclusions

Severe thunderstorms mainly occur in Finland during the late summer, and forest damage
caused by downbursts or tornadoes takes place almost every summer. The event at Hyytiälä
on 3 July 2004 caused forest damage next to the SMEAR II field station, providing a unique
opportunity to analyze the micrometeorology of a microburst and its attendant gust front.
The leading edge of a squall line was reached Hyytiälä at 1330 EET, and the radar reflectivity
factor maximum was located in the middle of the line, contrary to observations of other
mesoscale convective systems (e.g., Parker and Johnson 2000). Typical radar signatures of
downburst-producing convective systems (bow echo, rear-inflow jet, and rear-inflow notch)
were observed just north of Hyytiälä preceding and at the time of the microburst. Also, a
possible mesovortex was observed in the radar radial velocity data. The individual convec-
tive cells moved to the west or west-south-west. Based on the damage, the wind speed was
estimated to be around 30 m s−1, 10 m s−1 more than the measured wind-speed maxima.

Micrometeorological data above the canopy at a height of 23 m (locations A and B), and
sub-canopy at a height of 3 m, were used. The horizontal and vertical wind speeds, wind
direction, temperature and pressure showed behaviour typical of a thunderstorm outflow
(Charba 1974; Mueller and Carbone 1987). An increased number of ultra-fine particles were
measured during the gust front. Carbon dioxide concentrations increased due to the stronger
turbulent mixing associated with the gust front, and water vapour and particle concentra-
tions decreased due to cold downdrafts and rain. Strong peaks in horizontal wind speeds
(21–22 m s−1 above the canopy and 9 m s−1 at sub-canopy) and periods of downward vertical
motion occurred five minutes after the arrival of the gust front. Simultaneously, temperature,
dew-point temperature, water vapour and pressure increased, suggesting a strong microburst.
During the 7-min windy period during the event, the vertical wind speed at location A expe-
rienced maxima of upward and downward flow (10 and 15 m s−1, respectively), comparable
with other microburst studies (e.g., Proctor 1988; Hjelmfelt et al. 1989).

The turbulence spectra of horizontal and vertical wind speeds showed typical model spec-
tral behaviour before, during and after the microburst, with thew spectra following the −2/3
power law closer than the urot spectra in the inertial subrange. The dissipation of turbulent
kinetic energy increased during the microburst, with TKE having maxima during the micro-
burst (1416–1418 EET), but values were higher around the measured wind-speed maxima
(1417 EET) indicating the front and rear flanks of the strongest downward motion.
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Role of land-surface temperature feedback
on model performance for the stable boundary layer

A. A. M. Holtslag · G. J. Steeneveld ·
B. J. H. van de Wiel

Abstract At present a variety of boundary-layer schemes is in use in numerical models
and often a large variation of model results is found. This is clear from model intercompari-
sons, such as organized within the GEWEX Atmospheric Boundary Layer Study (GABLS).
In this paper we analyze how the specification of the land-surface temperature affects the
results of a boundary-layer scheme, in particular for stable conditions. As such we use a
well established column model of the boundary layer and we vary relevant parameters in
the turbulence scheme for stable conditions. By doing so, we can reproduce the outcome
for a variety of boundary-layer models. This is illustrated with the original set-up of the
second GABLS intercomparison study using prescribed geostrophic winds and land-surface
temperatures as inspired by (but not identical to) observations of CASES-99 for a period
of more than two diurnal cycles. The model runs are repeated using a surface temperature
that is calculated with a simple land-surface scheme. In the latter case, it is found that the
range of model results in stable conditions is reduced for the sensible heat fluxes, and the
profiles of potential temperature and wind speed. However, in the latter case the modelled
surface temperatures are rather different than with the original set-up, which also impacts
on near-surface air temperature and wind speed. As such it appears that the model results in
stable conditions are strongly influenced by non-linear feedbacks in which the magnitude of
the geostrophic wind speed and the related land-surface temperature play an important role.
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1 Introduction

In the stable boundary layer over land many small-scale physical processes occur, such as
turbulent mixing, radiation divergence, gravity waves (e.g., Mahrt 1999; Holtslag 2006).
These processes need to be represented in an effective way in an atmospheric model, and the
current understanding of these processes in the stable boundary layer is rather limited (e.g.,
Delage 1997; Beljaars and Viterbo 1998; Mahrt 1998; Edwards et al. 2006; Steeneveld et al.
2006b). This is relevant for the forecasting of surface and air temperatures, wind speed and
direction, the surface fluxes and the boundary-layer depth, and it affects the forecasting of
frost and fog episodes (e.g. Clark and Hopwood 2001), and on the dispersion of pollutants
and trace gases (e.g. Salmond and McKendry 2005).

To enhance the understanding and to improve the representation of the atmospheric bound-
ary layer in models for weather forecasting, air quality and climate research, frequent model
evaluation and intercomparison studies are organized (e.g., Lenderink et al. 2004, Cuxart
et al. 2006; Steeneveld et al. 2007). Overall the aim of such studies is to identify strengths
and weaknesses of models in comparison with observations (e.g., Poulos et al. 2002) and
large-eddy simulations (LES) (e.g. Beare et al. 2006; Kumar et al. 2006).

Usually the intercomparison studies with atmospheric column (1D) models are done with
simplified boundary conditions and forcing conditions, such as prescribing a constant geo-
strophic wind and a prescribed surface temperature (tendency). So far this has also been the
approach within the GEWEX Atmospheric Boundary Layer Study (GABLS); see Cuxart et
al. (2006) for an overview of the 1D model results for the first GABLS model intercompar-
ison, and Svensson and Holtslag (2006) for the initial results of the second GABLS model
intercomparison. Note that evaluation of boundary-layer models with a prescribed surface
temperature has been also a typical approach for column models (e.g. Rao and Snodgrass
1979; Delage 1997), as well as large-eddy simulation models (e.g. Beare et al. 2006; Basu
et al. 2006).

Instead of prescribing the surface temperature, one may alternatively prescribe the surface
sensible heat flux. This has been a useful approach for cases studies over sea and daytime
conditions over land (e.g. Lenderink et al. 2004; Kumar et al. 2006), but for nighttime (sta-
ble) conditions over land the surface heat flux depends strongly on surface-layer turbulence.
Kumar et al. used LES to study the diurnal cycle of the atmospheric boundary layer and they
encountered numerical instabilities in stable conditions. At present it is not clear whether this
is related to the subgrid closure or to the heat flux boundary condition utilized. In addition,
the surface temperature and the surface heat flux are interdependent and are strongly related
to the magnitude of the geostrophic wind (e.g. Estournel and Guedalia 1985; Gopalakrishnan
et al. 1998; Derbyshire 1999; Delage et al. 2002; van de Wiel et al. 2003; Steeneveld et al.
2006a, b). Thus neither the surface temperature nor the surface heat flux, is a true external
boundary condition, at least not for stable conditions (van de Wiel et al. 2007).

It also appears that the results for both the first and second GABLS model intercompari-
sons show significant variability in the surface fluxes, and the atmospheric wind speed and
temperature profiles, despite the relatively simple surface temperature description (and forc-
ing conditions). It is supposed that this is directly related to the different parameterizations
of the various models, but it is unknown to what extent the surface temperature boundary
condition has an impact on this.

In this study we explore the impact of the surface temperature feedback on the variability
of model results. As such, our aim is to investigate to what extent the degree of variability
among the model results is influenced by prescribing the surface temperature and not solving
for the surface energy balance. The set-up of the second GABLS case is used to study more
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than two diurnal cycles of the boundary layer over land under clear skies, but we focus on
variability created in stable conditions. Some preliminary results of this study were presented
by Holtslag et al. (2006).

2 Set-up intercomparison and model description

In the current study we use a first-order closure model and vary the parameters in the tur-
bulence scheme for stable conditions in a reasonable range to mimic the apparent vari-
ability among boundary-layer models. Thus, at first, model runs are performed with a pre-
scribed surface temperature as inspired by (but not identical to) the observations in CASES-99
(Poulos et al. 2002) and as described in the GABLS2 case description (Svensson and Holtslag
2006). Second, the model runs are repeated, but using an interactive prognostic heat budget
equation for the surface temperature.

For our study we use the coupled land-surface boundary-layer model of Duynkerke (1991)
with the extensions of Steeneveld et al. (2006b). The reference model has 50 logarithmically
distributed layers with the first atmospheric model level at 2 m. The roughness lengths for
heat zoh and momentum zom are given by 3 mm and 30 mm, respectively. Compared to the
reference second GABLS study, the surface boundary condition for specific humidity has
been altered by introducing a constant canopy resistance of 800 s m−1 (to represent the dry
conditions during CASES-99, Steeneveld et al. 2006b). Below a brief discussion of the model
assumptions is given.

2.1 Turbulence parameterization

The turbulent fluxes of momentum and heat are described by local diffusion for both the
surface layer and the SBL. The eddy diffusivity K is given by a first-order closure, which
for the whole stable boundary layer can be written as:

Kx = �2

φmφx

∣∣∣∣∣
∂ �V
∂z

∣∣∣∣∣ . (1)

Here subscript x refers to heat (h) or scalar mixing, and subscript m reflects momentum. The
length scale � is given by:

1

l
= 1

kz
+ 1

λ0
, (2)

where k = 0.4 is the Von Karman constant, and λ0 is the asymptotic mixing length (which
is infinite in the reference case). Furthermore, the non-dimensional gradients for heat and
momentum in stable conditions are given by (Duynkerke 1991):

φx (ζ ) = kz

X∗
∂X

∂z
= 1 + βxζ

(
1 + βx

αx
ζ

)αx −1

. (3)

In Eq. 3 ζ = z/�, where � is the local Obukhov length.
For the reference model we use βm = 5, βh = 5, and αm = αh = 0.8. Note that

this has been validated with observations at Cabauw (Duynkerke 1991), and for CASES-99
(Steeneveld et al. 2006b; Baas et al. 2006). For unstable conditions the original model by
Duynkerke (1991) is used for simplicity, although it neglects the impact of non-local mixing
by convection (e.g. Holtslag and Moeng 1991).
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2.2 Soil and land-surface scheme

In the interactive model runs, the soil temperature evolution is calculated by solving the
diffusion equation (using a grid spacing of 10 mm) and the heat flux G through the vegeta-
tion is calculated from:

G − (1 − fveg)K
↓ = rg

(
Tveg − Ts0

)
, (4)

where K ↓ is the incoming shortwave radiation, Tveg represents the vegetation surface tem-
perature, and Ts0 is the soil temperature just below the vegetation (at z = 0 m). As reference
values we have fveg = 0.9 and rg = 5.9 W m−2 K−1, which are consistent with the observa-
tions of CASES-99 (Steeneveld et al. 2006b). Initial soil and surface temperatures are also
taken from the CASES-99 observations.

Subsequently, the evolution of Tveg is computed by solving the surface energy budget for
the vegetation layer:

Cv
∂Tveg

∂t
= Q∗ − G − H − LvE, (5)

where Cv is the heat capacity of the vegetation layer per unit of area (Cv = 2, 000 J m−2 K−1,
van de Wiel et al. 2003), Q∗ is the net radiation, H is the sensible heat flux and LvE is the
latent heat flux. Q∗ is calculated by adopting the Garratt and Brost (1981) radiation scheme.

Note that Eqs. 4 and 5 provide a rather strong coupling of the atmosphere to the vegetated
land-surface for the current parameter setting (see also Steeneveld et al. 2006b).

2.3 Model parameter settings

To study the impacts of parameter values on the model results, reference runs are made for
coupled and uncoupled cases with alternative permutations in some of the parameter settings
for stable conditions. The parameter modifications are chosen such that they cover a realistic
range in comparison with existing models of the stable boundary layer (such as described in
Cuxart et al. 2006). The alternate values of the parameters to be used in the Eqs. 1–3 are:

– αm = αh = 0.95;
– βm = βh = 3 or 4.7;
– λ0 = 15, 50, 100, 250 m;
– λ0 = ε

u∗,local
N , with ε = 0.8, 1.3, 2.

In addition model runs are made:

– with the use of 30 or 20 layers in the model set-up (instead of 50);
– where the height of the first level (z1) is placed at 10 m above the surface rather than 2 m

in the reference case;
– with the inclusion of a value for the molecular diffusivity in one of the runs.

In all model runs the roughness length and the canopy resistance are constant (as in Ste-
eneveld et al. 2006b), and the geostrophic wind is taken at a reference value of 9.5 m s−1

(as in Svensson and Holtslag 2006). To study the impact of wind speed on the results (e.g.,
Estournel and Guedalia 1985; Derbyshire 1999; Gopalakrishnan et al. 1998), additional runs
are done with a reduced geostrophic wind (see below). Note that it is not our intention to
do a full parameter study here. The impact of changing the asymptotic length scale (λ0) was
already discussed for the current model by Steeneveld et al. (2006a).
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(b)

(a)

Fig. 1 Time series (in hours commencing at 1400 LT) of model results for the sensible heat flux in a model
intercomparison study with (a) prescribed surface temperatures, and (b) by solving the surface energy budget

3 Results

The model results for all parameter permutations are first presented for the sensible heat flux
(Fig. 1), friction velocity (Fig. 2), and boundary-layer height (Fig. 3). The latter is defined as
the height where the stress is 5% of its surface value divided by 0.95 (as in Cuxart et al. 2006).
In each figure the upper sub-frame of the figure (labelled a) indicates the results achieved
with the uncoupled model (using prescribed surface temperature) and in (b) the results are
given achieved by solving the energy budget equation. The local starting time in the model
runs is 1400 LT on October 22, 1999 (rather than 1600 LT in the GABLS2 runs). The duration
of all runs is 59 h (so that the axis of all the figures indicates 14 until 73 h, covering a period
of 2.5 diurnal cycles).

Overall the variety of results in the upper frames (Figs. 1a, 2a, 3a) is comparable to the
variety within the GABLS2 intercomparison study in stable conditions for the uncoupled
models (see also Svensson and Holtslag 2006). Thus we have a range of −10 to −40 W m−2
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(a)

(b)

Fig. 2 As Fig. 1 for friction velocity

for the sensible heat flux, a range of 0.19 to 0.25 m s−1 for friction velocity and boundary-
layer depths varying between 80 and 220 m (all indicated values apply for the variables at the
end of the first night e.g. at the indicated time of 30 h in the figures). The variability is a result
of the range of parameters chosen above and the impact is apparently sufficient to mimic the
different parameterizations for stable conditions in the models used within GABLS2.

Next we repeat all model runs and allow for surface feedback using Eqs. 4 and 5. The
results for the coupled model runs are given in the lower frames (Figs, 1b, 2b, 3b). Now we
have a range of −10 to −25 W m−2 for the sensible heat flux, a range of 0.20–0.26 m s−1

for friction velocity and boundary-layer depths between 100 and 270 m (again all indicated
values apply for the variables at the end of the first night e.g. at the time of 30 h). Thus it
appears that the variety of model results is smaller for the sensible heat flux in the coupled
case, in particular. At the same time the variability appears to be somewhat larger for friction
velocity and boundary-layer depth, which seems to be related to the larger variability in the
near-surface air temperature and wind speed (see Figs. 5 and 6 below).
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(a)

(b)

Fig. 3 As Fig. 1 for boundary-layer depth

During daytime the sensible heat fluxes are rather similar for all model runs within one
category (either coupled or uncoupled), but the maximum values differ. In addition, due
to the coupling the sensible heat fluxes show a smoother behaviour in the morning hours as
compared with the uncoupled results (Fig. 1). Thus, surface feedback is influencing the model
results and is also able to compensate for some variation in the model parameter values. Note
also that the variability in the friction velocities of the first night remains during the morning
hours in the uncoupled runs, but not so much in the coupled case.

In Fig. 4 the surface temperatures are given as specified for the uncoupled case (the dash-
dotted line), and the temperatures as calculated in the various interactive model runs (various
grey lines). It is seen that the latter values are quite different from each other (in particular at
night). It is also important to note that the surface temperature by the ensemble of coupled
model runs is clearly different from the specified temperature in the uncoupled case. This
affects also the absolute values and the range of air temperatures (given at 2 m), and the near-
surface wind speeds (given at 10 m). This can be seen in the time series for these variables
in Figs. 5 and 6, respectively.
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Fig. 4 Time series of modelled surface temperature for coupled runs. Dash-dotted line: prescribed surface
temperature in the uncoupled case

To further understand this issue, we show in Figs. 7a and 7b the dependence of the sensible
heat flux on the potential temperature difference between the surface and the lowest atmo-
spheric model level for given wind speed at that level (at z = 2 m). As such we have integrated
Eq. 3 for heat and momentum in the surface layer for the reference model parameter settings
in stable conditions. In addition, the symbols refer to the outcome of the variety of model
runs with perturbed parameter values for the first night, either in the uncoupled case (Fig.
7a) or in the coupled case (Fig. 7b). The indicated lines apply for the reference model and
show values for the wind speed at the lowest atmospheric model level (at 2 m). The figures
are inspired by earlier works of van de Wiel (2002) and Delage et al. (2002).

In Figs. 7a and 7b it is seen that for lower wind speeds, the curves show a maximum. In
fact two regimes can be distinguished, namely the ‘well-behaved regime’ (at the left-hand
side of the maximum) where sensible heat flux is proportional to the potential temperature
difference for a given wind speed. This occurs in weakly to moderately stable conditions in
which turbulence is sufficiently strong and can maintain itself. At the right-hand side of the
maximum, turbulence is suppressed by stability effects so that the exchange decreases and
consequently also the sensible heat flux decreases if the potential temperature increases (see
also discussion by Holtslag and De Bruin 1988; De Bruin 1994). As such, a positive feedback
loop can be established resulting in diminishing turbulence and large temperature gradients.

The results indicate that for a given potential temperature difference and wind speed, a
large variation in sensible heat flux can occur due to the different model parameter settings
for stable conditions (see Sect. 2). The differences impact clearly on the model results for
all model variables as indicated above. Interestingly, it also appears that the results for the
uncoupled model runs with perturbed parameter settings (Fig. 7a) show larger absolute values
for sensible heat flux for given temperature difference and wind speed than the results of the
coupled runs shown in Fig. 7b. In addition, the uncoupled model runs show no maximum
for the heat flux, while the coupled model runs do show this. This explains the smaller range
of sensible heat fluxes and also the smaller range of variability among model results in the
coupled case. The chosen boundary condition has therefore a clear impact on which stability
regime is entered. With a prescribed surface temperature condition, the model does not enter
the regime with the positive feedback.
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(a)

(b)

Fig. 5 Time series of the model air temperature at 2 m for (a) prescribed surface temperatures, and (b) by
solving the surface energy budget

In Fig. 7a also a cluster of points is visible at the right-hand side. It appears that this
results from the additional model run with lower vertical resolution (see Sect. 2). However,
in the coupled case the outcome of the latter run is in more agreement with the other results
(Fig. 7b). Overall the findings illustrate that the coupling of the boundary-layer scheme to
the land-surface clearly has an impact on the model findings, and this is due to the many
feedbacks in this highly nonlinear system (see also McNider et al. 1995).

Forecasted atmospheric profiles for potential temperature and wind speed magnitude after
12 h are given in Figs. 8 and 9 (valid for local nighttime conditions at 0200 on October 23,
1999). Similar range of results is achieved for longer forecasting times during the night.
To illustrate the variability in potential temperature and wind speed magnitude, we have
calculated the mean square difference (or variance) of the ensemble of model results. Fig-
ures 10 and 11 show the outcome of this. Again a distinction is made in uncoupled (upper
frames) and coupled cases (lower frames). In all figures the variances are plotted for a height
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(a)

(b)

Fig. 6 Time series of the model wind speed at 10 m for (a) prescribed surface temperatures, and (b) by solving
the surface energy budget

up to 300 m and for the complete forecast period. It is clear from these figures that the
strongest variability occurs for potential temperature and wind speed in the stable bound-
ary layer at the end of the night in the morning transition hours. This is true for both the
coupled and uncoupled cases, although with different magnitudes. During daytime the var-
iability among the models is much less, because of the impact of convective mixing in such
conditions.

The variances in the SBL occur over the same depth although with different magnitudes.
It is also clear that the variability increases with forecasting time, which is to be expected
in this nonlinear system (e.g., McNider et al. 1995). During the second night the maxi-
mum variance is 11.2 K2, while in the first night this is only 4 K2 (factor 3 smaller) for the
uncoupled model runs (Fig. 10a). The variability in the model results is rather different for
potential temperature and the wind speed magnitude by comparing their results for the cou-
pled and uncoupled cases. For potential temperature the variability decreases with about a
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(a)

(b)

Fig. 7 The variation of sensible heat flux H (in Kms−1) with potential temperature difference near the surface
for the reference model and perturbed model results (various symbols) for (a) prescribed surface temperatures,
and (b) by solving the surface energy budget. The full lines refer to the wind speed with an interval of 0.5 m s−1

at a model height of 2 m

factor of 4 for the coupled case, and for the wind speed magnitude the variance decreases by
30%.

By repeating the model experiments with a lower geostrophic wind of 4.8 m s−1 (50%
of the reference value), we find overall similar characteristics. However, the magnitudes for
the variances of the predicted profiles for potential temperature and for the wind speed are
typically smaller in the case of the lower geostrophic wind, both in the coupled and uncoupled
model runs (not shown). Thus there is a clear dependence of the model results on both the
surface temperature and the geostrophic wind speed, confirming earlier findings by Estournel
and Guedalia (1985) and Gopalakrishnan et al. (1998).

From the findings presented, it is apparent that the treatment of the surface temperature
boundary condition affects strongly the outcome of the boundary-layer model results and
their variety. By repeating the uncoupled model runs with a specified surface temperature
as given by the ensemble mean value of the interactive runs, we achieve basically the same
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Fig. 8 The profiles of a) wind
speed magnitude and b) potential
temperature up to 500 m for a
12 h forecast

(a) (b)

Fig. 9 As Fig. 8 but for the
coupled runs (a) (b)

variety of model outputs for the potential temperature and wind as for the coupled cases. This
confirms that in model evaluation studies the surface temperature should be taken consistent
with the value of the geostrophic wind (although this is likely to be model dependent).

4 Discussion and conclusion

In this paper we have studied the impact of the surface temperature on the variability of results
using an atmospheric boundary-layer model. First, it appears that most of the variability seen
in the second GABLS model intercomparison case for stable conditions can be reproduced by
taking one model and choosing alternative parameter values in a reasonable range. Second,
the variety of model results is less when coupled to the land-surface. This is particularly
true for the surface sensible heat flux, and the profiles of wind and temperature. However,
we find that in the coupled case the realized surface temperatures are clearly different from
the specified value of the uncoupled model case study. In addition we find sensitivity of the
model results to the magnitude of the geostrophic wind speed.
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(a)

(b)

Fig. 10 Contour plot of variance of the predicted potential temperature in a prescribed (a) and coupled (b) case

From the coupled model results we find that surface feedback can compensate for some of
the variety introduced by changing model parameters. Thus the evaluation of boundary-layer
models is less critical when coupled to the land-surface, in particular for the nighttime bound-
ary layer over land (see also Holtslag et al. 2006). However, this conclusion seems to depend
on the combination of the specified geostrophic wind speed and the surface temperature. In
fact these variables are related in the stable boundary layer over land (e.g., Estournel and
Guedalia 1985; Derbyshire 1999; Gopalakrishnan et al. 1998 among many other studies).

Steeneveld et al. (2006b) were able to achieve realistic surface temperatures with a cou-
pled model set-up similar to that used here, but by using a more detailed specification of the
variation of the geostrophic wind as a function of time. In contrast, in the current study we
use a constant geostrophic wind over time as was specified in the GABLS2 model intercom-
parison case. Then in combination with the specified values for the surface temperature, a
larger range of results is found. If a surface temperature is chosen that is consistent with the
magnitude of the geostrophic wind then a smaller variation of model results is found.
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(a)

(b)

Fig. 11 As Fig. 10 for the model variance of wind speed magnitudes

In conclusion, the intercomparison and evaluation of boundary-layer models are not as
simple and straightforward as it may seem. Our results herein indicate that variability among
model results in stable conditions is not only related to the different parameterizations, but also
to what extent the applied surface temperature forcing and the magnitude of the geostrophic
wind are consistent with each other. This conclusion may also be relevant for large-eddy
simulation studies (e.g., Beare et al. 2006; Kumar et al. 2006).
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Katabatic flow with Coriolis effect and gradually varying
eddy diffusivity

Iva Kavčič · Branko Grisogono

Abstract Katabatic flows over high-latitude long glaciers experience the Coriolis
force. A sloped atmospheric boundary-layer (ABL) flow is addressed which partly
diffuses upwards, and hence, becomes progressively less local. We present the ana-
lytical and numerical solutions for (U, V, θ) depending on (z, t) in the katabatic flow,
where U and V are the downslope and cross-slope wind components and θ is the
potential temperature perturbation. A Prandtl model that accounts for the Coriolis
effect, via f , does not approach a steady state, because V diffuses upwards in time;
the rest, i.e., (U, θ), are similar to that in the classic Prandtl model. The V component
behaves in a similar manner as the solution to the 1st Stokes (but inhomogeneous)
problem. A WKB approach to the problem of the sloped ABL winds is outlined in
the light of a modified Ekman-Prandtl model with gradually varying eddy diffusivity
K(z). Ideas for parameterizing these high-latitude persistent flows in climate models
are revealed.

Keywords Low-level jet · Prandtl model · Strongly stable boundary layer

1 Introduction

Katabatic flows are regular features of the stable atmospheric boundary layer (ABL)
over inclined radiatively cooled surfaces. The ubiquitous nature of katabatic flows
over e.g., Antarctica and Greenland, not to mention smaller areas such as Iceland,
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and their cumulative effects, implies that the katabatic wind contributes to the general
circulation (Parish and Bromwich 1991). Moreover, as katabatic flows may impinge
on various coasts (Parmhed et al. 2004; Renfrew and Anderson 2006; Söderberg and
Parmhed 2006), they may interact with sea ice and coastal ocean areas. It has been
considered that katabatic flows might affect the thermohaline circulation and water
mass conversions through the formation of coastal polynyas and the associated strong
air–sea interaction (e.g., Gordon and Comiso 1988).

The detailed structure of katabatic flow still remains an important modelling issue
(e.g., Weng and Taylor 2003). The stably stratified boundary layer is usually poorly
resolved in many numerical models (e.g., Zilitinkevich et al. 2006), i.e., the modelling
of katabatic flows is reasonably successful only if a sufficient vertical resolution is
used (e.g., Renfrew 2004). A simple model of katabatic flows represents a balance
between the negative buoyancy production due to the surface potential temperature
deficit and dissipation by turbulent fluxes (e.g., Mahrt 1982; Egger 1990). On long
glaciers in higher latitudes the Coriolis force also becomes an important contributor
to the katabatic flow balance, deflecting the downslope component and leading to
the occurrence of a wind component directed across the slope (Denby 1999; Van den
Broeke et al. 2002). Stiperski et al. (2007) extended the Prandtl model by including
the Coriolis force in order to be able to cover long polar slopes and the corresponding
long-lived strongly stable ABL.

Furthermore, the pure katabatic flow is characterized by a pronounced low-level
jet (LLJ) and sharp near-surface vertical temperature gradient (e.g., King et al. 2001;
Grisogono and Oerlemans 2001a,b; Van den Broeke et al. 2002). Renfrew (2004) and
Renfrew and Anderson (2006) show that significant katabatic flows over Antarctica
most often exhibit clearly their LLJ and an anticlockwise backing of the wind with
height. The authors suggest that this is due to a decrease in frictional forcing with
height through the ABL. Moreover, Renfrew and Anderson (2006) indicate which
kind of problems the measurements of katabatic flows may have, e.g., capturing the
height of the LLJ that may exist just above a meteorological mast but still below
the lowest sodar level. These authors illustrate that even a fine-scale nonhydrostatic
numerical weather prediction (NWP) model encounters problems in modelling these
widespread flows (to capture the jet-shaped shallow flow a model set-up with high
vertical resolution is required), not to mention typical course-grid climate models.
Therefore, katabatic flows typically have to be parameterized in large-scale models
(e.g., Zilitinkevich et al. 2006), and to this end we further develop the Prandtl model
with the Coriolis effect and variable eddy diffusivity.

King et al. (2001) show how sensitive the modelled Antarctic climate is to mod-
ifications of ABL parameterizations. Ever increasing resolution of the NWP and
various regional models calls for continuous and necessary improvements of current
parameterizations (e.g., various corrections to the Obukhov length). There is hardly
any horizontal surface over land where the NWP model grid spacing falls below sev-
eral km; in fact, slopes are typically between 0.5◦ and 10◦ to 20◦. The surface slope,
aside from violating horizontal homogeneity assumption, affects also Monin–Obuk-
hov (MO) scaling as such: MO theory considers only the vertical component of the
buoyancy (e.g., Munro and Davies 1978), neglecting its role as the driving force for
katabatic flow in the horizontal momentum equation. In this study we revoke a known
suggestion that an additional alternative for surface-layer scaling may be invoked —
that from the Prandtl model relating to the LLJ height (Munro 1989, 2004; Grisogono
and Oerlemans 2001a,b).
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We continue the work of Grisogono and Oerlemans (2001a,b) by introducing
a gradually varying eddy diffusivity in the analytical model given in Stiperski et al.
(2007). The new approximate (and possibly asymptotic) solutions for katabatic bound-
ary-layer flows, obtained by using e.g., the WKB method, may be useful in explaining
various measurements (e.g., over the Antarctic), and to lend credibility for a more
faithful parameterization of katabatic flows in meteorological and climate models.
The paper is organized as follows. In Sect. 2 we present the main findings of Stiperski
et al. (2007) as a starting point for introducing the varying eddy diffusivity. In Sect. 3
numerical solutions and approximate WKB solutions are presented. The conclusions
are given in Sect. 4.

2 Rotating Prandtl model and solutions for constant eddy diffusivity

The rotating Prandtl model describes a hydrostatic, one-dimensional Boussinesq flow
with the effects of the Coriolis force included. As in the classical Prandtl model (Mahrt
1982; Egger 1990; Parmhed et al. 2004), the K-theory is invoked to model the tur-
bulent fluxes. The governing equations of the rotating model are thoroughly derived
in Stiperski et al. (2007) under the assumption of a constant eddy thermal diffusivity
Kc and a constant turbulent Prandtl number Pr. In the case of non-constant K, the
equations for the downslope and cross-slope components of the wind vector (U, V),
the potential temperature perturbation θ (total minus the background prescribed
potential temperature) and the corresponding boundary conditions are:

∂U
∂t

= g
θ

θ0
sin(α)+ f cos(α)V + Pr

∂

∂z

(
K
∂U
∂z

)
, (1)

∂V
∂t

= −f cos(α)U + Pr
∂

∂z

(
K
∂V
∂z

)
, (2)

∂θ

∂t
= −γ sin(α)U + ∂

∂z

(
K
∂θ

∂z

)
, (3)

θ(z = 0) = C, U(z = 0) = V(z = 0) = 0, (4)

θ(z → ∞) = U(z → ∞) = V(z → ∞) = 0. (5)

Here the z axis is not vertical but perpendicular to the surface (x axis) sloped with
the negative (clockwise) angle α from the horizontal. The symbols have their usual
meaning: θ0 is a reference potential temperature, f is the Coriolis parameter, g is
acceleration due to gravity and C < 0 is the constant surface-potential-temperature
deficit, applied to an undisturbed atmosphere–surface interface instantaneously at
the time t = 0. Slope angle α, for which the katabatic wind is successfully treated by
the model, typically does not exceed 10◦, therefore giving a reasonable assumption
of using the constant gradient of the background potential temperature γ in the true
vertical (Eq. 3). More about the model derivation can be found in e.g., Denby (1999).

Equations (1) through (5) can be used to describe the “primarily katabatic driven”
flow, as selected by the criteria described in Renfrew and Anderson (2002). That is,
such flows develop in the stable ABL where the surface radiation balance is a net
cooling to space and the mesoscale pressure gradient is small, so that the influence
from larger-scale weather systems is reduced. Such “typical” katabatic flow is shal-
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low, with winds aloft decaying with height and rather weak compared to near-surface
winds (Renfrew and Anderson 2006).

Before attempting to derive the analytical solutions for U, V and θ let us briefly
revisit the main conclusions of Stiperski et al. (2007) for the case of K(z) = Kc, as
they represent the starting point of discussion for the more general case of varying K.

• The approximate solutions for the steady-state potential temperature perturba-
tion and down-slope velocity component (θs and Us) are analogous to the classical
Prandtl model:

θs = C exp

(
− z

hp

)
cos(

z
hp
), (6)

Us = CKcσ
2

γ sin (α)
exp

(
− z

hp

)
sin(

z
hp
), (7)

where hp = √
2/σ is the Prandtl layer height,

σ =
(

N2 Pr sin2 (α)+ f 2 cos2 (α)

Pr2 K2
c

)1/4

, (8)

and N is the buoyancy (Brunt-Vaisala) frequency, satisfying N2 = γ g/θ0. In (6)
and (7) θs and Us are the solutions of the 6th-order partial differential equation
for each of the unknowns represented by the flow vector F = (θ , U, V):

d2

dz2

(
d4F
dz4 + σ 4F

)
= 0. (9)

Numerical solutions for U and θ asymptotically approach their steady state val-
ues Us and θs after the characteristic time scale for the katabatic flow T =
2π/(Nsin(α)) (Mahrt 1982; Grisogono 2003).

• Numerical solution for the cross-slope velocity component does not reach the
steady state, but diffuses upwards through a several hundred m thick layer. How-
ever, the scale analysis carried out in Stiperski et al. (2007) has shown that the
changes in V do not exert a significant influence on U and θ , which remain very
close to their steady profiles Us and θs. The ratio of the Coriolis term to the buoy-
ancy term in (1) is, for typical katabatic flows, O(10−2); hence, it is reasonable to
neglect the Coriolis term for the analytical treatment of the simplified problem.
Then (1) and (3) become weakly decoupled from (2), which becomes a forced
diffusion equation. The analytic solution for V is thus obtained from Eq. (2), with
Us on the right-hand side as its forcing:

Vf = Cf cot (α)

Pr γ

[
1 − erf

(
z

2
√

tKc Pr

)
− exp

(
− z

hp

)
cos(

z
hp
)

]
. (10)

The above solution holds after time t > T needed for the forcing in (2), via Us, to
approach its steady state.

The derived solutions, together with the results from Grisogono (2003), lead us to
the hypothesis that similar behaviour can also be expected in the case of a vertically
varying eddy diffusivity. That is, the numerical results for U and θ would approach
steady state within T−1.5T, while V would continue to diffuse upwards, only this time
with the limitations imposed by the K(z) profile. Thus, V would behave as a solution
to the 1st Stokes inhomogeneous problem (e.g., Kundu and Cohen 2002).
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3 Solutions for varying eddy diffusivity

3.1 The WKB solutions

For K = K(z), analytical solutions can be derived using the WKB method (Grisogono
1995; Grisogono and Oerlemans 2001a,b). More about the mathematical background
of the method can be found in Bender and Orszag (1978). Furthermore, its use for
pure katabatic flows is justified in Grisogono and Oerlemans (2002) and Parmhed
et al. (2004).

We apply the method with a zero-order solution for θ and U. This approach keeps
the balance between the terms with the largest amplitude in Eq. (9), modified for
the varying K. Here, the derivatives of K are neglected and only its variations in σ
are allowed. Nevertheless, it must be emphasized that, for the WKB method to be
valid, the K(z) profile must be either constant or gradually varying with respect to
the vertical scale variations of the analytical solution. The latter means not only that
K(z) has to be a gradually varying function itself (Grisogono and Oerlemans 2001a),
but also that the height of the maximum value of K(z) (hereafter denoted by Kmax)

must be above the LLJ height. In this paper we use the analytical K(z) profile from
Grisogono and Oerlemans (2001a,b), and Parmhed et al. (2004):

K(z) = Kmax
√

e
z
h

exp

(
− z2

2h2

)
, (11a)

Kmax = 3Kc, (11b)

where h is the level where Kmax is reached. Here h can be estimated from the fact
that the WKB solution for U will always place the LLJ below that calculated via the
constant-K solution (Grisogono and Oerlemans 2001a,b). Moreover, the position of
the LLJ height in Vf is always higher than in Us, and also gradually increases in time,
reaching ≈ 100 m (Stiperski et al. 2007). Simultaneously, the value of h is limited by
the depth of the strongly stable ABL (Grisogono and Oerlemans 2002). The above
conditions, together with the conditions imposed by the WKB method, give us a rea-
sonable estimate of h = 200 m for the K(z) profile used in the following example
(Subsect. 3.2).

Relations between the best choices for Kc and Kmax are discussed in Grisogono
and Oerlemans (2001a). Here we just adopt the fact that it is reasonable if Kc ≈ 30%
of Kmax, as in Eq. (11b). Of course, other choices are possible depending on specific
cases addressed. Further details on estimating Kmax and h can be found in Grisogono
and Oerlemans (2002) and Parmhed et al. (2004); Parmhed et al. (2005).

As discussed in Sect. 2, following the scale analysis in Stiperski et al. (2007) we
neglect the Coriolis term in (1). This enables us to straightforwardly use the zero-
order WKB approach for the modified flow vector F = (θ , U):

F0 ∝ exp

[
− (1 − i)√

2
σ0I(z)

]
, (12)

where

I(z) =
z∫

0

K (z)−1/2 dz, (13)
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and

σ 4
0 = N2 Pr sin2 (α)+ f 2 cos2 (α)

Pr2 . (14)

Furthermore, we define:

σWKB (z) = σ0I(z), (15)

which, together with the boundary conditions given in Eqs. (4) and (5), yield the
solutions for θ and U:

θWKB = C exp

(
−σWKB (z)√

2

)
cos

(
σWKB (z)√

2

)
, (16)

UWKB = Cσ 2
0

γ sin (α)
exp

(
−σWKB (z)√

2

)
sin

(
σWKB (z)√

2

)
. (17)

As can be seen from previous studies (Grisogono 1995; Grisogono and Oerlemans
2001a,b, 2002) the WKB solutions are structurally similar to the constant-K case. In
this study I(z) is evaluated numerically, but it may be calculated also analytically, care-
fully taking into consideration its often divergent nature that is successfully overcome
by the negative exponential in (12), and then in (16) and (17).

Moreover, the WKB solutions approach the constant-K solutions (6) and (7) as
K(z) → Kc. Then, I(z) in (13) becomes K−1/2

c z, and σWKB (z) /
√

2 in (16) and (17)
becomes σz/

√
2 = z/hp (Eqs. 6 and 7). This yields a reasonable assumption that Vf

may also be considered as the limit value of the corresponding WKB solution and
implies the expansion of the argument of the error function in (10) for the case of
variable K(z). That is, zK−1/2

c → I(z) in (10), giving us the solution for V(z, t):

VWKB ≈ Cf cot (α)

Pr γ

[
1 − erf

(
I(z)

2
√

t Pr

)
− exp

(
−σWKB (z)√

2

)
cos

(
σWKB (z)√

2

)]
. (18)

Again, t > T as in (10). The comparison between the analytical and numerical
solutions, as well as comparison with the constant-K case, is given in the following
section.

3.2 Comparison with the numerical and constant-K solutions

Following Stiperski et al. (2007), the analytical solutions are verified against the numer-
ical solutions of the time-dependent system (1)–(3) obtained using the simple numer-
ical model from Grisogono (2003). The numerical and WKB solutions for U and
θ tot = θ + γ z are compared for a case with physical parameters (f ,α, γ , Pr, C) =
(1.1 × 10−4 s−1, −4◦, 4 × 10−3 K m−1, 1.1, −8◦C), and the prescribed K(z) from (11a)
and (11b). Here θ tot is calculated and plotted without the reference potential tem-
perature θ0 (to reword, the constant θ0 is already subtracted from θ tot). From Fig. 1 it
can be seen that the numerical solution (dashed) for both U and θ tot are in excellent
agreement with the steady state solutions (16) and (17) for t ≥ T (solid). Such agree-
ment is expected from the results for the constant-K case described in Stiperski et al.
(2007, see their Figure 2).

Figure 2 displays both the WKB and constant-K solutions for U and θ tot, show-
ing the improvement in describing the sharp near-surface gradients in temperature
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Fig. 1 Numerical θ tot
num and Unum (dashed) and analytical WKB θ tot

WKB and UWKB (solid), Eqs. (16)
and (17), solutions for the Prandtl model, at (a) t = T and (b) t = 10T, T = 2π/(N sin(α)) ≈ 2.1 h.
Here K(z) is from (11a) and (11b), with Kmax = 3 m2s−1 at h = 200 m; other parameters are
(f ,α, γ , Pr, C) = (1.1 × 10−4 s−1, −4◦, 4 × 10−3 K m−1, 1.1, −8◦C). The numerical model top is at
2,000 m

Fig. 2 The prescribed K(z) profile (dot-dashed) and analytic solutions of the rotating Prandtl model
for the case of varying (solid) and constant K (dashed). Here K(z) is from Eqs. (11a) and (11b),
Kc = 1 m2s−1, and θ tot

s and Us from (6) and (7). The rest as in Fig. 1
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and wind that are often observed (Defant 1949; Munro 1989; Egger 1990; Oerlemans
1998; Parmhed et al. 2004). This is also in agreement with the analysis of Grisogono
and Oerlemans (2001a,b) for the non-rotating model, and yields the better estimate
of both the LLJ height, and surface heat and momentum fluxes. Yet another differ-
ence can be seen between UWKB and Us: both profiles have the return flow around
z ≈ 200 m of similar amplitude, but this layer is thicker for the K(z) case.

The sharper near-surface gradient and the lower LLJ height are also seen for
the cross-slope wind component V, when K(z) is employed, Fig. 3. There Vnum still
diffuses upwards but, as expected, its propagation is now limited to the height where
the values of K(z) approach zero (z ≈ 800 m, Fig. 2). This leads us to the conclusion
that the hypothesis of V influencing the polar vortex after sufficient time imposed
by Stiperski et al. (2007) should be more relaxed in this more realistic case. There
is another significant difference, i.e., the presence of a secondary bulge in V above
the height of Kmax at z ≈ 400 or 500 m. As the integration time increases, this bulge
strengthens and expands with height, nevertheless obeying the limitations imposed
by K(z). The bulge in V(z, t) occurs because of two opposing effects. Both V(z, t),
namely Vnum and VWKB, try to diffuse upwards as in the 1st Stokes problem, which
is nicely emulated in Stiperski et al. (2007). However, at progressively higher levels
there is less and less K(z) for mixing the V component upward. Hence, V(z, t) finds
less and less medium to diffuse through and starts to accumulate below K(z) → 0
level (Fig. 3, black solid line). On the contrary, deep and non-decaying K supports the
vertical diffusion of V(z, t) (Fig. 3, grey solid line).

The overall behaviour of Vnum is very well described with the new approximate
WKB solution VWKB from (18), only slightly overestimating the maximum ampli-
tude. Similar behaviour of the analytical solution Vf has also been observed for the
constant-K case in Stiperski et al. (2007). The detailed calculation presented here for
V(z, t) also explains the behaviour of the V component in Denby (1999), which was
not commented there (see his Figure 2e and 5).

Additional remarks on how to estimate the input parameters for this Ekman–Pra-
ndtl model type with K(z) can be found in Parmhed et al. (2004); Parmhed et al.
(2005). The new analytical solutions (U, V, θ)WKB, (16), (17) and (18) are not named
“asymptotic”, which usually holds for the WKB solutions, only because we weakly
decoupled (2) so that VWKB does not feed back to the original system (1)–(3). The
numerical result shows, as also in Stiperski et al. (2007), that the V effect on the kat-
abatic dynamics is negligible. However, the induced V(z, t) affects the wind direction
and the horizontal momentum flux.

4 Conclusions

A better understanding of katabatic flows is necessary for better treatment and param-
eterization of the coupling between the atmosphere and cool, inclined surfaces (e.g.,
King et al. 2001; Weng and Taylor 2003). The rotating Prandtl model (Stiperski et al.
2007), although providing the analytical tool for analyzing this coupling, does not hold
for the real atmosphere due to the assumption of constant eddy diffusivity. In this work
an attempt is made towards a more realistic description of the long-lived katabatic
strongly stable ABL through the approach of Grisogono and Oerlemans (2001a,b).
There, the asymptotic solutions for the Prandtl model with gradually varying K(z),
but without rotation, were obtained using the WKB method. The obtained solutions
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Fig. 3 The analytical (solid) and numerical (dashed) solutions for V at (a) t = 2T, (b) t = 10T, (c)
t = 20T and (d) t = 50T. The WKB solution VWKB is in (18); the constant K solution, Vf , is given in
(10). The rest as in Fig. 1
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were verified against the results from the numerical model (Grisogono 2003), and
independently against a dataset from Breidamerkurjokull, Iceland (Parmhed et al.
2004). Here, the analytical and numerical solutions for (U, V, θ) depending on (z, t)
in the rotating katabatic flow are presented.

As expected, the overall change of the flow vector (U, V, θ) is structurally similar
to the constant-K case (Stiperski et al. 2007). Both U and θ reach their steady-state
profiles after the typical time scale for simple katabatic flows T ≈ 2π/(N sin(α)), and
V still diffuses upwards in time without a well-defined time scale. Contrary to the
constant-K case, the upward propagation of V(z, t) is now limited by the vertically
decaying values of K(z) above its maximum. As the result, the elevated bulge in the
V(z, t) profile is observed above the weak return flow in U. This feature indicates
the trapping of the V momentum at the height where K(z) approaches a zero value,
whereas for the constant-K values the V momentum continuously propagates under
diffusion in the vertical (Stiperski et al. 2007). For example, if there was pre-existing
elevated turbulence, e.g., residual turbulent layer(s), then the katabatic effect could,
in principle, still influence the polar vortex after sufficiently long duration of the flow
during the polar night.

This study shows that the WKB method of zero-order may be successfully applied
to find the approximate analytical solutions for all the model components. The new
WKB solution is relatively simple to derive and calculate either by analytical or
numerical evaluation of the integral expression (13). The proposed analytical solu-
tions (16), (17) and (18) can be used for studying katabatic flows over long slopes.
Together with the introduction of the varying eddy diffusivity profile, the proposed
solutions give a more realistic description of sloped surface-flux parameterizations in
climate models and data analysis.

Acknowledgements Danijel Belušić is thanked for his insightful comments that helped to improve
the manuscript substantially. Constructive criticism from three anonymous reviewers is appreciated.
Ivana Stiperski, Dale R. Durran and Peter A. Taylor are thanked for the many fruitful discussions.
This study was supported by the Croatian Ministry of Science, Education and Sports under the pro-
jects “Numerical methods in geophysical models” (No. 037-1193086-2771, Dept. of Mathematics), and
“BORA” (No. 119-1193086-1311, Dept. of Geophysics).

References

Bender CM, Orszag SA (1978) Advanced mathematical methods for scientists and engineers. Mc
Graw-Hill, Inc., New York, 593 pp

Defant F (1949) Zur theorie der Hangwinde, nebst Bemerkungen zur Theorie der Bergund Talwinde.
Arch Meteor Geophys Biokl Ser A1:421–450

Denby B (1999) Second-order modelling of turbulence in katabatic flows. Boundary-Layer Meteorol
92:67–100

Egger J (1990) Thermally forced flows: theory. In: Blumen W (ed) Atmospheric processes over com-
plex terrain. American Meteorological Society, Boston, MA, pp 43–57

Gordon AL, Comiso JC (1988) Polynyas in the Southern Ocean. Sci Am 258(6):90–97
Grisogono B (1995) A generalized Ekman layer profile within gradually varying eddy diffusivities.

Quart J Roy Meteorol Soc 121:445–453
Grisogono B, Oerlemans J (2001a) Katabatic flow: analytic solution for gradually varying eddy diffu-

sivities. J Atmos Sci 58:3349–3354
Grisogono B, Oerlemans J (2001b) A theory for the estimation of surface fluxes in simple katabatic

flows. Quart J Roy Meteorol Soc 127:2725–2739
Grisogono B, Oerlemans J (2002) Justifying the WKB approximation in the pure katabatic flows.

Tellus 54A:453–463

230 I. Kavc9ic9, B. Grisogono



Grisogono B (2003) Post-onset behaviour of the pure katabatic flow. Boundary-Layer Meteorol
107:157–175

King JC, Conneley WM, Derbyshire SH (2001) Sensitivity of modelled Antarctic climate to surface
and boundary-layer flux parameterizations. Quart J Roy Meteorol Soc 127:779–794

Kundu PK, Cohen IM (2002) Fluid mechanics, 2nd ed. Academic Press, San Diego, Calif., London,
730 pp

Mahrt L (1982) Momentum balance of gravity flows. J Atmos Sci 39:2701–2711
Munro DS (1989) Surface roughness and bulk heat transfer on a glacier: comparison with eddy

correlation. J Glaciol 35:343–348
Munro DS (2004) Revisiting bulk heat transfer on the Peyto glacier in light of the OG parameteriza-

tion. J Glaciol 50:590–600
Munro DS, Davies JA (1978) On fitting the log-linear model to wind speed and temperature profiles

over a melting glacier. Boundary-Layer Meteorol 15:423–437
Oerlemans J (1998) The atmospheric boundary layer over melting glaciers. In: Holtslag AAM, Du-

ynkerke PG (eds) Clear and cloudy boundary layers. Royal Netherlands Academy of Arts and
Sciences, Place, VNE 48, ISBN 90-6984-235-1: 129–153

Parish TR, Bromwich DH (1991) Continental-scale simulation of the Antarctic katabatic wind regime.
J Climate 4:135–146

Parmhed O, Oerlemans J, Grisogono B (2004) Describing the surface fluxes in the katabatic flow on
Breidamerkurjokull, Iceland. Quart J Roy Meteorol Soc 130:1137–1151

Parmhed O, Kos I, Grisogono B (2005) An improved Ekman layer approximation for smooth eddy
diffusivity profiles. Boundary-Layer Meteorol 115:399–407

Renfrew IA, Anderson PS (2002) The surface climatology of an ordinary katabatic wind regime in
Coats Land, Antarctica. Tellus 54A:463–484

Renfrew IA (2004) The dynamics of idealized katabatic flow over a moderate slope and ice shelf.
Quart J Roy Meteorol Soc 130:1023–1045

Renfrew IA, Anderson PS (2006) Profiles of katabatic flow in summer and winter over coats land,
Antarctica. Quart J Roy Meteorol Soc 132:779–882

Söderberg S, Parmhed O (2006) Numerical modelling of katabatic flow over a melting outflow glacier.
Boundary-Layer Meteorol 120:509–534
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Parameterisation of the planetary boundary layer
for diagnostic wind models

Massimiliano Burlando · Emilia Georgieva ·
Corrado F. Ratto

Abstract The planetary boundary-layer (PBL) parameterization is a key issue for the
definition of initial wind flow fields in diagnostic models. However, PBL theories usually
treat separately stable, neutral, and convective stability conditions, so that their implemen-
tation in diagnostic wind models is not straightforward. In the present paper, an attempt is
made to adopt a comprehensive PBL parameterisation, covering stable/neutral and unstable
atmospheric conditions, which appears suitable to diagnostic models. This parameterisation
is implemented into our diagnostic mass-consistent code. A validation of the consistency
between the implemented PBL parameterisations has been checked through an analysis of
the sensitivity of the vertical wind profiles to atmospheric stability.

Keywords Applied oriented numerical models · Atmospheric stability · High-resolution
surface winds · PBL parameterisation

1 Introduction

Planetary boundary-layer (PBL) parameterisation is a key issue for a range of numerical
codes, for applied oriented research. Wind energy studies, dispersion of air pollutants on the
local scale, forest fire risk assessment, weather forecasting, weather routing, and wind action
on structures are some of the themes, which require the simulation of high-resolution winds
in the PBL.

At the Department of Physics, University of Genoa, we have developed, adapted, and
applied a number of such codes in recent years, to tackle such type of problems. In particular,
our modelling tools include different numerical codes: the operational forecast
model BOLAM (Buzzi et al. 1994), the diagnostic mass consistent code WINDS
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(Ratto et al. 1990), the dispersion package SAFE_AIR II (Canepa and Ratto 2003). In the
present paper we outline the current PBL parameterisation in the flow model WINDS, be-
cause this model is part also of the dispersion code and because it is used for downscaling of
the coarser grid weather forecast model.

The first guess wind field for any diagnostic wind model is crucial for the final results.
Indeed, in the absence of sufficient wind observations, a proper PBL parameterisation would
be required to reproduce the wind profile starting from wind observations aloft, wind obser-
vations at the surface, or to downscale the wind field of the coarser meteorological model.
Actually, to the authors’ knowledge, PBL height and wind profile parameterisations are usu-
ally treated in a different way under different stability conditions. In particular, stable/neutral
and unstable atmospheric conditions are usually considered separately. In this context, putting
into effect a PBL model, coherent with all atmospheric conditions, and which is suitable for
mass-consistent models, is not straightforward, and any parameterisation has to be carefully
tested in order to check its compatibility with previously implemented models.

The algorithm implemented in WINDS is based on recent theories for the PBL un-
der stable/neutral conditions (Zilitinkevich et al. 1998; Zilitinkevich and Calanca 2000;
Zilitinkevich and Esau 2002), while for the convective case somewhat older parameteri-
sations (Zilitinkevich et al. 1992) are introduced. Different WINDS modules are affected by
these parameterisations, i.e. the top-down and bottom-up algorithms for wind profile calcu-
lations starting respectively from upper air, or near ground wind data, as well as the internal
boundary-layer module that takes into account the abrupt change in the surface roughness
and its influence on the wind profile.

The vertical profile of the mean wind components under stable/neutral conditions in a
barotropic atmosphere is obtained through the polynomial expressions of Zilitinkevich et al.
(1998), which involve the knowledge of four basic PBL parameters: the PBL height, the
friction velocity and two parameters of stratification to take into account the stability inside
the surface boundary layer as well as the static stability aloft. Recently proposed multi-limit
expressions for the equilibrium PBL height (Zilitinkevich et al. 2002) are incorporated in the
algorithm.

Under convective conditions instead of expressions for the horizontal wind components,
the algorithm implemented is based on the expressions for the vertical wind speed profile
and for the wind turn angle (Zilitinkevich et al. 1992; Mironov, 1999). The main problem
in our code is the estimation of the convective boundary-layer (CBL) height, since the flow
model is diagnostic whereas up-to-date formulations are prognostic. Thus, a simple prog-
nostic CBL expression has been combined with results for the surface heat flux derived from
the meteorological pre-processor ABLE (Georgieva et al. 2003).

This paper discusses the sensitivity of the wind profile parameterisations for different
input parameters of the code WINDS. Section 2 briefly outlines the mass-consistent mod-
els focusing in particular on the initial wind field calculation that strongly depends on the
PBL formulations. Section 3 describes the parameterisations adopted in the mass-consistent
model WINDS under different stability conditions. In Sect. 4, a sensitivity analysis for the
simulated wind profiles is presented. Finally, conclusions and future perspectives are given
in Sect. 5.

2 Mass-consistent models

Diagnostic models are simple numerical codes, easy-to-operate and economical with respect
to computer resources, widely used to simulate average wind fields, i.e. the deterministic
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three-dimensional (3D) motion field with time scales from minutes to days and spatial scales
from kilometres on. Mass-consistent models, in particular, are a class of diagnostic models
that produce three-dimensional wind fields based on the satisfaction of the physical con-
straints of mass conservation (Sherman 1978).

These codes reconstruct the three-dimensional wind field by means of a two-step proce-
dure. Firstly, wind data are interpolated over the computational domain, transforming the
observed wind vectors or other kinds of initial wind data in a three-dimensional “first-guess”
wind field; different wind fields can be generated starting from the same initial data depend-
ing on the chosen interpolation method, e.g. the PBL parameterisation. Then the interpolated
field is adjusted by a minimum possible number of modifications to satisfy the mass conserva-
tion constraint, in order to obtain the “final” 3D wind field; mass is conserved over the entire
domain, both accounting for flow through the boundaries and imposing mass conservation
locally everywhere. A review of mass-consistent models and relative techniques is provided
by Ratto et al. (1994).

Mass-consistent codes were originally applied to diagnose atmospheric states from wind
observations taken, at a given time, at discrete points in space. Nowadays, a common practice
to construct the initial field in the absence of, or in addition to, field measurements is the
systematic use of outputs of larger scale and lower resolution numerical weather prediction
models, like limited area models (LAM). The diagnostic model is nested into the LAM and
it is used to downscale the wind field produced by the prognostic model (see, for instance,
Chandrasekar et al. 2003; Furunoa et al. 2004).

An alternative or complementary way of initializing diagnostic codes consists on requir-
ing that the wind field be in barotropic balance with the geostrophic or gradient wind aloft.
Following this approach, vertical profiles of the wind velocity, based on similarity-theory
formulations, can be used at the initialization step to define the first-guess wind field. This is
the case that we will focus on in the present paper, since it does not require a great number
of wind measurements but makes wide use of PBL parameterisations.

All the parameters for the sensitivity analysis carried out in this work are produced by the
diagnostic flow model Wind-field Interpolation by Non Divergent Schemes (WINDS) (Ratto
et al. 1990; Georgieva et al. 2003). During the last decade it has been extensively used for
many geophysical and engineering applications, such as dispersion modelling on the local
scale (Canepa and Builtjes 2001), wind energy potential evaluations (Burlando et al. 2002)
and applied wind engineering problems (Castino et al. 2003). The code has been validated
both against wind-tunnel data (Trombetti et al. 1991) and data obtained from field campaigns
in coastal mountainous terrains (Canepa et al. 1999).

3 PBL parameterisation

The vertical profiles of the wind velocity, used at the initialization step in WINDS to define
the first-guess wind field, are based on similarity-theory formulations. Stable/neutral and
convective atmospheric conditions are considered separately in the next sub-sections. The
consistency of the two formulations is shown in the sensitivity analysis of Sect. 4.

3.1 The wind profile for the stable and neutral PBL

The formulations for the vertical wind profile under stable/neutral conditions, implemented
in the present version of WINDS, have been developed by Zilitinkevich et al. (1998).
They represent the wind profile in a barotropic atmosphere in terms of logarithmic plus
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polynomial functions of dimensionless height z/h (z is the height above the ground and h is
the boundary-layer height) with polynomial coefficients depending on boundary-layer gov-
erning parameters. Previous wind profile formulations of the same type (Zilitinkevich 1989)
account only for the effect of density stratification due to the surface heat flux, while the
extended formulations used here, incorporate also the effect of the free flow static stability.

The wind profile expressions are given by:

u(ζ ) = u∗
κ

[
ln
ζ

ζ0
+ b1(ζ − ζ0)+ b2(ζ − ζ0)

2 + b3(ζ − ζ0)
3
]

(1a)

v(ζ ) = u∗
κ
δ
[−(ζ − ζ0) ln(ζ )+ a1(ζ − ζ0)+ a2(ζ − ζ0)

2 + a3(ζ − ζ0)
3] (1b)

where u andv are the components of the horizontal wind velocity along the x− and y−axis of a
right-hand Cartesian coordinate system with the x−axis along the surface stress, ζ ≡ z/h and
ζ ≡ z0/h are dimensionless heights, z0 is the surface roughness length, h is the stable/neu-
tral boundary-layer (SBL) height, κ ≈ 0.4 is the von Kármán constant and δ = f h/κu∗
is the dimensionless “rotation rate parameter” with f being the Coriolis parameter and u∗
the surface friction velocity. Note that the vertical component w of the wind speed, directed
upward, is assumed to be zero since Eq. 1 holds over flat terrain. Furthermore, this expression
has been slightly modified with respect to the original one in Zilitinkevich et al. (1998), in
order to give u(z = z0) = 0 and v(z = z0) = 0.

The coefficients a1, a2, a3, b1, b2, b3 depend on dimensionless stratification/rotation
parameters, functions of the Obukhov length L = u3∗/κBs , where Bs is the surface buoyancy
flux (Zilitinkevich et al. 1998; Mironov 1999).

Based upon Eq. 1 the calculation of the vertical profile of the mean wind speed components
involves the knowledge of four basic PBL parameters: the SBL height, the surface friction
velocity u∗, and the stability parameters µ = u∗/| f |L and µN = N/| f | (or the Obukhov
length L and the Brunt Väisälä frequency N above the SBL).

The use of N implies some knowledge of the SBL itself, requiring also temperature pro-
file observations not routinely available. According to Zilitinkevich and Esau (2002) at mid
latitudesµN ≈ 102 and it does not present strong variations. Thus, it is assumed as a constant
in the considered wind flow model.

Traditional theory of the neutral and stable PBL has been recently revised to take into
account the effect of the free-flow static stability and baroclinicity on the turbulent trans-
port of momentum and scalars in the boundary layer (Zilitinkevich and Esau 2002, 2003;
Zilitinkevich et al. 2002; Hess and Garratt 2002; Hess 2004). According to the new devel-
opments, different types of PBL regimes can be distinguished: truly neutral; conventionally
neutral; short lived nocturnal and long-lived.

In the WINDS code the SBL height, h, is evaluated according to the expression recently
introduced by Zilitinkevich et al. (2002). This expression represents a multi-limit equation
for the equilibrium PBL height that covers the above mentioned types of neutral and stable
conditions in the atmosphere.

3.2 The wind profile for the unstable PBL

The CBL wind profile formulation implemented in the present version of the code WINDS
is given by Zilitinkevich et al. (1992) and Mironov (1999). Instead of expressions for the
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horizontal wind components, a relation for the modulus of the wind speed, U , in the surface
layer and in the layer above it has been derived:

U (z) =

⎧⎪⎨
⎪⎩

u∗
κ

ln
(

z
z0

)
at κz0 ≤ κz ≤ |ξu L|

u∗
κ

[
au + Cu

(
κz
−L

)−1/3 + ln
(−L
κz0

)]
at |ξu L| ≤ κz ≤ κh

(2)

where ξu ≈ 0.1, au ≈ 0.7, and Cu ≈ 1.4 are dimensionless constants, and h is the con-
vective boundary-layer height. The angle of wind turn in the boundary layer is given by an
expression due to Mironov (1999). To calculate the vertical profile of the horizontal wind
components, the wind turn angle is assumed to vary linearly with height reaching zero at the
top of the boundary layer.

In contrast to the stable and neutral cases, the estimation of the CBL height to be used in
WINDS is not straightforward, as the code is diagnostic and the recommended parameteri-
sations, reviewed in Fisher et al. (1998), are prognostic. In order to overcome this problem,
a simple prognostic expression for the CBL height has been combined with results deriving
from a meteorological pre-processor that simulates atmospheric boundary-layer parameters
based on the surface energy balance method. The resulting height, h, of the unstable PBL
refers to the maximal CBL height and is calculated by:

h2 = h2
0 + 2

CI

N 2

t∫
t0

Bsdt (3)

where h0 is the height of the stable/neutral PBL at time t0, when convection starts, t
is the time of fully developed convection or when the CBL height reaches a maximum, Bs is
the buoyancy heat flux at the surface, CI = 1.2 is an empirical coefficient, N = 10−2 s−1 is
the free-flow Brunt Väisälä frequency assumed to have a constant value. Here, h0 is estimated
by the stable/neutral parameterization as h0 = 0.125u∗/ f , while Bs is related to the surface
sensible heat flux H through:

Bs = β

ρcp
H (4)

with ρ ≈ 1.23 kg m−3 being the air density, cp ≈ 1004 J kg−1 K−1 is the specific heat at
constant pressure, and β ≈ 0.03 m s−2 K−1 is the buoyancy parameter. For estimation of the
sensible heat flux, as well as the time interval for the integral in Eq. 3, we have applied the
meteorological pre-processor ABLE (Georgieva et al. 2001) to a few test regions in Italy.

4 Sensitivity analysis

A sensitivity analysis has been carried out to the aforementioned stable/neutral and unstable
PBL parameterisation schemes in order to determine the sensitivity of the model outcomes
to changes in the input parameters. Classically, this kind of analysis is used to check if small
changes in a parameter result in relatively large changes in the outcomes, so that the results
are said to be sensitive to that parameter. In the present context, we will use the sensitivity
analysis mainly to check the consistency between the two PBL schemes outlined in Sects.
3.1 and 3.2 Our purpose, therefore, is not to have a complete variance analysis between all
the parameters involved in the model, but to test mainly the effect of atmospheric stability
on the calculated wind profile and boundary-layer height.
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The PBL parameterisation schemes implemented in our code depend mainly on the follow-
ing three parameters: the wind forcing aloft, G; the roughness length, z0; and the Obukhov
length, L , or alternatively the buoyancy heat flux Bs . Note that the atmospheric bound-
ary-layer height, h, in particular, is strongly dependent on the surface heat flux both in
stable/neutral and convective case.

The effects of roughness length and wind forcing on wind velocity profiles are widely
known and well documented, so that we will mainly focus the present analysis on the effects
of atmospheric stability, through L and Bs , on wind velocity profiles and PBL height. In
the following we will assume z0 = 0.3 m, which corresponds to bushland in the area around
Genoa, and G = 10 m s−1, for compatibility with most of the atmospheric conditions for
this area. Finally, the analysis will be performed in the range −0.1 m−1 ≤ 1/L ≤ 0.1 m−1,
which corresponds to Pasquill-Gifford classes from A (very unstable) to G (very stable) and
has been indicated as suitable for Italy by Cenedese et al. (1998). For example, the frequen-
cies associated to the aforementioned classes of atmospheric stability, as derived from the
measurements by the Italian Air Force during the years 1963–1991 (ENEL-AM 1994), at
eight anemometric stations in Liguria Region, northern Italy (the region where Genoa is the
main town) vary between the limits reported in Table 1.

Figure 1 shows the vertical profile of the wind velocity normalised with wind at the top of
the boundary layer, i.e. the geostrophic wind, for different atmospheric stability conditions.
The vertical coordinate is scaled by z0 (noting that z0 = 0.3 m). Only the lower part of the
profiles, up to about 500 m above the ground level (a.g.l.), is shown. Non-neutral profiles are
shown within the interval of the inverse Obukhov length 1/L = ± 0.1 m−1.

The differences in the wind velocities for negative values of 1/L are more evident close
to the surface, for example at z/z0 ≈ 150 the wind speeds for diverse instabilities range
from 0.68 to 0.81 of the geostrophic wind, while at z/z0 = 1,500 the wind speed has values
ranging over 0.92–0.94 of the geostrophic wind (G) and is not so sensitive to the grade of
the instability. For the stable cases the variability of the wind speed in the height interval
150 < z/z0 < 1,500 is in the range from 0.57G to G presenting also stronger vertical
gradients compared to the unstable cases.

The variability of the PBL height for various stability conditions has been also tested.
By means of the meteorological pre-processor ABLE the sensible heat fluxes for summer,
winter and intermediate periods have been calculated. Negative values of sensible heat flux
are not considered, since the multi-limit equation for the boundary-layer height used under
stable conditions does not depend explicitly on H . For various conditions of meteorological
parameters (including surface temperature and cloud cover) sensible heat flux values are
estimated to be in the range 60–310 W m−2. Further on for the tests we have selected summer
values in the range 60 ≤ H ≤ 310 W m−2, winter values in the range 60 ≤ H ≤ 210 W m−2

and for the intermediate period values in the range 60 ≤ H ≤ 260 W m−2.
Figure 2 shows the PBL heights as a function of 1/L in the interval ± 0.1 m−1. Under unsta-

ble conditions, the heights corresponding to all the three different ranges of sensible heat flux

Table 1 Limits of the frequencies of the Pasquill-Gifford classes of atmospheric stability, as derived from
the measurements by the Italian Air Force at eight anemometric stations in Liguria Region, during the years
1963–1991

Stability class A B C D E F+G

Maximum frequency (%) 3.4 14.7 9.0 59.8 21.6 31.2
Minimum frequency (%) 1.6 5.0 4.8 38.6 3.3 9.5
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Fig. 1 Vertical profiles of the non-dimensional wind speed, U (z)/G, as a function of the atmospheric stability
through the inverse of the Obukhov length 1/L: stable/neutral cases (a); unstable/neutral cases (b)

values are shown. It is worth noting that under stable/neutral conditions, having assumedµN

as a constant, the multi-limit equation for the boundary-layer height
(Zilitinkevich et al. 2002) is mainly function of 1/L through the stability parameter µ, and it
is insensitive to the sensible heat flux H . On the contrary, the PBL height under unstable con-
ditions depends directly on H in Eqs. 3–4, so that for a given value of 1/L different values of
h could be simulated. This effect is more pronounced for strong instabilities. For instance, at
1/L = −0.1 m−1, the simulated PBL height could have values from 3.8 to 4.4 times greater
than the neutral PBL height. Under stable conditions, the applied PBL parameterisations give
values lower by 15% to 38% with respect to value at 1/L= 0.

The calculated heights shown in Fig. 2 are in good agreement with the values reported
in the literature. For example, Gassmann and Mazzeo (2001) present a model of the evolu-
tion of the nocturnal stable boundary-layer height, function of the Obukhov length, surface
potential temperature of air, and roughness length. This model, applied to the micromete-
orological data of three stations in Argentina at mid-latitudes (30.0◦–45.0◦ N), produced
monthly mean PBL heights ranging between 133 and 272 m. As far as unstable atmospheric
conditions are concerned, Grimsdell and Angevine (1998) reported values of the CBL height
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Fig. 2 Boundary-layer heights for different stability conditions

over Illinois (37.5◦–42.5◦ N) evaluated from radiosondes and wind-profiler measurements
ranging between a few hundreds metres and 2,000 m, while Lammert and Bösenberg (2006)
determined CBL heights over the Baltic Sea, Oklahoma and Germany (35.0◦–60.0◦ N) with
laser remote sensing up to around 2,500 m.

5 Conclusions

The sensitivity tests on the PBL parameterisations schemes for stable/neutral and unstable
conditions as used in the code WINDS have demonstrated to produce reasonable values for
the PBL height and the wind profiles. The choice of some predefined input parameters could
be justified on the basis of further comparisons with observations.

It is worth noting that the applied PBL parameterisations impose a strong constraint on
the simulated flow, which has to be in a barotropic state, at least with a fairly good approx-
imation and within the simulation volume. Further efforts are being made to use WINDS
for downscaling the output of the operational weather forecast model BOLAM in order to
produce fine scale wind fields, with due regard to improved PBL parameterisations.
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