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Foreword 

It is our pleasure to present to you the Proceedings of AIAI 2007, the 4th IFIP 
Conference on Artificial Intelligence Applications & Innovations being held from 19* till 
21'''of September, in Peania, Athens, GREECE. 

Relying on a solid theoretical background and exploiting the outcomes of exhaustive 
research efforts, artificial intelligence technology has been widely applied to various 
areas aiming at the development of intelligent systems that resemble to an extent human 
thinking and decision-making. These efforts are supported by the ever-expanding 
abundance of information and computing power. Typical applications of AI include the 
personalized access and interactivity to multimodal information based on user preferences 
and semantic concepts and human-machine interface systems utilizing information on the 
affective state of the user. Also, advancements in AI gave rise to the science of machine 
learning whose concern is the development of algorithms and techniques that allow 
computers to learn. 

The purpose of the 4th IFIP Conference on Artificial Intelligence Applications and 
Innovations (AIAI) is to bring together researchers, engineers and practitioners interested 
in the technical advances, business and industrial applications of intelligent systems. 
AIAI 2007 is focused on providing insights on how AI can be implemented in real world 
applications. 

The response to the 'Call for Papers' has been warm, attracting submissions from ten 
countries. The task of the Technical Program Committee was very challenging putting 
together a Program containing 42 high quality contributions. The collection of papers 
included m the proceedings offers stimulating insights into emerging applications of AI 
and describes advanced prototypes, systems, tools and techniques. AIAI Proceedings will 
interest not only academics and researchers, but IT professionals and consultants by 
examining technologies and applications of demonstrable value. 

One session in theoretical advances and six more sessions dedicated to specific AI 
applications are affiliated within the AIAI 2007 conference: 

• Theoretical Advances in AI 

• Intelligent Internet Systems: Emerging Technologies and Applications 

• Intelligent Systems in Electronic Healthcare 

• AI in Business and Finance 



• Applications of AI in Industry and Daily Round 

• Applications of AI in Communications and Networks 

• Intelligent Processing of Audiovisual Content 

Two plenary talks are also scheduled: 

• Building Relationships and Negotiating Agreements in a Network of Agents 
John Debenham, Faculty of Information Technology, University of Technology, 
Sydney Australia 

• The AI singularity: Will machines take over the world? 
George Zarkadakis, Director of Science Communication, Euroscience (Greece) 

The wide range of topics and the outstanding quality of the contributions guarantee a very 
successful conference. 

Finally, we would like to express our sincere gratitude to all who have contributed to the 
organization of this conference: firstly to the authors and the plenary speakers, and then 
to the special session organizers, the reviewers and the members of the Program and 
Organization Committees. 

September, 2007 AIAI 2007 Conference Chairs: 

Aristodemos Pnevmatikakis, Athens Information Technology, Greece 

Ilias Maglogiannis, University of Aegean, Greece 

Lazaros Polymenakos, Athens Information Technology, Greece 

Max Bramer, University of Portsmouth, UK 
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An Evolving Oblique Decision Tree 
Ensemble Architecture for Continuous 

Learning Applications 

loannis T. Christou , and Sofoklis Efremidis 
1 Athens Information Technology 

19 Markopoulou Ave P.O. Box 68 Paiania 19002 GREECE 
{itc,sefr} @ait.edu.gr, 

WWW home page: http://www.ait.edu.gr/faculty/IChristou.asp 

Abstract. We present a system architecture for evolving classifier ensembles 
of oblique decision trees for continuous or online learning applications. In 
continuous learning, the classification system classifies new instances for 
which after a short while the true class label becomes known and the system 
then receives this feedback control to improve its future predictions. We 
propose oblique decision trees as base classifiers using Support Vector 
Machines in order to compute the optimal separating hyper-plane for 
branching tests using subsets of the numerical attributes of the problem. The 
resulting decision trees maintain their diversity through the inherent instability 
of the decision tree induction process. We then describe an evolutionary 
process by which the population of base classifiers evolves during run-time to 
adapt to the newly seen instances. A latent set of base-classifiers is maintained 
as a secondary classifier pool, and an instance from the latent set replaces the 
currently active classifier whenever certain criteria are met. We discuss 
motivation behind this architecture, algorithmic details and future directions 
for this research. 

1 Introduction 

Classifier ensembles were first proposed a long time ago, but recently they have 
received a lot of attention in the machine learning community [1] because of their 
potential to overcome difficulties associated with any single algorithm's capabilities 
for a learning task. Classifier ensembles can be considered as meta-classifiers in that 
after the base classifiers reach their decisions, a final decision combining the various 
classifiers' results must be made. For this reason, the theoretical analysis of the 
power of classifier ensembles has been in general more difficult than that of 
individual learning algorithms. Nevertheless, classifier ensembles have been 

Please use the following format when citing this chapter: 

Christou, I. T., Efremidis, S., 2007, in IFIP International Federation for Information Processing, Volume 247, Artificial 
Intelligence and Innovations 2007: From Theory to Applications, eds. Boukis, C, Pnevmatikakis, L., Polymenakos, L., 
(Boston: Springer), pp. 3-11. 
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successfully applied in many diverse areas ranging from multimedia and musical 
Information Retrieval [2] to Intrusion Detection [3] to recommender systems [4], etc. 

One of the most important design decisions to be made in combining pattern 
classifiers is the choice of the base-classifier. In order to benefit the most from the 
combination of multiple classifiers, the ensemble should have sufficient diversity [1], 
for otherwise the decisions reached by the individual classifiers will be highly 
correlated and the probability that the performance of the overall system will be 
better than that of a single classifier will be slim. For this reason, unstable classifiers 
such as neural net-works and decision trees are often preferred as the base 
classification algorithms of a classifier ensemble. 

In this paper we propose a classifier ensemble architecture suitable for online 
learning tasks in mixed-attribute domains where some attributes in the feature space 
are nominal whereas others are continuous-valued. We propose a modification of the 
classical C4.5 system architecture resulting in an oblique decision tree that branches 
on tests involving more than one continuous attribute using Support Vector 
Machines [5], and we present the details of the hybrid algorithm called SVM-ODT. 
We then propose new adaptive ensemble architecture for online learning applications 
using two evolving and alternating populations of SVM-ODT classifiers. 

2 Building Oblique Decision Trees via Support Vector Machines 

2.1 Decision Trees Overview 

Tree classifiers work by constructing a decision tree for distinguishing data points 
between a finite set of classes. Starting fi^om the root, decision tree construction 
proceeds by selecting an attribute from the feature space of the problem and splitting 
the data among two or more data sets depending on the values the selected attribute 
may take (Fig. 1). 

true 

t>10 

/ 

play 

/ \ 
\ false 

don't 

true 

5 < t < 1 0 

/ 
play 

/ \ 
\ 

false 

don't 

Fig. 1. A Decision Tree 

Each "split" subset of the data set becomes a new node in the tree, under the 
current node. A node is considered a leaf node of the tree, and no fiirther splitting 
occurs from this node on if the data set of this node is sufficiently "pure", for 
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example all data points in this data set belong to the same class. Selecting the 
attribute to split on can be done in many different ways reflecting different objective 
criteria that the method is supposed to optimize. The entropy-based measure of 
impurity dictates that the at-tribute to split on is the one providing maximum 
information gain: it is the attribute on which, if we split, the resulting children nodes 
maximize their "purity"; the split is locally optimal in dichotomizing the data set. 
The ID3 system, in particular [6], which is designed to work with nominal attributes 
only, works by producing splits on a node that completely use up the attribute 
selected. For example if an attribute can take on four different values in the data set, 
splitting on this attribute will result in four different children, one for each different 
value the attribute can take on. Since IDS cannot work with continuous attributes, 
such attributes need to be discretized first. This discretization process can easily lead 
to low-performing classifiers. C4.5 extends the ID3 algorithm by allowing 
continuous variables to be split without completely consuming the attribute, and in 
most cases this results in serious performance gains. 

Because decision trees have the ability to classify all data points in the training 
set with zero classification error, they belong to the category of "unstable" 
classifiers, meaning that small perturbations in the data set may lead to drastically 
different decision trees produced. This phenomenon is closely related to the 
generalization ability of a classifier to correctly classify previously unseen instances. 
Decision trees that obtain zero classification errors on the training set are more liable 
to overtraining, meaning the classifier has essentially "memorized" the training set 
instead of having "learned" concepts underlying the classification problem at hand. 
To improve the generalization capabilities of the classifier, pruning methods attempt 
to prune the decision tree after its initial construction so as to maintain small 
classification errors on the training set, but with expected enhanced accuracy of 
classification in new unseen instances. On the other hand, this inherent instability of 
decision trees makes them perfect candidates for the base classifiers of an ensemble 
classification scheme. 

2.2 Oblique Decision Trees via Support Vector Machine 

It is clear from the discussion above that in C4.5 and all standard decision tree classi­
fiers the split of the feature space at each branching node occurs along axis-parallel 
hyper-planes, since every branching test involves only a single attribute (Fig. 2) 



loannis T. Christou, and Sofoklis Efremidis 

• Y i IL 
O O O ^ 0 

o <' ^ ^ ^ 

=̂  ** O 0 

= ^ ^ ^ o ^ , 

o o o ^^ 
O ^ ° 0 

t> ^ ^ Q 0 ^ 

V ^ ^ ° ^ + 
0 0 * = ^ '>: 

0 >SSSSSSS' 

o 1 
o o •? 

o 
q 

c 

0 * * 

o fi 

:;:g;:j?j:g;^S: 

h . 

x'" 

Fig. 2. Decision Trees split the data set of each node along axis-parallel hyper-planes 

Quinlan [7] argues that for many application domains this restriction on the 
directions the splitting h)^er-planes may take is not a problem, as evidenced by 
performance tests on a number of test-domains. Nevertheless, there are many 
application domains (especially ones where many of the domain attributes are 
continuous-valued) where decision trees are outperformed by more robust 
optimization methods such as Support Vector Machines (SVM). 

SVM-based classifiers use rigorous mathematical programming theory to 
formulate the classification problem as an optimization problem in a vector space: 
the problem becomes that of finding the optimal separating hyper-plane that best 
separates the training set instances among the problem classes. SVM classifiers 
obviously work with data points belonging to R". Problems involving attributes that 
are not continuous-valued must then be mapped somehow into a vector space and 
back. A popular technique for converting such problem sets into formats suitable for 
SVM optimization requires that each nominal attribute attr taking, say, m distinct 
values, be mapped into a set of m new {0,1} variables el...em- A data point in the 
original space having for the nominal attribute attr the i-th discrete value, will be 
transformed into a point in an expanded vector space where the et variable for this 
point will take the value 1, and all the other ej, j ^ / variables for this attribute will be 
0. There is a problem though with this technique. The data set corresponding to the 
problem for which the decision tree in Fig. 1 has been constructed is transformed in 
the vector space shown in Fig. 2. As can be seen, there is no single hyper-plane that 
will optimally decide which class a data point belongs to. 
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Fig. 3. Embedding a mixed-attribute space (t,r) into a higher (3) dimensional vector space 

In general, trying to tweak a problem to fit into a domain that does not naturally 
fit in, is a practice that should be done with extreme care and only if there are no 
other tools available that can work directly with the problem domain. 

Oblique Decision Trees are trees that branch using tests involving more than one 
at-tribute at any node. Many techniques for constructing oblique trees have been pro­
posed in the past (see [8] for an approach building oblique trees using a random 
search procedure to combine attributes in each branching node). We propose to 
combine the strength of SVM in the continuous domain with that of decision trees in 
the discrete domain in an easy fusion. 

In the following we discuss the 2-class classification problem, but it is easy to 
generalize the algorithm to deal with multiple classes. In particular, we propose an 
algorithm that is identical to ID3 except that its branching strategy is as follows: At 
every node, all the free continuous attributes of the problem are used to build a new 
problem set in the sub-space spanning all the continuous problem attributes. An 
SVM classifier is then built on the reduced continuous subspace, and an optimal 
hyper-plane separating the points of the current node's subset is constructed. The 
Information Gain of this split is then computed, along with the gains of the splits 
produced by the branching on each of the remaining non-continuous attributes. In the 
usual decision tree greedy manner, the split resulting in the highest gain is then 
selected and forms the test of the current node. The procedure is shown in detail in 
Fig. 4. 
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Algorithm ODT-SVM 
Input: a labeled training set 

Output: an Oblique Decision Tree for Classifying New 
Instances 

1. Begin with the root node t, having x(t) = X 
2. For each new node t do 

2.1. For each non-continuous feature Xk k=l,...,l do 
2.1.1. For each value akn of the feature Xk do 

2.1.1.1. Generate x(t)Yes and x(t)No according to the 
answer in the question: is Xk(i)=akn, 
i=l,2,...,Nt 

2.1.1.2. Compute the impurity decrease 
2.1.2. End-for 
2.1.3. choose the akn' leading to the maximum 

decrease with respect to Xk 
2.2. End-for 
2.3. Compute the optimal SVM separating the points 

in x(t) into two sets X(t)i and X(t)2 
projected to the subspace spanned by all the 
free (i.e. not currently constrained) 
continuous features Xk, k=l+l,...,m 

2.4. compute the impurity decrease associated with 
the split of x(t) into X(t)i and X(t)2 

2.5. choose as test for node t, the test among 2.1 
2.4 leading to the highest impurity 

decrease 
2.6. If stop-splitting rule is met declare node t 

as leaf and designate it with a class label; 
else generate 2 descendant nodes tl and t2 
according to the test chosen in step 2.5 

3. End-for 
4. End 

Fig. 4. ODT-SVM algorithm 

In fact, the algorithm is a template, defining a family of algorithms, in that 
different choices for measuring the impurity of a set or different stopping-splitting 
rules will lead to different algorithms. Moreover, step 2.3 can easily be modified so 
that instead of computing the optimal hyper-plane separating the data X(t) in node t 
projected in the subspace spanned by all the continuous features of the problem (thus 
likely consuming all continuous attributes in one test node) the test may select a 
subset of the set of continuous features -randomly or not- and compute the optimal 
SVM that separates the points of the node in that reduced subspace. 
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3 Evolving ODT-SVM Ensembles 

Recently, classifier ensembles using pairs of classifiers trained of randomly chosen 
complementary sub-sets of the training set have been proposed in the literature as a 
means to improve both the stability as well as the diversity of the ensemble [9]. This 
approach leads to a pair of ensembles operating statically on the problem domain in 
that the population does not evolve after it has been trained on the training set. Simi­
larly, evolving classifiers using Genetic Algorithms ideas has been proposed in [10] 
but the approach is not intended for online learning tasks. 

For applications in online or continuous learning, we propose to use evolutionary 
methodology to evolve pairs of ODT-SVM ensembles, in the following way. A set S 
= {(ch cj^, (c2, C2^ ... (ci, CL)} of L classifier pairs is first trained on the initially 
available training set T as follows: the first classifier of each pair i is trained on a 
randomly chosen subset of the training set 7/ c Tand the second classifier of the pair 
is trained using the points Xj G T, that were misclassified by the first classifier (the 
hard instances for the first classifier of the pair). The classifiers in each pair swap 
positions if the performance of the second classifier in the initial testing set is better 
than the performance of the first on the testing set. 

During the online operation of the system (the continuous learning mode) new 
instances are given to the ensemble for classification. The system uses only the votes 
of the first classifier in each pair to reach a decision using any fiision or consensus 
strategy 1. However, all 2L classifiers classify the new instance, and when the true 
label for that instance becomes known (since the application is an online application) 
the classification accuracy of each classifier is updated to take into account the 
performance in the last received instance. When the performance of any of the top 
classifiers on a given number of the last arrived instances drops below the 
performance of its pair or some other criterion is met, the second and dormant 
classifier in the pair becomes the first active classifier and the original first is 
discarded. A new classifier is then trained on the instances the previously dormant 
classifier had missed and assumes the role of the dormant classifier of the pair. 

The process is an evolving process with new classifiers being created and 
replacing old ones when those old classifiers' performance degrades. The system 
essentially remains static for as long as the ensemble's "knowledge" is adequate for 
the instances continuously arriving, but starts adapting itself to the new environment 
by modifying its population as soon as performance deteriorates enough. The process 
is depicted in Fig. 5. The decision maker could implement the Hedge(P) algorithm 
[1], as has been done successfully in [4] 
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Fig. 5. Ensemble of ODT-SVM classifier pairs for online learning 

4 Conclusions and Future Directions 

We have presented an adaptive ensemble architecture for online learning tasks in 
changing environments. The architecture is based on Oblique Decision Trees using a 
modified C4.5 algorithm that treats the continuous attributes of a problem using 
Support Vector Machine technology while allowing for the discrete attributes of the 
same problem to be treated in the more natural decision tree philosophy. The 
Decision Tree philosophy of the base classifiers allows for more variety in the 
ensemble due to its inherent instability, variety which also comes fi*om the fact that 
each base classifier in the ensemble is trained on a randomly selected subset of the 
training set. 

For applications such as monitoring user profiles in the context of TV-program 
watching or movie-going recommendations, etc., the architecture has great promise 
in that it can follow the user's changing habits and adapt to them quickly enough so 
as to be very accurate most of the time. We plan to apply the system to the task of 
Anomaly Detection in surveillance systems using CCTV or other multi-media 
sources to reduce the number of false alarms while maintaining high accuracy rates. 
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A b s t r a c t . Mining frequent subgraphs is an area of research where we 
have a given set of graphs, and where we seeirch for (connected) sub­
graphs contained in many of these graphs. Each graph can be seen as a 
transaction, or as a molecule — as the techniques applied in this paper 
are used in (bio)chemical analysis. 
In this work we will discuss an application that enables the user to 
further explore the results from a frequent subgraph mining algorithm. 
Such an algorithm gives the frequent subgraphs, also referred to as 
fragments, in the graphs in the dataset. Next to frequent subgraphs the 
algorithm also provides a lattice that models sub- and supergraph rela­
tions among the fragments, which can be explored with our application. 
The lattice can also be used to group fragments by means of clustering 
algorithms, and the user can easily browse from group to group. The ap­
plication can also display only a selection of groups that occur in almost 
the same set of molecules, or on the contrary in different molecules. This 
allows one to see which patterns cover different or similar parts of the 
dataset. 

1 Introduction 

Mining frequent pa t te rns is an impor tan t area of da t a mining where we discover 
substructures t h a t occur often in (semi-)structured da ta . The research in this 
work will be in the area of frequent subgraph mining. These frequent subgraphs 
are connected vertex- and edge-labeled graphs t h a t are subgraphs of a given 
set of graphs, tradit ionally also referred to as transactions, a t least minsupp (a 
user-defined threshold) t imes. If a subgraph occurs at different positions in a 
graph, it is counted only once. The example of Figure 1 shows a graph and two 
of its subgraphs. 

In this paper we will use results from frequent subgraph mining and we will 
present methods for improved exploration by means of clustering, where co­
occurrences in the same transact ions are used in the distance measure. Grouping 
pa t te rns with clustering makes it possible to browse from one pa t t e rn and its 
corresponding group to another group close by. Or, depending on the preference 
of the user, to groups occurring in a separate pa r t of the dataset . 
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Before explaining what is meant by lattice information we first need to 
discuss child-parent relations in frequent subgraphs, also known as patterns. 
Patterns are generated by extending smaller patterns with one extra edge. The 
smaller pattern can be called a parent of the bigger pattern that it is extended 
to. If we would draw all these relations, the drawing would be shaped like a 
lattice, hence we call this data lattice information. 

We further analyze frequent subgraphs and their corresponding lattice infor­
mation with difi"erent techniques in our framework LATTICE2SAR for mining 
and analyzing frequent subgraph data. One of the techniques in this framework 
is the analysis of graphs in which frequent subgraphs occur, via competitive neu­
ral networks as presented in [1]. Another important functionality is the browsing 
of lattice information from parent to child and from one group of fragments to 
another as presented here. 

9 1 1 1 1 2 1 
C ^ ^ C — ^ C — ^ - C — ^ C — ^ O C C ^ ^ C — ^ C 

X \ h P |2 |l 
C C N O O C 

\ 2 2 / 
\ 1 / 

Fig. 1. An example of a possible graph (the amino acid Phenylalanine) in the molecule 
dataset and two of its many (connected) subgraphs, also called patterns or fragments. 

Our application area is the analysis of fragments (patterns) in molecule data. 
The framework was originally made to handle (bio)chemical data. Obviously 
molecules are stored in the form of graphs, the molecules can be viewed as 
transactions (see Figure 1 for an example). However, the techniques presented 
here are not particular to molecule data (we will also not discuss any chemical 
or biological issues). For example one can extract user behavior from access logs 
of a website. This behavior can be stored in the form of graphs and can as such 
be analyzed with the techniques presented here. 

The distance between patterns can be measured by calculating in how many 
graphs (or molecules) only one of the two patterns occurs. If this never happens 
then these patterns are very close to each other. If this is always the case, their 
distance is very large. In both cases the user is interested to know the reason. In 
our appHcation the chemist might want to know which different patterns seem 
to occur in the same subgroup of effective medicines or on the other hand which 
patterns occur in different subgroups of effective medicines. In this paper we 
will present an approach to solve this problem that uses clustering. Furthermore 
all occurrences for the frequent subgraphs will be discovered by a graph mining 
algorithm and this occurrence information will be highly compressed before 
storage. Because of this, requesting these occurrences will be costly. 

We will define our techniques for browsing the lattice of fragments. To this 
end, this paper makes the following contributions: 
— An application will be introduced that integrates techniques that fa­
cilitate browsing of the lattice as provided by the frequent subgraph miner 
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(Section 2). 
— We will use a distance measure based on the co-occurrence of frag­
ments to browse from one fragment group to another (Section 3 and Sec­
tion 4). 
— We will give an algorithm for grouping very similar subgraphs using hi­
erarchical cluster methods and lattice information (Section 4). 
— Finally through experiments we will take a closer look at runtime per­
formance of the grouping algorithm and discuss it (Section 5). 

The algorithm for grouping was also used in [1], both papers discuss a com­
ponent of the same framework. However in this work groups are used diflFerently, 
for fragment suggestion during browsing. 

This research is related to research on clustering, in particular of molecules. 
Also our work is related to frequent subgraph mining and frequent pattern 
mining when lattices are discussed. In [8] Zaki et al. discuss different ways for 
searching through the lattice and they propose the ECLAT algorithm. 

Clustering in the area of biology is important because of the improved 
overview it provides the user with. E.g., [4] Samsonova et al. discuss the use 
of Self-Organizing Maps (SOMs) for clustering protein data. SOMs have been 
used in a biological context many times, for example in [2, 3]. There is also 
a relation with work done on hierarchical clustering in the biological context, 
e.g., as presented in [5]. In some cases molecules are clustered via numeric data 
describing each molecule; in [6] clustering such data is investigated. 

Our package of mining techniques for molecules makes use of a graph miner 
called GSPAN, introduced in [7] by Yan and Han. This implementation generates 
the patterns organized as a lattice and a separate compressed file of occurrences 
of the patterns in the graph set (molecules). 

2 Exploring the Lattice 

We propose a fragment exploration tool to explore fragments in a dataset of 
molecules, the whole process is visualized in Figure 2. The application requires 
both fragment and lattice information from the frequent subgraph miner. This 
information is already extracted from the dataset when the application starts. 
All this data is first read and an in-memory lattice structure is built, where each 
node is a fragment. Occurrences are kept in a compressed format since the user 
wants to view this data when required. Also this data is needed by our distance 
measure which will be explained in Section 3; to make a distance matrix for 
all fragments will probably cost too much memory. First we make groups using 
information from the lattice only. Then we fill a matrix storing the distances 
between groups, which is possible if we assume to have far less groups of similar 
fragments. 

After this process it is possible for the user to browse from fragment to 
fragment by adding or removing possible edges, where an edge is possible if it 
leads to a child or parent fragment. Figure 3 shows the current fragment in the 
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Distance 
Matrix for 

Groups 

Fig. 2. The process of exploring the fragment lattice. 

Fig, 3 . Fragment exploration with the possible ways of shrinking and extending. 

center window. The user must select a molecule to which an edge should be 
added. After an edge is selected one can select a possible extension, leading to a 
child, from the right window. It is also possible to shrink the current fragment 
towards a parent fragment, the possibilities are always shown in the left window. 

The user can also j u m p to a fragment in a group tha t occurs either often 
in the same molecules or almost never, so fragments in close by or distant 
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groups. Each molecule has a group and in Figure 4 it shows its group, and the 
other fragments in that group, first. Then it lists all close by groups and their 
corresponding fragments (here close by is defined as group-dist < 0.3, see also 
Section 4). For every group it shows the distance, indicated with "dist", to the 
group of the current fragment. 
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Fig. 4. Co-occurrence view for groups, showing all groups close by {group-dist < 0.3). 

3 Distance Measure 

The distance measure will compute how often frequent subgraphs occur in the 
same graphs of the dataset. In the case of our working example it will show if 
different fragments (frequent subgraphs) exist in the same molecules. Formally 
we will define the distance measure in the following way (for graphs gi and 52)-

dist{gi,g2) = (1) 
sup{gi) + sup{g2) ~ 2 • sup{gi A ^2) _ sup{gi) + sup{g2) - 2 - sup{gi Agf2) 

sup{gi V 52) sup{gi) + sup{g2) - sup{gi A 52) 

Here sup{g) is the number of times a (sub)graph g occurs in the set of graphs; 
sup{gi A 52) gives the number of graphs (or transactions) with both subgraphs 
and sup{gi V 52) gives the number of graphs with at least one of these sub­
graphs. The numerator of the dist measure computes the number of times the 
two graphs do not occur together in one graph of the dataset. We divide by 
sup{giWg2) to make the distance independent from the total occurrence, thereby 
normalizing it. By reformulating we remove sup{gi V^2)? saving us access time 
for the compressed dataset. 

The distance measure satisfies the usual requirements, such as the triangular 
inequality. Note that 0 < dist{gi^g2) < 1 and dist{gi^g2) = 1 <^ ^w{9i ^92) — 
0, so gi and g2 have no common transactions in this case. If dist{gi^g2) = 0, 
both subgraphs occur in the same transactions, but are not necessarily equal. 

While computing the support for the graphs not all frequent subgraphs are 
known and not all distances can be computed while running GSPAN. 

4 Grouping Fragments 

We will have to store the distance for all frequent subgraph combinations in 
order to decide fragments at an interesting distance. If we have n frequent 
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subgraphs then storing the support for all n{n — l ) /2 combinations might be 
too much. However many frequent subgraphs often are very similar in both 
structure and support and often there exists a parent-child relation. 

Now we will propose a step where we group close subgraphs to reduce both 
the number of distances to store and the exploration time by grouping redun­
dant graphs. We first define a distance grdist (Ci, C2) between groups (clusters) 
Ci and C2 as the maximal dist between parent and child graphs in the two 
groups. This can be calculated fast by traversing the lattice. 

This distance has a special value —1 if there is no pair (pi,^2) with gi G 
Ci and g2 G C2, such that they have a parent-child relation, otherwise the 
maximum dist between such elements is used. 

All information used to compute these distances can be retrieved from the 
lattice information provided by the graph mining algorithm, when we focus on 
the subgraph-supergraph pairs. This information is already there to discover 
the frequent subgraphs, the only extra calculation is done when searching for 
dist in this information. 

Now we propose the GROUPFRAGMENTS algorithm that will organize close 
subgraphs/supergraphs into groups. The groups will be organized in a set V. 
The outline of our algorithm based on hierarchical clustering is the following: 

initiahze V with sets of subgraphs of size 1 from the lattice 
while V was changed or was initialized 

Select Ci and C2 from V with minimal grdist (Ci,C2) > 0 
if grdist{Ci,C2) < maxdist then 

P = P u { C i U C 2 } 
Remove Ci and C2 from V 

GROUPFRAGMENTS 

The parameter maxdist is a user-defined threshold giving the largest distance 
allowed for two clusters to be joined. 

Once the clusering has been done, we redefine the distance between groups as 
the distance between a smallest graph of each of the two groups, representing the 
most essential substructure of the group {size gives the number of vertices): for 
gi G Ci and g2 G C2 with size{gi) = min{{size{g) \ g E Ci}) and size{g2) = 
min{{size{g) \ g G C2}), we let group^dist{Ci, C2) = dist{gi,g2). So even if 
grdist (Ci, C2) would give the special value —1, group-dist {Ci ^€2) will provide 
a reasonable distance. 

Now we allow the user to define which groups are interesting. These are 
mostly extremes: close by or far away groups. So the set V of interesting 
groups with a relation to group Cy^ will be: V' = {Cv\group-dist{Cuj,Cv) < 
interest-miny group.dist {C^^Cy) > interest .max} ^ where interest.max defines 
the largest distance of interest and interest.min the smallest. The user can now 
browse fragments in these interesting groups. 
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5 Experimental Results 
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The experiments were done for three main reasons. Firs t of all we want to 
show the development of runtime performance as maxdist decreases. Secondly 
we want to show the effect of fragment size on the grouping algori thm with 
the distance measure. Finally the effect of using a distance matrix for storing 
distances between groups will be measured. 

We make use of a molecule dataset , containing 4,069 molecules; from this 
we extracted a lattice with the 1,229 most frequent subgraphs. All experiments 
were performed on an Intel Pen t ium 4 64-bits 3.2 GHz machine with 3 GB 
memory. As operat ing system Debian Linux 64-bits was used with kernel 2.6.8-
12-em64t-p4. 
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Fig. 5. Runtime in ms for different Fig. 6. Runtime in ms for different frag-
maxdist settings and the influence of dis- ment set sizes {maxdist = 0.3), with 
tance matrix construction. quadratic regression 

Figure 5 shows how runt ime drops if we increase the maxdist threshold. 
This is mainly caused by the decrease of groups and so the size of the distance 
matr ix . However the use of a distance mat r ix will provide the necessary speedup 
during exploration. Fur thermore we also see t h a t a low maxdist gives a large 
runt ime due to a large distance matr ix . This seems to show tha t making groups 
enables the application to store a distance mat r ix in memory and this allows 
the application to faster find close by groups (so faster browsing). Note tha t in 
practice we should store the distance matr ix , for each dataset , on the disk and 
construct it only once. 

In Figure 6 we see the runt ime for the grouping algori thm as the number of 
fragments to be grouped increases. This runt ime depends on the distance mea­
sure and the grouping algorithm, and runt ime seems to increase polynomially. 

6 Conclusions and Future Work 

The application discussed in this work facilitates the exploration of fragments 
extracted from a dataset of molecules. Wi th fragments we mean frequent sub­
graphs occurring in a dataset of graphs, the molecules. 
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We introduced two methods of browsing fragments. First ly one can browse 
between parent and child by adding or removing edges from the fragments 
(only if it leads to another existing fragment). Our second method of brows­
ing required us to first group fragments into groups of very similar fragments. 
We consider a fragment to be similar to another one if they have a parent-
child relation and they occur in (almost) the same molecules. This allows the 
(bio)chemist to quickly j u m p to fragments tha t are biologically more interesting 
or cover a different subgroup of molecules. 

Finally we discussed the runt ime performance of om: fragment grouping 
algori thm with different settings. Results showed tha t the construction of a 
distance matr ix , needed for fast browsing, takes the most t ime. Fur thermore 
results suggested t ha t grouping improves the runt ime, since less (redundant) 
distances are stored. 

In the future we hope to include other innovative ways of browsing and 
analyzing the latt ice of fragments, and we want to improve scalability where 
possible. 
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Abstract. Many real world datasets exhibit skewed class distributions in 
which almost all instances are allotted to a class and far fewer instances to a 
smaller, but more interesting class. A classifier induced from an imbalanced 
dataset has a low error rate for the majority class and an undesirable error rate 
for the minority class. Many research efforts have been made to deal with class 
noise but none of them was designed for imbalanced datasets. This paper 
provides a study on the various methodologies that have tried to handle the 
imbalanced datasets and examines their robustness in class noise. 

1 Introduction 

In many applications classifiers are faced with imbalanced data sets, which can 
cause the classifier to be biased towards one class. This bias is the result of one class 
being seriously under represented in the training data compared to the other classes. 
It can be qualified to the way in which classifiers are designed. Inductive classifiers 
are normally designed to minimize errors over the training examples. Learning 
algorithms, because of the fact that the cost of performing well on the over-
represented class outweighs the cost of poor accuracy on the smaller class, can 
ignore classes containing few examples [16]. For a number of application domains, a 
massive disproportion in the number of cases belonging to each class is common. 
For example, in detection of fraud in telephone calls [9] and credit card transactions 
the number of legitimate transactions is much higher than the number of fraudulent 
transactions. Moreover, in direct marketing [19], it is fi'equent to have a small 
response rate (about 1%) for most marketing campaigns. Other examples of domains 
with intrinsic imbalance can be found in the literature such as rare medical diagnoses 
[22] and oil spills in satellite images [18]. 

The machine learning community has mostly addressed the issue of class 
imbalance in two ways. One is to give distinct costs to training instances [8]. The 
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other is to re-sample the original dataset, either by oversampling the minority class 
and/or under-samp ling the majority class [17], [12]. Thus, existing research 
endeavors have made significant progress in exploring techniques for handling 
imbalanced datasets with assumptions that the input data are noise-free or noise in 
the data sets is not significant. However, real-world data are rarely perfect and can 
often suffer from corruptions that may impact interpretations of the data, models 
created from the data, and decisions made on the data. 

Many research efforts have been made to deal with class noise [14], [23], [4], 
[11], [24], and have suggested that in many situations, eliminating instances that 
contain class noise will improve the classification accuracy. Although, many 
research efforts have focused on noise identification and data cleansing, none of 
them was originally designed for imbalanced datasets. In this study, the effectiveness 
of techniques for handling imbalanced datasets in class noise is evaluated over 7 
imbalanced datasets using the C4.5 [20], Naive Bayes [6] and 5NN [1] as classifiers 
and the geometric mean of accuracies as performance measure [17]. 

Section 2 reviews the attempts for handling imbalanced datasets, while section 3 
presents experimental results of the techniques for handling imbalanced datasets in 
class noise. Finally, section 4 discusses the results and suggests directions. 

2 Review of existing techniques for handling imbalanced datasets 

A simple method that can be used to imbalanced data sets is to reweigh training 
examples according to the total cost assigned to each class [6]. The idea is to change 
the class distributions in the training set towards the most costly class. The effect of 
imbalance in a dataset is also discussed in [12]. Japkowicz mainly evaluated two 
strategies: under-sampling and resampling. She noted that both the sampling 
approaches were helpful. In [17] the researchers selectively under-sampled the 
majority class while keeping the original population of the minority class with 
satisfied results. Batista et al. [2] used a more sophisticated under-sampling 
technique in order to reduce the amount of potentially useful data. Another approach 
is that of [19]. They combined over-sampling of the minority class with under-
sampling of the majority class. However, the over-sampling and under-sampling 
combination did not provide significant improvement. In [5] they recommend an 
over-sampling approach in which the minority class is over-sampled by creating 
"synthetic" instances rather than by over-sampling with replacement with better 
results. 

Changing the class distribution is not the only technique to improve classifier 
performance when learning from imbalanced data sets. A different approach to 
incorporating costs in decision-making is to define fixed and unequal 
misclassification costs between classes. Cost model takes the form of a cost matrix, 
where the cost of classifying a sample from a true class j to class i corresponds to the 
matrix entry Xij. This matrix is usually expressed in terms of average 
misclassification costs for the problem. The diagonal elements are usually set to 
zero, meaning correct classification has no cost. We define conditional risk for 
making a decision ai as: R(cii \x) = \ \.P{y. \ x). The equation states that the 
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risk of choosing class i is defined by fixed misclassification costs and the uncertainty 
of our knowledge about the true class of x expressed by the posterior probabilities. 
The goal in cost-sensitive classification is to minimize the cost of misclassification, 
which can be realized by choosing the class (vj) with the minimum conditional risk. 

An alternative to balancing the classes is to develop a learning algorithm that is 
intrinsically insensitive to class distribution in the training set. An example of this 
kind of algorithm is the SHRINK algorithm [17] that finds only rules that best 
summarize the positive instances (of the small class), but makes use of the 
information from the negative instances. MetaCost [6] is another method for making 
a classifier cost-sensitive. The procedure begins to learn an internal cost-sensitive 
model by applying a cost-sensitive procedure, which employs a base learning 
algorithm. Then, MetaCost procedure estimates class probabilities using bagging and 
then re-labels the training instances with their minimum expected cost classes, and 
finally releams a model using the modified training set. 

3 Experiments 

For the aim of our study the most well-known decision tree algorithm - C4.5 [20] 
- was used. One of the latest researches that compare decision trees and other 
learning algorithms is made in [21] and shows that the mean error rates of most 
algorithms are similar and that their differences are statistically insignificant. But, 
unlike error rates, there are huge differences between the training times of the 
algorithms. C4.5 has one of the best combinations of error rate and speed. Decision 
tree classifiers, regularly, employ post-pruning techniques that evaluate the 
performance of decision trees as they are pruned using a validation set. Any node can 
be removed and assigned the most common class of the training examples that are 
sorted to the node in question. As a result, if a class is rare, decision tree algorithms 
often prune the tree down to a single node that classifies all instances as members of 
the common class leading to poor accuracy on the examples of minority class. The 
extreme skewness in class distribution is problematic for Naive Bayes [7]. The prior 
probabiHty of the majority class overshadows the differences in the attribute 
conditional probability terms. Instance-based learning algorithms belong to the 
category of lazy-learning algorithms, as they delay the induction until classification 
is performed. One of the most straightforward instance-based learning algorithms is 
the nearest neighbour algorithm [1]. In our study, we made use of the commonly 
used 5-NN algorithm. In imbalanced data sets as the number of the instances of the 
majority class grows, so does the likelihood that the nearest neighbour of any 
instance will belong to the majority class. This leads to the problem that many 
instances of the minority class will be misclassified. 

In Table 1, there is a brief description of the data sets that we used for our 
experiments. Except for the "eap" data set, all were drawn from the UC Irvine 
Repository [3]. Eap data is from Hellenic Open University and was used in order to 
determine whether a student is about to drop-out or not [15]. 
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Table 1. Description of the data sets 

Data sets 

breast-cancer 
credit-g 
Diabetes 
Haberman 
Hepatitis 
Ionosphere 
Eap 

Instances 

286 
1000 
768 
306 
155 
351 
344 

Categorical 
Features 

9 
13 
0 
0 
13 
34 
11 

Numerical 
Features 

0 
7 
8 
3 
6 
0 
0 

Instances of minority 
class 

85 
300 
268 
81 
32 
126 
122 

Classes 

2 
2 
2 
2 
2 
2 
2 

For most of the datasets we used, they don't actually contain noise, so we use 
manual mechanisms to add class noise. For class noise, we adopt a pairwise scheme 
[24]: given a pair of classes (X, Y) and a noise level x, an instance with its label X 
has an x*100% chance to be corrupted and mislabeled as Y, so does an instance of 
class Y. Meanwhile, we only report the value x of class noise (which is not the actual 
class noise level in the dataset) in all tables below. 

When comparing the performance of different classifiers in imbalanced data sets, 
accuracy as a measure is not enough. A classifier's performance of two class 
problems can be separately calculated for its performance over the positive instances 
(denoted as a ^ and over the negative instances (denoted as a"). The true positive rate 
(a^) or sensitivity is the fraction of positive instances predicted correctly by the 
model. Similarly, the true negative rate ( a ) or specificity is the fraction of negative 
instances predicted correctly by the classifier. In [17] they propose the geometric 
mean of the accuracies: g = yja^ x a' for imbalanced data sets. The basic idea behind 
this measure is to maximize the accuracy on both classes. Classification ability of the 
learning methods in our experiments was measured with geometric mean of the 
accuracies. For the examined models, the relationship between false negative and 
false positive costs was chosen to be the inverse of the assumed prior to compensate 
for the imbalanced priors. 

In Table 2, one can see the comparisons with class noise of the attempts that have 
tried to obtain the best performance of a given imbalance data set using Naive Bayes 
(NB) as base classifier. Three well-known algorithms were used for the comparison: 
Reweighing and Cost Sensitive method [6] and Metacost algorithm [8]. We also 
present the accuracy of the simple Bayes algorithm as borderline. It must be 
mentioned that we used the free available source code for these methods [22] for our 
experiments. In Table 2 and Table 3 except for geometric mean we also present the 
true-positive rate, and true-negative rate. It must be mentioned that positive class is 
the majority class for our experiments. In the last row of Table 2, the average value 
of the geometric means is also calculated in all data sets. It must be mentioned that 
for Naive Bayes classifier, modifying the decision boundary (Cost Sensitive method) 
is equivalent to reweighing training instances so as the relationship between false 
negative and false positive costs to be the inverse of the imbalanced priors. All the 
tested techniques give better results than the single Naive Bayes in class noise. The 
Reweighing and Cost Sensitive method gave better results with little class noise; 
however Metacost can handle better more class noise. 
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Table 2. Accuracy on majority class (a+), accuracy on minority class (a-) and geometric mean 
(g) with NB as base classifier 

Datasets 

breast-

cancer 

credit 

-g 

diabetes 

Haber-

man 

Heapa-

titis 

Iono­

sphere 

eap 

Average 

g 
a+ 

a-

g 
a+ 

a-

g 
a+ 

a-

g 
a+ 

a-

g 
a+ 

a-

g 
a+ 

a-

g 
a+ 

a-

g 

ReWNB 

or 

CostNB 

Without 

Noise 

0.66 

0.74 

0.58 

0.72 

0.75 

0.69 

0.73 

0.78 

0.68 

0.56 

0.89 

0.35 

0.8 

0.83 

0.78 

0.82 

0.78 

0.87 

0.85 

0.87 

0.83 

0.73 

ReWNB 

or 

CostNB 

With 

10% 

Noise 

0.65 

0.65 

0.66 

0.72 

0.68 

0.77 

0.74 

0.76 

0.72 

0.58 

0.83 

0.4 

0.79 

0.81 

0.78 

0.83 

0.8 

0.86 

0.82 

0.79 

0.85 

0.73 

ReWNB 

or CostNB 

With 20% 

Noise 

0.54 

0.43 

0.69 

0.7 

0.59 

0.82 

0.71 

0.68 

0.75 

0.46 

0.26 

0.83 

0.78 

0.67 

0.91 

0.81 

0.81 

0.81 

0.78 

0.68 

0.89 

0.68 

Meta-cost 

NB 

Without 

Noise 

0.65 

0.79 

0.54 

0.66 

0.77 

0.57 

0.70 

0.75 

0.66 

0.57 

0.87 

0.38 

0.81 

0.79 

0.84 

0.77 

0.68 

0.88 

0.85 

0.88 

0.83 

0.72 

Meta-

cost 

NB 

With 

10% 

Noise 

0.67 

0.72 

0.62 

0.69 

0.73 

0.65 

0.71 

0.72 

0.71 

0.59 

0.84 

0.42 

0.8 

0.76 

0.84 

0.77 

0.68 

0.88 

0.84 

0.85 

0.83 

0.72 

Meta-

cost 

NB 

With 

20% 

Noise 

0.63 

0.59 

0.67 

0.7 

0.65 

0.75 

0.7 

0.66 

0.74 

0.5 

0.3 

0.82 

0.8 

0.73 

0.88 

0.76 

0.69 

0.84 

0.8 

0.72 

0.88 

0.7 

NB 

Without 

Noise 

0.6 

0.85 

0.43 

0.65 

0.86 

0.49 

0.71 

0.84 

0.6 

0.44 

0.94 

0.21 

0.78 

0.87 

0.7 

0.83 

0.8 

0.86 

0.84 

0.9 

0.78 

0.7 

NB 

With 

10% 

Noise 

0.62 

0.84 

0.46 

0.68 

0.85 

0.54 

0.72 

0.84 

0.62 

0.45 

0.94 

0.22 

0.79 

0.83 

0.75 

0.82 

0.83 

0.81 

0.82 

0.88 

0.76 

0.7 

NB 

With 

20% 

Noise 

0.61 

0.8 

0.46 

0.68 

0.84 

0.55 

0.72 

0.85 

0.61 

0.39 

0.95 

0.16 

0.8 

0.82 

0.78 

0.81 

0.84 

0.79 

0.82 

0.87 

0.78 

0.69 

In Table 3, one can see the comparisons with class noise of the attempts that have 
tried to obtain the best performance of a given imbalance data set using C4.5 as base 
classifier. The same three well-known techniques for handling imbalanced data sets 
were also used for this comparison. In general, all the tested techniques give better 
results than the single C4.5 in class noise. The Reweighing method gave better 
results with little class noise, however Metacost can handle better more class noise. 

In Table 4, one can see the comparisons of the proposed technique with other 
attempts that have tried to obtain the best performance of a given imbalance data sets 
using 5NN as base classifier. The same three well-known techniques for handling 
imbalanced data sets were also used for this comparison. It must be mentioned that 
for 5NN classifier, modifying the decision boundary (Cost Sensitive method) is 
equivalent to reweighing training instances so as the relationship between false 
negative and false positive costs to be the inverse of the imbalanced priors. In 
general, all the tested techniques give similar better results than the single 5NN in 
class noise and there was no difference between them. 
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Table 3. Accuracy on majority class (a+), accuracy on minority class (a-) and geometric mean 
(g) with C4.5 as base classifier 

Data-

sets 

breast-

cancer 

credit 

-g 

Diabe­

tes 

Haber-

man 

Heapa-

titis 

Iono­

sphere 

cap 

Ave-

rage 

g 
a+ 

a-

g 
a+ 

a-

g 
a+ 

a-

g 
a+ 

a-

g 
a+ 

a-

g 
a+ 

a-

g 
a+ 

a-

g 

ReW-

C4.5 

With­

out 

Noise 

0.57 

0.72 

0.45 

0.66 

0.67 

0.65 

0.72 

0.72 

0.73 

0.63 

0.68 

0.58 

0.73 

0.62 

0.85 

0.89 

0.94 

0.85 

0.81 

0.86 

0.77 

0.72 

ReW-

C4.5 

With 

10% 

Noise 

0.58 

0.56 

0.6 

0.63 

0.57 

0.69 

0.69 

0.66 

0.72 

0.59 

0.56 

0.62 

0.72 

0.69 

0.75 

0.83 

0.88 

0.79 

0.78 

0.76 

0.8 

0.69 

ReW-

C4.5 

With 

20% 

Noise 

0.47 

0.29 

0.77 

0.6 

0.47 

0.76 

0.63 

0.47 

0.84 

0.42 

0.19 

0.95 

0.59 

0.55 

0.63 

0.8 

0.91 

0.7 

0.71 

0.57 

0.89 

0.6 

Cost-

C4.5 

With­

out 

Noise 

0.5 

0.85 

0.3 

0.61 

0.82 

0.46 

0.72 

0.78 

0.67 

0.58 

0.66 

0.51 

0.64 

0.86 

0.48 

0.88 

0.94 

0.82 

0.83 

0.94 

0.74 

0.68 

Cost-

C4.5 

With 

10% 

Noise 

0.52 

0.84 

0.32 

0.63 

0.76 

0.52 

0.66 

0.79 

0.56 

0.58 

0.81 

0.41 

0.54 

0.77 

0.38 

0.82 

0.94 

0.71 

0.8 

0.84 

0.76 

0.65 

Cost-

C4.5 

With 

20% 

Noise 

0.44 

0.73 

0.27 

0.64 

0.68 

0.6 

0.65 

0.63 

0.68 

0.4 

0.19 

0.83 

0.51 

0.47 

0.56 

0.77 

0.92 

0.64 

0.79 

0.75 
0.84 

0.6 

Meta-

cost 

C4.5 

With­

out 

Noise 

0.55 

0.84 

0.36 

0.64 

0.76 

0.54 

0.73 

0.78 

0.67 

0.62 

0.76 

0.52 

0.68 

0.83 

0.56 

0.9 

0.98 

0.82 

0.82 

0.89 

0.76 

0.71 

Meta-

cost 

C4.5 

With 

10% 

Noise 

0.61 

0.78 

0.48 

0.65 

0.71 

0.6 

0.7 

0.73 

0.68 

0.59 

0.61 

0.58 

0.67 

0.76 

0.59 

0.85 

0.92 

0.78 

0.79 

0.78 

0.8 

0.69 

Meta-

cost 

C4.5 

With 

20% 

Noise 

0.53 

0.39 

0.72 

0.66 

0.65 

0.68 

0.65 

0.59 

0.71 

0.38 

0.16 

0.91 

0.71 

0.63 

0.81 

0.78 

0.86 

0.71 

0.76 

0.69 

0.84 

0.64 

C4.5 

With­

out 

Noise 

0.5 

0.95 

0.26 

0.58 

0.85 

0.4 

0.7 

0.82 

0.6 

0.52 

0.85 

0.32 

0.58 

0.9 

0.37 

0.88 

0.94 

0.82 

0.83 

0.94 

0.74 

0.66 

C4.5 

With 

10% 

Noise 

0.46 

0.9 

0.24 

0.6 

0.83 

0.44 

0.67 

0.8 

0.56 

0.56 

0.83 

0.38 

0.52 

0.87 

0.31 

0.82 

0.94 

0.71 

0.83 

0.94 

0.74 

0.64 

C4.5 

With 

20% 

Noise 

0.46 

0.85 

0.25 

0.61 

0.79 

0.47 

0.65 

0.87 

0.49 

0.43 

0.9 

0.21 

0.51 

0.84 

0.31 

0.77 

0.92 

0.64 

0.86 

0.92 

0.8 

0.61 

As a general conclusion, the Reweighing method is a more appropriate technique 
in the presence of httle class noise, however Metacost can handle better more class 

4 Conclusion 

Existing research endeavors have made significant progress in exploring 
techniques for handling imbalanced datasets with assumptions that the input data are 
noise-free or noise in the data sets is not significant. However, real-world data are 
rarely perfect and can often suffer from corruptions that may impact interpretations 
of the data, models created from the data, and decisions made on the data. In this 
study, the effectiveness of techniques for handling imbalanced datasets in class noise 
is evaluated over 7 imbalanced datasets. Metacost seems to be more robust as the 
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class noise increased. In a following study, we will examine multi-class imbalanced 
datasets and will propose a more robust technique in the class noise. 

Table 4. Accuracy on majority class (a+), accuracy on minority class (a-) and geometric mean 
(g) with 5NN as base classifier 

Data sets 

breast-

cancer 

credit-g 

diabetes 

haberman 

hepatitis 

ionosphere 

cap 

Average 

g 

a+ 

a-

g 
a+ 

a-

g 
a+ 

a-

g 
a+ 

a-

g 
a+ 

a-

g 
a+ 

a-

g 
a+ 

a-

g 

ReWSNN 

Or 

CostSNN 
Without 

Noise 
0.62 

0.73 

0.52 
0.66 

0.69 

0.63 

0.71 

0.69 

0.74 

0.57 

0.68 

0.47 

0.69 

0.79 

0.6 

0.83 

0.97 

0.71 

0.8 

0.84 

0.76 

0.7 

ReW5NN 

Or 

Cost5NN 
With 10% 

Noise 
0.6 

0.6 

0.61 
0.63 

0.58 

0.69 

0.67 

0.61 

0.74 

0.54 

0.55 

0.53 

0.68 

0.73 

0.63 

0.83 

0.88 

0.78 

0.75 

0.64 

0.87 

0.67 

ReW5NN 

Or 

Cost5NN 
With 20% 

Noise 
0.59 

0.47 

0.73 
0.58 

0.44 

0.77 

0.62 

0.51 

0.75 

0.5 

0.41 

0.61 

0.6 

0.55 

0.66 

0.76 

0.7 

0.83 

0.62 

0.44 

0.88 

0.61 

Metacost 

5NN 

Without 

Noise 

0.51 

0.86 

0.3 
0.63 

0.73 

0.55 

0.71 

0.75 

0.68 

0.59 

0.66 

0.52 

0.8 

0.84 

0.76 

0.79 

0.98 

0.63 

0.77 

0.87 

0.69 

0.69 

Metacost 

5NN 

With 
10% 

Noise 
0.59 

0.67 

0.52 
0.66 

0.64 

0.67 

0.69 

0.69 

0.7 

0.53 

0.53 

0.53 

0.7 

0.62 

0.78 

0.78 

0.94 

0.64 

0.75 

0.7 

0.8 

0.67 

Metacost 

5NN 

With 
20% 

Noise 
0.58 

0.51 

0.67 
0.59 

0.45 

0.78 

0.64 

0.58 

0.71 

0.49 

0.62 

0.39 

0.6 

0.41 

0.88 

0.75 

0.85 

0.67 

0.59 

0.4 

0.88 

0.61 

5NN 

Without 
Noise 

0.45 

0.96 

0.21 
0.57 

0.89 

0.37 

0.68 

0.83 

0.56 

0.39 

0.9 

0.17 

0.66 

0.94 

0.46 

0.78 

0.98 

0.62 

0.78 

0.9 

0.68 

0.62 

5NN 

With 

10% 

Noise 

0.44 

0.95 

0.2 
0.58 

0.85 

0.39 

0.65 

0.84 

0.5 

0.41 

0.84 

0.2 

0.6 

0.93 

0.41 

0.76 

0.95 

0.61 

0.76 

0.89 

0.65 

0.6 

5NN 

With 

20% 

Noise 

0.47 

0.92 

0.24 
0.59 

0.76 

0.46 

0.59 

0.78 

0.45 

0.44 

0.76 

0.25 

0.64 

0.83 

0.5 

0.73 

0.9 

0.6 

0.73 

0.88 

0.61 

0.6 
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Abstract. A classifier induced from an imbalanced data set has a low error 
rate for the majority class and an undesirable error rate for the minority class. 
This paper firstly provides a systematic study on the various methodologies 
that have tried to handle this problem. Finally, it presents an experimental 
study of these methodologies with a proposed wrapper for reweighting training 
instances and it concludes that such a framework can be a more valuable 
solution to the problem. 

1 Introduction 

Classifiers are often faced with imbalanced data sets for various reasons; the 
latest can cause the classifier to be biased towards one class. This bias is the outcome 
of one class being seriously under represented in the training data in favor of other 
classes. It can be qualified to the way in which classifiers are designed. Inductive 
classifiers are normally designed to minimize errors over the training examples. 
Learning algorithms on the other hand ignore classes containing few examples [11]. 
For a number of application domains, a massive disproportion in the number of cases 
belonging to each class is common. For example, in detection of fraud in telephone 
calls and credit card transactions. Moreover, in direct marketing, it is frequent to 
have a small response rate (about 1%) for most marketing campaigns. 

The machine learning community has mostly addressed the issue of class 
imbalance in two ways. One is to give distinct costs to training instances [6] while 
the other is to re-sample the original dataset, either by oversampling the minority 
class and/or under-sampling the majority class [12], [9]. Although many methods for 
coping with imbalanced data sets have been proposed, there are still several open 
questions. One open question is whether simply changing the distribution skew can 
improve predictive performance steadily. To handle the problem, we developed a 
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wrapper for reweighting training instances. The effectiveness of our approach is 
evaluated over eight imbalanced datasets using the C4.5 [15], Naive Bayes [5] and 
5NN [1] as classifiers and the geometric mean of accuracies as performance measure 
[12]. 

In the following section we review the attempts for handling imbalanced data sets, 
while section 3 presents the details of our approach. Section 4 presents experimental 
results comparing our approach to other approaches. Finally, section 5 discusses the 
results and suggests directions for future work. 

2 Review of existing techniques for handling imbalanced data sets 

A simple method that can be used to imbalanced data sets is to reweigh training 
examples according to the total cost assigned to each class [4]. The idea is to change 
the class distributions in the training set towards the most costly class. In [8] the 
effect of imbalance in a dataset is discussed. Two main strategies are evaluated: 
Under-sampling and Resampling. Both the two sampling approaches were helpful, 
and is observed that sophisticated sampling techniques does not give any clear 
advantage in the domain considered. 

Another approach is presented in [13]. They combined over-sampling of the 
minority class with under-sampling of the majority class. However, the over-
sampling and under-sampling combination did not provide significant improvement. 
In [3] an over-sampling approach is presented according to which the minority class 
is over-sampled by creating "synthetic" instances rather than by over-sampling with 
replacement with better results. 

Changing the class distribution is not the only technique to improve classifier 
performance when learning from imbalanced data sets. A different approach to 
incorporating costs in decision-making is to define fixed and unequal 
misclassiflcation costs between classes [8]. 

An alternative to balancing the classes is to develop a learning algorithm that is 
intrinsically insensitive to class distribution in the training set. An example of this 
kind of algorithm is the SHRINK algorithm [12] that finds only rules that best 
summarize the positive instances (of the small class), but makes use of the 
information from the negative instances. MetaCost [6] is another method for making 
a classifier cost-sensitive. The procedure begins to learn an internal cost-sensitive 
model by applying a cost-sensitive procedure, which employs a base learning 
algorithm. Then, MetaCost procedure estimates class probabilities using bagging and 
then re-labels the training instances with their minimum expected cost classes, and 
finally releams a model using the modified training set. 

In [16] different weights for false positives and false negatives are used to apply 
AdaBoost than bagging in text-filtering. AdaBoost uses a base classifier to induce 
multiple individual classifiers in sequential trials, and a weight is assigned to each 
training instance. At the end of each trial, the vector of weights is adjusted to reflect 
the importance of each training instance for the next induction trial. This adjustment 
effectively increases the weights of misclassified examples and decreases the 
weights of the correctly classified examples. A similar technique is proposed in [7]. 
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3 Proposed Technique 

The problem of determining which proportion of positive/negative examples is 
the best for learning is an open problem of learning from imbalanced data sets. The 
proposed technique is based on the previous referred reweighting technique; 
however, we do not apply a single cost matrix for reweighting training instances. We 
did not only examine the relationship between false negative and false positive costs 
to be the inverse of the assumed prior to compensate for the imbalanced priors. We 
examine all the cost matrixes: 

0 1 

X 0 

Where x takes the values from [(Number of Instances of the Majority Class)/ 
(Number of Instances of the Majority Class)-!] to [(Number of Instances of the 
Majority Class)/ (Number of Instances of the Majority Class)+1], with step 0.1. The 
cost-matrix with the best performance using 10-fold cross validation is then applied 
for the classification of new instances. The proposed technique (WRTI) is presented 
in Fig. 1. A key feature of our method is that it does not require any modification of 
the underlying learning algorithm. 

In the following section, we empirically evaluate the performance of our 
approach with the other well known techniques using a decision tree, an instance 
base learner and a Bayesian model as base classifiers. 

Rati 

for 

for 

oA 

(s 

=ClassWithMoreInstances)/ClassWithLessInstances); 

= RatioA - 1.0; s < RatioA + 1 . 0 ; s -

{ 
CostMatrix cm; 
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CostSensi 
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cm.setCell(i, j , 0); 
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tiveClassifier() ; 

CSC.setCostMatrix(cm); 

csc.setClassifier(UsedClassifier); 
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eval.truePositiveRate(ClassIndexWithLessInstanc 

s + 0 

10); 

es) * 

1) 
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eval.truePositiveRate(CIassIndexWithMoreInstances) 
if (result > BestResult) 
{ BestResult = result; 

BestCM = cm; 

Fig. 1. A wrapper for reweighting training instances 

4 Experiments 

In Table 1, there is a brief description of the data sets that we used for our 
experiments. Except for the "eap" data set, all were drawn from the UC Irvine 
Repository [2]. Eap data is from Hellenic Open University and was used in order to 
determine whether a student is about to drop-out or not [10]. 

Table 1. Description of the data sets 
Data sets 

breast-cancer 
credit-g 

Diabetes 
Haberman 

Hepatitis 
Ionosphere 
Eap 
Sick 

Instances 

286 
1000 
768 
306 

155 
351 
344 

3772 

Categorical 
features 

9 
13 
0 
0 

13 
34 
11 
22 

Numerical 
features 

0 
7 
8 
3 

6 

0 
0 
7 

Instances of 
minority class 

85 
300 
268 
81 
32 

126 
122 

231 

Classes 

2 

2 1 
2 
2 

2 
2 

2 
2 

A classifier's performance of two class problems can be separately calculated for 
its performance over the positive instances (denoted as a^) and over the negative 
instances (denoted as a ) . The true positive rate (a^) or sensitivity is the fraction of 
positive instances predicted correctly by the model. Similarly, the true negative rate 
(a ) or specificity is the fraction of negative instances predicted correctly by the 
classifier. In [12] the authors propose the geometric mean of the accuracies: 
g = yja* X a~ for imbalanced data sets. Moreover, ROC curves (Receiving Operator 
Characteristic) provide a visual representation of the trade off between true positives 
(a^ and false positives (a) . These are plots of the percentage of correctly classified 
positive instances a^ with respect to the percentage of incorrectly classified negative 
instances a" [14]. The method for plotting a ROC curve is closely related to a method 
for making algorithms cost-sensitive, that we call Threshold method [17]. This 
method uses a threshold so as to maximize the given performance measure in the 
curve. Classification abihty of the learning methods in our experiments was 
measured with geometric mean of the accuracies. For the examined cost models, the 
relationship between false negative and false positive costs was chosen to be the 
inverse of the assumed prior to compensate for the imbalanced priors. In the 
following Tables, win (v) indicates that the proposed method along with the learning 
algorithm performed statistically better than the other classifier according to t-test 
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with p<0.05. Loss (*) indicates that the proposed method along with the learning 
algorithm performed statistically worse than the other classifier according to t-test 
with p<0.05. In all the other cases, there is no significant statistical difference 
between the results. 

In Table 2, one can see the comparisons of the proposed technique with other 
attempts that have tried to obtain the best performance of a given imbalance data set 
using Naive Bayes (NB) as base classifier. Five well-known algorithms were used 
for the comparison: Threshold method [17], Reweighting and Cost Sensitive method 
[4], Adaboost cost sensitive method [16], and Metacost algorithm [6]. We also 
present the accuracy of the simple Bayes algorithm as borderline. It must be 
mentioned that we used the free available source code for these methods [17] for our 
experiments. In the Table 2 except for geometric mean we also present the true-
positive rate, and true-negative rate. The positive class for our experiments is the 
majority class. In the last row of the Table 2, the average value of the geometric 
means is also calculated in all data sets. 

Table 2. Accuracy on majority class (a+), accuracy on minority class (a-) and geometric mean 
(g) with NB as base classifier 
Data sets 

breast-

cancer 

credit-g 

diabetes 

haberman 

hepatitis 

ionosphere 

cap 

sick 

Average 

g 
a+ 

a-

g 
a+ 

a-

g 
a+ 

a-

g 
a+ 

a-

g 
a+ 

a-

g 
a+ 

a-

g 
a+ 

a-

g 
a+ 

a-

g 

WRTINB 

0.67 

0.66 

0.68 

0.73 

0.71 

0.75 

0.74 

0.75 

0.73 

0.6 

0.88 

0.41 

0.8 

0.86 

0.75 

0.84 

0.87 

0.81 

0.85 

0.87 

0.83 

0.86 

0.82 

0.9 

0.76 

ReWNB 

0.66 

0.74 V 

0.58* 

0.72 

0.75 V 

0.69* 

0.73 

0.78 V 

0.68* 

0.56* 

0.89 

0.35* 

0.8 

0 .83* 

0.78 V 

0.82 

0.78* 

0.87 

0.85 

0.87 

0.83 

0.86 

0.82 

0.9 

0.75 

ThresNB 

0.63* 

0.62* 

0 .65* 

0.71 

0.69 

0.74 

0.72 

0.65* 

0.8 V 

0.59 

0.64* 

0.55 V 

0.76* 

0.87 

0.67* 

0.88 V 

0.93 V 

0.81 

0.83 

0.86 

0.81 

0.76* 

0.98 V 

0.59* 

0.74 

CostNB 

0.66 

0.74 V 

0.58 * 

0.72 

0.75 V 

0.69* 

0.73 

0.78 V 

0.68* 

0.56* 

0.89 

0 .35* 

0.8 

0 .83* 

0.78 V 

0.82 

0 .78* 

0.87 V 

0.85 

0.87 

0.83 

0.86 

0.82 

0.9 

0.75 

AdabcosNB 

0.63* 

0.72 V 

0.56* 

0.71 

0.75 V 

0.67* 

0.73 

0.77 

0.69* 

0.56* 

0.88 

0.36* 

0.78 

0.86 

0.71 * 

0.91 V 

0.93 V 

0.9 V 

0.83 

0.85 

0.82 

0.87 

0.88 V 

0.86 * 

0.75 

MetacostNB 

0.65 

0.79 V 

0.54* 

0.66* 

0.77 V 

0.57* 

0.70* 

0.75 

0.66* 

0.57* 

0.87 

0.38* 

0.81 

0.79* 

0.84 V 

0.77* 

0.68* 

0.88 V 

0.85 

0.88 

0.83 

0.8* 

0 .73* 

0.87* 

0.73 

NB 

0.6* 

0.85v 

0.43* 

0.65* 

0.86v 

0.49* 

0.71* 

0.84v 

0 .6* 

0.44* 

0.94v 

0.21* 

0.78 

0.87* 

0.7* 

0.83 

0.8* 

0.86v 

0.84 

0.9 V 

0.78* 

0.86 

0.94v 

0.78* 

0.71 

In general, all the tested techniques give better results than the single Naive 
Bayes. The most remarkable improvement is from our technique, even though the 
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Threshold method gives, on average, the best accuracy in the minority class. The 
Metacost cannot improve the results of the NB as his author suspects. It must be 
noted that for NB classifier, modifying the decision boundary (Cost Sensitive 
method) is equivalent to reweighting training instances so as the relationship 
between false negative and false positive costs to be the inverse of the imbalanced 
priors. Moreover, Adaboost cost sensitive method cannot give better results than 
Cost Sensitive, even though it is a more time consuming technique. 

In Table 3, one can see the comparisons of the proposed technique with other 
attempts that have tried to obtain the best performance of a given imbalance data sets 
using C4.5 as base classifier. 

Table 3. Accuracy on majority class (a+), accuracy on minority class (a-) and geometric mean 
(g) with NB as base classifier 

Data sets 

breast-

cancer 

credit-g 

diabetes 

haberman 

hepatitis 

ionosphere 

eap 

sick 

Average 

g 
a+ 

a-

g 
a+ 

a-

g 
a+ 

a-

g 
a+ 

a-

g 
a+ 

a-

g 
a+ 

a-

g 
a+ 

a-

g 
a+ 

a-

g 

WRTIC4.5 

0.59 

0.66 

0.52 

0.67 

0.75 

0.6 

0.73 

0.71 

0.75 

0.65 

0.65 

0.65 

0.72 

0.83 

0.63 

0.91 

0.96 

0.87 

0.84 

0.95 

0.74 

0.97 

0.99 

0.95 

0.76 

ReWC4.5 

0.57 

0.72 V 

0.45* 

0.66 

0.67* 

0.65 V 

0.72 

0.72 

0.73 

0.63 

0.68 V 

0.58* 

0.73 

0.62* 

0.85 V 

0.89 

0.94 

0.85 

0.81 * 

0.86* 

0.77 V 

0.97 

0.99 

0.95 

0.75 

ThresC4.5 

0.45* 

0.8 V 

0.25* 

0.64* 

0.7* 

0.58 

0.7* 

0.69 

0.71 * 

0.56* 

0.61 * 

0.51 * 

0.62* 

0 .78* 

0.49* 

0.88* 

0.95 

0.81* 

0.69* 

0 . 9 1 * 

0 .53* 

0.92* 

0.99 

0 .85* 

0.68 

CostC4.5 

0 .5* 

0.85 V 

0 . 3 * 

0.61* 

0.82 V 

0.46* 

0.72 

0.78 V 

0.67* 

0.58* 

0.66 

0.51 * 

0.64* 

0.86 V 

0.48* 

0.88* 

0.94 

0.82* 

0.83 

0.94 

0.74 

0.96 

0.99 

0.92* 

0.72 

Adabcos 

C4.5 

0.56* 

0.77 V 

0.41 * 

0.62* 

0.81 V 

0.47* 

0.67* 

0.79 V 

0.57* 

0.57* 

0.76 V 

0 .43* 

0.7 

0.9 V 

0 .55* 

0.9 

0.94 

0.86 

0.79* 

0 .85* 

0.74 

0.95 

1 V 

0 .9* 

0.72 

Metacost 

C4.5 

0 .55* 

0.84 V 

0.36* 

0.64* 

0.76 

0.54 

0.73 

0.78 V 

0.67* 

0.62* 

0.76 V 

0.52* 

0.68* 

0.83 

0.56* 

0.9 

0.98 

0.82* 

0.82 

0.89* 

0.76 

0.96 

0.98 

0.95 

0.74 

C4.5 

0 .5* 

0.95 V 

0.26* 

0 .58* 

0.85 V 

0.4* 

0.7* 

0.82 V 

0.6* 

0.52 * 

0.85 V 

0.32* 

0.58* 

0.9 V 

0.37* 

0.88* 

0.94 

0.82 * 

0.83 

0.94 

0.74 

0.93 * 

0.99 

0.87 * 

0.69 

The same five well-known techniques for handling imbalanced data sets were 
also used for this comparison. Likewise with the previous experiment, our method 
has better performance than the other techniques. However, Metacost has really 
better performance with C4.5 than NB. It must also be mentioned that Threshold 
method gives worst performance than single C4.5. Adaboost cost sensitive method, 
as in the previous experiment, cannot give better results than reweighting method 
even though it uses more time for training. 
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In Table 4, one can see the comparisons of the proposed technique with other 
attempts that have tried to obtain the best performance of a given imbalance data sets 
using 5NN as base classifier. The same five well-known techniques for handling 
imbalanced data sets were also used for this comparison. Likewise with the previous 
experiment, our method has better performance than the other techniques. It must be 
mentioned that Adaboost cost sensitive method and Metacost algorithm are 
extremely time consuming techniques if they are combined with lazy algorithm 5NN 
without offering spectacular improvement in the performance. Threshold method 
gives, on average, the least improvement in the performance of 5NN. 

Table 4. Accuracy on majority class (a+), accuracy on minority class (a-) and geometric mean 
(g) with 5NN as base classifier 

Data sets 

breast-

cancer 

credit-g 

diabetes 

haberman 

hepatitis 

ionosphere 

eap 

sick 

Average 

g 

a+ 

a-

g 

a+ 

a-

g 

a+ 

a-

g 

a+ 

a-

g 

a+ 

a-

g 

a+ 

a-

g 

a+ 

a-

g 

a+ 

a-

g 

WRTI5NN 

0.64 

0.73 

0.56 

0.66 

0.68 

0.64 

0.70 

0.76 

0.71 

0.57 

0.61 

0.48 

0.74 

0.77 

0.7 

0.83 

0.97 

0.71 

0.81 

0.81 

0.82 

0.89 

0.93 

0.85 

0.73 

ReW5NN 

0.62 

0.73 

0.52* 

0.66 

0.69 

0.63 

0.71 

0.69* 

0.74 V 

0.57 

0.68 V 

0.47 

0.69* 

0.79 

0 .6* 

0.83 

0.97 

0.71 

0.8 

0.84 V 

0.76* 

0.84* 

0.89* 

0.79* 

0.72 

Thres5NN 

0.6* 

0.57* 

0.63 V 

0.59* 

0.84 V 

0.42* 

0.69 

0.79 V 

0.61 * 

0.58 

0.52* 

0.65 V 

0.68* 

0.91 V 

0 .51* 

0.82 

0.97 

0.7 

0.79 

0.83 

0 .75* 

0.62* 

0.99 V 

0.39* 

0.67 

Cost5NN 

0.61* 

0.72 

0.52* 

0.66 

0.69 

0.63 

0.71 

0.69* 

0.74 V 

0.57 

0.68 V 

0.47 

0.73 

0.85 V 

0.62* 

0.83 

0.97 

0.71 

0.8 

0.84 V 

0.76* 

0.84* 

0.89* 

0.79* 

0.72 

Adabcos 

5NN 

0.61* 

0 .7* 

0.53* 

0 .63* 

0.7 

0.56* 

0.66* 

0.71 * 

0.62* 

0.53 

0.68 V 

0.41 * 

0.58* 

0.8 V 

0.42* 

0.83 

0.95 

0.72 

0.78* 

0.79 

0.77* 

0.87 

0.98 V 

0.77* 

0.69 

Metacost 

5NN 

0.51 * 

0.86 V 

0.3 * 

0 .63* 

0.73 V 

0.55* 

0.71 

0.75 

0.68* 

0.59 

0.66 V 

0.52 V 

0.8 V 

0.84 V 

0.76 V 

0.79* 

0.98 

0 .63* 

0.77* 

0.87 V 

0.69* 

0.79* 

0.9* 

0.7* 

0.7 

5NN 

0.45* 

0.96v 

0.21* 

0.57 * 

0.89 V 

0.37 * 

0.68 

0.83v 

0.56* 

0.39* 

0.9v 

0.17* 

0.66 * 

0.94 V 

0.46 * 

0.78* 

0.98 

0.62 * 

0.78 * 

0.9 V 

0.68 * 

0.61 * 

0.99 V 

0.37* 

0.62 

5 Conclusion 

The problem of imbalanced data sets arises frequently. In this work, we survey 
some methods proposed by the ML community to solve the problem, we discuss 
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some limitations of these methods and we propose a wrapper for weighting training 
instances technique as a more effective solution to problem. Our method allows 
improved identification of difficult small classes in predictive analysis, while 
keeping the classification ability of the other classes in an acceptable level. In a 
following study, we will examine the proposed technique in multi-class datasets. 
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Abstract. In this paper, we proposed a new method to solve TSP (Traveling 
Salesman Problem) based on evolutionary algorithms. This method can be 
used for related problems and we found out the new method can works 
properly in problems based on permutation. We compare our results by the 
previous algorithms and show that our algorithm needs less time in 
comparison with known algorithms and so efficient for such problems. 

1 Introduction 

It is natural to wonder whether all problems can be solved in polynomial time. The 
answer is no. For example, there are problems, such as Turing's famous "Halting 
Problem," that cannot be solved by any computer, no matter how much time is 
provided. There are also problems that can be solved, but not in time 0 ( ) for any 
constant k. Generally, we think of problems that are solvable by polynomial-time 
algorithms as being tractable, or easy, and problems that require super-polynomial 
time as being intractable, or hard. 
There is an interesting class of problems, called the "NP-complete" problems, whose 
status is unknown. No polynomial-time algorithm has yet been discovered for an NP-
complete problem, nor has anyone yet been able to prove that no polynomial-time 
algorithm can exist for any one of them. This so-called P i^ NP question has been one 
of the deepest, most perplexing open research problems in theoretical computer 
science since it was first posed in 1971 [1]. TSP is the problem in this class. 
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In other hand, in recent years, AI (artificial intelligent) and its searching algorithms 
becomes attracted. As an example, one approach that has been used in searching 
problems is Genetic Algorithm to search the space of problems and finding solutions. 
Nevertheless, these solutions have no guarantee to be the best [6]. 
Therefore, in this paper we attempt to use a combinational evolutionary algorithm to 
find the solutions of the TSP and show our algorithm can be used for finding better 
minimum cycles in the graph, in comparison to preceding algorithms. 

2 Background Material 

2.1 Traveling Salesman Problem (TSP) 

Traveling sales man, is a famous problem that in this problem a person wants to visit 
all the cities exactly once in his region and back to the first city that ha started his 
traveling from, assumes that, he wants to minimize his tour value. This problem is a 
combinational minimization problem and has so many utilizations. The problem 
been analyzed using many algorithms like branch-and-bound, greedy searching 
algorithms etc. In recent years, the genetic algorithms been used for analyzing this 
problem widely [1]. 
We can assume this problem as an undirected graph problem. In this problem, we are 
searching for minimum path where visits all the nodes exactly once and finishes at 
the node start from that. Figl indicates an example with its optimal solution. A, B, 
C... are the cities and the numbers on the edges are the cost of links [1]. 

Fig 1 :The tour with A=>B =>C ->E =>D => (A) optimal tour 

One way to indicate the solution of the problem is the sequence of the city names. 
We have to remove the last city from the sequence because it must be same as the 
first one. Note that for calculating the path value, we do not forget the last city. With 
indicating the solutions as the permutation of the cities, every city will come exactly 
once in the sequence. However, some permutations might not be the solution 
because the graph might not be the complete graph. We can solve this problem by 
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assuming two nodes that not connected to each other, are connected by the edge that 
its value is infinite. 
We can use a scale function to reach that. As an example consider the whole path 
value to be S, so we can use the simple function f(S) =S for minimization problem. 
We can use so many functions like f(S) =1/S or f(S) =1/(8^^2) as the functions for 
maximization [2]. 
In the condition that our solutions are the permutation of integers, the simple 
crossover might cause the creating of invalid solutions, too. For example, the one 
point crossover in 4th place of two follows solutions: 

ADEBC, AECDB 
Can lead to create these two invalid solutions: 

ADEDB, AECBC 
We have to use the crossover that always leads to a permutation for solving this 
problem. 

2.2 Partially Matched Crossover 

We can use the modified crossover that always leads to a permutation of genes. This 
modified crossover called partially matched (PMX) crossover. All the problems that 
their solutions must be the permutations can use this crossover method. We introduce 
this operation in the following example: 
Let 

ADEBC, AECDB 
be two solutions of the problem and we use the two point crossover in 3rd and 4th 
indices in the sequence. We call the substrings between crossover points as matching 
sections. The crossover operation have to change the substrings in the sequences (In 
this example (EB) from the first sequence and (CD) from second one). Symbol (E, 
C) shows Replacing E from the first sequence by C. Therefore, the symbol (B, D) 
shows replacing of fourth index from the first sequence with fourth of the second 
sequence. The next step of the PMX operation is replacing the elements of these 
pairs in each sequence. In this example, we have to change the place of E with C and 
B with D in each sequence. The result of (E, C) in first sequence is ADCBE and the 
result of (B, D) is ABCDE and the second sequence changes from AECDB to 
ABCDE and then to ACEBD. As it seems, the results are permutations and have no 
repetition. Fig 2 can help to understanding the PMX crossover. 
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Fig 2: The PMX Crossover 

The other GA operations don't need to change and can be used as the standard GA. 
Using the GA in combination with the local search algorithms can work better than 
standard algorithms. 
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2.3 Introduction to Swap Sequence 

We show the swap operator as SO (il, 12) and define it as follow: 
In solution S, we change the place of il & 12 and we write as: 

S'=S+S0(il , i2) 
As an example, consider S is a solution of a problem and: 

S= (1,3 , 5, 2, 4) 
So: 

S'=S+SO(l,2Hl,3,5,2,4)+SO(l,2)=(3,l,5,2,4) 

2.4 Swap Sequence 

The swap sequence is consisting of one or more swap operators. 
SS = (S01 ,S02 , S03 . . .S0n ) 

By applying SS to the solution, SOI will works first, S02 will work second and so 
on. 
The different swap sequences might have the same effect on different solutions. We 
know these sequences as set of equivalent swap sequences. In this set, the basic swap 
operator is the element that has the minimum swap operators [5]. 

2.5 Creation of the basic Swap Sequences 

Consider we have two solutions named A, B and we want to change B to A using 
some swap sequences: 

SS=A-B -> A=B+SS 
Consider: 

A = ( 1 , 2 , 3 , 4 , 5 ) , B = (2,3, 1,5,4) 
The first swap operator is: 

SOI (1, 3) -> Bl =B+S01 = (1, 3, 2, 5, 4) 
The next one is: 

S02 (2, 3) -> B2 -B1+S02 = (1, 2, 3, 4, 5) 
And the last one is SO (4, 5) and we reach A. 
We can define the Move function as follow: with finding difference between two 
points A, B, we apply some swap operators of swap sequence on B randomly to 
reach the new solution [5]. 

3 Proposed algorithm 

The proposed algorithm is an evolutionary algorithm where combined from GA idea 
and Shuffled Frog Leaping (SFL), Civilization and Society algorithms [4]. 
In each loop, like GA, the elements of production group perform the mutation or 
crossover in random order. Then for every element of the group, we call a local 
searching algorithm. Fig 3 indicates its pseudo code [1,3]. 
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The local search algorithm is the combinational algorithm from SFL and Civilization 
and Society algorithm. In this phase (Local search), first of all we create the 
population consisting of P elements. All P elements are same as each other. This is 
one of the main differences between the proposed algorithm and the SFL algorithm. 
In SFL, the elements that we perform searching on them are same as the reference 
set but in proposed algorithm, a population will consist of the same elements and 
after several loops, the element that has the best fitness, will be replaced by the main 
element and back to the reference population [4]. Fig.3 shows the local search 
pseudo code. 

Pseudo code for a GA procedure 
Begin; 
Generate random population of P solutions 

(chromosomes); 
For each individual iGP: calculate fitness (i); 
For i=l to number of generations; 
Randomly select an operation 
(crossover or mutation); 
If crossover 
Select two parents at random ia and ib; 
Generate an offspring ic=crossover(ia and ib); 

Else If mutation; 
Select one chromosome I at random; 
Generate an offspring ic=mutate(i); 

End if; 
Local Search(ic); 
Calculate the fitness of the offspring ic; 
If ic is better than the worst chromosome then 
replace the worst chromosome by ic; 

Next i; 
Check if termination = true; 

End; 

Fig 3: Genetic Algorithm pseudo code 

Here we will have a glance look at the meaning of memeplexes. According to 
memetic theory, a meme (a unit of cultural information, cultural evolution or 
diffusion ) propagates from one mind to another analogously to the way in which a 
gene propagates from one organism to another as a unit of genetic information and of 
biological evolution. Multiple memes may propagate as cooperative groups called 
memeplexes (meme complexes). For more information, see [7]. 

Pseudo code for local Search procedure 
local Search(solution S) 
Begin; 
Generate a population of P solutions equal to S; 
For each individual iCP 
Assign a random swap sequence to i; 
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calculate fitness (i); 
Divide P into m memeplexes at random; 
For k=l to number of iterations 
For each memeplexes, set best solution as leader 

of memeplexes; 
Set best solution of community as community 

leader; 
For each individual iGP 
if i is not a leader 
Move i -^ its group leader 

if i is a group leader 
Move i —̂  the community leader 

End; 
Next k; 

End; 

Fig 4: Local search pseudo code 

As an another difference between the proposed algorithm and SFL, we can say that 
in each loop in SFL, only the worst element in each group will be moved to its group 
leader. Therefore, if the solution, which implemented by that element, gave better 
result, the changes will be applied, and in other case, the solution will be moved to 
the best global solution. If the solution did not change or became worst, we apply a 
random solution. Nevertheless, in Civilization and Society Algorithm, in each loop, 
all the elements in similar groups, will move to their group leaders and the leaders 
will move to the population leader. We use the latter in our proposed approach. 
Because the elements, which have been selected by local search, are same as each 
other, the convergence of population elements differs from the SFL and Civilization 
and society algorithms. Note that in Traveling Salesman Problem, it is not possible to 
choose a point as the solution on the line between two known solutions. Because it is 
not guaranteed that, the new solutions will have any link and relation to their parents. 
For simulation of moving the solutions close to each other, we use the swap 
sequence idea. 

Pseudo code for a SFL procedure 
Begin; 

Generate random population of P 
solutions(frogs); 

For each individual iCP: calculate fitness (i); 
Sort the population P in descending order of their 

fitness; 
Divide P into m memeplexes; 
For each memeplexes; 

Determine the best and worst frogs; 
Improve the worst frog position to its best 

element; 
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Repeat for a specific number of iterations; 
End; 
Combine the evolved memeplexes; 
Sort the population P in descending order of their 

fitness; 
Check if termination = true; 

End; 

Fig 5: SFL Algorithm pseudo code 

Pseudo code for Civilization and Society 
Algorithm 
Begin; 

Generate N individuals representing civilization 
Compute fitness; 
Create m clusters based on Euclidean distance 
Identify leader for each cluster 
For each cluster 

For each member I in cluster 
Move I —> its leader 

Move leader of cluster -^ global leader 
End; 

End; 
Fig 6: CS Algorithm pseudo code 

4 Experimental Results 
The algorithms have tested on three inputs with 30, 89, and 929 points for 50 times. 
For the first case input, all the algorithms found the optimum solution and we 
perform our experiments on these algorithms in limited time (60 sec). As we can see 
in Tab lei, in the TSP solved using standard GA with 30 cities, the average time for 
the implementations was 36 seconds and in 35 times the algorithm found the 
optimum path. We use our proposed combinational algorithm for solving the 
problem and the average time for the implementations was 2 seconds. Moreover, in 
85% of solving the problems, our algorithm found the optimum path. 

Table 1 : The results of 30 point graph for TSP 

Algorithm Time(Sec) Success percentage 

GA 

GA using SFL method 
36 
2 

70% 

60% 

GA using Proposed approach 85% 
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We authorized the algorithm to function in 10 min, then the inputs were 89 points for 

the first time and 929 points for the second time applied to algorithms and the results 

are listed in Table 2. 

According to the explained algorithms, it seems that each of them have their 

advantages and disadvantages. Our proposed approach converges faster than the two 

other algorithms but it seems the local search in complex spaces may not be very 

efficient and its effects must be reduced proportional to time elapsing. 

Table 1 

Average path value for 80 point Average path value for second 
Algorithm 

input(million) input(million) 

GA 26 19 

GA using SFL method 19 20 

GA using Proposed approach 14 18 

Exact solution 10 13 
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Abstract. Content Management Systems in the field of content production and 
publishing need to monitor the progress of large numbers of simultaneously 
evolving workflows. In order to make such systems adaptive to the varying 
needs of their organizations, the utilization of a graphical editor for workflows 
has been proposed, thus generating the hazard of the specification of erroneous 
and invalid workflows. In this paper we provide a formal modeling for 
workflows and then, based on it, we explain how the validity of a simple 
workflow can be evaluated through the examination of the transitive closure of 
its graph. Continuing to the more general case, we develop a problem 
transformation methodology that allows for all workflows to be validated 
using a transitive closure examination approach. The Python implementation 
of our methodology is provided as is freely to all interested parties. 

1 Introduction 

Living in the information age, we are constantly faced with the need to be able to 
handle large amounts of content. Especially with the constant expansion of Web 2.0 
type websites which are becoming increasingly popular along with which the content 
handled by such websites grows also. 
In this direction, content management systems (CMSs) have been developed that 
undertake the burden of online monitoring of the managing process for large 
numbers of elements. Of course, in order for this managment to take place, detailed 
production workflows need to be defined in a formal and machine understandable 
way [1]. 
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Manually editing a workflow can become a cumbersome task and often the source of 
operational errors; it is not always easy for a human user to detect all possible 
deficiencies associated with a complex graphical workflow description and, 
consequently, problems in the specification of the workflow will reflect in the 
operation of the overall system. Therefore, what is needed is an automated tool that 
is able to inspect the manually provided workflow specifications and assess their 
validity [2,3]. 
In this paper, utilizing a graph-based model for workflows, we propose a transitivity 
based methodology for the validation of workflows. The structure of the paper is as 
follows: In section "Workflow graph model" we discuss workflows and present our 
graph based workflow model. In section "Workflow Validation" we present our 
methodology for automated validation of workflows and in section "Experimental 
results" we provide results from the experimental application of our approach. 
Finally, section "Conclusions" lists our concluding remarks. 

2 Workflow graph model 

A workflow can best be described as an outline of the path that needs to be followed 
in order for a task to be successfully completed. The specific path that is followed 
often determines not just the quality of the results, but also whether the task is ever 
completed or not [4,5]. 

Fig. 1. An example of a workflow 

Visually, a workflow can be thought of as a flowchart. From a mathematical point of 
view, it can be thought of as a Finite State Machine. But neither of these two views 
can exactly represent the complicated conditions a workflow requires, such as 
handling different and multiple inputs and outputs. Also, where in programming we 
consider the termination problem unsolvable, we wish to have an automated 
methodology that is able to determine whether a workflow specification will lead to 
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successful completion of the task which it describes. Therefore, an alternative model 
is required for the representation of the workflow. 
The following is a simplified real world graphical example of a workflow: in a 
moderated news portal environment that publishes edited versions of articles 
provided by users, each article submitted needs to be tracked though the process 
displayed in Fig 1. The article is first forwarded for both text proofs and graphics 
touch up. Either of these two sub-processes could develop into a longer sequence of 
edit-review iterations, until the desired quality has been reached. Finally, when the 
editor has approved both the textual and graphical part of the article, it can be 
published. Clearly, the real life version of this workflow is even more complex, also 
describing the editor's ability to totally reject the article, re-assign it to different 
proofreaders or graphics artists, merging it with other articles, associating it with a 
specific section of the portal, requesting changes to its length and so on. 

Fig. 2. The start node Fig. 3. The end node 

o o 
Fig. 4. SINGLEIN/SINGLE OUT node Fig. 5. SINGLE IN/ALLOUT node 

o o 
Fig. 6. ALL IN/SINGLEOUT node Fig. 7. ALL IN/ALL OUT node 

In order to construct a formal model for the workflow presented above we will 
extend on the notion of a graph by providing definitions for six different types of 
graph vertices, as explained in the following: 
• The start of the process is a special node in the graph, as all paths originate there. 

We depict the start using the type of node presented in Fig. 2. 
• The end of the process is also important as it automatically signifies the end of 

the task. This is depicted with the type of node presented in Fig. 3. 
• Proof readers, right after the article has been assigned to them, as well as when 

the editor returns the article for further proofing, need to work on the document. 
Therefore we have a node with multiple inputs either of which may activate the 
node. This is called a SINGLEIN node and is depicted with a rectangle in the 
input area, as shown in Fig. 4 and Fig 5. 

• The editor, when receiving proofs from the proof readers, has the option to either 
accept the proofed article or return it for further proofing. Therefore we have a 
node with multiple outputs only one of which is activated in each case. This is 
called a SINGLEOUT node and is depicted with a rectangle in the output area, 
as shown in Fig. 4 and Fig. 6. 
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• In order for the overall article to be accepted, both the text and the graphics need 
to be approved by the editor. This operation corresponds to a multiple input node 
for which all of the inputs are required for activation. This is called an ALLIN 
node and is depicted with an oval in the input area, as shown in Fig. 6 and Fig. 7. 

• When an article has been received it needs to be forwarded to both proof readers 
and graphics artists. This corresponds to a multiple output node that activates all 
of its outputs concurrently. This is called an ALLOUT node and is depicted 
with an oval in the output area, as shown in Fig. 5 and Fig. 7. 

< ^ 

cS> 

Fig. 8. The graph for the workflow of the example 

Using the above, the workflow of the example is modeled as shown in Fig. 8. Of 
course, in cases where only one input or only one output is connected to a node, 
there is more than one type of node that can be utilized. For reasons that will become 
obvious in the following section where the workflow validation methodology will be 
presented, SfNGLEIN and ALLOUT are preferred options for the nodes and are 
always preferred when it does not make any difference. 

3 Workflow validation 

Wlien a user is allowed to specify workflows in a graphical manner, by providing 
graphs such as the one depicted in Fig. 8 (or much more complex) using a graphical 
editing tool, there is always the possibility of a logical error. Therefore, a 
methodology needs to be developed for the identification of such erroneous cases. In 
the following we explain how the inspection of the transitive closure of workflow 
graphs can be utilized to automate the process. 
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2.1 SINGLEIN/ALLOUT case 

Having a workflow consisting of nodes of which any input can activate a node and 
nodes that activate all of their outputs, a simple connectivity test can assure that the 
workflow is correct. Since the mathematical counterpart of network coimectivity is 
transitivity of relations, we will utilize the operation of transitive closure in order to 
evaluate the validity of workflows. 
In order to best demonstrate this we present the example workflows of Fig 9. In 
Table 1 we present the matrix representations of the graphs of Fig. 9. The transitive 
closure of these matrices is presented in Table 2. The connectivity checks that need 
to be made are: 
• do all states lead to successful completion of the task? 
• are all states meaningful? 
In order to assess whether a state leads to the completion of the task we need to 
assess whether it leads to the end state. Therefore, we require that all nodes lead to 
the end node, i.e. that the last column in the transitive closure matrix is filled with 
ones except for the last row For example, we can see in the transitive closure of the 
first graph that node C does not lead to completion. 
In order to assess whether a state is meaningfiil we need to assess whether it can be 
reached. Therefore, we require that all nodes are subsquent to the start node, i.e. that 
the first row in the transitive closure matrix is filled with ones (first position 
excluded). For example, we can see in the transitive closure of the second graph that 
node C is not reachable. 

Table 1. Matrix representations of Fig 9. graphs 

START A B C END 
START 0 
A 0 
B 0 
C 0 
END 0 

1 0 0 0 
0 1 1 0 
0 0 0 1 
0 0 0 0 
0 0 0 0 

START A B C END 
START 0 
A 0 
B 0 
C 0 
END 0 

1 0 0 0 
0 1 0 0 
0 0 0 1 
0 0 0 1 
0 0 0 0 

C^^^^^yrfi^T^^^ 

<t> < ^ <t> 
END 

Fig. 9. SINGLEIN/ALL OUT checks 
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Table 2. Transitive closure of the two matrices 

START 
A 
B 
C 
END 

START 
0 
0 
0 
0 
0 

A 
1 
0 
0 
0 
0 

B 
1 
1 
0 
0 
0 

c 
1 
1 
0 
0 
0 

END 
1 
1 
1 
0 
0 

START 
A 
B 
C 
END 

START 
0 
0 
0 
0 
0 

A 
1 
0 
0 
0 
0 

B 
1 
1 
0 
0 
0 

c 
0 

0 
0 
0 
0 

END 
1 
1 
1 
1 
0 

< ^ 

<ZI^Z^ 
Fig. 10. An example including SINGLE OUT and ALL IN graphs 

2.2 SINGLE OUT and ALL IN cases 

When not all nodes in the workflow are of the SINGLEIN/ALLOUT type a simple 
transitive closure is not enough to ensure validity. See for example the workflow 
graph of Fig. 10. Although a transitivity check would indicate that there is nothing 
wrong with this workflow, a more careful examination reveals that this workflow 
will never lead to a successful completion of its task. Due to the fact that both nodes 
B and C are required for the activation of node D but only one of them may be 
activated by node A. 

Since the transitive closure methodology can only handle correctly the case of 
SINGLEIN/ALLOUT nodes, we need to transform the workflow graphs of the 
more general cases to graphs comprising only SINGLEIN/ALLOUT nodes, so that 
the methodology can be applied. 

As far as the SINGLEOUT nodes are concerned, these are handled by creating 
multiple copies of the graph; one for each activated output. In order for the workflow 
to be validated, each node needs to be found to be meaningful on at least one graph 
and leading to the end on at least one graph; there is no need for these to happen on 
the same graph. 
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END ^^^ 

Fig. 11. The transformed multiple graph problem 

When it comes to ALLIN nodes, we need to have a means of making sure that 
all possible inputs are activated at the same time. In order to avoid confusions in the 
case of multiple output and multiple input nodes that are linked together in more than 
one ways, we utilize the following approach: Extra "dummy" nodes are added to the 
graph, one for each required input of an ALLIN node. The node is found to be 
meaningful only if all of the dummy nodes associated with it are activated at the 
same time, i.e. in the same transitive closure graph. 

The validation of the workflow presented in Fig. 10 is transformed into the 
multiple graph validation problem presented in Fig 11. In the transitive closure of the 
two graphs (Table 3) we can see that although all nodes are found to be reasonable 
and terminating in at least one of the two matrices, the two dummy nodes are not 
activated simultaneously on either of the two examined instances of the problem. 
Therefore, we correctly conclude that there is a problem with the activation of node 
D, and thus the workflow of our example is not validated. 

4 Experimental results 

The methodology presented in this paper has been coded using the Python 
programming language.Input, in the current stage of the implementation, is provided 
in the form of text files, such as the one presented bellow: 

name=S;connections=A;intype=none;outype=ALL_OUT; 
name=A;connections=B,C;intype=SINGLE_IN;outype=SINGLE_OUT; 
name=B;connections=D;intype=SINGLE_IN;outype=ALL_OUT; 
name=C;connections=D;intype=SINGLE_IN;outype=ALL_OUT; 
name=D;connections=nE;intype=ALL_IN;outype=ALL_OUT; 
name=E;connections=none; intype=SINGLE_IN;outype=null; 
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Table 3. Transitive closures for the multiple graph problem 

START B C Dl D2 D END 
START 
A 
B 
C 

_D1 
D2 
D 

0 
0 
0 
0 
0 
0 
0 

1 
0 
0 
0 
0 
0 
0 

1 
1 
0 
0 
0 
0 
0 

0 
0 
0 
0 
0 
0 
0 

1 
1 
1 
0 
0 
0 
0 

0 
0 
0 
1 
0 
0 
0 

END 0 0 0 0 0 0 0 0 

START A B c _D1 D2 D END 

START 
A 
B 
C 
Dl 
D2 
D 
END 

0 
0 
0 
0 
0 
0 
0 
0 

1 
0 
0 
0 
0 
0 
0 
0 

0 
0 
0 
0 
0 
0 
0 
0 

1 
1 
0 
0 
0 
0 
0 
0 

0 
0 
1 
0 
0 
0 
0 
0 

1 
1 
0 
1 
0 
0 
0 
0 

0 
0 0 

The workflow described in this example is actually the workflow presented in Fig. 
10. The output of the module for this example is provided bellow. 

@!ERROR: ALL_IN check failed for D 
@!The Workflow is not Valid 

Using another sample workflow with the following properties our validator produces 
correct results 

name=S;connections=A;intype=none;outype=ALL_OUT; 
name=A;connections=B,C;intype=SINGLE_IN;outype=ALL_OUT; 
name=B;connections=D,E;intype=SINGLE_IN;outype=SINGLE_OUT; 
name=C;connections=F;intype=SINGLE_IN;outype=ALL_OUT; 
name=D;connections=H;intype=SINGLE_IN;outype=ALL_OUT; 
name=H;connections=G;intype=SINGLE_IN;outype=SINGLE_OUT; 
name=F;connections=G,E;intype=ALL_IN;outype=SINGLE_OUT; 
name=G;connections=E;intype=ALL_IN;outype=SINGLE_OUT; 
name=E;connections=none;intype=SINGLE_IN;outype=ALL_OUT; 

Producing the following output 

@!ERROR: ALL_IN check failed for G Possible Workflow #0 
@! Workflow is not valid 

By changing the output type of nodes F and B to ALLOUT, eliminating the 
problem of G not being activated in the previous cases, the validator produces the 
following result guarantying us a valid workflow. 
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@! Workflow is valid 

5 Conclusions 

In this paper we have focused on the problem of automatic workflow validation. As 
we have explained, the validation of workflows can be a tricky task, due to the fact 
that different types of nodes can be associated with a workflow, some of which are 
quite difficult to handle. 

After providing a formal model for workflows and following a transitive closure 
based approach, we have provided a methodology for the automated validation of 
workflows comprising SINGLEESF/ALLOUT nodes. Then, through problem 
transformation, we explained how the same methodology can be utilized to also treat 
the more general cases. The proposed methodology has been tested theoretically, but 
also practically through implementation into a working stand-alone module. 

What remains to be done is the integration of the developed module and 
methodology with the graphical workflow editor. This will also open the way for real 
life application and testing under heavier loads. One point that is expected to be of 
augmented interest is that of the operation of transitive closure, as the complexity of 
the conventional approach is too high to consider for real time operation under heavy 
load. In this direction, novel transitive closure approaches can be applied [6,7], 
taking advantage the sparse nature of the workflow graphs. 
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Abstract. In this paper we try to solve the Temporal Resource Real­
location Problem (TRR-P) in multi-agent systems by having the agents 
negotiate periods of time during which they can have use of resources. 
Our work is based on and extends a previous work in which a multi­
stage negotiation framework that defines the way agents negotiate over 
resources and time is defined. The approach in this framework suggests 
that the negotiating agents use a sequence of stages, each characterized 
by an increased chance of success and amount of exchanged informa­
tion. In the same work two negotiation stages are defined each of which 
solves a specific range of TRR-P instances. In this paper we propose a 
third negotiation stage which is more sophisticated than the first two 
and is able to solve a larger range of TRR-P instances. 

1 Introduction 

Temporal Resource Reallocation Problem (TRR-P) is a problem which arises 
when agents own resources for specific periods of time and have activities that 
need to carry out within other specific time periods which might or might not 
coincide with the first ones. In the latter case, agents have to exchange resources 
in order to achieve a resource distribution which will allow them to perform their 
activities within their specified time-windows. For example, an agent x might 
own a resource r from time 1 to 10 but need it from time 12 to 15. If another 
agent y owns r at this interval and does not need it, then y can give r to x. If y, 
on the other hand, needs r from time 12 to 15, then it cannot give r to x unless 
it manages to reschedule its activity. 

In this paper we attempt to solve TRR-P through a multi-stage negotiation 
process that is described in [1]. In that paper, two negotiation stages are defined 
each of which consists of a protocol and a policy according to which agents en­
gage themselves into dialogues. The higher a stage is, the higher is the amount 
of the exchanged information and the likelihood that a dialogue will be suc­
cessful. In this paper we extend the negotiating framework of [1] by proposing 
a third negotiation stage which is more complicated compared to the existing 
stages but manages to solve a larger range of TRR-P instances. The structure 
of the rest paper is as follows: The next section describes the negotiation frame­
work as suggested in [1] focusing on the agent representation schema and the 
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negotiation language. In section three we describe the two existing stages of the 
multi-stage negotiation process defined in [1] and we indicate their merits and 
limitations in solving the TRR-P problem. Finally, in section four we present 
our proposed third stage and we define the range of problems it can solve. It 
should be noted that due to space limitations the exact semantics of the stages' 
policies are omitted. 

2 Negotiation Framework 

2.1 Agent Representation 

According to [1] the knowledge of an agent is represented as a tuple < 
B,R,I,D,G > where B is the set of the agent's beliefs (domain-dependent 
beliefs such as information about itself and the other agents as well as domain-
independent beliefs such as dialogue policies), R contains the resources the agent 
owns before the dialogue starts, / is the agent's current intention (i.e. the plan 
which will enable the agent to achieve its goal, the agent's available resources 
and the resources which he needs in order to execute the plan), D contains the 
current dialogue store (i.e. past dialogue performatives) and G is the agent's 
goal. 

Agent intentions are sets of activities. Each activity is represented as a tuple 
< a^Ra^Da, Tsa, Tea >• This representation denotes that an activity a requires 
a resource Ra^ has duration Da, its earliest start time is Tsa and its latest end 
time is Tea- Furthermore, the agent's knowledge includes a (possibly empty) 
concrete schedule I for activities represented as < a,ts,te > where te — tg = Da, 
ts > Tsa and tg < Tca-

The concrete schedule practically indicates the time interval during which 
the agent has decided to carry out its activity and it is vital for the agent's 
request generation mechanism. The reason is that it helps the agent determine 
what resources to ask from the other agents and for how long. The activity 
schedule, on the other hand, determines the range of the concrete schedules 
that the agent can adopt. That is useful when the agent reasons about how to 
react to another agent's request. For example, in the first stage defined in [1] 
the agent is willing to change its concrete schedule in order to be able to accept 
an incoming request. Whether this is possible depends on its activity schedule. 

2.2 Negotiation Language 

The negotiation language of the framework in [1] defines the primitives (per­
formatives) that all negotiating agents use. These dialogue performatives are of 
the form tell{X^ F, Move, D, T) where X and Y are the sending and receiving 
agents respectively, T is the time of the performative utterance and Move is a 
dialogue move. Allowed dialogue moves are: 
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- tell{x, y, request{give{r, (Tg^Te))), D,T): Agent x requests a resource r from 
agent y for the time interval (Tg, Tg). 

- tell{x,y,accept{request{give{r,{Ts,Te)))),D,T): Agent x accepts y's re­
quest. 

- tell{x, y, refuse{request{give{r, (Tg, Tg)))), D^ T)\ Agent x denies y's request. 
- tell{x,y,promise{r,{Tg,T^),{Ts^Te))),D,T): Agent x promises to agent y 

that he shall give him r for the interval (Tg^Te) if he gives him r for the 
interval {T'^,T'^)\ 

- tell{x, y, accept{promise{r, (T^, Tg), (Tg, Tg))), D, T)): Agent x accepts the ex­
change proposed by y. 

- tell{x,y,change{promise{r,{Tg,T^),{Ts,Te))),D,T)): Agent x asks from 
agent y to propose a deal different that the one already proposed. 

Finally, D is the dialogue in which the dialogue move belongs. Each time a 
dialogue performative is uttered, it is recorded on a blackboard (dialogue store) 
which is shared amongst the agents. This store grows monotonically as a dia­
logue takes place and it is reset when the dialogue ends. 

3 Existing Negotiation Stages 

A negotiation stage consists of a protocol, namely a set of rules to which the 
negotiating agents conform and a policy, namely a set of rules that the agents 
use for generating dialogue locutions. It is also characterized by the amount of 
information that the agents need to exchange in order to reach an agreement. 
The approach in [1] suggests that the negotiating agents use a sequence of 
stages, each characterized by an increased chance of success and an increased 
amount of exchanged information. If a stage fails to produce an agreement, then 
the agents adopt the next stage in the sequence. 

The first negotiation stage defined in [1] conforms to the protocol depicted 
in figure 1. In this stage, an agent accepts a request for a resource r either if 
it doesn't intend to use r during the requested interval or if it can change its 
activity schedule so that it doesn't need r in that interval. 

The dialogues that can be generated by conforming to the protocol of figure 
1 have a fixed number of steps which means that they always terminate. The 
range of allocation problems that can be solved by the second stage is defined 
as follows: if there exists a time window in which an agent x needs a resource r 
and another agent y has this resource available in that window then the stage's 
policy can generate a dialogue which solves x's reallocation problem about r. 

A case in which Stage 1 fails to solve the reallocation problem is when the 
initial resource assignment is the following: ly = {< a, r, 5,10,20 > } , Ix = {< 
b, r, 5,10,15 >} , Ry = {have(r, 10,15))}, Rx = {have{r, 15, 20))}. It is obvious 
that y cannot give r to x since it won't be able to carry out activity a. 

With such cases deals the second negotiation stage which tries to solve 
a greater range of problems than the first one by allowing a more elaborate 
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interaction between the agents. This stage 's protocol is depicted in figure 2. 
This stage is different from stage 1 in t ha t the agent t ha t receives a request can 
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(a) Stage 1 protocol. 
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(b) Stage 2 protocol. 

accept it or deny it or, additionally, propose a deal. The requester can either 
accept the deal or reject it. 

Considering the example tha t stage 1 could not solve, stage 2 solves it 
th rough the following dialogue: 

- tell{x, y, request{give(r, (10,15))) , d{2), 1) 
- tell{y, x,promise{r, (15, 20), (10,15))), d(2), 2) 
- tell{y^ X, accept{promise{r, (15, 20), (10,15)))) , d{2), 3) 

As it can be inferred by the protocol of s tage 2, dialogues might never 
terminate . Terminat ion is ensured by making the dialogue terminate after a 
certain t ime T^ax and by not allowing repeti t ion of dialogue moves. The range 
of problems tha t are solved by stage 2 is defined by the following theorem: 

T h e o r e m : If a system consists of two agents x,y, each having an initial 
resource assignment, then for all system resources r, all activities a and b , 
all t imes r and all intervals [Ts,Te] such tha t KX,T ^ miss{r,{Ts,Te),a) A 
Ky^r \- need{r, (Ts, Te), b) A 3[T^, T^ such tha t Ky^r U {giveMway{r, (r^, Te)), 
obtain(r, {T^,T^))} h feasible{b, [T'J,T'J)) for some [T'J,T'J], there exists a dia­
logue d, induced by the policy of Stage 2, s tar t ing at t ime r and ending at t ime 
r ' s u c h tha t K^,^/ h need{r,{Ts,Te),a,T') A Ky^r' ^ indiff{r,{Ts,Te)). 

The symbol Kx,r' denotes the agent x's knowledge at t ime r . The predicate 
m i s s denotes the agent 's lack of a required resource in a given interval, n e e d 
t h a t the agent cannot give away a resource for a given interval and feas ible his 
ability to perform an activity during a given interval. 

The above theorem practically says tha t if agent x can propose y an alter­
nat ive t ime interval during which y can carry out his activity (by x giving y 
resource r) , then y will change its schedule and will give resource r to x. Thus 
the allocation problem is solved by this exchange of resource r. 

However, stage 2 doesn' t cover the case in which more t h a n one exchange 
is required. For example, if the resource and activity assignment is as follows: 
ly = {< a, r, 2 ,10 ,15 > , < c,r , 2 ,15 ,20 > } , 4 = {< 6, r, 5 ,10 ,20 > } , Ry = 
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{have{r, 13,17))}, R^, = {/iai;e(r, 10,13)),/iai;e(r, 17,20))} then x will try to 
get r from y either for the period [13,15] or period [15,17]. In the first case y 
will answer by asking r either for the period [10,12] or [11,13] neither of which 
makes x's activity b feasible. The same happens if x asks r for period [15,17] so 
there is no dialogue that can lead to a solution. 

4 Stage 3 

4.1 General description 

Stage 2 cannot solve problems where more than one exchange is required and 
the reason is that in a dialogue, only one of the agents makes the promises while 
the other merely accepts or rejects them. For tackling that we propose stage 
3 in which we allow the agents to respond to promises with complementary 
promises that extend previous promises. For example, in the dialogue 

- teU{x, y, request{give{r, (13,15))), <i(3), 1) 
- tell{y, x,promise{r, (10,12), (13,15)), d(3), 2) 
- tell{x, y,promise(r, (15,17), (10,12)), d(3), 3) 

agent x responds to y's promise with another promise which practically says: 
"I will give you the resource r for the interval (10,12) if you give me r for 
the interval (15,17) and of course for the interval (13,15) as you have already 
promised". 

Hence each new promise extends the previous one and allows to reach 
agreements in which more than one exchange of a resource is required. For 
example, the problem that stage 2 could not solve ly — {< a, r, 2,10,15 > 
, < c,r, 2,15, 20 >} , 4 - {< 6, r, 5,10,20 >} , Ry = {/iai;e(r, 13,17))}, 
Rx — {have{r, 10,13)),/iai;e(r, 17,20))} can be solved by stage 3 through the 
following dialogue: 

- tell{x, y, request{give{r, (13,15))), c?(3), 1) 
- tellly, x,promise{r, (10,12), (13,15)), d(3), 2) 
- tell{x, y,promise{r, (15,17), (10,12)), c?(3), 3) 
- tell{y, x,promise{r, (18, 20), (15,17)), d(3), 4) 
- tell{x, y, accept{promise{r, (18, 20), (15,17)), d{3), 5)) 

The result of this dialogue is that agent x obtains r for the intervals (13,15) and 
(15,17) and agent y for the intervals (10,12) and (18,20). After these exchanges 
both agents can carry out their activities, x in the interval (13,17) and y in the 
intervals (10,12) and (18,20). 

A sequence of promises stops when an agent accepts the last promise or 
when it cannot make another promise. In the latter case, this agent asks the 
other agent to change its latest promise. If the other agent cannot make another 
promise then it asks the first agent to change its previous promise. Thus, the 
request for change propagates backwards until the initial promise is reached. 
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4.2 Stage Policy 

The agent policy can be represented by 15 move generation rules. The first 
rule suggests that if an agent receives a request for a resource, has the resource 
during the requested interval and can give it away (either because he doesn't 
need it or because he can change his schedule) then he accepts the request. The 
second rule suggests that if the agent doesn't have at all the requested resource 
then he refuses the request. The third rule is applicable when the agent has 
the resource, needs it and there is an exchange that that he could suggest in 
order to carry out his activity in during another time interval. In such a case he 
makes a promise to the other agent. Rule 4 is for the exact opposite situation, 
namely when the agent cannot find a valid deal to suggest and consequently 
refuses the request. 

Rules 5 to 7 are applicable when an agent receives a promise in a dialogue 
that has been initiated by a request made by itself. In order to evaluate this 
promise, the agent recalls all the previous promises related to this promise 
and checks whether the resource exchange that they suggest makes its activity 
feasible. If that's the case then it accepts the promise otherwise it tries to find 
a new time interval to use for a new promise. If it cannot find such an interval 
then it asks from the other agent to change its promise. 

Rules 8 to 10 are applicable when an agent receives a promise in a dialogue 
that has been initiated by a request made by the other agent. In order to 
evaluate this promise, the agent recalls all the previous promises related to this 
promise and checks whether the resource exchange that they suggest makes any 
of its activities not feasible. If that's not the case then it accepts the promise 
otherwise it tries to find a new time interval to use for a new promise. If it 
cannot find such an interval then it asks from the other agent to change its 
promise. 

Rules 11 to 12 are applicable when an agent receives a change .promise mes­
sage in a dialogue that has been initiated by a request made by itself. The agent 
recalls all the previous promises related to this promise and tries to find a new 
time interval to use for a new promise. If it cannot find such an interval then it 
asks from the other agent to change its promise. 

Finally, rules 13 to 15 are applicable when an agent receives a 
change .promise message in a dialogue that has been initiated by a request 
made by the other agent. The agent recalls all the previous promises related to 
this promise and tries to find a new time interval to use for a new promise. If 
it cannot find such an interval then it asks from the other agent to change its 
promise. If there is no such promise then it refuses the other agent's request. 

4.3 Stage Properties 

The dialogues that can be generated by stage 3 conform to the protocol of figure 
3. As in stage 2 termination is ensured by making the dialogue terminate after a 
certain time Tmax and by not allowing repetition of dialogue moves. The range 
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Fig. 1. Stage 3 protocol. 

of allocation problems that can be solved by the third stage is defined by the 
following theorem: 

Theorem: If a system consists of two agents x,y then for all system 
resources r, all activities a assigned to x, all times r and all intervals [Ts,Te] 
such that 

K:,^r ^ missir, {Ts, Te), a) A Ky^r ^ need(r, (Ts.Te), b) A ( 
3 [ T s i , r e i , T s 2 , T ' e 2 , . . . ,Ts(2A;+i),Te(2/c+l)] , [t t i , a 2 , ..., ttfe], k E N, \ 

need(r, (Ts2,Te2),ai)A need(r, (rs4,Te4),a2) A,..., Aneed{r,{Ts2k,Te2k),0'k) A 
Ky^T U {giveMwayir, {Ts, Te)), ohtain(r, (T^i, Tei)), {give-away{r, (Ts2, Te2)), 
obtain{r, (T^a, Teg)),..., give.away{r, {Ts2k, Te2fc)), obtain{r, {Ts(2k+i)^Te(2k+i)))} 
h feasible{b,{Ts',Te')) A feasible{ai,{Tsv,Tev)) A 
feasible(a2,{Ts2',Te2')) A,..., Afeasible{ak, {Tgk'^Tek'))"^ 
3 [ T s i , T e i , T s 2 , T e 2 , ••,T^ s{2k)^-Le{2k) , [ai,a2,...,afc-i], k e N, 
need(r, (Ts2,Te2),ai) Aneed(r, (Ts4,Te4),a2) A,..., A 
need(r, (Ts(2fc_2),Te(2fc-2)),ttfc-i) A Ky^r 
{give.away{r, {Ts.Te)), obtain{r, (T^i, Tei)), {give.away{r, (Ts2, Te2)), 
obtain{r, (T^a, Tes)),..., giveMway{r, {Ts2k, Te2k))} 
(- feasible{b,{Ts',Te')) A feasible{ai,{Tsv,Tev)) 
feasible{a2,{Ts2',Te2')) A,..., A 
/easi6/e(afc-i,(Ts(fc_i)/,Te(/e_i)/))) 
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for some ( r , , , T e . , r , i . , Tei^,..., Tsk'^T^k') or 

(Ts/ ,Te ' ,Tsi / ,Tei / , ...,Ts(fc_i)/,Te(yt-i)')5 there exists a dialogue d induced 
by the policy of stage 3, s tar t ing at t ime r and ending at t ime T' such tha t 
K^^r' "r need(r,{Ts,Te),a,r') AKyy h indiff{r,{Ts,Te)). 

The intuitive meaning of this theorem is t h a t if an agent x misses a resource 
r for an activity a and another agent y needs r for some activity b and there is a 
set of t ime intervals whose sequential exchange between x and y makes feasible 
x's activity a, y 's activity b and all y^s activities whose feasibility might be 
disturbed by some s tep of the exchange sequence, then there exists a dialogue 
d induced by the policy of stage 3 tha t generates this exchange sequence and 
results in x acquiring the missing resource with y not needing it anymore. 

5 Conclusions 

In this paper we presented an approach in solving the Temporal Resource Real­
location Problem (TRR-P) in multi-agent systems through multi-stage negotia­
tion. Our work extended the negotiation framework defined in [1] by proposing 
a third negotiation stage tha t overcomes the l imitations of the two existing 
ones and solves a larger variety of T R R - P instances. The key enabler of this 
advanced effectiveness was our allowing the agents to exchange sequences of 
complementary promises and to achieve thus more complex resource exchange 
deals. 

Our third stage comprised a protocol to which the dialogues generated by 
the stage conform and a policy the agents should follow in order to implement 
this protocol .The semantic representat ion of the policy was omit ted due to space 
l imitations. 

Our current work focuses in the development on a variation of the multi­
stage negotiation framework in which agents negotiate not only over resources 
bu t also over tasks. Another dimension we also examine is negotiation over 
divisible resources. 
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Abstract. This paper introduces a novel approach for authoring a diversity of 
multimedia resources (audio, video, text, images, etc). An authoring tool 
(Developer21) supporting a metadata model according MPEG-21 XML 
schema files is described. The main scope of Developer21 is to increase 
interactivity resulting from the use of metadata in several broadcast scenarios 
in interactive or IP television. In addition to basic functionalities (editing and 
enrichment of audiovisual contents), innovative content management 
fiinctionalities of the Developer21 are briefly presented. As the focus of this 
paper was to provide a brief description of a novel authoring tool for metadata 
and descriptor management, only core functionalities are presented. 

1 Introduction 

The number of available digital contents is increasing over Internet and broadcast 
networks. Such a quantity of documents requires new ways to handle them. Besides, 
new services need tools to describe and organize these documents in an efficient and 
extensible way. These issues make metadata an interesting subject of research. 
Metadata are "information about data" and can include characteristics about the data 
such as the content, accuracy, reliability and the source. Metadata provide the 
mechanism to describe data in a consistent form which allows users to gain a 
uniform understanding of the content and fitness for purpose of datasets. Metadata 
have many applications and they can be used to: 
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• concisely describe datasets and other resources using elements such as the 
name of the dataset, the quality, how to access the data, what is the purpose 
of data and other related information 

• enable effective management of resources 
• enable accurate searching and resource discovery 
• provide an online interface to a dataset and link to other information about it 
• accompany a dataset when it is transferred to another computer so that the 

dataset can be fully understood, and put to proper use. 

The majority of metadata specifications use the extensible Markup Language 
(XML) [1]. The XML language permits to build hierarchical structures suitable for 
most types of documents and therefore facilitates advanced search. XML is often 
used with XML schemas [2]. An XML schema is an XML language expressing rules 
to create XML documents. Most metadata standards for multimedia content are built 
on this language, among them MPEG-7 [3], MPEG-21 [4]. The primary goal of 
metadata is to manage the huge number of digital sources, thus facilitating the 
search. However, metadata is employed for many other functions. Metadata is useful 
to give information about multimedia resources. For instance, information can be 
displayed on the client screen in interactive TV while playing the audiovisual 
content. This also can be applied in all applications of IPTV. 
Therefore, metadata are quite useful for building interactive interfaces. Such devices 
collect multiple mixed multimedia contents inside the same structure. Metadata 
defines the spatial and temporal layout as well as hyperlinks. Examples of such 
interactive interfaces lie in DVD movies where images, texts, audio tracks, 
audiovisual sequences are combined. Another example of such interactivity could be 
when a character appears in a movie, a textual description of this character is 
displayed and a hyperlink is proposed to see a biography of this actor. Metadata is 
also used for content protection which restricts content usage to a particular user or 
group of users; it is particularly useful for service providers in a pay-per-view 
scenario. Finally, adaptation can be performed by using metadata; In this case 
metadata describes terminal capabilities, network characteristics and the way data 
has to be modified. 
In this paper an authoring tool under the name Developer21, which supports the 
MPEG-21 standard is described. Section 2 shows similar works and gives the 
background of MPEG-21, which is the standard implemented in this tool. The main 
characteristics and the scopes of Developer21 are described in Section 4. Finally, the 
last section concludes this paper. 

2 Literature-market review 

Surprisingly, very few authoring tool based on the MPEG-21 standard are 
present in the market as well as in the hterature. In contrast, several metadata 
authoring tools based on the MPEG-7 standard have been exhaustively described and 
presented in the market [5-8]. 
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Enikos [9] designed a MPEG-21 authoring tool, called DIEditor, allowing users 
to link multiple resources inside a MPEG-21 structure. In addition, in the framework 
of ENTHRONE project [10], the M-Tool was created combining and unifying TV-
Anytime and the MPEG-21 standard. In the latter work, MPEG-21 provided content 
protection, network adaptation, client terminal adaptation and a structure to link 
several multimedia contents while TV Anytime provided content-descriptive 
metadata and temporal segmentation. 

MPEG-21 [4] aims at defining an open framework for the delivery and 
consumption of multimedia contents in heterogeneous conditions. In other words, the 
goal of MPEG-21 is to define a metadata model to support users to exchange, access, 
consume and manipulate Digital Items in an efficient, transparent and interoperable 
way. MPEG-21 is based on two essentials concepts: the definition of a fundamental 
unit of distribution and transaction (called the Digital Item or DI) and the concept of 
users interacting with Digital Items. 

The MPEG-21 specification is flexible and enables higher level functionality and 
interoperability by allowing the connection of the several parts of MPEG-21, the 
inclusion of other description schemes, etc. The DID [11] represents a complete 
separation of metadata from its associated media resource. The DID specifications 
encompass the following features: 

• the Digital Item Declaration Model, 
• the Digital Item Declaration Representation in XML and 
• XML schemas comprising grammars for the Digital Item Declaration 

representation in XML 

The Digital Item Identification (DII) schema (MPEG-21, part 3) [12] uniquely 
identifies Digital Items and parts thereof, relationship between Digital Items (and 
parts thereof) and relevant description schemes. The 4th part of MPEG-21 [13] 
defines an interoperable framework for Intellectual Property Management and 
Protection (IPMP). The framework includes standardized ways of retrieving IPMP 
tools from remote locations, exchanging messages between IPMP tools and between 
these tools and the terminal. 

MPEG-21 Intellectual Property Management and Protection (IPMP) manages 
rights and intellectual property of a specific resource. It also addresses authentication 
of IPMP tools, and has provisions for integrating Rights Expressions according to the 
Rights Expression Language REL [14] and the Rights Data Dictionary (RDD) [15], 
which are MPEG-21 parts 5 and 6 respectively. 

MPEG-21 Right Expression Language (REL) specifies whether a given group of 
people can perform a given right upon a given resource under a given condition. 
Finally, MPEG-21 Digital Item Adaptation (DIA) [16] has recently been finahzed as 
part of the MPEG-21 Multimedia Framework. DIA specifies metadata for assisting 
the adaptation of Digital Items according to constraints on the storage, transmission 
and consumption, thereby enabling various types of quality of service management. 
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3 The MPEG-21 Authoring tool (Developer21) 

3.1 Problem Description 

Developer21 for MPEG-21 serves as a multimedia authoring tool adding or 
extracting MPEG-21 descriptors and metadata in various multimedia assets as shown 
in Figure 1. Once created, these descriptors (in XML schema files) are locally stored 
and its hst is displayed to the user. The user is then allowed to select one or more 
descriptor schema which can be further processed and visualized using the respective 
graphical user interface (GUI). Users have the possibiHty to create a new MPEG-21 
Digital Items, edit, delete, convert or send this metadata document to a specific (local 
or external) metadata database. 

Digital Item 's 
Descriptors 

^ — | ^ ^ ^ P E G - 2 1 parts 2,3 

IPMP MPEG -21 parts 
4,5,6 

MPEG-21 XML 
Descriptor n 

Fig. 1. The operation of Developer21 for authoring XML descriptors. 

MPEG-21 enables the hierarchical representation of multimedia contents which 
is useful to create advanced and interactive multimedia contents. Every resource is 
described using the MPEG-21 standard and more specifically through the relevant 
XML schema which is provided by MPEG-21 standard. Developer21 is designed to 
support 6 different XML schemas, each one dedicated to the respective MPEG-21 
part. The MPEG-21 descriptors that are provided by Developer21 are the following: 

• Digital Item Declaration 
• Digital Item Identification 
• Intellectual Property Management and Protection 
• Rights Expression Language 
• Rights Data Dictionary 
• Digital Item Adaptation 
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DID was almost totally covered in Developer21 as it is the core definition part of 
the MPEG-21 standard, including all the necessary architecture for the creation, the 
exchange and the manipulation of the DIs. However, special emphasis was given to 
the protection of the Intellectual Property Rights and therefore important parts of 
MPEG-21's IPMP, REL and RDD schemas are supported. 

Developer21 is a prototype that provides all the necessary operations to create or 
manage metadata or descriptors relevant to multimedia assets. The main scope is to 
provide the end-user and content provider with a reference tool that enable 
annotating, browsing, maintaining, monitoring and querying multimedia descriptors. 

According to MPEG-21, a user is anyone that interacts with Digital Items. 
Hence, a User can be an individual, an organization, corporation, any community, 
consortium or even a government. Moreover, Users act in various roles including 
creators, consumers, rights holders, content providers, distributors, etc. Therefore, it 
is designed to help them in annotating and authoring multimedia resources. In other 
words, this application allows users to create objects' relationships to each other in 
order to enrich multimedia resources with metadata both formatted and stored in 
XML or in a relational database. This type of service is useful for applications that 
present a mixture of textual, graphical, and audio data. 

3.2 Modules of Developer21 

Developer21 is composed of two modules, namely the Digital Item editor (DI 
editor) and Digital Item Manager (DI manager). It is a Digital Item Declaration 
model editor. Digital Item generator and Digital Item Browser. A DI is edited or 
generated by inserting, deleting or modifying metadata on account of the DID, DII, 
IPMP, RDD, REL and DIA specifications. 

Interaction line 

Fig. 2. The architecture of Developer2rs editor panel. 

When a user requests to create a new Digital Item, DI editor is invoked to create 
the MPEG-21 structure according the respective part of this standard. For example, if 
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the user intends to create a very simple DI, only MPEG-21 part 2 and the relevant 
XML is sufficient. However, if Intellectual Property Rights need to be specified, the 
user should use the respective protection model which is defined in MPEG-21 part 4. 
In any case, the DID generation is achieved through a graphical representation of the 
MPEG-21 structure in explorer-like panel as shown in Figure 2. New elements are 
simply added by performing a drag and drop from the desktop to the MPEG-21 
structure. These elements consist of MPEG-21 structure elements (Container, Item 
and Component) and Descriptor elements (REL, RDD and DIA metadata). 

The MPEG-21 DI editor is composed of four areas as represented in Figure 2, the 
Menu choices (1), the relevant hierarchy and tree visuahzation (2), the editor desktop 
where the manipulation of elements takes place (3) and the user-tool interaction line 
where messages generated from the software appear (4). Similarly to the creation of 
a new MPEG-21 document, updates to the current document are achieved by 
dragging and dropping different icons from area 3 to area 2. The tree view in area 2 
gives the XML structuring components while area 3 gives the details of each selected 
component. Selecting fields in the top tree displays its full content in the bottom tree. 

Basic information about descriptors is provided by the graphical representation: 
the type of descriptor (DID,DII, IPMP, RDD, REL, DIA), the type of program 
information (general information or only audio and video attributes). The schema file 
can be selected from a pull-down menu in the menu bar. Selecting a particular 
MPEG21 part triggers the appropriate XML schema for edition and visualization. 

Manager Menu 

manager 

iToolbar n 
Manager Desktop 

Fig. 3. The architecture of Develop er21 's manager panel. 

3.3 Increasing interactivity in IPTV with Developer21 

In parallel with the editing and browsing capabilities of theDeveloper21 tool, 
metadata management is also supported. Binding of metadata and XML descriptors 
with the actual multimedia content is performed in order to create the integrated 
Digital Item that contains the actual content and the descriptive information. The 
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manager is able for controlling, refreshing and synchronizing metadata files in 
conformance with their content including detection and elimination of XML 
metadata (sub-)item (or component) duplicates, and checking freshness and 
consistency of both metadata associated to distributed digital resources. 

When a Digital Item is processed with DI Manager (see Figure 3), it is in the 
appropriate form to interact with an Expert System that is currently implemented for 
increasing the interactivity in IPTV or iTV. The expert system will be able to assign 
a TV viewer to a specific social category and then match the appropriate audiovisual 
content according the respective MPEG-21 descriptors. The whole architecture is 
depicted in Figure 4. 

In general, personalization allows users to browse programs much more 
efficiently according to their preferences. On the other hand, personalization also 
enables to build social networks that can improve the performance of current IPTV 
systems considerably by increasing content availability, trust and the reahzation of 
proper incentives to exchange content. 

Digital Item: Content -
XML descriptors 

Fig. 4. The operation of Developer21 for authoring XML descriptors joined with an expert 
system for content personalization. 

4 Conclusions 

In this paper we have proposed an novel authoring tool implementing MPEG-21 
XML schemas for modeling and managing content descriptive metadata associated 
to audiovisual resources. The functionalities of the authoring tool have been 
presented and associated with content personalization and improvement of 
interactivity in IPTV. The novelties introduced by this work is also highlighted as to 
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our knowledge Developer21 is the only MPEG-21 authoring tool capable to produce 
and manage DI that support IPMP, REL and RDD schemas. 
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Abstract. The development of high-quaUty e-leaming products is one of the 
most demanding areas in the field of educational research. Reliability of the 
students' grading mechanisms especially in the case of virtual classrooms, 
which lack in physical student-instructor interaction, is extremely important. In 
this paper, based on real data, we utilize two reliability estimation methods to 
calculate several multiple choice tests' reUability. Moreover, since multiple 
choice tests are an imperfect measure of students' knowledge, we also estimate 
the students' true ability of scoring using the tests' standard error of 
measurement. Concluding this study embeds reliability assessment methods in 
the e-leaming process and then carefiilly analyzes the produced data to provide 
the strengths and weaknesses of the analyzed course's multiple choice tests. 

1 Introduction 

An issue that nowadays concerns both the educational industry and the research 
community is the subject of e-leaming evaluation. As e-leaming includes more 
technological than human factors, compared to conventional education, its proper 
evaluation is vital. In an e-leaming environment the trainer does not have direct 
contact with the trainees and this may result in a difficulty of proper student grading. 
The only student evaluation means is via assigned open-answer projects and multiple 
choice tests that the students deliver. Subsequently it is obvious that e-leaming 
courses aiming to provide trainees with high quality education should consist of 
highly reliable projects and multiple choice tests which will accurate measure the 
students' level of knowledge. Especially in the case of multiple choice tests, which 
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are not subjectively corrected by a human trainer, the reliability issue is even more 
significant. 
In this paper we estimate the reliability of several e-leaming multiple choice tests, 
the error of measurement they present, compare them and then discuss the results. 

2 Educational Framework 

The learning object of this e-lesson is an introductory course to computer network 
communication. The course runs in the open source platform Moodle. The existing 
analyzed data were derived from three classes corresponding to three semesters (Fall 
05, Spring 06 and Spring 07) of approximately ten weeks each. Every class took four 
twenty-question multiple choice tests, each test corresponding to four learning weeks 
in the duration of the e-leaming course. The students could choose to repeat the test 
in order to achieve better results, therefore providing our study with the necessary 
data to use with the test-retest method. This is considered a rare opportunity not only 
in the e-leaming field but generally in education, because usually students do not 
take the same test more than once. 

3 Methods of calculation and Standard Error of Measurement 

3.1 Multiple choice test reliabiUty 

A multiple choice test reliability is the extend to which this test produces consistent, 
stable, tmstworthy and repeatable results when administered by the same group of 
students twice [1]. For a particular set of test/retest scores one can plot the scores on 
a scatter-gram to obtain a general idea of the reliability that this test presents. The 
more the sets of scores deviate from the x=y line the more unreliable they are. 

3.2 Methods of calculation 

There are two methods to estimate a multiple choice test's reliability based on the 
number of times this test was administered by the same group of students: 
a. Multiple-administration methods require two or more assessments of the same test. 
The most appropriate multiple-administration technique for multiple choice tests is 
the test/retest evaluation method [2], which lies in having the same group of students 
take the same test two times. If the test is reliable most of the examinees will tend to 
get the same or very similar scores on both administrations. The evaluator can use a 
coefficient to calculate the test's reliability. The most widely used one the Pearson 
product-moment correlation coefficient (PMCC) between two administrations of the 
same measure. 
Assuming that X and Y are the two sets of student scores, then the test's rehabihty 
based on PMCC is defined as following: 
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r,r = -

b. Single-administration methods are used in cases when a test can be assessed only 
once [3]. A typical single-administration method is the split-half rehability technique 
in which the evaluator divides the test into two halves and treats them as alternate 
administrations of the same test. The reliability correlation of these two halves is 
then calculated. Since this correlation is based only on half the test length, it cannot 
be fully indicative of the tests' rehability. To fix this inaccuracy we used the 
Spearman-Brown prediction formula which predicts the full-test reliability based on 
the half-test rehability correlation. The Spearman-Brown split-half reliability is 
defined as following: 

where 

^^ is the Spearman-Brown split-half reliability 
^ is the Pearson correlation between forms ^ and ^ 

' ' ' i s the total sample size divided by sample size per form ( ' ' ' is usually 2) 

As with other split-halves measures, the Spearman-Brown reliability coefficient is 
highly influenced by alternative methods of sorting items into the two forms. We 
used a random assignment of items to the two forms as this is considered to be 
amongst the most effective means to assure equality of variances between the forms. 
The above methods of reliability estimation should not be expected to be equal since 
they are prone to different sources of error. 
Due to the type of our available data (some of the examinees had the opportunity to 
take the multiple choice tests twice in order to optimize their scores while others 
took the tests only once), in this study we will be able to use both multiple and single 
administration methods . 

3.3 Standard error of measurement 

Multiple choice tests are an imperfect measure of a student's knowledge level since 
they may be influenced by extraneous factors such as chance error, differential 
testing conditions, imperfect reliability and other errors of measurement. A way to 
estimate a band or interval within which a person's true score (true ability of the 
student) would fall is the standard error of measurement (SEM). SEM is calculated 
using the standard deviation and the reliability of test scores and represents the 
amount of variance in a score resulting from factors other than achievement. [4]: 
The SEM is calculated using the formula: 

SEM = c r ^ ^ ( l - r) 

where O^ is the test's standard deviation and ^ is the test's reliability estimate. 
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3.4 Reliability coefficient interpretations 

Table 1 indicates the evaluation of a reliability test/retest correlation coefficient ^̂ . 
Note that as the coefficient's values decrease so the proportion of the incorrectly 
awarded examinees increases [5]: 

Table 1 Reliability Interpretation 
Reliability Coefficient Evaluation 

MA 
0 .90- 1.00 High reliability - Appropriate for the assessment of a student on the 

basis of a single test score. 
0.80 - 0.89 Acceptable reUability. 

Appropriate for the evaluation of an individual student if averaged 
with a few other scores of similar reliability. 

0.60 - 0.79 Low to moderate reliability. 
Appropriate for the evaluation of a student only if averaged with 
numerous other scores of similar reliability. 

0.40 - 0.59 Uncertain reUabihty. 
Should be used with great watchfulness when evaluating individual 
students. May be suitable for the calculation of average score 
variations between groups 

Values of 0.80 and higher, are generally considered to be satisfying. However, one 
should not be based on a single test score to make significant decisions about 
individual examinees when the corresponding reliability coefficient is less than 0.80. 

4 Results - Discussion 

4.1 Comparison of the scores on the same test on different semesters 

The mean of the grades that the students accomplished in all three semesters, as 
depicted in figure 1, seem to be consistent. This means that all three classes received 
approximately the same scoring results. If the trainer is based only on this 
observation, the tests all seem to be appropriate for student evaluation. However, 
following it is analyzed that based on their reliability the tests do not prove to be 
equally appropriate for an accurate and fair student evaluation. 
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Fig. 1. Multiple Choice Test Grades 

4.2 Tables with calculations of reliability for each lesson/semester 

4.2.1 Spearman-Brown Reliability Results 
The Speaiman-Brown method indicates (figure 2) that the first two multiple choice 
tests resulted in the most reliabiHty inconsistencies. MCI yields from near-zero (0, 
11) to low (0, 62) reliability and MC2 yields from uncertain (0, 46) to acceptable (0, 
85) reliability. These reliability results indicate that MCI and MC2 tests (and 
especially MCI that did not achieve acceptable reliability in neither of the three 
course classes) need to be amehorated in order to be solely trusted for student 
evaluation. At this point MCI should only be utilized to assess students' 
comprehension only if supported by other assessment sources such as written 
projects, forum participation and correctness of answers in teachers' on-line 
questions. The above are also applied to MC2 with the exception of class spring '06 
for which the test scores yielded acceptable reliability. Nevertheless, our suggestion 
regarding this test is to be treated with carefulness since the high reliability value of 
class Spring 06 may be due to the test scores' splitting. Tests MC3 and MC4 produce 
moderate (0, 71) to high reliability (~0, 9) and are thus considered appropriate for 
student assessment. Consequently, alternative assessment sources like the ones 
mentioned above are auxiliary but not necessary for the evaluation of the students of 
these learning weeks. 
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Fig. 2. The multiple choice test reliabilities calculated according to the Spearman-Brown 
prophecy formula. 

4.2.2 Test - Retest Reliability Results The test retest method is generally expected 
to produce lower reliability results that the spearman brown prophecy formula. This 
is explained mainly due to the memory effect that influences the students in their 
scoring. The above means that, since the students were allowed to retake the test in 
the same learning week they tend to remember some of the questions and thus score 
better. In most cases their scoring increases compared to the first test-taking, thus 
lowering reliability. This is mostly expected to occur in the latter multiple choice 
tests and not in the first one mainly due to the fact that the students need some time 
to be accustomed to the e-leaming environment and take advantage of the memory 
effect on retaking the test. According to the test retest method, the first two multiple 
choice tests yield the most reliability inconsistencies. MCI yields acceptable 
reliability for classes Spring 06 and Spring 07 while it yields an uncertain reliability 
for class Fall 05. The second multiple choice test MC2 generally yields very low 
reliability for classes Fall 05 and Spring 07 with the exception of class Spring 06 
where it yields acceptable reliability. On the other hand multiple choice tests MC3 
and MC4 although they yield low to moderate reliabiUty they tend to produce these 
results consistently. Due to the memory effect and also the fact that less students 
participate in the test re-taking, the test-retest method is less indicative of the true 
tests' reliability. 
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Fig. 3. The multiple choice test reliabilities calculated according to the test-retest method. 

4.3 Student standard error of measurement As mentioned above, the tests are 
not perfectly reliable and thus, a student's observed score and true score w îll differ. 
The standard errors of measurement that yield the range of values that w^ould most 
likely contain the student's true scores are depicted in Table 2. The more unreUable 
the test scores are the more standard error of measurement these tests yield. 

Table 2 Student scores' standard error of measurement 

MCI 

MC2 

MC3 

MC4 

Fall 05 

Rehability 

0,11 

0,46 

0,89 

0,75 

SEM 

2,02 

0,91 

1,26 

1,40 

Spring 06 

Reliability 

0,62 

0,85 

0,90 

0,83 

SEM 

1,31 

1,62 

1,30 

1,70 

Spring 07 

Rehability 

0,54 

0,67 

0,72 

0,80 

SEM 

1,60 

1,79 

1,89 

1,60 

Follov^ing we provide an example of the evaluation process that the instructor could 
perform based on the previous results. The example utiUzes a randomly selected 
student and can be applied to any course student. Figure 4, depicts the standard error 
of measurement on the grades of a student that belongs to the class Fall 05. MCI 
yields the highest error of measurement, foliow^ed by MC4, MC3 and MC2. 
Moreover, MCI produced a very low reliability and this fact along with the high 
SEM it produces, should make the instructor very careful on utilizing this item in the 
student evaluation process. MC3 yields both low SEM and high rehabiUty and is 
thus the most indicative of the students' progress. MC2 and MC4 should also be 
taken into consideration in the evaluation process, but especially MC2, although it 
produces the lowest SEM should not be highly valued since its reliability is 
uncertain. 
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Student Evaluation - Fall '05 
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MCI MC2 MC3 

Multiple Choice Test 

MC4 

Fig. 4. Scores and SEM for a random student - Fall 05 

5 Conclusion 

This study focuses on e-leaming reliability by estimating the rehabihty of several 
multiple choice tests of an introductory e-leaming course. The tests' distinctive 
accuracy is precisely calculated using reliabihty methods (Spearman-Brown formula 
and the test-retest method) and the standard error of measurement (SEM), thus 
enabling trainers to improve their evaluating process. This methodology significantly 
contributes in delivering a better and more reliable e-leaming course by making it 
strongly competitive and tmstworthy. 
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Abstract. Highly competitive and open environments should encompass 
mechanisms that will assist service providers in accounting for their interests, 
i.e., offering at a given period of time adequate quality services in a cost 
efficient manner. Assuming that a user wishes to access a specific service 
composed of a distinct set of service tasks, which can be served by various 
candidate service nodes, a problem that should be addressed is the allocation 
of service tasks to the most appropriate service nodes. This scenario accounts 
for both the user and the service provider. Specifically, service providers 
succeed in efficiently managing their resources, while users implicitly exploit 
in a seamless way the otherwise unutilized power and capabilities of the 
provider's network. In general, service task allocation is founded on general 
and service specific user preferences, service provider's specific service logic 
deployment and current system & network load conditions. The pertinent 
problem is concisely defined, mathematically formulated, optimally solved 
and evaluated through simulation experiments. 

1 Introduction 

The main role of all players in the liberalised, deregulated and competitive 
telecommunication market is to constantly monitor the user demand, and in response 
to create, promote and provide the desired services and service features. In 
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accordance with a business model applying to the telecommunications world, five 
main different entities can be identified, namely, user, service provider, (third party) 
application (content) provider, broker and network provider. The role of the (third 
party) appHcation (content) provider is to develop and offer applications (content). 
The role of the service provider is to provide the means through which the users will 
be enabled to access the apphcations (content) of (third party) apphcation (content) 
providers. The broker assists business level entities in finding other business entities. 
Finally, the role of a network provider is to offer the network connectivity needed for 
service provision. 

Service provisioning in such open models is a quite complex process since it 
involves various diverse actors. The following are some key factors for success. 
First, the efficiency with which services will be developed. Second, the quahty level, 
in relation with the corresponding cost, of new services. Third, the efficiency with 
which the services will be operated, controlled, maintained, administered, etc. The 
challenges outlined above have brought to the foreground several new important 
research areas. Some of them are the specification of service architectures (SAs) 
[1,2], the development of advanced service creation environments (SCEs) and grid 
computing architectures [3,4] and service characteristics (e.g., the personal mobihty 
concept), and the exploitation of advanced software technologies, (e.g., distributed 
object computing [5] and intelHgent mobile agents [6]). The aim of this paper is, in 
accordance with the cost-effective QoS provision and the efficient service operation 
objectives, to propose enhancements to the sophistication of the fimctionality that 
can be offered by service architectures in open competitive communications 
environments. 

In accordance with the SA concept and exploiting advanced software paradigms, 
the service logic is realised by a set of autonomous co-operating components, which 
interact through middleware functionality that runs over Distributed Processing 
Environments (e.g.. Common Object Request Broker Architecture - CORBA). 
Limited by techno-economic reasons or considering administrative, management and 
resihence/ redundancy purposes it is assumed that each service provider deploys 
service components realising service logic in different service nodes, residing in the 
same and/or different domains. Moreover, it can be envisaged that a service will in 
general comprise a set of distinct service tasks, which could be executed by different 
service nodes. 

Highly competitive and open environments should encompass mechanisms that 
will assist service providers in accounting for their interests, i.e., offering at a given 
period of time adequate quality services in a cost efficient manner which is highly 
associated to efficiently managing and fulfilling current user requests. Thus, 
assuming that a user wishes to access a specific service composed of a distinct set of 
service tasks, which can be served by various candidate service nodes (CSNs), a 
problem that should be addressed is the allocation of service tasks to the most 
appropriate service nodes. In this paper, the pertinent problem is called service task 
allocation. The aim of this paper is to address the problem from one of the possible 
theoretical perspectives and to show the software architecture that supports its 
solution and how it can be incorporated in service architectures that run in the open 
environment. 
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In general, service task allocation is founded on general and service specific user 
preferences, service provider's specific service logic deployment and current system 
& network load conditions. A high level problem statement may be the foUow îng. 
Given the set of candidate service nodes and their layout, the set of service tasks 
constituting the required service, the resource requirement of each service task in 
terms of CPU utilization, memory and disk space, the cost of deploying each service 
node, the current load conditions of each service node and of the netv^ork links, find 
the minimum cost assignment of tasks to service nodes (in terms of the number of 
nodes that need to be deployed, the communication cost introduced during the 
execution of service tasks, and the management cost imposed by the arrangement) 
subject to a set of constraints, associated with the capabilities of the service nodes. 

The approach in this paper is the following. The starting point (section 2) is the 
service task allocation architecture, presenting the software elements required for the 
realisation of the assignment process. Additionally, our assumptions regarding the 
model of service provisioning system are presented. Section 3 presents a concise 
definition, mathematical formulation and optimal solution of the service task 
allocation problem, while one possible formulation of the communication cost taken 
into account in our framework is provided. Section 4 gives a set of experimental 
results, indicative of the efficiency of the proposed service task assignment scheme. 
Finally, section 5 gives future plans and concluding remarks. 

2 Service Task Allocation Architecture 

Service task assignment process, as a first step, requires a computational component 
that will act on behalf of the user. Its role will be to capture the user preferences, 
requirements and constraints regarding the requested service and to deliver them in a 
suitable form to the appropriate service provider entity. As a second step, service 
task allocation requires an entity that will act on behalf of the service provider. Each 
role will be to intercept user requests, acquire and evaluate the corresponding service 
node and network load conditions, and ultimately, to select the most appropriate 
service nodes for the realisation of the service. Furthermore, a monitoring module is 
required. Monitoring module consists of a distributed set of agents, which run on 
each service node of the service provider. Each agent is responsible for monitoring 
the load conditions and available resources of the service node and delivering them 
to the service provider related entity. Additionally, a distributed set of network 
provider related entities will be responsible for providing the service provider entity 
with network load conditions and managing the network connections necessary for 
the service provision. 

The following key extensions are made so as to cover the functionality that was 
identified above. First, the Service Provider Agent (SPA) is introduced and assigned 
with the role of selecting on behalf of the service provider the best service task 
assignment pattern. Second, the User Agent (UA) is assigned with the role of 
promoting the service request to the appropriate SPA. Third, the Service Node Agent 
(SNA) is introduced and assigned with the role of promoting the current load 
conditions of a CSN. Finally, the Network Provider Agent (NPA) is introduced and 
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assigned with the task of providing current network load conditions (i.e., bandwidth 
availability) to the appropriate SPA. In essence, the distributed set of the SNAs and 
NPAs forms the monitoring module. In other words, the SPA interacts with the UA 
in order to acquire the user preferences, requirements and constraints, analyses the 
user request in order to identify the service tasks constituting the service and their 
respective requirements in terms of CPU, memory and disk space, identifies the set 
of CSNs and their respective capabilities, interacts with the SNAs of the candidate 
service nodes so as to obtain their current load conditions and with the NPAs so as to 
acquire the network load conditions, and ultimately selects the most appropriate 
service task assignment pattern for the provision of the desired service. 

Regarding the system model, we consider a set of service nodes SN and a set of 
links L . Each service node n. ESN corresponds to a server, while each link / E Z 
corresponds to a physical link that interconnects two nodes n.,n GSN . Our system 
operates in a multi-tasking environment, i.e., several tasks may be executed on a 
single service node sharing its resources (e.g., CPU utilization, memory, disk space). 
Let D. denote a set of nodes grouped to form a domain. A pattern for the physical 
distribution of the related components to the service task assignment scheme is given 
in Fig. 1. Each SPA controls the service nodes of a domain. Each SNA is associated 
with each node, while each NPA is associated with the network elements (e.g., 
switches or routers) necessary for supporting service node connectivity. The SNA, 
NPA role (in a sense) is to represent the service nodes or network elements, 
respectively, and to assist SPA by providing information on the availability of 
resources of the service node/network element. Domain state information (load 
conditions of the service nodes of the particular domain and link utilisation) is 
exchanged between the SPA and the SNAs/NPAs residing in the specific domain, 
while SPAs residing in different domains exchange their domain state info. This 
approach increases scalabiUty as it reduces the requirements in terms of computation, 
communication and storage. At this point it should be noted that for simplicity 
reasons the network elements needed for the service node connectivity are not 
depicted in Fig. 1. 

SNA ^^A gp^ SNA SNA SNA 

SNA SN^ 

Fig. 1. System Model and physical distribution of the service task allocation related 
components 
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3 Problem Formulation & Optimal Solution 

User u wishes to use a given service s . A fundamental assumption at this point is 
that service s may be decomposed in a set of distinct service tasks, which will be 
denoted as ST{s). Among these service tasks, of interest to the user are those 
designated in the user profile and will be denoted as ST(u,s) (ST(u,s) C ST(s)). 

Let's assume the existence of multiple service nodes for the provision of service 
s, denoted by SN(s) = {n^,...,n^^^} . Each service node-«^ contains a collection of 

components, denoted as A^ (/), which inter-work with other components that may 

reside in the same or in a different service node in order to accomplish each service 
task / E ST(s). Let A^ and C be the total set of components residing in the Uj 

service node and the various service nodes in total, respectively. Hence, the 
following relationship holds: A^ (O^A ^^ • Each service task iBST{s) may be 

executed on an associated set of possible candidate service nodes, represented by the 
set SN(i), (i^ST{u,s)). Thus, SN(i) C SN(s). The service logic deployment pattern 
adopted by service providers determine each of these service node sets. 

Task / , (iGST(s)) requires for its completion consumption of rf.p^(J), r^^^(i) 

and r^-^j^ (z) resources of service node(s) rij , {rij G SN(i)). A realistic assumption is 

that SPA being in charge of assisting the service providers in the competitive 
telecommunication market, has a solid interest in as accurately as possible 
identifying the resources r^(i) (where aE:{CPU,mem,disk}) needed for the 

provisioning of service task / in terms of CPU utihzation, memory and disk space. 
In this respect, the SPA can be the entity that configures these values based on the 
service task characteristics, user preferences and requirements, exploiting also 
previous experience. 

Let c^ denote the cost of involving service node rij , (rij E SN(i)), in the service 

provision. For notation simphcity it is assumed that the cost of involving a service 
node in the solution is the same for all service nodes. As an alternative this cost 
could be taken variant (depending on the cost of acquiring and/or maintaining the 
node etc.). Notation may readily be extended. 

The objective of our problem is to find a service task assignment pattern, i.e., an 
allocation Agj.{s) of service tasks i (iEST(u,s)) to service nodes rij ,{njGSN(i)), 

that is optimal given the current load conditions and number of service tasks being 
served by each service node rij, represented as rf^rij) and k^'^rij), respectively. 
The assignment should minimise an objective function f{s,Asj.{s)) that models the 
overall cost introduced due to system/network resources consumption. Among the 
terms of this function there can be the overall cost due to the deployment of various 
service nodes to the service provisioning process, the communication cost introduced 
due to the interaction of the components A^ residing in rij service node with the 

components A^^ residing in service node n^ for the completion of each service task 

i, (\fiEST(s)), as well as the management cost c^{i,V) introduced due to the 

assignment of (iJ')EST^{s) service tasks to different service nodes 
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The constraints of our problem are the following. First, each service task / 
(i^ST(u,s)) should be assigned to only one service node rij, (rij GSN(i)). Second, 

the capacity constraints of each service node should be preserved. Lets assume that 
r^^ and A:""̂  represent the maximum load and the maximum number of service 
tasks that a service node may handle. For notation simplicity, these parameters are 
assumed to be the same for each service node rij, (rij ESN(s)). Thus, the constraints 

are r^'in^)^ r^ ^rid k'^'^'irij)^ k"^^, (V«. G^iVC^)), where r/^^'C^,) and A:̂ ''̂ '(«.) 

denote the potential load conditions of service node rij, after the service task 

assignment process. Notation may readily be extended. 
The general problem version presented is open to various solution methods. Its 

generality partly lies in the fact that the objective and the constraint functions are 
open to alternate implementations. Thus, the problem statement can be distinguished 
from the specific solution approach adopted hereafter. In order to describe the 
allocation A^{s) of service tasks to service nodes we introduce the decision 

variables x^^(/,y) (iGST(u,s),njGSN(i)) that take the value 1(0) depending on 

whether service task / is (is not) executed by service node- rij. The decision 

variables j^^^O) assume the value 1(0) depending on whether candidate service node 

rij (rij GSN(i)) is (is not) deployed (involved in the solution). In addition, we define 

the set of variables z^j,(',/') (V(̂ *,/ )E5'r(w,5)^) that take the value 1(0) depending on 

whether the service tasks / and i are (are not) assigned to the same service node. 

The variables ẑ .̂̂ ",/ J are related to variables x^(i,j), JĈ ^V ,7), through the relation 
\SN(i)\ 

z^j,(/,/')= yx^{i,jyxsj^{i\j), which may be turned into a set of linear constraints 

through the technique of [7]. Allocation AST{S) may be obtained by reduction to the 

following 0-1 linear programming problem. 
Service Task Assignment Problem: 
Minimise 

njEmis) ae{CPU.memory,disk} 1^^ {nj ) 

+ y y.C{i,nj)'X^{iJ) + y yc^(/, / ' )(l-Z5y. (/,/')) (1), 

where C(i,nj) denotes the communication cost introduced in case rij service node 

has undertaken the responsibility for the execution of service task i {i^ST{u,s) ), 

subject to the constraints: 
yx,,ii,j) = \^i^ST(s) 

rr(nj)+ y^rSi)-x,,{iJ)^rr{j)'ysAJ) 
iEST{s) 

Cost function (1) penalises the aspects identified previously (i.e., cost of the 
service node involved in the solution, communication cost introduced during the 

\fnj^SNis) 

\fnjGSN(s) 

(3), 

(4) 
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realisation of each service task, and management cost of service tasks that are 
assigned to different service nodes). In order for the service providers to better utilize 
their resources, the cost of each service node deployment introduced in cost function 
(1) takes also into account the node's current load conditions in order to obtain a load 
balancing solution. Parameters p , (P <^), and w^ denote the relative significance 
of load balancing and of each resource type a to the service provider. Constraints 
(2), guarantee that each service task will be assigned to one service node. Constraints 
(3) and (4) guarantee that each service node v^ill not have to cope w îth more load and 
service tasks than those dictated by its pertinent capacity constraint. 

In the rest of the section, we present a model for the overall communication cost 
C(i,nj) introduced in case rij service node has undertaken the responsibihty for the 

execution of service task / (iEST(u,s)). In essence, the model covers the case in 

which the components of set A^ (i) need to interact with the components of set 

A^^ (i) residing in service node «̂  in order to provide service task /, (/ e ST{s)). It 

should be noted that service nodes rij and «̂  may reside even in different domains. 

At this point, a major assumption adopted in our study, is that part of A^ 

components are implemented as mobile agents, while the rest are supposed to be 
fixed service agent components. Let A^ and ^f be the subset of components of A^ 

that are implemented as mobile and fixed agents, respectively. 
The volume of messages exchanged between each pair of components (e.g., 

dependent on the number of messages and size of each message) for the 

accomplishment of task i {iBST(s)) will be represented as m^{i), V(w,v)GC^ and 

yiEST(s). Let cc(nj,nj be the communication cost per unit message that is 

exchanged between service nodes rij and n^, \/(nj,n,^)GSN(sf . This factor may be 

proportional to the distance (e.g., number of hops) between the two service nodes 
and the load conditions (e.g., bandwidth availability) of the communication link 
interconnecting the two nodes. Another factor that should be taken into account is 
the cost associated with the migration of a component (implemented as a mobile 
agent) from one service node to another. In this respect, let mc(w,nj,n^) be the 

migration cost of component-w from service node rij to service node n^, VweC 

and \/(nj,n,)eSN(sf . 

The overall cost for the completion of task i (iEST(s)) can be calculated by the 

following formula. 

^0>y)= 2 [ E y'"wv(0-C< (̂«;,«J+ X E'"-(0'CC(«.,«.) + 

V. "'v. v^ "' ' yiBST(s) (5) 
2 mc(w,nj,nj+ ^ A'"-v(0*ccK,«J] 

"J "J * 

In the previous formulation three main factors are identified. The first one is 
related to the communication cost deriving from the fixed components and is 
proportional to the messages (their number and size) that are exchanged between 
every pair of components (w,v) and the communication cost per unit message 
between different service nodes. 

The second factor is associated with the migration cost of mobile agent 
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components between two different service nodes. This factor is dependent on the 
path which the mobile agent will follow (i.e., number of hops) and the information 
encryption and code execution cost, as well as the load conditions of the 
communication links. The last factor is the communication cost within the same 
service node, which in practice may be negligible, and in the context of this study is 
taken equal to zero. It is noted that only the involved to the provisioning process 
components are taken into account. 

Apparently, the designation of the components that will be included in sets A^, 

and A^ by the service providers may be based on factors such as the overall 

communication and migration costs as well as estimation of the respective 
component invocations. In our study, the service logic deployment pattern (i.e., 
service components/nodes) adopted by the service providers is known. 

4 Experimental Results 

In this section, indicative results are provided in order to assess the proposed 
framework, which allows for effective service provisioning. In order to test the 
performance of the service task allocation scheme, we assume a simple application 
executing on a single PC performing a configurable number of queries on a database 
(that is, the service considered is composed of one service task that involves 
execution of one service component which interacts with the database). 

Concerning the implementation issues of our experiments, the overall Service 
Provisioning System (SPS) has been implemented in Java. The Voyager mobile 
agent platform [8] has been used for the realisation of the software components as 
well as for the inter-component communication. To be more specific, the system 
components (SPA and the monitoring module SNAs, NPAs) have been implemented 
as fixed agents and the service task constituting the service as intelligent mobile 
agent, which can migrate and execute to remote service nodes. 

A copy of the database exists on each service node, thus, the communication cost 
in practice is negligible and is taken equal to zero. In this case, only the service node 
deployment cost factor is considered and the performance of the system is tested 
using as decision parameter the load conditions of the service nodes. 

The network topology that has been adopted for the experiments consists of five 
service nodes residing in a single domain. Specifically, all service nodes reside on a 
lOOMbit/sec Ethernet LAN. The configuration of the service nodes is as follows: two 
service nodes with 2GHz CPU and 2 GB RAM and three service nodes with IGHz 
CPU and 1 GB RAM. All service nodes are running the Linux Redhat OS. 

The idle states of the CPUs of the service nodes are simulated to follow the 
Exponential distribution, with mean value 50,000 ms and maximum value 100,000 
ms. In all cases, the duration in which the CPU load of the service nodes is above 
50% is 20,000 ms. 

The graphical user interface of the SPA module, which implements the service 
task assignment process, is given in Fig. 2. 
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Fig. 2. User interface of the SPA module 

We have performed 100 experiments v^ith the mobile agent realising the service 
logic performing tasks varying from 100 to 1000 queries (w îth interval 100 queries). 
The same experiments have also been conducted w^ithout using our service task 
allocation scheme. In the latter case, service tasks are assigned randomly to service 
nodes. 

The mean execution time w^hen the service task assignment process is applied and 
when the service node is selected randomly are illustrated in Fig. 3. From the 
obtained results, WQ observe a decrease in the service completion time when the 
service task assignment system is used. At this point, it should be mentioned that the 
performance improvement introduced is tightly related to the number of queries the 
service task needs to perform at the remote service node and the time that the service 
node's CPU is idle. It may be observed that for small and large tasks (from 100 to 
400 and from 800 to 1000 queries) the improvement in performance is bigger than in 
medium sized tasks (from 500 to 700 queries). It may also be derived that we have 
about 6% improvement for small tasks and about 9% for the large ones, while for 
medium sized tasks the improvement in performance is minor. This could be 
explained as follows. From Fig. 3, it could be extracted that the mean time required 
for initialisation of the mobile agent on a service node is approximately 35,000 ms. 
Also the execution of a task consisting of 100 queries when CPU is idle is 5,500 ms. 
Thus, small tasks can be performed during one slope of a CPU load (i.e., time during 
which CPU load is below 50%), while large tasks require for their completion one 
CPU slope, one CPU peak (i.e., time during which CPU load is above 50%) and 
finally another CPU slope. The completion of medium tasks usually requires one 
CPU slope and one CPU peak. Thus, the application of service task allocation 
process results in minor performance improvement. 



90 Malamati Louta and Angelos Michalas 

CPU Load with Exponential Distribution 

100000 

90000 

80000 

70000 4 

60000 

50000 

40000 

30000 

20000 

10000 

0 • I 1 1 1 • l i 

• Execution with 
Optimization 

D Execution without] 
Optimization 

100 200 300 400 500 600 700 800 900 1000 

No of SNMP Queries 
Fig. 3. Execution times with/without optimization for exponential CPU load 

distribution 

5 Conclusions 

The highly competitive communications markets should encompass mechanisms that 
will assist service providers in accounting for their interests, i.e., offering at a given 
period of time adequate quality services in a cost efficient manner which is highly 
associated to efficiently managing and fulfilling current user requests. This paper 
presented such mechanisms. Specifically, the contribution of this paper lies in the 
following areas. First, the definition and mathematical formulation of (one possible 
version) of the service task allocation problem, while a model for the communication 
cost between the service components involved during the provision of a service task 
was also provided. Through this work it is shown that the problem can be reduced to 
well-known optimisation problems, which can be solved by relevant standard 
algorithms. Second, the presentation of a software architecture, which is adopted for 
acquiring the best service task configuration pattern, i.e., assignment of service tasks 
to service nodes for efficient service provisioning. 

Experimental results indicate that the proposed framework produces good results 
in relatively simple contexts (e.g., a service, which is composed of one service task 
that involves execution of one service component). Specifically, when the load 
conditions of the service nodes is the only factor considered for deciding on the most 
appropriate service node for the service provisioning, an overall improvement in 
service completion time of about 7% is introduced (especially, for the small and the 
large sized service tasks). What remains is to evaluate the performance of the 
proposed service task allocation scheme in complex contexts where communication 
cost factor is also involved. 
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Directions for future work include, but are not limited to the following. First, the 
realisation of further wide scale trials, so as to experiment with the applicabihty of 
the framework presented herewith. Second, the experimentation with alternate 
approaches (e.g., market-based techniques) for solving the service task allocation 
problem. 
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Abstract. We propose a categorical data fuzzy clustering algorithm to classify 
web documents. We extract a number of words for each thematic area 
(category) and then, we treat each word as a multidimensional categorical data 
vector. For each category, we use the algorithm to partition the available 
words into a number of clusters, where the center of each cluster corresponds 
to a word. To calculate the dissimilarity measure between two words we use 
the Hamming distance. Then, the classification of a new document is 
accomplished in two steps. Firstly, we estimate the minimum distance between 
this document and all the cluster centers of each category. Secondly, we select 
the smallest of the above minimum distance and we classify the document in 
the category that corresponds to this distance. 

1 Introduction 

The continuous growth in the size and use of the Internet creates difficulties in 
searching information. One of the most important functions of the Internet is the 
information retrieval [1]. The main problem involved in information retrieval is that 
the web pages are diverse, with an enormous number of ill-structured and 
uncoordinated data sources and a wide range of content, format and authorships [2]. 
New pages are being generated at such rate that no individual or organization is 
capable of keeping track of all of them, organizing them or presenting adequate tools 
for managing, manipulating and accessing the associated information. 

In order to build efficient information retrieval systems, a solution is to perform 
web document classification under certain similar characteristics [2]. The steps to 
classify web documents involve the utilization of already classified documents in 
combination with specially designed algorithms to extract words and phrases usually 
called items [3]. These items and their synonyms form collections where indices are 
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used to indicate which item is related to a specific class. Moreover, the collections 
along with the respective indices carry information about how strong each item is 
associated with a specific class [4]. The task of assigning a new document to a class 
is accomplished thought the definition of appropriate similarity or dissimilarity 
measure. 

One of the most efficient approaches to classify web documents is to use cluster 
analysis. Clustering is an unsupervised learning method that partitions a set of 
patterns into groups (clusters), where elements (patterns) that belong to the same 
group are as similar as possible, while elements belonging to different groups are as 
dissimilar as possible [5]. We distinguish two main categories of clustering 
algorithms. The first category is called hierarchical clustering and it produces nested 
partitions generated by sequential agglomerative of divisive algorithms, which are 
based on distance measures between clusters (such as single link, average link, 
complete link, etc) [6]. A major drawback of sequential algorithms is their strong 
dependence on the order in which the patterns are elaborated. The second category is 
referred to the so-called partitional clustering algorithms [7]. Their implementation is 
based on the alternating optimization of a certain objective function. Many clustering 
algorithms assume that the patterns are real vectors, called numerical patterns. 
However, in the web we usually consider non-numerical patterns. These patterns can 
be categorized into two types: (a) web documents presented in a specific document 
formats like HTML containing control strings and text [8], and (b) web server log 
files containing access sequences of web pages visited by specific users [9]. 
Relations between non-numerical patterns can be obtained by using the well-known 
Hamming distance or the Levenshtein distance [10]. 

In this paper we propose a systematic approach to cluster web documents. The 
basic idea is to define a number of web page categories and to download a number of 
pages each of which is related to a category. For each category we extract a number 
of words, which are treated as categorical data vectors. Then, we apply a novel 
algorithm to cluster these words into a number of clusters. The resulted cluster 
centers are words from the original data set. Finally, each web document is classified 
to a category based on the minimum Hamming distance. 

2 Categorical Data Clustering 

Categorical data clustering (CDC) is an important operation in data mining. A 
well-known categorical data clustering approach is the fuzzy c-modes [11]. Next, we 
describe the basic design steps of this algorithm. 

Let X = {X|, JC2,..., Jc„} be a set of categorical objects. Each object is described 

by a set of attributes A^,A2,...,Ap • They-th attribute Aj (l^ j ^ p) is defined on a 

domain of qj categories. Thus, the ^-th categorical object x^. (\<,k ^n) is 

described as: JC^ = [X^I,X^2'---'^A7?] • 

Let A:̂  = [x^i,x^2'-"'-^^] ^^^ ^i =[^i\^^i2^-"^^ip] be two categorical objects. 

Then, the matching dissimilarity between them is defined as [11], 
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7=1 

where 

^(Xkj^^ij) = 
0, if Xjg. =Xy 

(1) 

(2) 
1 , otherwise 

The fuzzy c-modes algorithm is based on minimizing the following objective 
function, 

(3) 

subject to the following equality constraint, 

2% =1 (4) 
where n is the number of categorical objects, c is the number of clusters, 

Xj^ (l^k ^n) is the ^-th categorical object, v̂  (\^i^ c) is the i-th cluster center, 

Ufj^ is the membership degree of the A:-th categorical object to the i-th cluster, and 

m E (1, oo) is a fuzziness parameter to adjust the membership degree weighting 

effect. 
The membership degrees that solve the above constrained optimization problem are 
given as [11], 

^ l / ( m - l ) -

(1 ^ / ^ c, l^k ^n) (5) UiL = 1/ 
^ ( ^ . , v , ) ) 

[D(x,,vj)j 

On the other hand, the locations of the cluster centers (modes) that minimize the 
objective function in (3) are determined as [11]: 

v,j = a) e DOM{Aj) with, ^ { u , , T ^ ^{u^kT {l^t^qj^r^t) (6) 

3 The Proposed Fuzzy Categorical Data Clustering Algorithm 

The proposed fiizzy clustering algorithm utilizes a number of steps each of which 
is described within the next subsections. 

3.1 Potential Based Clustering 

The potential of the A:-th categorical object is defined as follows, 

(7) 
/=i 
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where Z)(jc^, JC/) is given in (1) and aG(0,l). Observing that an object with a high 

potential value is a good nominee to be a cluster center, the potential-based 
clustering algorithm is given next: 

Select values for the design parameter a E (0,1) and for the parameter jS E (0,1). 

Initially, set the number of clusters equal to c=0. 
Step 1) Using eq. (7) determine the potential values for all data vectors 

Xf^ (l^ k ^ n) 

Step 2) Set c=c+l 
Step 3) Calculate the maximum potential value P^^ = maxy^^ |and select the 

k 

object x^^ that corresponds to P^^ as the center element of the c-th 

cluster: v, = x^^^ 

Step 4) Remove from the set X all the categorical objects having similarity with 

•̂ max greater than p and assign them to the c-th cluster 

Step 5) IfXis empty stop; Else turn the algorithm to step 2. 

3.2 Cluster Merging 

In the first place we use (1) to calculate the matching dissimilarities between all 
pairs of cluster centers. Then, we compute the weighted matching dissimilarities 
between pairs of clusters according to the following formula, 

J n n / / " '^ \ 

^^ik^^jk /\y^ik+^^jk\ i^^hj^c; i^j) (8) =1 ^=1 =1 k=i 

where Vw^^ and ^Wy^ are the fuzzy cardinalities of the i-th andy-th cluster. To 
k=i k=i 

decide which clusters are similar enough to be merged, we use the following 
similarity relation between two distinct clusters: 
Sij=Qxp{dD^(v,,Vj)} (l^ij^c, i^j) and0e(O, l ) (9) 

3.3 Validity Index 

Cluster validity concerns the determination of the optimal number of clusters. In 
this section we use the cluster vahdity index developed in [12]. This validity index is 
given by the following equation, 

n 

^{u„TD{v„v;) 

G=^T-^ '— (10) 
| | (M,rD(K,v,) 
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where 
n 

and 

0' ^ J) 
^(vy.vA \/{m-\) 

/l[^(^-,vjj 
is the membership degree between the /-th and the 7-th cluster center taking into 
account the rest of the cluster centers. The basic idea is to select the partition that 
corresponds to the minimum value of the index G^^^. 

3.4 The Algorithm 

Step 1) Apply the potential-based clustering algorithm to obtain a number of 
cluster centers v̂  (1 ̂  / ^ c) 

Step 2) Using (5) calculate the u^j^ (I ^ i ^ c, I ^ k ^ n) and determine the value 

of J in (3) 

Step 3) Set J ^ ^ ^ = J 

Step 4) Using (6) update the cluster centers 
Step 5) Using (5) calculate the u^^ (I ^ i ^ c, I ^ k ^ n) and determine the value 

of J i n (3). 

If IJ^ (U, V) - r^^ (U, F) | ^ E go to step 6, else go to step 3 

Step 6) Calculate the value of the validity index G in (10) 

Step 7 j Calculate all the similarities S^- (1 <. /, j <, c) in (9) and select the 

maximum: S^^^ =max'$'. j. The clusters that correspond to S^^are 

denoted as: /Q and JQ 

Step 8) If s^^ > 5 then 

merge the clusters /Q ^nd JQ into anew cluster /gas follows, 

and set c = c-\. 

Using (6) determine the new cluster centers V • (1 ^ / ^ c ) , 

calculate the new value of J and go to step 3 
Else 

Stop 
Endlf 

Step 9) Select the partition that corresponds to the minimum valued of the 
validity index (Gmin) 
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4 Web Document Classification 

To apply the algorithm we choose the following 10 web page categories: (1) 
process engineering, (2) organic chemistry, (3) inorganic chemistry, (4) material 
analysis and design, (5) electrical engineering, (6) hardware, (7) software, (8) 
mechanical engineering, (9) civil engineering, and (10) marine science. We searched 
the yahoo.com and collected 28678 pages for all of the categories. Then, we used the 
20000 to train the algorithm and the rest 8678 to test its performance. 

Table 1: Number of clusters obtained by the algorithm for each category. 
Category Number of Clusters 

Process Engineering 28 
Organic Chemistry 33 

Inorganic Chemistry 24 
Material Analysis and Design 28 

Electrical Engineering 43 
Hardware 29 
Software 35 

Mechanical Engineering 46 
Civil Engineering 52 
Marine Science 38 

The web documents are described in HTML format and texts are marked by the 
HTML tags. For each website category we downloaded the documents using a web 
crawler and we removed all the HTML tags in order to extract the texts from the web 
pages. We used a dictionary to separate the nouns from other words, since there is 
stronger relation between nouns and the web page theme. In the next step, we 
applied the algorithm developed in [13] to filter out insignificant nouns and certain 
types of word endings, like "ing" and "ed". Then, we selected the 1000 most 
frequently reported words, using the inverse document frequency (IDF) for each 
word. The IDF is given by the following equation [14], 

f I P 

^ w m a x y w 

where / ^ is the frequency of occurrence of the word in the category's document 

collection, / ^ ^̂ x̂ î  the maximum frequency of occurrence of any word in the 

category's collection, P is the number of documents of the whole collection, and 

P^ is the number of documents that include this word. 

From the set of the 10000 words we found the word with the maximum number 
of characters, which defines the dimensionality of the discrete space and is denoted 
as p. Then, we represented the rest of the words in a sequence of p characters 
inserting where it is necessary the blank character. Therefore for each category, the 
A:-th word can be described as: 
^k =Uk\^^k2^"'^^kp] (1^^:^1000) 

To this end, all the words have been transformed into categorical data vectors 
and thus, we can use the clustering approach presented in the previous section to 
partition the available 1000 words into a number of clusters for each category. Table 



Classification of Web Documents using Fuzzy Logic Categorical Data Clustering 99 

1 presents the categories and the respective number of clusters (i.e. words) obtained 
by the algorithm. For example, for the category "process engineering" the cluster 
centers (kejrwords) in alphabetical order are: 

absorption, balance, batch, column, component, conservation, distillation, dryer, 
energy, equilibrium, evaporation, exchanger, fluid, furnace, heat, kinetics, liquid, 
mass, pressure, pump, reactor, saturation, separation, steam, temperature, 
thermodynamic, valve, viscosity 

Table 2: Classification results of the proposed al̂  
Category 

Process Engineering 
Organic Chemistry 

Inorganic Chemistry 
Material Analysis and Design 

Electrical Engineering 
Hardware 
Software 

Mechanical Engineering 
Civil Engineering 
Marine Science 

Fuzzy c-Modes 
65.78% 
67.11% 
61.56% 
67.63% 
60.89% 
62.03% 
66.34% 
60.09% 
69.90% 
66.55% 

prithm. 
c-Modes 
57.86% 
68.01% 
60.23% 
63.10% 
59.12% 
58.85% 
52.71% 
66.58% 
62.08% 
59.32% 

Keywords extracted from the proposed approach can be used to automatically 
classify unknown texts. For this purpose we used the 8678 pages mentioned 
previously. Each document consists of a sequence of words (xi , JC2,..., JC )̂ and each 
word has a minimum distance to one of the cluster centers of each of the 10 
categories. Thus, for each document we determine 10 minimum distances. Then, the 
document is assigned to the category that appears the smallest of the above 10 
distances. The results of this simulation are presented in table 2. For comparison 
reasons, this table also reports the results obtained by the c-modes [15] when it is 
used in the place of the fuzzy c-modes. From this table, we clearly see that except the 
categories "organic chemistry" and "mechanical engineering" the fuzzy c-modes 
outperformed the c-modes. The qualitative reason is that there are common words in 
all of the engineering categories. This fact directly implies the presence of 
uncertainty in the data set and therefore the use of the fiizzy logic-based clustering 
appears to be more efficient since it is able to quantitatively model this uncertainty. 

5 Conclusions 

We have shown how categorical data fuzzy clustering can be implemented to 
classify web documents. The basic idea of the approach is to extract a set of words 
and then transform them into categorical data vectors. The dissimilarity between two 
distinct words is measured using the well-known Hamming distance. Then, we apply 
a sequence of steps aiming towards generating a number of clusters, each of which is 
described by a single word. The classification of web documents is accomplished by 
using the minimum Hamming distance. The simulation results verified the efficiency 
of the proposed method. 
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Abstract. We investigate systematically the impact of human intervention in 
the training of computer players in a strategy board game. In that game, com­
puter players utilise reinforcement leaming with neural networks for evolving 
their playing strategies and demonstrate a slow leaming speed. Human inter­
vention can significantly enhance leaming performance, but carrying it out 
systematically seems to be more of a problem of an integrated game develop­
ment environment as opposed to automatic evolutionary leaming. 

1 Introduction 

Several machine leaming concepts have been tested in game domains, since strategic 
games offer ample opportunities to automatically explore, develop and test winning 
strategies. The most widely publicised results occurred during the 1990s, when IBM 
made strenuous efforts to develop (first with Deep Thought, later with Deep Blue) a 
chess program comparable to the best human player. 

As early as 1950, Shannon [14] studied how computers could play chess and 
proposed the idea of using a value function to compete with human players. Follow­
ing that, Samuel [13] created a checkers program that tried to find "the highest point 
in multidimensional scoring space", only to have his research rediscovered by Sutton 
[15] who formulated the TD(X) method for temporal difference reinforcement leam­
ing (RL). Since then, more games such as Tetris, Blackjack, Othello [10], chess [19] 
and backgammon [17, 18] were analysed by applying TD(k) to improve their per­
formance. 

TD-Gammon [17, 18] was the most successful early application of TD(X) for the 
game of backgammon. Using RL techniques and after training with 1.5 million self-
playing games, a performance comparable to that demonstrated by backgammon 
world champions was achieved. 

As far as strategy games are concemed, the most important and critical point of 
them is to select and implement the computer's strategy during the game. The term 
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strategy stands for the selection of the computer's next move considering its current 
situation, the opponent's situation, consequences of that move and possible next 
moves of the opponent. RL helps solve this problem by formulating strategies in 
terms of pohcies. In theory, the advantage of RL to other learning methods is that the 
target system itself detects which actions to take via trial and error, with limited need 
for direct human involvement. 

In our research, we use a new strategy game to gain insight into the question of 
how game playing capabiUties can be efficiently and automatically evolved. The 
problem that we aim to highUght in this paper is that the usual arsenal of computa­
tional techniques does not readily suffice to develop a winning policy and that one 
must couple automation with careful experimental design. Our contribution is the 
development and experimental validation of simple quantitative indices, that meas­
ure performance improvement of automatic game playing, to better support our deci­
sions about which training paths to follow. For this reason we have designed and 
carried out several experimental sessions comprising in total well over 400,000 com­
puter-vs.-computer games and over 200 human-vs.-computer games. 

The rest of this paper is organised in four sections. The next section presents the 
basic details of the game and its introductory analysis. The third section describes 
our experimentation on training. The fourth section discusses the impact and the 
limitations of human-assisted learning and states the recommended directions for 
future development. The concluding section summarises the work. 

2 A brief background on a strategy game workbench 

The game is played on a square board of size n, by two players. Two square bases of 
size a are located on opposite board comers. The lower left base belongs to the white 
player and the upper right base belongs to the black player. At game kick-off each 
player possesses ^ pawns. The goal is to move a pawn into the opponent's base. 

The base is considered as a single square, therefore every pawn of the base can 
move at one step to any of the adjacent to the base free squares (see Fig. 1 for exam­
ples and counterexamples of moves). A pawn can move to an empty square that is 
vertically or horizontally adjacent, provided that the maximum distance from its base 
is not decreased (so, backward moves are not allowed). Note that the distance from 
the base is measured as the maximum of the horizontal and the vertical distance from 
the base (and not as a sum of these quantities). A pawn that cannot move is lost 
(more than one pawn may be lost in one round). If some player runs out of pawns he 
loses. 

The leftmost board in Fig. 1 demonstrates a legal and an illegal move (for the 
pawn pointed to by the arrow). The rightmost boards demonstrate the loss of pawns 
(with arrows showing pawn casualties). Such (loss incurring) moves bring about the 
direct adjustment of the moving pawn with some pawn of the opponent. In such 
cases the "trapped" pawn automatically draws away from the game. As a by-product 
of this rule, when there is no free square next to the base, the rest of the pawns of the 
base are lost. 
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Fig. 1. A sample decision tree 

2.1 The analysis context 

Past research [7] initially demonstrated that, when trained with self-playing games, 
both players had nearly equal opportunities to win and neither player enjoyed a pole 
position advantage. Follow-up research [8] furnished preliminary results that sug­
gested a computer playing against itself would achieve weaker performance when 
compared to a computer playing against a human player. 

The game is a discrete Markov procedure, since there are finite states and moves. 
Each episode terminates and the game is thus amenable to analysis by reinforcement 
learning [16]. The a priori knowledge of the system consists of the rules only. The 
agent's goal is to learn a policy that will maximize the expected sum of rewards in a 
specific time; this is called an optimal policy. A policy determines which action 
should be taken next given the current state of the environment. As usual, at each 
move the agent balances between choosing an action that will straightforward maxi­
mize its reward or choosing an action that might prove to be better. A commonly 
used starting £-greedy policy with £=0.9 was adopted, i.e. the system chooses the 
best-valued action with a probability of 0.9 and a random action with a probability of 
0.1. 

At the beginning all states have the same value except for the final states. After 
each move the values are updated through TD(2), where X determines the reduction 
degree of assigning credit to some action and was set to X=0.5. 

Neural networks were used to interpolate between game board situations (one for 
each player, because each player has a unique state space). The input layer nodes are 
the board positions for the next possible move, totalling n^-2a^+10. The hidden layer 
consists of half as many hidden nodes, whereas the output node has only one node, 
which can be regarded as the probability of winning when one starts from a specific 
game-board configuration and then makes a specific move. 

Note that, drawing on the above and the game description, we can conclude that 
we cannot effectively learn a deterministic optimal policy. Such a policy does exist 
for the game [11], however the use of an approximation (neural network) effectively 
rules out such learning. Of course, even if that was not the case, it does not follow 
that converging to such a policy is computationally tractable [2]. 
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3 The experimental setup 

To focus on how one could measurably detect improvement in automatic game play­
ing, we devised a set of experiments with different options in the reward policies 
while at the same time adopting a relatively narrow focus on the moves of the human 
(training player). 

Herein we report experiments with 8 game batches. Each game batch consists of 
50,000 computer-vs.-computer (CC) games, carried out in 5 stages of 10,000 games 
each. For batches that have involved human-vs.-computer (HC) games, each CC 
stage is interleaved with a HC stage of 10 games. Thus, HC batches are 50,050 
games long. In HC games, a human is always the white player. 

We now show the alternatives for the human player in Table 1. Briefly describ­
ing them, we always move from the bottom-left base to the north and then move 
right, attempting to enter the black base from its vertical edge (see Fig. 2). We ex­
plore a mix of learning scenarios, whereby at some experiments we explicitly wander 
around with the human player, allowing the black player to discover a winning path 
to the white base. Of course, if the human player wants to win, this is straightfor­
ward. 

1 i_l«JI ^H 
/[ k J i/l ^ H 

II i | — 1̂1 iN 
4 ik 1 1 1 1 1 1 1 

^H f̂ll 1 1 1 1 1 1 
Fig. 2. The path of a human player 

Table 1. Policies of white human player 

White player always starts from bottom-left 
1 North, then Right, attempting to enter from vertical edge 
2 Allows Black to win 5 games, then Policy #1 
3 Allows Black to win 10 games 

The alternatives for the rewards are shown in Table 2. Briefly describing them, 
the first reward type assigns some credit to states that involve a pawn directly neigh­
bouring the enemy base. It also rewards captured pawns by calculating the difference 
of pawn counts and by scaling that difference to a number in [-1,1]. The other two 
polices have been developed with a view towards simplification (by dropping the 
base adjacency credit) and towards better value alignment. 
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Table 2. Reward types 

White player always starts from bottom-left 
Win: 100, Loss: -100 
Win-at-next-move: 2, Loss -at-next-move: -2 
Pawn difference scaled in [-1,1] 

Win: 100, Loss: -100 
Pawn difference scaled in [-1,1] 

Win: 100, Loss:-100 
Pawn difference scaled in [-100,100] 

3.1 Varying only the white player policy (HC) 

The white player policy can be deliberately varied in HC games only, of course. We 
report below the results of three HC batches, where the reward type was set to 1. A 
short description of the batches is shown in Table 3, whereas the results are shown in 
Fig. 3, Fig. 4 and Fig. 5. 

Table 3. Description of batches 1 - 3 

Game Type - Reward - Policy 
HC, 1,1 
HC, 1,2 
HC, 1,3 
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Fig. 3. V^ Experimental Session. 
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Fig. 5. 3'̂ * Experimental Session. 

First, we observe that the white player overwhelms the black one. The black 
player's performance can be seen to improve only in the third batch, where the white 
player aims not to win. Still, this improvement is indirect (note that the white player 
requires a larger average number of moves to win). This suggests that the number of 
CC games may be too few to allow the pole position advantage of the white player to 
diminish. In that respect, it also seems that when the white player wins, even in few 
of the games, the efficiency of the human-induced state-space exploration can be 
picked up and sustained by the subsequent exploitation of the CC stage. 

3.2 Varying only the reward 

In the next experimental round, we froze the policy type to 1. A short description of 
the batches is shown in Table 4. The results are shown in Fig. 3, Fig. 6 and Fig. 7. 



Measuring Expert Impact on Learning how to Play a Board Game 107 

Table 4. Description of batches 1, 4, 5 

Game Type - Reward - Policy 
1 
4 
5 

HC, 1,1 
HC, 2,1 
HC, 3,1 

| 4 0 0 
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Fig. 6.4^̂  Experimental Session. 
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We now observe that the fifth experiment suggests a clear improvement for the 
black player, as the number of moves required by the white CC player consistently 
increases. In any case, we also observe again that as the while HC player wins, so 
does the white CC player seem able to sustain its own wins. Note also the highly 
irregular behaviour in the fourth batch, where the fourth stage witnesses a strong 
turn. It is interesting that this is associated with a superficially rewarded pawn advan­
tage. These results are an indication that pawn advantage rewards should be com­
mensurate with their expected impact in the game outcome; losing many pawns and 
not capturing any indicates that we are about to lose. 
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3.3 Interleaving CC and HC games 

The above findings lead us to experiment with the following scenario: first conduct a 
CC batch, then use its evolved neural network to spawn experimentation in two sepa­
rate batches, one CC and one HC. Note that, until now, all experiments were tabula-
rasa in the sense that each experiment started with a "clean" neural network. In all 
these experiments, we used the reward type (3) that aligns pawn advantage with 
winning a game. A short description of the batches is shown in Table 5, whereas the 
results are shown in Fig. 8, Fig. 9 and Fig. 10. 

Table 5. Description of batches 6-8 

Game Type - Reward - Policy 
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The succession of the two CC games is quite revealing: while the white player 
does enjoy a pole position advantage, this is subsequently eroded. This is surely 
obvious if one observes the number of games won. Note that the short distance be­
tween the lines showing the average number of moves is another testimony. This 
further supports our initial experimentation that suggested both players had equal 
chances to win; our experiments now show that this equality is progressively brought 
about by the convergent behaviour of the two players. 

Quite as importantly, one can note that the introduction of human intelligence 
eventually allows the white CC player to immediately increase the performance gap. 

It is most instructive to compare the fifth and eighth batches (Fig. 7 and Fig. 10 
respectively) since their only difference is that the eighth batch is based on a previ­
ous CC batch. It seems that the CC batch has instilled some knowledge in the white 
player that stabilizes its behaviour relative to the black player. This very inefficient 
knowledge is not straightforward to "forget" in order to be replaced by human play­
ing RL values. Perhaps, it would be more precise to call it knowledge inertia since, if 
left unattended to, the two computer players will most likely reach an uninteresting 
equilibrium (as Fig. 8 and Fig. 9 show). 

4 Discussion 

We definitely need more experiments if we are to train our computer players to a 
level comparable to that of a human player. The options can be numerous, but we 
can name a few obvious ones that are also clearly independent between them: ex­
perimentation with more exploration-exploitation trade-offs or alternative RL pa­
rameters, experimentation with the learning parameters or the input-output represen­
tation of the neural network, experimentation with alternative reward types or human 
playing policies. Last but not least, any combination of the above may be a plausible 
one to investigate. In fact, we cannot directly attribute which part of the learning 
inefficiencies spotted in the long experimental runs of the above section may be due 
to the parameters of the reinforcement learning algorithm, or the parameters of the 
neural network. 
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The results we have obtained to-date clearly suggest that it is very important to 
find an efficient and effective way to achieve learning. We must optimize the use of 
expensive resources (human player) so that they are intelligently placed at critical 
points of the learning process, which will mostly be done automatically. Note that 
even though the number of HC games is relatively very small to the number of CC 
games, the impact of HC games can be clearly detected. Accurately measuring this 
impact is not straightforward, however. Therefore, it is of less importance to discuss 
how much to increase human involvement as opposed to gauging how to best spread 
a given amount of such involvement. 

The question, of course, is "which options to select for experimentation". In an­
swering this question, there are two major directions to follow [4]. 

The first one is to devise an experimentation engine that will attempt to calculate 
the best parameters for effective and efficient learning. This option has conceptual 
simplicity, technical appeal and has delivered some interesting results [12]. How­
ever, we believe that it would be an expensive addition to an already expensive task, 
as, still more parameters must be specified (and experimented with). By deploying a 
meta-experimentation level, we practically shift the problem. Moreover, we would 
have to define the "supervision" level of the learning process and craft appropriate 
measures. Beyond the number of games won and the average number of moves in 
such games which seem to be good candidates for this task, we may also have to 
come up with measures of interestingness [5, 9]. 

The second one is to embed some ad-hoc knowledge into the learning process. 
This is not a new concept; a combination of RL and Explanation Based Learning was 
initially supposed to be able to benefit the game with faster learning and the ability to 
scale to large state spaces in a more structured manner [3]. Why, then, did it not 
materialize in published benefits? We believe that this is due to the inherent diffi­
culty of attempting to merge numeric and symbolic representation and classification 
paradigms, and especially so in the context of large experimentations, where the 
coarse or fine resolution of the merging process might result in substantially different 
outcomes. 

In retrospect, both directions seem to suggest that the numeric approach to auto­
matic learning has some very pronounced practicaUty limitations. Simply put, some 
domains are too premature (in how we comprehend them) to lend themselves to 
general-purpose evolutionary improvement. It is for this reason, we believe, that our 
experiments demonstrate measurable improvements when subjected to human "tutor­
ing". Though automatic playing has long been testified to deliver good results [18, 1] 
and still is a vibrant area, we emphasize human impact in a new game (simple, yet 
state-space consuming) because we are interested precisely in exploring disturbance 
during learning, not unlike the dice in back-gammon. Note that an interesting and 
probably useful extension would be to develop a mini-max (computer) player and 
then use that player as a teacher for the learning computer [11]. 

Interactive evolution might be promising, however. In such a course, one would 
ideally switch from focused human training to autonomous crawling between prom­
ising alternatives. But, as we have discovered, during the preparation of this work, 
the interactivity requirements of the process of improving the computer player is 
very tightly linked to the availability of a computer-automated environment that 
supports this development. Such an environment was not available and was missed. 
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As a matter of fact, the above experiments may have cost in total about one month of 
computing from a relatively high-end desktop. The visualization of the intermediate 
results, the data processing and visualization, as well as the selection of which ex­
tract of the results to choose may have cost about twice as much in human resources. 
(On top of that human resources cost, it would be difficult to quantify the context 
switching effort between several other occupations.) 

This may be sustainable if we want to provide some incremental improvement to 
automatic game playing but it seems hardly sustainable if we aim to develop the 
level of automatic playing to that of the human player. In terms of the experiments 
described above, we have noticed several features of an experimentation system that 
we have deemed indispensable if one views the project from the point of system 
efficiency. Such features range from being able to easily design an experimentation 
batch, direct its results to a specially designed database (to also facilitate reproduci­
bility), automatically process the game statistics and observe correlations, link ex­
perimentation batches in terms of succession, while at the same time being able to 
pre-design a whole series of linked experiments with varying parameters of duration 
and succession and then guide the human player to play a game according to that 
design. 

As it seems, being able to provide a tool that captures the lifecycle of the devel­
opment of an AI application is a strong contributor to the success of the take-up of 
that application. Perhaps, it is not surprising that when data mining (which, in princi­
ple, is close to what this research is about) started its applied steps, it was with the 
availability of workflow-like tools that researchers and practitioners alike managed 
to navigate efficiently through the data mining process. In that sense, we aim to pur­
sue these directions towards the automatic discovery of knowledge in game playing 
as opposed to equipping the computer with more detailed domain modelling [6] or 
with standard game-tree search techniques. 

5 Conclusion 

This paper focused on the presentation of carefully designed experiments, at a large 
scale, to support the claim that human playing can measurably improve the perform­
ance of computer players in a board game. 

After describing the experimental setup, we presented the results which are cen­
tred on two key statistics: number of games won and average number of moves in 
games won. Arguably, the high level of abstraction of these statistics should render 
them (as well as the proposed process) useful in the development process and evalua­
tion of similar board games. 

The computation of these statistics is a trivial task, but the key challenge is how 
to decide the succession of experiments, taking into account that each experiment is 
specified by some parameters, so as to efficiently and effectively guide the learning 
process. The importance of such guiding is underlined by the fact that we must 
thoughtfully exploit human contribution, which will undoubtedly be a scarcely avail­
able resource. 
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We have concluded that while most of the fundamental AI arsenal needed is al­
ready available significant applied research is required for the establishment of tools 
that will streamline the experimentation process. We believe that workflow-like tools 
will first beat the path of such streamlining before we effectively address the 
autonomous management of this process. 
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Abstract This paper presents a Web based portal, which 
enables intelligent processing of biological data in Grid 
environments. The deployed software aims at creation of 
tools for processing data from microarray experiments over 
the Hellenic Grid infrastructure. Emphasis is given on user 
interface and access issues, while the paper describes also 
the data parsing and parallelization of the microarray data 
processing. The description of the system is oriented to Grid 
developers and users, since it focuses on the customization 
and use of the microarray applications over the Grid. Apart 
from supporting the high performance and economical 
execution of microarray experiments, the proposed system 
endeavors to provide access to a distributed repository of 
experiments information and results. 

1 Introduction 

The completion of the Human Genome Project and the emergence of high-
throughput technologies at the dawn of the new millennium, are rapidly 
changing the way biomedical research is performed. Microarray experiments 
permit a genome-scale evaluation of gene functions and are therefore among the 
most topical and prominent developments of biomedical research. A microarray 
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experiment may produce great amounts of biological digital data that require further 
processing towards their exploitation. To alleviate the high cost of computing 
equipment required to support microarray experiments, researchers can leverage the 
computing power and the quality of service provided by Grid computing 
infrastructures. The amount of power offered by Grid infrastructures has been 
already exploited in the scope of a significant number of e-science applications, in 
particular applications with stringent computational and storage requirements. 
Bioinformatics applications in general and microarray experiments in particular are 
perfectly tailored to Grid infrastructures due to the need for high computing power 
and storage capacity [1]. Motivated by this fact, the aim of this research is to 
'Gridiiy' and put on the Grid a selected number of microarray analysis, 
normalization and processing applications for cDNA arrays. The target Grid 
infrastructure is the Hellenic portion of the pan-European Grid infrastructure 
developed for e-science in the scope of the EGEE (Enabling Grids for E-Science in 
Europe) project and its successors [2]. The proposed platform is called hereafter 
HECTOR or EKTORAS in Greek, since it is funded by the Greek Secretariat of 
Research and Technology under a project named EKTORAS [9]. 

Figure 1 provides an overview of the application components comprising the 

EKTORAS application environment. At a high level the microarray experiments are 

conducted, processed and analyzed based on the following steps: 

Selecting a particular experiment among the pool of available normalization and 
clustering methods for cDNA micro arrays. This selection task is performed by 
end users. 

Providing the microarray input files, which are usually structured according to 

formats that are standard for the microarray bioinformatics community. 

Microarray input files are specified by the end user and can be either files 

provided by the researchers themselves or even files residing in microarray 

public databases (i.e. European Bioinformatics Institute Database 

http://www.ebi.ac.uk/). 

Pre-processing the input files as so to render them usable by the range of 

algorithms available. The results of this pre-processing will be directed to the 

Grid's storage elements (SE). 

Parallelizing the apphcation and distributing the parallel chunks & jobs to 
various nodes-processors of the Grid. Accumulating, storing and post­
processing the results. This step contributes to create a large-scale virtualized 
database of microarray experiments. 

The architecture presented in Figure 1 supports the above steps through a 
variety of software elements that are placed either within the Grid 
infrastructure, or as part of the access portal supporting interaction with the 
end users as described in the remainder sections. 
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Hellas Grid Middleware 

Infrastructure 

Fig.l. Overview of the HECTOR application architecture 

2 User Interface - Access Portal 

Users accessing the Web Interface through the implemented portal are given the 
ability to submit their experiments, retrieve their results and also compare them with 
formerly submitted experiments. Since the portal is set up on Hellas Grid User 
Interface (HG-UI), users have the abiUty to actually access the whole Grid 
infrastructure, consisting of many grid nodes. Access to services is enabled by 
parsing input files and accordingly activating the 'gridified' algorithms for 
processing the microarray experiments. Both data parsing operations and launching 
of experiments are specified as Grid jobs, using the Job Description Language (JDL). 
JDL is a high-level language, which is used to describe jobs and to aggregate jobs 
with arbitrary dependency relations. In the scope of the Grid, JDL is used to specify 
the desired job characteristics and constraints, which are used by the match-making 
process to select the best resource to execute the job. A job description is a file 
(called JDL file) consisting of lines having the format: attribute = expression; and 
terminated by a semicolon. Expressions can span several lines, but only the last one 
must be terminated by a semicolon. 

Users of the EKTORAS portal are not required to be familiar with the procedure 
of creating the JDL files. They just have to set up a few parameters from the Web 
Portal that describes their experiment as shown in Figure 2, and to either upload their 
input files consisting of gene description, or even select them from a third party 
library-database of microarray files (e.g., the EBI Database). Accordingly the portal 
dynamically produces a JDL file specifying: 
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o Commands for parsing the inputs files and producing output files enabling 
the execution of the experiments. The parsing process is illustrated in the 
following section 3. 

o Commands for activating the experiments over the Grid infrastructure. The 
later commands exploit the MPI capabilities of the Grid [3-4], while also 
leveraging appropriate data files produced after the parsing process. 

Information about your experiment 
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Fig. 2. Some steps from the input of parameters for the Experiment in the EKTORAS Portal 

Following the dynamic production of the JDL file based on input files and 
configuration parameters, the portal submits this file to the Workload Management 
System (WMS) of the Grid for execution. The EKTORAS portal is accessible over 
the World Wide Web, through the URL http://www.icsd.aegean.gr/ektoras/. From an 
implementation perspective the portal is implemented using JSP (Java Server Pages) 
technology over a Tomcat/Jakarta infrastructure. The Jakarta infrastructure is hosted 
in a machine that is owned by the University of Aegean. Nevertheless, this machine 
becomes part of the Grid, in the form of a Grid UI. Implementing the portal 
within a Grid UI ensures that the access part of the EKTORAS application can 
directly leverage middleware services (e.g., security, reliability, resource 
management) of the underlying Grid infrastructure. 

3 Input Data Parsing and Storage 

Input data parsing constitutes an expedient pre-processing step to running 
microarray experiments. As outlined in the previous section and depicted in Figure 3, 
a data set parser module undertakes the transformation of input data files to other 
data storage structures (e.g., Matlab/Octave project files) that can be executed in 
conjunction with the gridified application. In order to maximize the impact and 
utility of EKTORAS services, we have tried to support a broad range of input files 
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formats. The development of the EKTORAS data parsing functionality supports the 
most popular formats, starting with the Imagene format [5-6]. The ImaGene format 
is the format specified and used w îthin the ImaGene microarray image analysis 
software; a popular software for quick, automated measurement and visualization of 
gene expression data from spotted arrays. The ImaGene software extracts and 
quantifies spotted data from any 16-bit TIFF image file, and exports processed data 
in either text or XML files. In addition to Imagene other popular software tools are 
supported including QuantArray, GenePix, TIGR Spotfinder and the generic tab-
dehmited format used by EBI for storing data. By supporting these entire different 
formats EKTORAS platform is compliant with the vast majority of experiment data 
produced. Parsers are implemented in Python scripts, and manage to convert any of 
these aforementioned formats to Octave ASCII workspace files, storing the data into 
certain structures needed by the Octave code to run. 

Convert Input Data 

^ 

Poor Quality Spots 
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Normalization 

Retrieve Information from SE 
Parallel Conversion (MPI) 
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MPI (Multiple Nodes ; 

Filtering 

MA Statistical Test 

Single Node 
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000 

Clustering 

MPI (Multiple Nodes ) 

4 
MPI_Gather 

For data Aggregation 

Fig. 3. Graphical representation of code parallelization 

The parsing process produces a set of output files, which accordingly are stored 
within the Grid. Storage of output files is implemented using the Storage Elements 
(SEs) of the EGEE. SEs are services which allow a user or an application to store 
data for future retrieval. Currently, data storage within SEs is not subject to policies 
for space quota management. Moreover, all data in a SE are considered permanent 
and it is user responsibility to manage the available space in a SE (e.g., removing 
unnecessary data, moving files to mass storage systems etc.). As a result, the 
EKTORAS system stores outputs of the parsing process to one or more storage 
elements that are allocated to the project. These files are therefore available to the 
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experiments code, which also manages these files based on commands of the LCG 
File Catalog (LFC) and using the following abstractions: 
o Logical File Name (LFN), which is an alias created by a user to refer to some 

item of data, e.g. "lfn:cms/20030203/run2/trackl" 
o Globally Unique Identifier (QUID), which is a non-human-readable unique 

identifier for an item of data, e.g., "guid:f81d4fae-7dec-lld0-a765-
00a0c91e6bf6" 

o Site URL (SURL) (or Physical File Name (PFN) or Site FN), which represents 
the location of an actual piece of data on a storage system, e.g., 
"srm://pcrd24.cem.ch/flatfiles/cms/outputl 0 1" (SRM) and 
"sfn://lxshare0209.cem.ch/data/alice/ntuples.dat" (Classic SE) 

o Transport URL (TURL), which corresponds to the temporary locator of a replica 
along with its access protocol: understood by a SE, e.g., 
rfio://lxshare0209.cem.ch//data/alice/ntuples.dat. 

4 Grid Enabling Applications 

The EKTORAS microarray processing algorithms have been initially provided by 
NHRF (National Hellenic Research Foundation) as a set of MATLAB libraries. 
However, no nodes of the Hellenic Grid Infrastructure provide support for MATLAB 
execution. Furthermore MATLAB is a commercial product, which raises intricate 
licensing issues when it comes to installing it in the Grid and makes it unlikely to 
become available in the near future. Therefore, we have investigated possible 
alternatives, the most prominent being the use of Octave Forge, which is the GNU 
open-source alternative to MATLAB. As a result, the first Grid application 
development step involved the conversion of the MATLAB code to (results) 
equivalent Octave Forge code. 

Accordingly, we dealt with the task of parallelizing the (Octave Forge) 
microarray application and accordingly making it appropriate for use over the Grid. 
Initially, emphasis was given in placing the existing system into the grid 
environment This task can be generally achieved through "wrapping" the existing 
code. The wrapping process has to audit the existing appHcations for their 
appropriateness for the Grid based on their following characteristics [7]: 

o Their inter-process communications between jobs, without high speed switch 
connection (for example, MPI). In general, multi-threaded applications need 
to be checked for their need of inter-process communication. 

o Their level of job scheduling requirements depending on data provisioning by 
uncontrolled data producers 

o Unresolved obstacles to establish sufficient bandwidth on the network. 
o Strongly limiting system environment dependencies for the jobs. 
o Requirements for safe business transactions (commit and roll-back). At the 

moment, there are no standards for transaction processing on grids. 
o High interdependencies between the jobs, which expose complex job flow 

management to the grid server and cause high rates of inter-process 
communication. 
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o Unsupported network protocols used by jobs, which may be prohibited to 
perform their tasks due to firewall rules. 

Accordingly, we examined the application and job flows. AppHcation flows is 
the flow of work between the jobs that make up the grid application. The internal 
flow of work within a job itself is called the job flow. During the grid enablement of 
the microarray processing algorithms we classified apphcation flows into the 
following three basic types: 
o Parallel flow: If an apphcation consists of several jobs that can all be executed in 

parallel, a grid may be very suitable for effective execution on dedicated nodes, 
especially in the case when there is no (or a very limited) exchange of data 
among the jobs. From an initial job, a number of jobs are launched to execute on 
pre-selected or dynamically assigned nodes within the grid. Each job may 
receive a discrete set of data, fulfill its computational task independently and 
deliver its output. The output is collected by a final job or stored in a defined 
data store. For a given problem or application, it would be necessary to break it 
down into independent units. To take advantage of parallel execution of the 
microarray application in a grid, it is important to analyze tasks within an 
application to determine whether they can be broken down into individual and 
atomic units of work that can be run as individual jobs. This parallel application 
flow type is well suited for deployment on the EGEE grid. Significantly, this 
type of flow can occur when there are separate data sets per job and none of the 
jobs need result from another job as input. Classical examples of parallel flows 
are mathematical calculations, where the commutative and associative laws can 
be exploited. 

o Serial flow: In contrast to the parallel flow is the serial application flow. In this 
case, there is a single thread of job execution where each of the subsequent jobs 
has to wait for its predecessor to end and deliver output data as input to the next 
job. This means that any job is a consumer of its predecessor, the data producer. 
In this case, the advantages of running in a grid environment are not based on 
access to multiple systems in parallel, but rather on the ability to use any of 
several appropriate and available resources. Note that each job does not 
necessarily have to run on the same resource, so if a particular job require 
speciahzed resources, this can be accommodated, while the other jobs may run 
on more standard and inexpensive resources. The ability for the jobs to run on 
any of a number of resources also increases the application's availability and 
reliability. In addition, it may make the application inherently scalable through 
the ability to utilize larger and faster resources at any particular point in time. 
Nevertheless, when encountering such a situation, it may be worthwhile to 
check whether the single jobs are really dependent on each other, or whether, 
due to their nature, they can be split into parallel executable units for submission 
on a grid. A prominent example of serial application flows are iterative 
scenarios (for example, convergent approximation calculations) where the 
output of one job is required as input to the next job of the same kind, a serial 
job flow is required to reach the desired result. 

o Networked flow: In this case certain jobs within the application are executable 
in parallel, but there are inter-dependencies between them. In the scope of 
application with a networked flow we will exploit loose coupling, which implies 
a need for a job flow management service to handle the synchronization of the 
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individual results. Loose coupling between the jobs avoids high inter-process 
communication and reduces overhead in the grid. In the case of such 
experiments we will analyze how to best split the appHcation into individual 
jobs, with a view to maximizing parallelism. 
During grid programming we also introduced a hierarchical system of sub-jobs. 

Specifically, it is likely that a job could utilize the services of the grid environment to 
launch one or more sub-jobs. For this kind of environment, an application can be 
partitioned and designed in such a way that the higher-level jobs could include the 
logic to obtain resources and launch sub-jobs. This can facilitate large applications to 
isolate and pass the control and management of certain tasks to the individual 
components. Since the microarray processing algorithms deal with multiple 
replicates of data and the main process is independent for each replicate, they are 
highly parallelizable. So the elimination of poor quality spots and the normalization 
process can be executed in parallel. This parallel flow makes them appropriate for 
execution over a grid environment, towards meeting the economic goals set in the 
introductory paragraph of this report. In implementing the parallelization and 
exploiting multiple processors within the Grid, we exploited the MPI programming 
model. The following table provides pseudo code illustrating the use of MPI to 
launch parallel Octave forge instances executing normalization-related functions for 
the microarray instances. 

Table 1. Sample MPI Pseudo code 

tinclude <mpi.h> 
int main(int argc, char *argv[]) 

{ 
. . . // initializing MPI 
MPI_Init(&argc, &argv); 
// learn node number 
MPI_Comm_rank(MPI_COMM_WORLD, &rank); 
// load files (in parallel for each file) 
// Start Find Bad Points (in parallel for each experiment) 
[exptab,TotalBadpoints]=FindBadpoints(datstruct,t,exprp,imgsw); 
// Normalize Data (in parallel for each experiment) 
[DataCellNormLo]=NormalizationLO(exptab,exprp,t,gnID); 

Gather processed data (On node 0) 
for (i=l;i<NumOfExperiments;i++) 

MPI_Recv(rcvbuf,count,datatype,i,tag,MPI_INT, MPI_COMM_WORLD, 
&status); 
/* MPI shutdown MPI */ 
MPI_Finalize (); 
//Filter Replicates 
[DataCellFiltered]=FilterReplicates2(DataCellNormLo); 
//Statitical Test 
[DataCellStat]=MA_StaTestExp_New_total(DataCellFiltered,DataCellNormLo) 

//CLUSTERING 

Table 1 refers to a simple parallelization of the microarray processing 
application, based on the number of input files/shdes and their subsequent 
normalization processes. This is the most straightforward and simplistic 
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parallelization approach for the available microarray appHcations. A thorough 
analysis and structuring based on the above-mentioned jobs-subjobs hierarchical 
approach can in a later stage boost the application to much better performance levels. 
Figure 3 shoves a more detailed view of the steps executed by our code and how it is 
parallelized in more nodes. 

The aggregation of the results as it is depicted in Figure 3 runs in single node 
since it requires information from all experiments and it is not heavy 
computationally. Finally the clustering of the results runs in parallel on many nodes 
since it can run independently for each experiment and has increased computation 
complexity. Following the initial interaction of the end user with the access portal, 
there are is virtually no essential on-going interaction between user and grid 
appUcation. During the course of the application's execution users limit themselves 
to monitoring the status of their job submissions. 

5 Distributed Elements for Experiments Storage and 

Virtuaiization 

Apart from supporting the high performance and economical execution of 
microarray experiments, the EKTORAS system endeavors to provide access to a 
repository of experiments information and results. Specifically, following the 
completion of an experiment over the EKTORAS appUcation infrastructure, the 
experimental results are stored within appropriate SEs. These results are provided to 
the SE along with experiment meta-data specified according to MIAME (Minimum 
Information About a Microarray Experiment) XML format [8]. These metadata are 
requested by end-user through the access portal, prior to the execution of the 
experiment. Accordingly the portal structures a MIAME XML file. During 
implementation we tried to conform to microarray data standards, which are 
developed by the Microarray Gene Expression Data (MGED) Society 
(http://www.mged.org/). MIAME (ww^.mged.org/miame) is a prominent such 
standard, which outlines the minimum information that should be reported about a 
microarray experiment to enable its unambiguous interpretation and reproduction. 
Following the structuring of experiment meta-data as MIAME files, and their storage 
in SEs, we also developed a browsing mechanism that navigates across all the 
distributed SEs that contain experiments' information. This mechanism exports a 
browsing interface, along with a query/search interface to the access portal, in order 
to allow the end user query, search and access experiments' information and results. 
The distributed browsing mechanism is implemented as a C wrapper over the Grid 
data management functions and APIs. The latter APIs are exploited to deal with: 

o Heterogeneity, since experiments' data will be stored on different storage 
systems using different access technologies 

o Distribution, since experiments' data is likely to be stored in different 
locations, while also data needs to be moved between different locations. 

o Different Administrative Domains, since data is likely to be stored at places 
where different access policies are apphed and hence the browsing 
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mechanism will have to deal with the relevant security and auditing 
implications. 

The EKTORAS access portal allows end-users to retrieve experiment files from 
the EBI microarray library. To this end the access portal provides an adapter to the 
EBI database system, which allows EKTORAS user to view, browse and select EBI 
files. 

6 Conclusions 

In this paper we strived to underpin the importance of grid computing for DNA 
microarray experiments. Accordingly, we have described the main components 
comprising the proposed 'gridification' of EKTORAS microarray data processing 
applications, along with the key technologies that support the implementation and 
integration of these components. We have also elaborated on a set of structuring 
principles for building the EKTORAS Grid Portal. This work serves as a starting 
point for building a more complete and integrated Grid enabled microarray 
experimentation environment. 
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Abstract, DNA microarrays constitute a relatively new biological technology 
which allows gene expression profiling at a global level by measuring mRNA 
abundance. However, the grand complexity characterizing a microarray 
experiment entails the development of computationally powerful tools apt for 
probing the biological problem studied. ANDROMEDA (Automated aND 
RObust Microarray Experiment Data Analysis) is a MATLAB implemented 
program which performs all steps of typical microarray data analysis including 
noise filtering processes, background correction, data normalization, statistical 
selection of differentially expressed genes based on parametric or non 
parametric statistics and hierarchical cluster analysis resulting in detailed lists 
of differentially expressed genes and formed clusters through a strictly defined 
automated workflow. Along with the completely automated procedure, 
ANDROMEDA offers a variety of visualization options (MA plots, boxplots, 
clustering images etc). Emphasis is given to the output data format which 
contains a substantial amount of useful information and can be easily imported 
in a spreadsheet supporting software or incorporated in a relational database 
for fiirther processing and data mining. 

1 Introduction 

Functional genomics includes the analysis of large datasets derived from various 
biological experiments. One such type of large-scale experiment involves monitoring 
the expression levels of thousands of genes simultaneously under a particular 
condition [1] which has turned out to be a major tool for discovery in biological 
research. cDNA microarrays constitute a promising high-throughput technology 
which has become one of the indispensable tools for the inspection of genome-wide 
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changes in gene expression in an organism. Two of the frequent goals of genome-
scale gene expression experiments are to identify significant alterations in transcript 
levels resulting from the exposure of a living system to a test agent at a given dose 
and time [2] and develop genetic signatures in order to distinguish between health 
and disease states. Additionally, such high-throughput expression profiling can be 
used to compare the level of gene transcription in clinical studies conditions in order 
to: i) identify and categorize diagnostic or prognostic biomarkers ii) classify 
diseases, e.g. tumours with different prognosis that are indistinguishable by 
microscopic examination iii) monitor the response to therapy and iv) understand the 
mechanisms involved in the genesis of disease processes [3]. 

The key physicochemical process involved in microarrays is DNA hybridization. 
mRNA is extracted from tissues or cells, reversed-transcribed, labelled with a 
fluorescent dye, usually Cy3 (green) for the reference sample and Cy5 (red) for the 
treated sample, and hybridized on the array using an experimental strategy that 
permits expression to be assayed and compared between appropriate sample pairs. 
Hybridization and washes are carried out under high stringency conditions to 
diminish the possibility of cross-hybridization between similar genes. The next step 
is to generate an image using laser-induced fluorescent imaging. The principle 
behind the quantification of expression levels is that the amount of fluorescence 
measured at each sequence specific location is directly proportional to the amount of 
mRNA with complementary sequence present in the sample analyzed. These images 
must then be analyzed to locate the arrayed spots and to quantify the relative 
fluorescence intensities for each element. Even though these experiments do not 
provide data on the absolute level of expression of a particular gene, they are useful 
to compare the expression level among conditions and genes (e.g. health vs disease, 
treated vs untreated) [3,4]. 

The ensuing images are used to create a dataset which needs to be preprocessed 
prior to the subsequent analysis and interpretation of the results. Typical 
preprocessing steps are background noise correction, filtering procedures to 
eliminate non-informative genes, the calculation of the logarithmic transformed ratio 
between Cy5 and Cy3 channels and data normahzation. The background correction 
is intended to adjust for non-specific hybridization such as hybridization of sample 
transcripts whose sequences do not perfectly match those of the probes on the array 
[3] and for other systematic or technical issues such as possible artefacts on the 
arrays, scanner setbacks, washing issues or quantum fluctuations. Other options for 
background correction constitute for example of using computational techniques that 
model the distribution of the observed intensity values and estimate the background 
noise based on mathematical models. The filtering procedures aim at excluding 
problematic or low in information content array spots and are usually based in 
processes that use the amount of spot noise or outlier detection to remove genes from 
further analysis. The ratio between channels of treated and reference samples is a 
simple measure which can investigate relationships between related biological 
samples based on expression patterns. Particularly, the log2 ratio transformation has 
the advantage of treating expression ratios symmetrically [4]. As another 
preprocessing step, normahzation is considered critical to compensate for systematic 
differences among genes or arrays and provide appropriate balances in order to 
derive meaningful biological comparisons. Several reasons for normalization include 
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unequal quantities of RNA, differences in labelling or the fluorescent dyes and 
systematic biases in the measured expression levels [4]. Typical normalization 
methods are global mean or median normalization [5], rank invariant normalization 
[6] and LOWESS/LOESS methods [7]. There exist several methods for normahzing 
cDNA microarray data and abundant literature is available on the subject [8-13]. 
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Fig. 1. (a) Example of ratio-intensity plot before (upper panel) and after (lower panel) the 
application of robust loess normalization with neighbouring span 0.1. The light solid line on 
the upper panel depicts the normalization curve. These plots display the log ratio (see section 
2) for each element on the array as a function of the log2(Scy3*Scy5) product intensities and can 
reveal systematic intensity dependent effects in the measured log ratio values (b) Example of 
log ratio distributions for an experimental condition with 4 array replicates. The impact of 
normalization is profound (c) Example of boxplots before and after the application or robust 
loess normalization for a set of 19 slides. Boxplots are ideal for visuaHzing the result of the 
normalization procedure and the data spread before and after normalization (d) Example of a 
heatmap generated after hierarchical clustering with average linkage and euclidean distance 
for a set of 259 DE genes among 5 experimental conditions. Heatmaps are helpful in 
visualizing distinct gene clusters as well as optically distinguishing different gene groups. 
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There currently exist several commercial or open source microarray data analysis 
software packages. However, most of them are either closed black-box tools (e.g. 
GeneSighf^^, BioDiscovery Inc., Los Angeles, USA), or completely open 
architecture [14]. Concerning the open source solutions for microarray data analysis, 
although a number of software tools have been developed [15-19], a major drawback 
with most of them is the absence of a predefined analysis protocol leading to a batch 
process that commences from raw image analysis data and results in sound lists of 
differentially expressed (DE) genes. An exception to this rule is MIDAS software 
[20] where the analyst is given the ability to pre-program the analysis steps in a form 
of a batch procedure and caGEDA [21] which is a web-based analysis tool. 
Moreover, many of these analysis packages provide only several sets of routines 
often being of little avail to biologists with small experience in programming or 
scripting and other software packages which come with a graphical user interface 
(GUI) lack the ability to read raw data immediately after the image analysis step 
without certain manual transformation first [22]. 

The ANDROMEDA pipeline comes to fill these gaps by providing a unified 
environment implemented in MATLAB to form an analysis batch process, starting 
from reading raw image analysis software output data and resulting in lists of 
differentially expressed genes and gene clusters. The program utilizes a set of well 
defined and widely used gene filtering, normalization, and parametric or non-
parametric statistical tests to analyze any number of experimental conditions and 
replicates and hierarchically cluster the results. Moreover, the pipeline implements 
additional features such as the Trust Factor filtering, condition based imputation of 
missing values and background correction based on the signal-to-noise ratio of image 
array spots further discussed in the Features section. 

2 Features 

ANDROMEDA consists of a user friendly GUI which offers a variety of options to 
enable different combinations among the analysis steps of a microarray experiment. 
It is worth noting that while most tools specialize either in data visualization and 
normalization, or statistical testing and clustering, ANDROMEDA offers the ability 
to implement all the above in a pre-defined workflow with minimal user interaction 
through a batch programming plug-in while being capable at the same time of 
performing the analysis step by step depending on the preferences of the user. 
Starting from the result files of the image analysis software (GenePix, ImaGene, 
QuantArray and text tab-delimited file formats currently supported), ANDROMEDA 
organizes the loaded arrays in internal data structures that will be used from the 
pipeline for the rest of the analysis. 

After importing the data, the analysis starts by background correction to estimate 
the net signal for each spot, which can be performed in three different ways: 

1. Background noise subtraction for each slide of each condition. In that case the 
net signal S ^ for each channel is iS" ̂  = S - B , where S and B are the mean or 
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median of the spot signal and background respectively and the log ratio between 
channels is: 

K = ^og2 

2. Signal-to-noise ratio calculation for each^lide of each condition. In that case the 
net signal S^ " for each channel is S^ '^ = S/B and the log ratio between channels 

^^Cy3/^Cy3 ) 

••^og,{s'cl;/S'cl",) 

3. No background correction. In that case the log ratio is: 

Notice that in case (1) the log2 data transformation takes place after background 
subtraction while in case (2) before background subtraction (immediately seen from 
basic properties of logarithms). Case (2) takes into consideration the signal-to-noise 
content of a signal, an established notion in systems theory and image processing 
[23], thus coming in line with the perception of the experimentalist about the quality 
of a signal, taking into account its interest in the strength of the signal compared to 
noise. This might prove critical especially when dealing with weak signal datasets 
whereas a majority of spot signals is close or even below the background 
contamination levels. 

The identification of poor quality spots that will be excluded from data 
normalization is performed for each experimental condition in two steps: firstly spots 
marked as poor manually or by the image analysis software are excluded for every 
replicate. Then noise sensitive genes are further isolated for each slide replicate of 
the condition based on three possible filters according to the analyst's preference: 

1. A signal-to-noise threshold filter based on the formula \^S/N)<BBF where 
BBF stands for Below Background Factor and is a user-defined threshold below 
which noisy spots are filtered out from the slide. 

2. A filter based on the distance between the signal and the background noise 
distributions: a spot is robust against this filter if its signal and noise distributions 
abstain from each other a distance which is determined by the signal and noise 
standard deviations. J 'he sensitive spots to this filter are determined by the 
inequality S - xa^ < B + yol, where x and y are user-defined parameters. 

3. A custom filter: in this case the investigator is given the ability to create a custom 
filter utilizing the signal and background means, medians and standard 
deviations. 
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In the second step, a t-test (parametric) or Wilcoxon (non-parametric) test 
verifies that for each spot, the ratio measurements of all condition replicates derive 
from a normal (or a continuous symmetrical) distribution with mean (median) equal 
to the average ratio for this spot among all replicates. This test tracks and excludes 
outhers among the replicate slides of an experimental condition. Array spots 
sensitive to any of these two tests are marked as non-informative poor quaUty spots 
and excluded from the estimation of the normalization curve to alleviate the 
normalization procedure from the impact of systematic measurement errors. 
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Fig. 2. A snapshot of the ANDROMEDA main window: on the left part of the interface, the 
project explorer allows the analyst to have a quick look at several dataset and different 
analyses parameters in the form of a tree. On the right next to the explorer, two lists allow the 
user to inspect the different arrays of the experiment as well as cycle through different analysis 
steps followed and display brief reports. Next to the Hsts on the right, each array can be 
viewed as an image or table depicting several values such as mean (median) signal and 
background intensities and their standard deviations, extracted from the image analysis 
software files. A message box on the bottom part of the GUI displays brief information on the 
steps followed throughout the analysis while several buttons offer shortcuts to different 
fimctionalities such as exporting list of DE genes. Finally, the available menus control the 
several fimctionalities as well as the variety of visualization options of the program. 
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ANDROMEDA continues the analysis by normalizing data on each slide 
separately (Figure la-c). If a subgrid is present on the slides, the user is given the 
choice to select subgrid normalization to possibly allow considering several spatial 
dependent properties such as local background noise in the normalization procedure. 
Currently, six normalization methods are supported: Global Mean, Global Median, 
Linear Lov^ess, Robust Linear Lowess, Quadratic Loess and Robust Quadratic 
Loess. The robust versions of Lowess/Loess [7] perform additional fitting iterations 
over the dataset while readjusting each point's weight on each pass, so as to mitigate 
the impact of possible outliers. After the normaHzation a subset of experimental 
conditions and slide replicates can be selected while the original data of the whole 
experiment are stored separately. With this option, the analyst may examine specific 
conditions or condition combinations and carry out statistical tests without having to 
repeat the computationally intensive and time consuming part of normalization, 
especially if the total number of slides is high. 

The statistical selection of DE genes starts with the calculation of the Trust 
Factor (TF) for each gene for all conditions and replicates and is defined for each 
experimental condition as: TF = #Appearances/#Replicates. The number of 
appearances for each gene is determined by the initial filtering steps: for example, if 
one gene in a specific slide is found sensitive either to the noise filtering condition or 
to the measurement reproducibility test, then it is marked as absent. If one gene is 
filtered out from all replicates for a given condition, then the TF for this gene is zero. 
This gene is then marked as 'unreliable' and is excluded from further analysis. 
Generally, for a biologically consistent subsequent analysis, no more than 30% of the 
expression values for a gene should be missing from an experimental condition (TF 
cutoff to 0.7). Following the TF filtering, a set of 'rehable' genes is obtained for each 
condition. However, since certain genes are absent from certain replicates the 
imputation of missing values for a gene is based on the average expression of the 
remaining present values of the gene of interest from the same experimental 
condition. Before imputing the missing values the user is given the option to perform 
Median Absolute Deviation [24] centering normalization to further scale the data for 
each condition. 

The final lists of DE genes are acquired using a parametric (1-way ANOVA, 
[25]) or non-parametric (Kruskal-Wallis, [26]) statistical procedure, applied on the 
data after all the filtering and scaling steps among the subset of conditions defined 
after the normalization. At this point, the user has to specify certain parameters such 
as the statistical test to be performed or whether to correct or not for multiple 
statistical testing by controlling the False Discovery Rate [27] level. The final lists 
are formed in text tab delimited format output and they can be further manipulated 
effortlessly. 

Finally, the DE gene lists obtained through the previous steps can be subjective 
to hierarchical cluster analysis, depending on the user's preference. The clustering 
can be performed on genes (rows), replicates (columns) or both (Figure Id). The 
linkage algorithms and distance metrics supported are the single, average or 
complete linkage and the euclidean, standardized euclidean, Pearson correlation 
coefficient, Mahalanobis, Manhattan, cosine or Spearman's correlation coefficient 
metric respectively. The output of the cluster analysis is a clustering heatmap and 
lists containing formed clusters and the respective genes in MS Excel format. 
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3 Conclusions 

The main purpose of ANDROMEDA is to provide to investigators a complete open 
source and flexible platform for microarray data analysis, implementing all the 
typical steps of the latter, starting from raw image analysis software output files up to 
easily interpretable and simple to manipulate gene lists. It aims both at researchers 
with little or no programming experience by providing a reasonably automated 
procedure and a user friendly interface for the analysis of microarray experiments 
and to those with certain expertise on statistical computation by providing 
completely open source routines which can be adjusted and enriched according to 
specific requirements. Attention is paid to the output data files which contain 
additional information on each spot of each slide and can be useful for drawing 
empirical conclusions as well as constitute key starting points for further 
investigation. The total procedure time of an experiment depends heavily on the 
amount of arrays to be analyzed as well as on several other parameters such as the 
normalization method (e.g. while global median normalization is preformed in less 
than a second, robust LOESS requires a much larger amount of time due to local data 
processing). Concerning the program use, apart from the graphical interface, the user 
can program several analysis rounds through the batch programming module. A 
snapshot of the program is illustrated in Figure 2 while a sample of the various 
outputs on Figure 3. ANDROMEDA is also provided as a library of routines which 
can be used individually or executed through a 'main' routine in the MATLAB 
command window depending on the investigator's skills. 

Slide Pos 
13912 
20114 
16993 
16003 
17457 
14760 
13330 
6572 
1583 
2364 
1441 

13596 
166 

22351 
14671 
6576 
4819 
1903 

10984 
17090 
13365 
13803 
4003 
7171 
1666 

ReArraylD 
A 51 PI 57677 
A 51 P104747 
A 51 P201945 
A 51 P380401 
A 51 P278540 
A 51 P212053 
A 51 P264495 
A 51 P318291 
A 51 P107998 
A 51 P317788 
A 51 P485220 
A 51 P440743 
A 51 P370700 
A 51 P510997 
A 51 P124315 
A 51 P282394 
A 51 P264671 
A 51 PI 63367 
A 51 P232389 
A 51 P513785 
A 51 P300986 
A 51 P171700 
A 51 P416660 
A 51 P444374 
A 51 P253593 

Description Symbol iGenBank 
PDZ and LIM domain 3 Pdlim3 NM 016798 
general transcription factor II H, p Gtf2h4 NM 010364 
RIKENcDNA 4933411K20qene 4933411 NM 025747 
RIKEN cDNA 2310051N18 gene 
melanocyte proliferating gene 1 
serine (or cysteine) peptidase inh 
phosphoglycerate mutase 2 
homeodomain interacting protein 
RIKEN cDNA 9930013L23 gene 
RIKEN cDNA 1110055N21 gene 
casein kinase 1, gamma 1 
cadherin EGF LAG seven-pass G 
glutamate oxaloacetate transami 
ATPase, Cu++transporting, beta 
cDNA seguence BC034076 
mitochondrial ribosomal protein S 

2310051 
Mygl 
Serpinbl 
Pgam2 
Hipk2 
9930013 
Ints5 
Csnklgl 
Celsri 
Goti 
Atp7b 
BC0340/ 
Mrps28 

AM009937 
NM 021713 
NM 173051 
NM 018370 
NM 010433 
AM036309 
NM 176343 
NM 173185 
NM 009386 
NM 010324 
NM 007511 
NM 177649 
NM 025434 

procollagen, type XI, alpha 2 CoH 1 a2 NM 009926 
protein phosphatase 4, regulatory 
pellino 1 
CCCTC-binding factor 
NA 
phosphatidylethanolamine bindin 
CDC14 cell division cycle 14 horn 
nemo like kinase 
RIKEN cDNA 170000BO03 gene 

Ppp4r1 
Peli1 
Ctcf 
NA 
Pebpl 
Cdc14b 
Nik 
1700008 

NM 146081 
NM 023324 
NM 007794 
NP377314 
NM 018358 
NM 172587 
NM 008702 
XM 133454 

GO p-value 26611-Cy3 
GO:0005515; 1.43E-05 3.705595 
GO:0003700; 1.90E-05 0.3013757 
NA 4.25E-05 0.0149991 
90:0004812 
GO:0005615 
GO:0000004; 
90:0003824; 
GO:0000122; 
NA 
NA 
90:0000166; 
90:0004871; 
GO:0003824; 
90:0000166; 
NA 
90:0003723; 
GO:0005193; 
90:0005483 
NA 
90:0003676; 
NA 
90:0000166; 
90:0004721; 
90:0000166; 
NA 

6.20E-05 
8.76E-05 
8.95E-05 
0.000103 
0.000115 
0.000124 
0.000197 
0.000215 
0.000232 
0.000239 
0.000277 
0.000305 
0.000363 
0.000375 
0.000422 
0.000431 
0.000532 
0.000734 
0.000844 
0.000965 
0.000997 
0.001074 

0.5199323 
0.4079994 
0.7151395 
9.222463 

0.6072613 
0.8881537 
-0.056815 
-0.222053 
2.665289 
3.436163 
1.193671 
3.891627 
2.045372 
-0.05406 

-0.143713 
-0.804246 
0.0146753 
2.537802 
1.923194 

0.7283452 
-0.607607 

26682-Cy3 
4.112176 
0.334892 
0.076109 
0.489874 
0.495623 

0.78945 
10.18542 
0.604532 
0.737595 
-0.15166 
-0.13621 
3.102746 
2.347107 
1.076985 
3.67011 

1.932279 
-0.18263 
-0.58589 
-1.01999 
-0.13792 
1.74924 

1.923543 
0.635406 
-0.86572 

27731-Cy3 
3.908386 
0.318134 
0.045554 
0.504903 
0.451314 
0.752295 
9.703944 
0.601303 
0.773229 
0.038026 
-0.17913 
2.748385 
3.141635 
1.310358 
3.780369 
2.115032 
-0.11334 
-0.36731 
-1.07086 
-0.06162 
2.143521 
1.906394 
0.681376 
-0.73666 

0.8349389 0.722111 1.071445 

Mean Ctrl 
3.908386 
0.318134 
0.045554 
0.504903 
0.451314 
0.752295 
9.703944 
0.604532 
0.799659 
-0.05681 
-0.17913 
2.838974 
3.141635 
1.193671 
3.730369 
2.030394 
-0.11334 
-0.36731 
-0.96503 
-0.06162 
2.143521 
1.917379 
0.631376 
-0.73666 
0.876165 

Avg (Not 1 
15.02076 
1.246717 
1.032079 
1.419028 
1.367759 
1.68447 

834.0235 
1.520436 
1.74069 

0.961334 
0.833236 
7.155108 
8.825238 
2.237341 
13.74532 
4.036531 
0.921244 
0.775229 
0.512266 
0.958138 
4.418391 
3.778671 
1.604224 
0.600127 

1.33549 

Std Ctrl 
0.20329 
0.01676 
0.03055 
0.01503 
0.04381 
0.03716 
0.48148 
0.00273 
0.07868 
0.09484 
0.04292 
0.23223 
0.29453 
0.11669 
0.11076 
0.09223 
0.06429 
0.21859 
0.14155 

0.0763 
0.39428 
0.00951 
0.04647 
0.12905 
0.17828 

CV Ctrl 
0.05201 
0.05268 
0.67074 
0.02977 
0.09697 
0.04939 
0.04962 
0.00451 

0.0984 
-1.6693 

-0.23962 
0.0318 

0.09375 
0.09775 
0.02929 
0.04541 
-0.5432 

-0.59511 
-0.14668 
-1.23316 
0.18394 
0.00496 
0.06315 

-0.17519 
0.20348 

Fig. 3. A snapshot from a DE gene list output from ANDROMEDA where the DE genes 
found from the statistical procedures described in the text are reported together with several 
annotation elements as well as raw and normalized expression values and statistical 
measurements conceming the genes of each experimental condition (p-values, coefficient of 
variation, trust factor). 
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Regarding to future versions, additional features such as the support of more 
image analysis software formats plus model based background noise estimation will 
be integrated. Another goal which is currently being realized is the parallelization of 
the ANDROMEDA towards a powerftil grid application being able to handle 
experiments with a vast amount of experimental conditions and large number of 
repHcates through a simple web interface. 
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Abstract. HealthObs is an integrated (Java-based) environment targeting the 
seamless integration and intelligent processing of distributed and 
heterogeneous clinical and genomic data. Via the appropriate customization of 
standard medical and genomic data-models HealthObs achieves the semantic 
homogenization of remote clinical and gene-expression records, and their 
uniform XML-based representation. The system utilizes data-mining 
techniques (association rules mining) that operate on top of query-specific 
XML documents. AppHcation of HealthObs on a real world breast-cancer 
clinico-genomic study demonstrates the utility and efficiency of the approach. 

1 Introduction 

As the number of electronic clinical records and respective data repositories 
increases, the seamless integration of the respective data repositories coupled with 
knowledge discovery operations offer the potential for the automated discovery of 
valuable clinical knowledge. Furthermore, the completion of the human genome 
drives us to the post-genomics era. In this environment the newly raised scientific 
and technological challenges push for trans-disciplinary team science and 
translational research. As it is noted by J. Crimson: '... Patient empowerment fuelled 
by the Internet coupled with post genomics will ultimately lead to a health system 
which focuses more on promoting wellness rather than on treating illness ... Such a 
system must be centred on the patient (citizen) and their health status and 
management. The existence of a longitudinal Electronic Health Care Record is 
fundamental to bringing about this paradigm shift in the healthcare system' [11]. 

Please use the following format when citing this chapter: 
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The vision is to compact major diseases, such as cancer, on an individualized 
diagnostic, prognostic and treatment manner. This requires not only an 
understanding of the genetic basis of the disease - acquired, for example, from 
patient's gene expression profiling studies [4, 13, 21], but also the correlation of this 
data with knowledge normally processed in the clinical setting. Coupling the 
knowledge gained from genomics and from clinical practice is of crucial importance 
and presents a major challenge for on-going and future chnico-genomic trials [15]. 
Such evidential knowledge will enhance health care professionals' decision-making 
capabilities, in an attempt to meet the raising evidence-based medicine demand. 

Recently, and in the context of three research projects - PrognoChio (http:// 
www.ics.forth.gr/~analyti/PrognoChip/isl_site/index.html, [6]), INFOBIOMED 
(www.infobiomed.net, [10]), and ACGT (http://www.eu-acgt.org, [15]), we have 
designed and implemented an integated clinico-genomics environment [7]. The 
environment is enhanced by a Mediation infrastructure through which linkage and 
integration of patients' clinical and genomic (e.g., nicroarray gene-expression) data 
is achieved [2]. The clinical information systems being utilized are components of an 
integrated clinical systems' infrastructure built in the region of Crete, Greece [16]. 
These systems are: (a) Onco-Surgery information system - manages information 
related to patient identification and demographic information, medical history, 
patient risk factors, family history of malignancy, clinical examinations and findings, 
results of laboratory exams (mammography, ultrasound, hematological etc.), pre-
surgical and post-surgical therapies, as well as therapy effectiveness and follow-up; 
and (b) Histo-Pathology information system - manages information related to 
patients samples' histopathologic evaluation and TNM staging (tumor size, lymph 
node involvement, and metastatic spread). Engaged CISs comply with relevant 
medical information and data models, such as: SNOMED CT® 
(http://www.snomed.org/), ICD (http://www.cdc.gov/nchs/ icd9.htm), and LOINC® 
(http://www.regenstrief.org/loinc/). Data and information exchange between the two 
CIS is based on the HL7 (Health Level 7) messaging standard (http://www.hl7.org). 
The experimental study presented in this paper (section 4) deploys the two CIS to 
store and manage patients' clinico-histopathology information and data drawn from 
an anonymized public domain clinico-genomic study [13]. In this respect we are not 
confronted with ethical, legal and security issues (even if the whole infrastructure 
provides high-level security services). 

With the help of the Mediator, the biomedical investigator can form clinico-
genomic queries through the web-based graphical user interface of the Mediator and 
translates them into an equivalent set of local sub-queries, which are executed 
directly against the constituent databases (i.e., clinical and genomic/microarray 
information systems). Then, results are combined for presentation to the user and/or 
transmission to further analysis. 

Access to distributed and heterogeneous data sources and collection of respective 
data items are not end in itself. What is desirable is the exploitation of data, hence 
the possibility for exporting useful and comprehensible conclusions. In this context 
we have designed and developed an integrated clinico-genomic knowledge discovery 
scenario enabled by a multi-strategy data-mining approach. The scenario is realized 
by the smooth integration of three data-mining techniques: clustering, association 
rules mining and feature selection [3,14]. In this scenario, clustering is performed on 
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gene-expression datasets in order to induce indicative clusters of genes, called 
Metagenes. Clustering is performed with discrk-means ~ a revision of the k-means 
algorithm that primarily identifies clusters of co-regulated binary-ydluQd genes. To 
overcome the error-prone variance of gene-expression levels, gene-express ion values 
are discretized (following a data pre-processing discretization step) into two nominal 
values: 'low' and 'high'. Putting it in more molecular biology terms, the 'low' and 
'high' gene-expression levels correspond to 'DOWN'- and 'UP'-regulated status of 
the genes, respectively. The discrk-means algorithm resembles similar approaches 
presented in [17] and [20]; for a more detailed description of the discrk-means 
algorithm, please refer to [3,14]. After convergence of discrk-means, each 
metagene is linked with respective (patient) samples and obeys a special 
characteristic: all of its genes exhibit a 'strong' gene-expression profile for all of its 
linked samples, i.e., exhibit solely 'high' (or, solely 'low') expression levels. Then, 
the quest is forwarded towards the identification of associations between metagenes 
and specific clinico-histopathological profiles. 

In this paper we focus on the presentation and utilization of an association rule 
mining system, called HealthObs [5, 8, 12], to discover interesting and indicative 
association between patients' clinical and genomic gene-expression profiles, i.e., the 
metagenes. In the next section we present the architectural specifics of HealthObs. 
Section 3 presents the basic HealthObs operations and functionality. In section 4 we 
present results of using HealthObs on a real world breast-cancer study. In the last 
section we conclude and present hints for further research and development. 

r^H I •ss:? liii^ ~ J 
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Da ta Mining 
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Results 

Fig. 1. Architecture and Components of HealthObs 

2 Architectural and Operational Set-Up of HealthObs 

HealthObs is an integrated system that offers: (i) semantic homogenization of 
respective distributed and heterogeneous clinical and genomic data sources, (ii) 
uniform representation of the respective data-items as realized by standard clinical 
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and microarray data-models, and (iii) intelligent processing of XML-formatted 
documents enabled by the discovery of interesting clinical associations implemented 
by the customization of association rules mining (ARM) techniques [9,18]. 
HealthObs offers a population-oriented view on the distributed patients' clinico-
genomic information as recorded in respective clinical and genomic/microarray 
information systems. 

Association rules mining [9,18] is among the most advanced and interesting 
methods for finding interesting patterns and indicative trends in data. The definition 
of an ARM problem has as follows: Let / = {ii, i2, .... im} be a set of items. Let D be 
a set of transactions, where each transaction 7 is a set of items such that 7 C /. An 
association rule is an implication of the form X ^> 7, where X C /, 7 C /, and XnY= 
0. The rule X => 7 has confidence c in the transaction set D if c% of transactions in 
D that contain X also contains 7. The rule X => Y has support s in the transaction set 
D ifs% of transactions in D contains X UY. Given a set of transactions D, the ARM 
problem is to discover the associations that have support and confidence values 
higher that the user specified minimum support, and minimum confidence levels, 
respectively. 

An outline of the reference architecture underlying HealthObs is shown in Figure 
1 (above) where, the basic operational modules of the system are also shown. Central 
to the architecture is a single data-enriched XML file which contains information and 
data from distributed and heterogeneous clinical and genomic information systems. 
Accumulation of data and their XML formatting are performed off-line. To this end, 
the Mediator infrastructure [2] is utilized in order to mediate and query federated 
clinical and genomic information sources and recall the relevant query-specific data 
items. For each query, and with the aid of custom made filtering and formatting 
operations, the respective query-specific XML file is created. HealthObs initiates and 
base its operations on such data-enriched XML files. 

3 Basic Operations and Functionality of HealthObs 

Query formulation supports the representation of the inquiry presented to the system. 
For instance, a user may decide to investigate and assess the confidence of 
associations between a focused number of clinical and genomic features. For 
example, between histological/biochemical-tests, such as ^ER' (Estrogen Receptor) 
status and prognostic features, such as patients' ^METASTASIS' status, on one 
hand, and genomic features, e,g., 'UP 7'DOWN'-regulated status of specific genes, 
on the other. In Figure 2, the system's feature-selection/focusing interface is shown. 
The features to be selected correspond to the instance elements being present in the 
data-enriched XML file to process. 

In Figure 2 note the unique characteristic of HealthObs that relate to the 
specification of the desired form of 'focused' association rules to induce: rules to 
induce: (a) if the user only check-tick {W) a feature, then this feature may or may-
not be present in the rule, i.e., not-obligatory feature, (b) if the user not only checks a 
feature but post an 'IF' ( ^ , e.g., ER, MG33g9cl9) or a 'THEN' {¥, e.g., 
METASTASIS) tick on it then, the presence of the feature in the association rules is 
obligatory in the 'IF' or, 'THEN' part of the rule, respectively. 
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Fig. 2. Feature focusing and query formulation in HealthObs 

3.1 Semantic Homogenization 

Upon presentation of the inquiry and selection of the respective query features, 
HealthObs activates the Common Term Reference Service (CTRS) component. CTRS 
support the placement of the query in context of domain's semantics, e.g., involved 
medical and genomic nomenclatures and data-models. The SNOMED/CT, ICD and 
LOINC medical ontologies and nomenclatures (see section 1), as well as the 'Minimum 
Information About Microarray Experiments' (MIAME, http://www.mged.org/ 
Workgroups/MIAME/miame.html) microarray/gene-expression data-models are utilized. 
CTRS incorporates (user's) specifications for the semantics of the domain (e.g., valid 
reference-ranges for lab findings, enabled by the transformation of numerical values to 
qualitative equivalents or, assignment of continuous gene-expression values to qualitative 
ones, e.g., into 'high'/'low' expression levels). Activation of the CTRS component 
results to the creation of an intermediate XML domain semantics and query specific 
schema ('XMLdsq' tree in Figure 1). XMLdsq is a restriction of the given DTD grammar 
and helps to: (i) focus the inquiry on the user selected features, and (ii) semantically 
homogenize the content of the data-enriched XML file. For the editing of the domain-
semantics file, and its customization to different domains, we have also developed a 
special tool, the 'Domain Editor', made operational within the HealthObs environment 
(for detail see [8]). 

3.2 The Prefix-Tree Structure 

The recalled query-specific clinical data are kept in the corresponding data-rich 
XML-documents, and the implemented ARM operations are performed exclusively 
on top of these documents. The implemented ARM operations rely on the principles 
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of the Apriori algorithm [18]. Adaptation of Apriori-like functionality on top of 
XML structures is based on a specially devised XML parser enabled by object-
oriented search operations. Following RDF/XML techniques, the parser reads/scans 
the XML document in order to identify composite/atomic observations and 
homogenize their content (with CCTR service). 

In the core of the ARM process is the identification of all frequent itemsets. 
Usually this is achieved by multiple-scans of the data (in our case, of the XML-
document). Thus information-space search operations should be efficient. To 
enhance on efficiency we rely on a prefix-tree - a special tree-like data structure, that 
passes the data only once, ihQ prefix-tree [1,19]. A prefix-tree structure makes no 
distinction between internal and leaf nodes. In this structure, nodes do not contain 
sets, but only information about sets (e.g. counters). Each edge in the tree is labelled 
with an item, and each node contains the information for the set of items labelling 
the edges of its path to the root. Prefix-trees store both frequent sets and candidate 
sets in the same tree. 

4 HealthObs in Practice 

The utility of HealthObs system was assessed byn applying it on a real-world breast-
cancer study [13]. This study profiles the expression of '-24800 genes on 78 breast-
cancer patients. The aim was to reveal (potentially) interesting and indicative 
individualized (i.e., target-population oriented) clinico-genomic profiles. 

Characterization and classification of a disease, and prediction of respective 
patients' clinical outcome could be performed with reference either to solely clinico-
histopathological patient profiles (CHPPs or, clinical phenotypes) -the clinical 
classification of the disease or, to solely genomic (i.e., microarray gene-expression) 
patient profiles (GEPPs or, genomic phenotypes) - provided that specific and 
reliable gene-markers are available. If this presents the decision-making track in the 
course of a clinico-genomic research trial, the most challenging task is the knowledge 
discovery track which works in a more-or-less inverse way. That is, starting from 
observable clinico-histopathological disease states the quest targets the identification 
of respective molecular signatures or, gene-markers able to discriminate between the 
different disease states. 

Based on the central-dogma of molecular biology, CHPPs could be fully 
'shaped' and causally determinable by respective GEPPs. In this setting, the quest is 
forwarded towards the following target: "which clinico-histopathology phenotypes 
relate and how with which gene-expression phenotypesT Such a discovery-driven 
scenario falls into the individualized medicine context -GEPPs may be utilised to 
'screen' respective CHPPs, to refine the clinical decision-making process, and finally 
identify specific patients groups (i.e., cohorts) as more suitable for specific clinical 
follow-up procedures. The whole endeavour aims to the identification of abductive 
and inductive inferential 'rules'. 

As we have already mentioned (see section 1) we have designed and developed a 
Mediation infrastructure to recall patients' clinical and gene-expression data from 
respective clinical and microarray information systems [2]. With the utilization of a 
clustering operation - realized by the customization of k-means clustering technique 
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on categorical data [3,14], we induce indicative clusters of genes, called Metagenes 
that meet a special characteristic: all of its genes exhibit a 'strong' gene-expression 
profile for all of its linked samples, i.e., exhibit solely 'high 7'UP'-regulated or, 
solely 'low'/'DOWN'-regulated expression levels. For example, with 
'MG3 9g7c2 0-DOWN' we denote a cluster with id=39 CMG3 9'), which includes 7 
genes Cg7') and covers 20 cases ( 'c2 0'), and for all 20 cases all the respective 
genes exhibit a DOWN value (i.e., are down-regulated or, exhibit i ow ' expression 
levels). A total of 22 such metagenes were induced when the following genes' pre-
filtering was applied: p-value <. 0.01 and a 2-fold difference in at least 5 samples 
(similar filtering was applied in the original reference study [13]). 

HealthObs was called to induce associations between the induced metagene-
values and respective clinical feature-values for the available set of 78 patient 
samples. The target clinical feature was set to 'METASTASIS' (in the reference 
breast-cancer study metastasis is considered as 'YES' ('good') or 'NO' ('bad') if it 
occurred in less than five years or not, respectively. A total of 32 association rules 
were induced (22 concluding to 'METASTASIS=NO', and 10 to 
'METASTASIS=YES') when the following parameters were applied: min-sup = 
13% (i.e., at least 10 samples), and min-conf = 60%. By visual inspection of the rules 
(offered by HealthObs's graphical interface), we were able to identify some 
interesting associations with potential clinical decision-making value. 

For example, one of the rules is: 

ER=pos =^ METASTASIS=NO 

Confidence=63%, Support: 63% = 49 cases 

Another, related with the above, rule that was induced is: 
ER=pos & MG39g7c20=DOWN =^ METASTASIS=NO 

Confidence=100%, Support: 13% = 10 cases 

ER (Estrogen Receptor) factor possesses a distinct prognostic value for breast-
cancer patients. In a 'positive' Cpos') ER state the prognosis is considered as good 
(i.e., no metastasis). The first rule, above, validates partially this, i.e., it is true in 
63% of the cases. With the inclusion of gene-expression information and knowledge 
the evidence of a good prognosis could be improved. This is what the second rule 
states and suggests: with the knowledge that all genes in metagene MG39g7c20 are 
in 'DOWN'-regulated state then, the good prognosis is definite (i.e., 100%) confident). 
Note that the second rule covers just 10 cases, less than the 49 cases (~ 9%) covered 
by the first rule. This could be considered as an approach to individualization of 
prognosis in the context of a molecular medicine environment. There are other 
association rules induced by HealthObs that cover other cases. For example the rule 
below engages two metagenes, is also 100% confident, and covers another sub-
population of 7 cases: 

ER=pos & MG9g6c22=UP & MG38g4c28=UP ^ METASTASIS=NO 
Confidence=100%, Support: - 9 % = 7 cases 

Of course the findings are valid for the specific case-study that refers to a limited 
set of samples. Further evaluation and validation of results depends on the initiation 
of specific and targeted clinico-genomic trials that acquire adequate numbers of 
(statistically stratified) patients' samples. The running times for the discr-kmeans 
and the ARM component of HealthObs were 13 and 3 seconds, respectively; the 
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figures are indicative for the efficiency of the whole approach and of the respective 
clustering and ARM/HealthObs implementations. 

5 Conclusions 

We have presented a methodology for mining distributed and heterogeneous clinical 
and genomic data sources implemented within the context of the HealthObs 
environment. HealthObs represents an integrated platform with inter-operating 
software components that offers: (i) semantic homogenization of heterogeneous data 
resources, (ii) operationaUzation of ARM operations on-top of XML-formatted 
clinico-genomic data items, and (iii) flexible query-formulation and mining 
operations. Preliminary results on applying HealthObs on a real-world clinico-
genomic (breast-cancer) study demonstrate the utility of the approach. 

Our future research and development plans include: (a) design and development 
of appropriate human computer interfaces, accompanied with user-profiling 
capabilities for the personalized delivery of the results, (b) experimentation with 
other clinico-genomic domains and assessment of the clinical/genomic validity of the 
results, (c) incorporation of other data-mining operations (e.g., rule discovery), and 
(c) implementation of'active-query' capabilities where, discovered clinico-genomic 
associations from pre-selected records are tested for potential differences and 
deviations so that, specific alarms could be broadcasted to the interested clinical 
researcher. 
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Abstract This paper presents a novel implementation of a patient fall detection 
system that may be used for patient activity recognition and emergency 
treatment. Sensors equipped with accelerometers are attached on the body of 
the patients and transmit patient movement data wirelessly to the monitoring 
unit. The methodology of support Vector Machines is used for precise 
classification of the acquired data and determination of a fall emergency event. 
Then a context-aware server transmits video fi-om patient site properly coded 
according to both patient and network status. Evaluation results indicate the 
high accuracy of the classification method and the effectiveness of the 
proposed implementation. 

1 Introduction 

The telemonitoring of human physiological data, in both normal and abnormal 
situations of activity, is interesting for the purpose of emergency event detection or 
long term data-storage for later diagnosis or for the purpose of medical exploration. 
In the case of elderly people living on their own, there is a particular need for 
monitoring their behavior. The first goal of this surveillance is the detection of major 
incidents such as a fall, or a long period of inactivity in a part of their area. The early 
detection of fall is an important step to alert and protect the subject, so that serious 
injury can be avoided. Fall detection is an important part of human body movement 
analysis; it is considered as an area of increasing importance and interest to 
practitioners, researchers, and health industry and most importantly, it is vital for 
indication of emergency cases. Accelerometers have been proposed as a practical, 
inexpensive and reliable method for monitoring ambulatory motion in elderly 
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subjects for the detection and prediction of falls. Robust classification of motion and 
postures from accelerometer data enable the development of more reliable methods 
for monitoring long term change in physiological indicators such as parameters of 
gait, balance, energy expenditure and general well-being. 

This paper presents a patient fall detection platform based on accelerometer data. 
Body sensors collect the movement data and transmit them wirelessly to the 
monitoring unit. Appropriate data classification using Support Vector Machines 19, 
can classify the recorded movement into three categories; fall, walk and run. Then 
the deployment of additional context awareness based on the previous activity 
detection may enable the proper coding and transmission of video images from the 
patient to remote monitoring units (i.e alarm triggering and high quality video 
transmission). The rest of the paper is organized as follows; Section 2 discusses 
related work in the context of patient activity and fall detection. Section 3 describes 
the acquisition of the patient movement data using sensors, whereas Section 4 
presents that data classification using Support Vector Machines. The whole system 
architecture is described in Section 5 and Section 6 presents the evaluation results. 
Finally, Section 7 concludes the paper. 

2 Related Work 

Although the concept of patient activity recognition with focus on fall detection is 
relatively new, there exists related research work, that may be retrieved from the 
literature (1-16). Information regarding the patient movement and activity is 
frequently acquired through visual tracking of the patient's position. In 6 and 15 
overhead tracking through cameras provides the movement trajectory of the patient 
and gives information about user activity on predetermined monitored areas. Unusual 
inactivity (e.g., continuous tracking of the patient on the floor) is interpreted as a fall. 
Similarly, in 10 omni-camera images are used in order to determine the horizontal 
placement of the patient's silhouettes on the floor (case of fall). Success rate for fall 
detection is declared at 81% for the latter work. Head tracking is used in 13 in order 
to follow patient's movement trajectory with a success rate of fall detection at 
66.67%. The aforementioned methods that detect falls based on visual information of 
the user require capturing equipment and thus are limited to indoor environment 
usage. In addition, some of the methods require also the a-priori knowledge of the 
area structure (e.g., obstacles, definition of floor, etc.), or user information (e.g., 
height in 10). A different approach for collecting patient activity information is the 
use of sensors that integrate devices like accelerometers, gyroscopes and contact 
sensors. The decrease of sensors size and weight, in conjunction with the 
introduction of embedded wireless transceivers allows their pervasive placement on 
patients and the transmission of the collected movement information to monitoring 
units wirelessly. The latter approach is less depended on the patient and 
environmental information and can be used for a variety of applications for user 
activity recognition (1, 3, 9). Regarding fall detection, authors in 2, 7, 8, 12 use 
accelerometers, gyroscopes and tilt sensors for movement tracking. Collected data 
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from the accelerometers (i.e., usually rotation angle or acceleration in the X, Y and Z 
axis) is used in order to verify the placement of the patient and time occupation in 
rooms and detect abrupt movement that could be associated with fall. Detection is 
performed using predefined thresholds 1, 3, 4, 7 and association between current 
position, movement and acceleration 2, 8, 12. Finally, area sensors have been used in 
order to track and analyze patient movement; authors in 11 describe a vibration-
based detector that can detect falls based on the vibration caused on the floor. In 5 
infrared sensors are used that provide thermal information regarding the patient's 
location and movement. The latter approaches do not require from the user to wear 
or carry sensor devices, however they demand more expensive equipment to be 
installed on the surrounding environment. 
Most of the related work based on accelerometers for fall detection, focuses on the 
elderly and may not be used for general classification of the patient movement 
activity or usage in younger ages (e.g. interpretation of running has not been assessed 
against falling). In addition, detection is usually performed through predefined 
thresholds and thus results can be depended to the movement patterns of the users. 
The presented system is using a state of the art classification methodology, the 
Support Vector Machines, for data classification and fall detection. The proposed 
system may be used for a variety of patient activity recognition since it can 
successfully distinguish movement between run and fall. In addition it is not biased 
by the movement pattern or the physiology of a specific patient (i.e. it can perform 
successfully with movement data from different individuals) and it does not apply 
restrictions to the user's environment (e.g., it can be used in outdoor environments as 
well). A context-aware framework deployed within the system enables the proper 
transmission of video images from the patient in case of emergency events, 
optimizing the whole telemonitoring procedure. 

3 Patient Movement Data Acquisition 

This section provides information on the acquisition and pre-processing of the 
patient movement data. The MC13192 [2] sensor has been used in our system. The 
latter contains a 2.4 GHz wireless data transceiver RF reference design with printed 
circuit antenna, which provides all hardware required for a complete wireless node 
using IEEE 802.15.4 (ZigBee) 17 packet structure. It includes an RS232 port for 
interface with a personal computer, background debug module for in-circuit 
hardware debug, four switches and LEDs for control and monitoring, a low-power, 
low-voltage MCU (Microcontroller Unit) with 60KB of on-chip Flash which allows 
the user flexibility in establishing wireless data networks and two 3D Accelerometers 
for X, Y and Z axis. Fig. 1 shows the SARD ZigBee node 18. ZigBee has been 
chosen as communication technology for a number of reasons: 

• Low cost and very low power consumption: its data rate is at 250 kbps and 
its power consumption is 30mA in Transmit mode and only 3|iA in StandBy 
mode respectively. A ZigBee node can thus have a very long battery life (2-
3 years with a A A cell). 
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• Low complexity that makes the protocol ideal for integration on sensor 
nodes. 

• Higher range compared to Bluetooth (up to 100 meter). 
• Can be used for automatic creation of mesh networks. 
• Contains built-in security measures. 

Fig. 1. The SARD ZigBee node. The node acts as both receiver and transmitter. The RS232 
interface provides connectivity with the monitoring device (e.g., a laptop or a PDA) when the 
node is used as receiver. The transmitter is attached on user and sends data through the ZigBee 
wireless protocol. 

The user's foot has been selected for acquiring movement data due to the fact the 
majority of human movements require the movement of the feet at one of the three 
axes (i.e. X, Y and Z). Thus the placement of the sensor on the foot allows the 
collection and association of accelerometer data with a wider range of human 
activity (e.g., walk, run, lie, etc.) The acquired data contain information about the 
patient's movement in the context of acceleration in the X, Y and Z axis and are 
transmitted wirelessly to the monitoring node. Fig. 2 illustrates an association 
between acceleration data on the X, Y and Z axes for the cases of normal movement, 
fall and run. 

1 
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* 
+ 

NDrmAl 
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Fig. 2. Graphical association of the acceleration data on the X, Y and Z axis for three different 
movement types; Normal (i.e. walk), Fall and Run. Values have been normalized to [0,1]. 



Patient Fall Detection using Support Vector Machines 151 

4 Data Classification using Support Vector Machines 

This Section provided information regarding the classification method used, 
parameters and data modeling. The Support Vector Machines (SVMs) is a popular 
algorithm for data classification into two classes 19, 20. SVMs allow the expansion 
of the information provided by a training data set as a linear combination of a subset 
of the data in the training set (support vectors). These vectors locate a hypersurface 
that separates the input data with a very good degree of generalization. The SVM 
algorithm is based on training, testing and performance evaluation, which are 
common steps in every learning procedure. Training involves optimization of a 
convex cost function where there are no local minima to complicate the learning 
process. Testing is based on the model evaluation using the support vectors to 
classify a test data set. Given a training set of instance-label pairs: 

{xi,yi)J = 1, JwherexiEiR" andyG{l,-iy 

The SVM require the solution of the following optimization problem: 

1 ^ 

^ -̂1 , Equation 1 

subject to y. (W^0(x.) + 6) ^ 1 - ^/, §/* ̂  0 , Equation 2 

The training vectors Xi can be mapped into a higher dimensional space by the 
function (p. Then SVM finds a linear separating hyperplane with the maximal margin 
in this higher dimensional space. C > 0 is the penalty parameter of the error term. 
Furthermore, i r ( x . , x . ) = 0(.X/) 0 ( x / ) is called the kernel function. The most 
commonly used kernels are the following: 

Linear: K{x., X ) = Xjx. 
• Polynomial: K(X,,X^ = (yxjx + r)\y > 0 
• Radial Basis Function (RBF): K(x. ,Xj) = e ^"''' -̂̂" % y > 0 
• Sigmoid: iC(x.,x^.) = tanh(yx. x .̂ + r) 

where y, r and d are kernel parameters. 
In order to make an efficient selection of the most suitable kernel type for the 
presented platform, the aforementioned kernel types have been validated against 
input data from the accelerometer sensors. Three classification classes have been 
defined according to corresponding movement cases; fall, run and walk. A SVM 
train model has been created from the latter data using the tool presented in 21. The 
input data has the following form: 

ClassJD X Y Z, 
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where ClassID G [1,3] and represents the movement case (i.e. 1 for walk, 2 for 
run and 3 for fall), X the acceleration value in the X axis, Y the acceleration value in 
Y axis and Z the acceleration value in Z axis respectively. For simplicity, 
acceleration values were normalized to [0,1]. The same data have been used in order 
to verify the accuracy of each kernel. Fig. 3 illustrates the accuracy of each kernel 
type for different C values. As results indicate, the RBF kernel behaves much better 
in terms of accuracy (approaches 98.2% accuracy for C=1000) for proper 
classification of the test data into the three defined classes, and thus has been 
selected for data classification in the presented platform. A second experiment was 
conducted in order to evaluate the RBF kernel's performance against different y 
values. Fig. 4 presents the accuracy results for a range of y value between [1,100]. 

Accuracy evaluation of SVM Kernel Types 
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E 40 
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Fig. 3. Accuracy Evaluation of different SVM Kernel types for different C values. X axis 
represents the C value range between [1,1000] and the Y axis the accuracy percentage. 
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Fig. 4. Accuracy Evaluation of the RBF kernel for different g values. 
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Based on the aforementioned results, RBF with C=1000 and 7=100 was selected for 
creating the classification (i.e. train) model of the platform. 

5 The System Architecture 

The presented system follows the architecture illustrated in Fig. 5. Accelerometer 
data are collected through the sensor attached on the user's foot and are transmitted 
wirelessly to the monitoring node. The data is properly transformed in a suitable 
format for the classifier and the classification phase begins. Based on a predefined 
classification model (i.e. train model), the patient status is detected (i.e. emergency 
status when fall detected, normal status otherwise). A network status monitoring 
module determines the quality of the underlying network infrastructure and decides 
for the proper coding and transmission of the patient video images using H.263 22 
video compression. 

Fig. 5. Platform Architecture and Data interaction between the sensor and monitoring node. 

6 Fall Detection and Evaluation Results 

In order to evaluate the efficiency and accuracy of the presented platform in the 
context of detecting patient falls, three different experiments were conducted; two 
volunteers wearing the sensors devices described in Section 3 performed three 
combinations of movement types; a) simple walk, b) simple walk and fall, c) simple 
walk and run. The classification model with parameters and data described in Section 
4 was used in order to validate the acquired accelerometer data. Each acceleration 
value in X, Y and Z axis was validated runtime and a corresponding movement type 
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was associated with it. Based on the number of sequential occurrence of a specific 
movement type, decision regarding a patient fall is taken. In order to improve the 
accuracy of the latter decision, Kalman filtering 23, 24 has been applied on the 
sequence of the movement type association of each acceleration data set. 
Fig. 6 represents the classification results from the conducted experiments using the 
trained SVM model. Blue lines represent original results whereas purple lines results 
after applying Kalman filtering. Actual run and fall events are also annotated on the 
diagrams. As it is indicated, Kalman filtering improves the overall detection by 
smoothing the sequential occurrences of run or fall events respectively. A threshold t 
=10 has been selected for determining the occurrence of a fall or run event from the 
total sequence of classified movement types (i.e. if sequential occurrence of fall 
movement types > 10 then a fall is detected). Using the aforementioned classification 
and the latter threshold value, fall events were detected with an average accuracy of 
98.2% for both users, whereas run events were successfully detected at 96.72%. 

7 Conclusions 

In this paper a platform for detecting patient falls is presented. User movement is 
monitored using sensor devices that provide information regarding the acceleration 
in the X, Y and Z axis. Proper data classification based on Support Vector Machines 
provides fall detection with accuracy up to 98.2%. Fall detection indicates an 
emergency status for the patient. In conjunction to network status awareness proper 
patient video image coding and transmission is applied optimizing this way the 
telemonitoring procedure. Future work might include the enhancement of the 
platform with fall detection using computer vision processing of the patient's site for 
even more accurate results. 
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Abstract. The proposed service is a health-related web portal serving a 
twofold purpose: Reminding the patient of important tasks related to a long-
term treatment, such as medication intake, clinical encounters, follow-up 
actions etc., as well as tightening the patient-physician relationship through 
bidirectional communication. The physician is able to register and review 
patient-related information through a user-friendly web-based interface, assign 
medication treatment plans, examination plans etc. The patient receives 
notifications about the treatment plan through several means, including Short 
Message Service (SMS) and e-mail. The common web-based space shared by 
the patient and the physician enables the bidirectional exchange of 
observations or comments about the treatment, publishing additional 
guidelines augmenting the treatment outcome, reporting side-effects etc. The 
implementation of the service is based on MS SQL Server Notification 
Services technology and we believe that is has the potential to improve 
adherence to the medication plans, especially in the case of long-term therapy. 

1 Introduction 

The success of drugs in controlling many of the illnesses associated with old age, 
means that people can continue to enjoy full and independent lives in the community 
providing that they comply with their prescribed medications. Unfortunately, many 
older people suffer from a number of different chronic conditions each of which 
requires a separate type of medication. Consequently, significant numbers need to 
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administer several drugs during the course of a day. In an institutional care setting 
such as a hospital or nursing home, responsibility for taking the correct medication at 
the correct time lies with the medical and nursing personnel. When the patient 
returns home, professional help is not generally available at the times when the drugs 
must be administered. There is therefore a risk that the medication may be forgotten, 
the wrong dose will be taken or that the wrong medication will be taken. These risks 
are especially relevant to older people whose cognitive abilities may be diminishing 
and those who are suffering from any degree of confusion. 

Despite wide recognition and documentation of its existence, patient noncompliance 
to prescribed medication regimens continues to be a prevalent problem. Stewart and 
Cluff have stated that the percentage of patients making medication errors in the self-
administration of prescribed medications, with few exceptions, has ranged between 
25 and 95 per cent [1]. The most frequently cited errors relate to dosage, frequency 
of administration, and drug identification. Several studies have shown that over half 
of elderly patients do not take their drugs as prescribed, [2,3] and the percentage of 
all patients who make errors is probably between 25% and 59%[1]. Many of these 
patients may not clearly understand their regimens, [4] and about 4-35% of patients 
misuse their drugs to such an extent that they endanger their health [1]. Furthermore, 
the lack of effective communication between physicians and patients about 
medications may be an important reason why patients do not follow medical advice 
[5]. According to Kanjanarat et. al., "Most preventable adverse drug events occur in 
the prescribing stage of the medication-use process and have been attributed to 
inappropriate prescribing decisions and inappropriate monitoring" [6]. It is therefore 
evident that a complete solution that helps both the physicians and the patients 
reduce medication errors is needed. 

The application presented at this paper is a user friendly web based portal, designed 
specifically to provide reminder services to the patient as well as monitoring and 
archiving services to the physician tightening the patient-physician relationship 
through bidirectional communication. 

2 Application Description 

The most appropriate way to describe this application is by describing the roles of 
the three distinct users of the system. 

2.1 The administrator 

The administrator is responsible for the administration of all the users and the system 

in general. The administrator is the only user that can create a "doctor user", change 

a user password or delete a user. 
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2.2 The Doctor 

The doctor has the option to create a user account for the patient and prescribe a 
specific medication from a list of drugs available to him (Figure 1). The doctor can 
edit a medication schedule, indicating the frequency of the drug intake, the dose and 
the specific time a reminding notification w îll be sent to his patient. He also has the 
option to choose w^hether the notification will be sent via an SMS and/or an e-mail. 
Additionally the doctor can create a new scheduled examination specifying the date 
and time this examination will occur, as well as the number of days he would like his 
patient to be notified in advance. Finally the doctor is able to add explanatory 
comments on every parameter of a medication schedule, making it easier for the 
patient to remember and follow his instructions. 
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Figure 1. The Doctor can choose a drug from the database using a search engine 

2.3 The Patient 

When the patient logins into the system, he can view a summary of the information 
related to him. These include the doses of drugs to be taken in the next 24 hours, all 
active medication regimens, a full history of medication plans completed and any 
scheduled appointments created by the doctor. Everything is presented in a clear and 
concise manner with extra detail coming up to the screen if a specific element is 
clicked (Figure 2). The patient can insert comments regarding a specific medication 
plan, drug or dose at any time, providing feedback to his doctor. If any new entry is 
recorded a notification is sent to the doctor. 
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Figure 2. The patient details screen 

3 System Architecture 

The system architecture is largely based on MS SQL Server Notification Services 
technology [8] (Figure 3). Notification Services is a programming framework for 
building applications that send notifications to subscribed users, and a server that 
hosts the applications. The user is required to subscribe to the service by specifying 
triggering events v^hen the notification should be generated and sent to the user. This 
is accompHshed through a subscription management interface library, developed 
using subscription management objects supplied with Notification Services. A web 
service is built upon the subscription management interface exposing its 
functionality. The web application uses this web service wrapper to add user 
subscription information to the Notification Services Database. Notification Services 
stores the subscriber and delivery information in a central Notification Services' 
database and it stores individual subscriptions in application-specific databases. This 
allows applications to share the global subscriber data while separately storing 
subscriptions for each appHcation. 

Notification Services handle the final delivery of notifications through the use of 
delivery channels, which can be thought of as pipes to delivery services. The 
delivery channels package the notifications into protocol packets and then send them 
to the delivery service that handles the final delivery. An e-mail delivery channel is 
included as an internal component of the Notification Services and its functionality 
was used as provided by the framework. Additionally, Notification Services provide 
a mechanism for implementing custom delivery channels. Using this mechanism, a 
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custom SMS delivery channel and an SMS Web Service were built in order to 
communicate with the Clickatell Bulk SMS Gateway, which handles the sending of 
the SMS to the users. 

SMS Web Service 

Wrapper Web 
Service Web Application 

Figure 3. Overall System Architecture 

Discussion 

In an attempt to promote better compliance by decreasing medication errors related 
to dosage, frequency of administration and drug identification, various devices have 
been utilized. A variety of simple "pill organizers" and "unit-dose" medication 
systems are widely available in stores. In addition, more sophisticated devices such 
as human voice recordings, telephone services, and beeping watches or key chains 
can be used to remind the person to take medications at designated times [9]. The 
platform we propose goes one step further, using existing and state-of-the-art 
technologies, such as the .NET framework, Web Services and MS SQL Server 
Notification Services providing to the patient and the physician a user friendly tool 
that can offer notification services to both the patient and the doctor. The common 
web-based space shared by the patient and the physician enables the bidirectional 
exchange of observations or comments about the treatment, publishing additional 
guidelines, augmenting the treatment outcome, reporting side-effects etc. The 
application takes full advantage of the powerful characteristics nowadays web 
technologies have to offer, utiHzing a system that can be accessed by any terminal 
(mobile or not) using a web browser without the need to purchase any additional 
devices. The authors of this paper beUeve that in the future this platform could be 
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integrated with a system that uses Artificial Intelligence algorithms to detect errors 
regarding the medication plans issued to the patients, mining knowledge from the 
physician and patient reports. 
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Summary. We propose that the key to building informed negotiating agents 
is to develop a form of agency that integrates naturally with data mining and 
information sources. These agent's take their historic observations as primitive, 
model their changing uncertainty in that information, and use that model as the 
foundation for the agent's reasoning. We describe an agent architecture, with 
an attendant theory, that is based on that model, hi this approach, the utility 
of contracts, and the trust and reliability of a trading partner are intermediate 
concepts that an agent may estimate from its information model. 

1 Introduction 

The architecture of informed agents is designed to integrate naturally with information 
sources are their associated uncertainty. That is, we integrate: 

- data mining — real-time data mining technology to tap information flows from the 
marketplace and the World Wide Web, and to deliver timely information at the right 
granularity. 

- trading agents — intelligent agents that are designed to operate in tandem with the 
real-time information flows received from the data mining systems. 

This paper describes an e-trading system that integrates these three technologies. The 
e-Market Framework is available on the World Wide Web ̂ . This project aims to make 
informed automated trading a reality, and develops further the "Curious Negotiator" 
framework [1]. The data mining systems that have been developed for mining infor­
mation both from the virtual institution and from general sources from the World Wide 
Web are described in Sec. 2. Intelligent agent that are built on an architecture designed 
specifically to handle real-time information flows are described in Sec. 3. Sec. 4 con­
cludes. 

2 Data Mining 

We have designed information discovery and delivery agents that utilise text and net­
work data mining for supporting real-time negotiation. This work has addressed the 

^ http://e-markets.org.au 

Please use the following format when citing this chapter: 

Debenham, J., Simoff, S., 2007, in IFIP International Federation for Information Processing, Volume 247, Artificial 
Intelligence and Innovations 2007: From Theory to Applications, eds. Boukis, C, Pnevmatikakis, L., Polymenakos, L. 
(Boston: Springer), pp. 165-173. 



166 John Debenham and Simeon Simoff 

central issues of extracting relevant information from different on-line repositories 
with different formats, with possible duplicative and erroneous data. That is, we have 
addressed the central issues in extracting information from the World Wide Web. Our 
mining agents understand the influence that extracted information has on the subject 
of negotiation and takes that in account. 

Fig. 1. The information that impacts trading negotiation 

Real-time embedded data mining is an essential component of the proposed frame­
work. In this framework the trading agents make their informed decisions, based on 
utilising two types of information (as illustrated in Figure 1): first, information ex­
tracted from the negotiation process (i.e. from the exchange of offers), and, second, 
information from external sources, extracted and provided in condensed form. 

The embedded data mining system provides the information extracted from the 
external sources. The system complements and services the information-based archi­
tecture developed in [2] and [3]. The information request and the information delivery 
format is defined by the interaction ontology. As these agents operate with negotiation 
parameters with a discrete set of feasible values, the information request is formulated 
in terms of these values. As agents proceed with negotiation they have a topic of ne­
gotiation and a shared ontology that describes that topic. As the information-based 
architecture assumes that negotiation parameters are discrete, the information request 
can be formulated as a subset of the range of values for a negotiation parameter. The 
collection of parameter sets of the negotiation topic constitutes the input to the data 
mining system. Continuous numerical values are replaced by finite number of ranges 
of interest. 

The data mining system initially constructs data sets that are "focused" on re­
quested information, as illustrated in Figure 2. From the vast amount of information 
available in electronic form, we need to filter the information that is relevant to the 
information request. In our example, this will be the news, opinions, comments, white 
papers related to the five models of digital cameras. Technically, the automatic retrieval 
of the information pieces utilises the universal news bot architecture presented in [4]. 
Developed originally for news sites only, the approach is currently being extended to 
discussion boards and company white papers. 
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Fig. 2. The pipeline of constructing "focused" data sets 

The "focused" data set is dynamically constructed in an iterative process. The data 
mining agent constructs the news data set according to the concepts in the query. Each 
concept is represented as a cluster of key terms (a term can include one or more words), 
defined by the proximity position of the frequent key terms. On each iteration the most 
frequent (terms) from the retrieved data set are extracted and considered to be related 
to the same concept. The extracted keywords are resubmitted to the search engine. The 
process of query submission, data retrieval and keyword extraction is repeated until 
the search results start to derail from the given topic. 

The set of topics in the original request is used as a set of class labels. In our 
example we are interested in the evidence in support of each particular model camera 
model. A simple solution is for each model to introduce two labels — positive opinion 
and negative opinion, ending with ten labels. In the constructed focused data set, each 
news article is labelled with one of the values from this set of labels. An automated 
approach reported in [4] extends the tree-based approach proposed in [5]. 

Once the set is constructed, building the "advising model" is reduced to a classifi­
cation data mining problem. As the model is communicated back to the information-
based agent architecture, the classifier output should include all the possible class la­
bels with an attached probability estimates for each class. Hence, we use probabifistic 
classifiers (e.g. Naive Bayes, Bayesian Network classifiers [6] without the min-max 
selection of the class output [e.g., in a classifier based on Naive Bayes algorithm, we 
calculate the posterior probabiHty Pp(i) of each class c(i) with respect to combina­
tions of key terms and then return the tuples < c(i),Pp(z) > for all classes, not just 
the one with maximum Pp(z). In the case when we deal with range variables the data 
mining system returns the range within which is the estimated value. For example, 
the response to a request for an estimate of the rate of change between two currencies 
over specified period of time will be done in three steps: (i) the relative focused news 
data set will be updated for the specified period; (ii) the model that takes these news 
in account is updated, and; (iii) the output of the model is compared with requested 
ranges and the matching one is returned. The details of this part of the data mining 
system are presented in [7]. The currently used model is a modified linear model with 
an additional term that incorporates a news index Inews, which reflects the news effect 
on exchange rate. The current architecture of the data mining system in the e-market 
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environment is shown in Figure 5. The {6i,... ,9t} denote the output of the system to 
the information-based agent architecture. 

Mmmg agents Output 
oles III tlie virtual (pattemq 

models) 

Fig. 3. The architecture of the agent-based data mining system 

3 Trading Agents 

We have designed a new agent architecture founded on information theory. These 
"information-based" agents operate in real-time in response to market information 
flows. We have addressed the central issues of trust in the execution of contracts, and 
the reliability of information [3]. Our agents understand the value of building business 
relationships as a foundation for reliable trade. An inherent difficulty in automated 
trading — including e-procurement — is that it is generally multi-issue. Even a sim­
ple trade, such as a quantity of steel, may involve: deUvery date, settlement terms, as 
well as price and the quality of the steel. The "information-based" agent's reasoning is 
based on a first-order logic world model that manages multi-issue negotiation as easily 
as single-issue. 

Most of the work on multi-issue negotiation has focussed on one-to-one bargaining 
— for example [8]. There has been rather less interest in one-to-many, multi-issue 
auctions — [9] analyzes some possibiHties — despite the size of the e-procurement 
market which typically attempts to extend single-issue, reverse auctions to the multi-
issue case by post-auction haggUng. There has been even less interest in many-to-
many, multi-issue exchanges. 

The generic architecture of our "information-based" agents is presented in Sec. 3.1. 
The agent's reasoning employs entropy-based inference and is described in [2]. The 
integrity of the agent's information is in a permanent state of decay, [3] describes the 
agent's machinery for managing this decay leading to a characterization of the "value" 
of information. Sec. 3.2 describes metrics that bring order and structure to the agent's 
information with the aim of supporting its management. 
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3.1 Information-Based Agent Architecture 

The essence of "information-based agency" is described as follows. An agent observes 
events in its environment including what other agents actually do. It chooses to repre­
sent some of those observations in its world model as beliefs. As time passes, an agent 
may not be prepared to accept such beliefs as being "true", and qualifies those repre­
sentations with epistemic probabihties. Those quahfied representations of prior obser­
vations are the agent's information. This information is primitive — it is the agent's 
representation of its beliefs about prior events in the environment and about the other 
agents prior actions. It is independent of what the agent is trying to achieve, or what 
the agent believes the other agents are trying to achieve. Given this information, an 
agent may then choose to adopt goals and strategies. Those strategies may be based 
on game theory, for example. To enable the agent's strategies to make good use of its 
information, tools from information theory are apphed to summarize and process that 
information. Such an agent is called information-based. 

Information Institution Other Principal 
Sources agent agents 

I i= 

Agent U ^2 

Fig. 4. Basic architecture of agent 77 

An agent called 77 is the subject of this discussion. 77 engages in multi-issue ne­
gotiation with a set of other agents: {i7i, • • • , f2o}. The foundation for 77's operation 
is the information that is generated both by and because of its negotiation exchanges. 
Any message from one agent to another reveals information about the sender. 77 also 
acquires information from the environment — including general information sources 
—to support its actions. 77 uses ideas from information theory to process and sum­
marize its information. 77's aim may not be "utility optimization" — it may not be 
aware of a utihty function. If 77 does know its utiHty function and if it aims to opti-
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mize its utility then 11 may apply the principles of game theory to achieve its aim. The 
information-based approach does not to reject utility optimization — in general, the 
selection of a goal and strategy is secondary to the processing and summarizing of the 
information. 

In addition to the information derived from its opponents, 77 has access to a set of 
information sources {0 i , • • • ,0t} that may include the marketplace in which trading 
takes place, and general information sources such as news-feeds accessed via the Inter­
net. Together, 77, {i7i, • • • , i?^} and {Oi,- • • , 6>t} make up a multiagent system. The 
integrity of 77's information, including information extracted from the Internet, will 
decay in time. The way in which this decay occurs will depend on the type of informa­
tion, and on the source from which it was drawn. Little appears to be known about how 
the integrity of real information, such as news-feeds, decays, although its validity can 
often be checked — "Is company X taking over company Y?" — by proactive action 
given a cooperative information source Oj. So 77 has to consider how and when to 
refresh its decaying information. 

77 has two languages: C and C. C is an illocutionary-based language for com­
munication. >C is a first-order language for internal representation — precisely it is a 
first-order language with sentence probabilities optionally attached to each sentence 
representing 77's epistemic belief in the truth of that sentence. Fig. 4 shows a high-
level view of how 77 operates. Messages expressed in C from {Oi} and {f2i} are 
received, time-stamped, source-stamped and placed in an in-box X. The messages in 
X are then translated using an import function I into sentences expressed in C that 
have integrity decay functions (usually of time) attached to each sentence, they are 
stored in a repository y^. And that is all that happens until 77 triggers a goal. 

77 triggers a goal, g eQ,\n two ways: first in response to a message received from 
an opponent [Qi] "I offer you €1 in exchange for an apple", and second in response to 
some need, u e J\f, "goodness, we've run out of coffee". In either case, 77 is motivated 
by a need — either a need to strike a deal with a particular feature (such as acquiring 
coffee) or a general need to trade. 77's goals could be short-term such as obtaining 
some information "what is the time?", medium-term such as striking a deal with one 
of its opponents, or, rather longer-term such as building a (business) relationship with 
one of its opponents. So 77 has a trigger mechanism T where: T : {X U M} -^ G. 

For each goal that 77 commits to, it has a mechanism, C, for selecting a strategy to 
achieve it where G \ Q x M ^^ S where <5 is the strategy library. A strategy s maps 
an information base into an action, s{y^) = z G Z. Given a goal, g, and the current 
state of the social model m*, a strategy: s = G{g,m^). Each strategy, s, consists of 
diplan, bs and a world model (construction and vQvision) function, Js, that constructs, 
and maintains the currency of, the strategy's world model Wl that consists of a set 
of probability distributions. A plan derives the agent's next action, z, on the basis of 
the agent's world model for that strategy and the current state of the social model: 
z = 6s(Wj, m*), and z = s{y*). Jg employs two forms of entropy-based inference: 

- Maximum entropy inference, J + , first constructs an information base X\ as a set of 
sentences expressed in C derived from 3^*, and then from J* constructs the world 
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model, Wg, as a set of complete probability distributions using maximum entropy 
inference^. 

- Given a prior world model, W^, where u < t, minimum relative entropy inference, 
J~, first constructs the incremental information base Xg ' of sentences derived 
from those in y* that were received between time u and time t, and then from 
W^ and Xs '*̂  constructs a new world model, W^ using minimum relative entropy 
inference. 

3.2 Valuing Information 

A chunk of information is valued first by the way that it enables 77 to do something. So 
information is valued in relation to the strategies that 77 is executing. A strategy, s, is 
chosen for a particular goal g in the context of a particular representation, or environ­
ment, e. One way in which a chunk of information assists 77 is by altering s's world 
model Wg — see Fig. 4. A model W^ consists of a set of probabihty distributions: 
Wg = {Dl^jf^i. As a chunk of information could be "good" for one distribution and 
"bad" for another, we first value information by its effect on each distribution. For a 
model Wg, the value to W^ of a message received at time t is the resulting decrease in 
entropy in the distributions {7)* J . In general, suppose that a set of stamped messages 
X = {xi} is received in X. The information in X at time t with respect to a particular 
distribution Dl ^ e W^, strategy s, goal g and environment e is: 

I(X I Dli, s, g, e) ^ H ( Z ) ^ ( y ) ) - H(D*,,(y U I{X))) 

for z = 1, • • • , n, where the argument of the 7)J^(-) is the state of 77's repository 
from which Dl ^ was derived. The environment e could be determined by a need u 
(if the evaluation is made in the context of a particular negotiation) or a relationship 
p (in a broader context). It is reasonable to aggregate the information in X over the 
distributions used by s. That is, the information in X at time t with respect to strategy 
s, goal g and environment e is: 

I{X\s,g,e)^J2^{X\Dl,,s,g,e) 

and to aggregate again over all strategies to obtain the value of the information in 
a statement. That is, the value of the information in X with respect to goal g and 
environment e is: 

' Given a probability distribution q, the minimum relative entropy distribution p = 
(pi , . . . , pi) subject to a set of J linear constraints g = {gj (p) = aj • p — Cj == 0}, j = 
1, . . . , J (that must include the constraint ^^ pi — 1 = 0) is: p = arg minr XI, ^j log ^ • 
This may be calculated by introducing Lagrange multipUers A: L(p, A) = ^ . pj log ^ + 
A • g. Minimising L, { ^^ = gj (p) = 0}, j = 1, . . . , J is the set of given constraints g, 
and a solution to ^ = 0,i = 1,...,7 leads eventually to p. Entropy-based inference is a 
form of Bayesian inference that is convenient when the data is sparse [10] and encapsulates 
common-sense reasoning [11]. 
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l{X\g,e)^ Y, ns)'l{X\s,g,e) 
seS(g) 

where P(s) is a distribution over the set of strategies for goal g, S{g), denoting the 
probability that strategy s will be chosen for goal g based on historic frequency data, 
and to aggregate again over all goals to obtain the (potential) information in a state­
ment. That is, ihQ potential information in X with respect to environment e is: 

I{X\e)^Y.F{g)^I{X\g,e) 
geg 

(1) 

where P(^) is a distribution over Q denoting the probability that strategy g will be 
triggered based on historic frequency data. 

4 Conclusions 

A demonstrable prototype e-Market system permits both human and software agents 
to trade with each other on the World Wide Web. The main contributions described 
are: the broadly-based and "focussed" data mining systems, and the inteUigent agent 
architecture founded on information theory. These technologies combine to give the 
foundation for our vision of the marketplaces of tomorrow. 

On-lme som-ces 

"̂ -v Govenmient 

Fig. 5. The architecture of the agent-based data mining system 

The implementation of these components is described in greater detail on our e-
Markets Group Site^. The implementation of the data mining systems is notable for 
the way in which it is integrated with the trading agents — this enables the agents to 
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dynamically assess the integrity of the various information sources. The implementa­
tion of the trading agents is greatly simplified by the assumption that preferences for 
each individual issue are common knowledge and are complementary for each a pair 
of traders [12], This assumption, together with the use of coarse discrete representa­
tions of continuous variables, reduces the number of possible worlds and simplifies the 
minimum relative entropy calculations. 
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Abstract. Electronic business and agents are among the most important and 
exciting areas of research and development in information and communication 
technology, with considerable potential impact and opportunities for the 
Maritime sector. This paper proposes the design of a Multi-Agent system for 
Internet Virtual Chartering Markets (MAVCM). The MAVCM system applies 
for business-to-business transactions in Maritime markets, and provides 
mechanisms for Internet-based chartering informational and transactional 
services. The lifecycle of the proposed system offers a solution for efficiently 
handling the processes involving a charterer who owns the cargo and employs 
a shipbroker to find a shipowner to deliver the cargo for a certain freight rate. 
The objective is to enable Maritime market participants to electronically 
charter, trade and transport cargos based on information and transactions over 
Internet via their software agents. 

1 Introduction 

Electronic business (e-business) can be defined as the process of sharing business 
information, maintaining business relationships, and conducting business 
transactions by means of information and communication technologies [1]. With the 
advent of Internet-based business-to-business (B2B) electronic markets, real 
opportunities for online transactions have opened up. The Maritime industry has 
started to recognize the importance of internet and of the electronic markets. Lower 
costs and less response time are some of the benefits when compared to the 
traditional procedures operated by humans. However, the most promising Internet-
based electronic markets [3], in Maritime are found in the B2B environment where 
they act as or intermediaries (middlemen) between ships and cargoes [8], [3]. The 
agent technology can provide a new way of analyzing, designing, and implementing 
such electronic markets. The use of software agents has mostly been directed 
towards applications that support business-to-consumer (B2C) transactions [2]. 

Please use the following format when citing this chapter: 

Sardis, M., Maglogiannis, I., 2007, in IFIP International Federation for Information Processing, Volume 247, Artificial 
Intelligence and Innovations 2007: From Theory to Applications, eds. Boukis, C, Pnevmatikakis, L., Polymenakos, L., 
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However, another important domain is the automation of business transactions that 
occur in B2B electronic markets. Despite the growing number of electronic markets, 
conducting electronic transactions is still not trivial. Different obstacles exist such as 
slow response time, lack of implementation between practical and electronic 
transactions, poor Web business plan and security problems in critical transactions 
between a seller and a buyer. A lack of explicit legal provisions on B2B e-markets 
and the (un)fair commercial practices. The result is a lack of transparency in business 
transactions. According to the literature, it is accepted that agent technology has the 
ability to address some of these obstacles [3]. 

Within this context, this paper proposes the design of a multi-agent system of a 
Virtual Chartering Market (VCM), called Multi-Agent VCM (MAVCM). The 
MAVCM system is an Internet e-commerce system for B2B transactions in Maritime 
chartering markets, providing mechanisms for Internet-based chartering of a vessel 
for cargo transportation, after an e-investigation and an e-negotiation procedure 
carried on by agents and web based technologies. Our scope is to overcome 
traditional chartering limitations using the MAVCM platform. However, designing 
multi-agent based systems is a complex and demanding task, and so far many 
standardized design methodologies have been established. Some of such 
methodologies are Gaia [4], MESSAGE [5], TROPOS [6], and ROADMAP [7]. All 
of these methodologies share the idea that a multi-agent system may be viewed as an 
organized society of individual agents with their roles and different kinds of 
interactions among them specified according to specific protocols that are related to 
the roles of the interacting agents. The new Gaia proposal [4] is specially significant 
when used for the analysis and design of an open multi agent system. The success of 
the Unified Modeling Language (UML) in unifying many different object-oriented 
approaches as well as the fact that Agent UML (AUML) [9], [12], [13] is considered 
as a natural starting point for modeling in a very rich and expressive way the Agents 
Interaction Protocols (AIP), that constitute a central aspect for open multi-agent 
systems, led to the idea of applying AUML to the design of MAVCM. The goal of 
this paper is to describe the analysis and the design of a global multi-agent e-
Chartering system using multi-agent technologies. 

The paper is composed of three parts. In the first part we analyze the business 
process of the Maritime chartering, the participating actors and their roles. Also the 
business transactions that occur and their constraints and requirements are presented. 
In the second part, the information technology solutions based on agent state of the 
art methodologies and technologies are introduced based on Maritime chartering 
procedures and requirements. The third part analyzes the design of the e-Chartering 
system that improves all the traditional methods of the Maritime chartering and 
brokering procedures giving add-on for the Maritime community using the proposed 
technologies. 

2 The Charter Market 

The charter market is by no means a unified and homogenous one. It consists of a 
number of distinct, separate markets, which are neither interdependent nor clearly 
and sharply set apart. These features favor the creation of diversiform and 
heterogonous tendencies in the context of the charter market as a whole. According 
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to the international bibliography pertaining to the subject as well as to the shipping 
practice, the charter market is divided in categories based on the following criteria: 
the type of ship, the type and nature of the bulk to be carried, the geographical 
distribution of Maritime commercial transportation and the sea areas where ships are 
certified to operate, the duration of the charter period and the type of charter. The 
key parameters of every charter are the type of ship and that of cargo. 

2.1 Charter market key players and processes 

The involved actors of the chartering procedure are the following: 
1. Shipowner, can be a person or a firm owning one or more ships. 
2. Charterer, the owner of the cargo {Cargo owner) is also the representative of the 

cargo interest in the charter party. 
3. Shipbroker, can be a chartering owner's broker, negotiating the terms for the 

charter of a ship on behalf of a charterer or a shipowner respectively. He can also 
act as a loading broker whose business is to attract cargoes to the ships of his 
principal, or as sale and purchase broker, negotiating on behalf of a buyer or 
seller of a ship. 

4. Chartering broker, an intermediate between shipowners with ships available for 
charter and charterers who wish to charter them to transport cargo in. 

2.2 Communication network between chartering participants 

Global events (financial, political, social etc.) influence the freight rates as well as 
the position occupied by the company in the field of competition in shipping. 
Information is exchanged between shipowners, brokers and charterers concerning 
matters such as ships' and cargo's demand and supply. It is obvious that the quality 
and the quantity of information exchanged between professionals of the shipping 
field depend largely on the sort of communication the persons involved have and the 
according cost/fees they pay for accessing that info. The main resources that bring 
chartering info are, (1) centers of information concerning the shipping market (Baltic 
Exhange [8], Bimco, Lloyds of London, etc.), (2) different types and forms of 
Information (Market reports. Fixture reports. Cargo Orders, Indications, etc.), (3) 
sources of Information (Chartering negotiations, Maritime institutions, shipping 
institutes and professional unions, research centers, publishing houses specializing in 
shipping, the Internet). The 'family' type relationships are an obstacle for medium 
and small companies to participate with, or almost, the same rules in chartering 
market. 

2.3 MAVCM requirements based on e-Chartering market 

According to the free market rules (bulk shipping), the procedure until the signing 
of the chartering market includes the following stages. The stage of investigation, 
during which the seller, buyer or charterer seeks the appropriate vessel in order to 
carry the cargo, and the shipowner charterer is looking for the appropriate cargo to 
carry in his/her ship. At this stage, the charterer and the shipowner make their entry 
in the market by manifesting their interest which is expressed in the drafting of an 
"order" and of a "position hst". The stage of negotiation features all dealings 
between the carrier and the cargo owner aiming to conclude a charter party. Finally, 
the follow up stage, where the charterer and the shipowner have agreed on freight 
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rate details and they proceed to carry the cargo by sea or to put the ship at the 
charter's disposal to that effect. The promise in question is undertaken in exchange 
for a fee tQrmed freight or hire. 

2.4 Order and Position 

The charterer penetrates the market manifesting his/her interest by putting 
together an order. The order is drawn up in conformity with the type of chartering 
in view (voyage charter, consecutive voyage charter, time charter, bareboat charter, 
charter of affreightment). When the shipowner makes an entry in the market 
manifesting his/her interest by putting a position. The position usually contains 
information dealing with the ship type and characteristics, how and where the owner 
wishes to charter it, the period during which the vessel will be chartered, etc. The 
key target of the negotiations in chartering is the fixing of the freight rate. 

3 Applying Gaia and A-UML in e-Chartering Market 

The Gaia methodology models multi agents systems from the macro (societal) 
level to the micro (agent) level. The Gaia methodology [4] comprises three major 
phases: analysis, architectural design and detailed design. The first phase, analysis, 
assumes that the application requirements have already been compiled. This phase is 
concerned with the collection and organization of the system specification. In the 
architectural design phase, the organizational structure is defined in terms of its 
topology and regime control, and the interaction model and role model are 
completed. The last phase, detailed design, is concerned with detailing the agent 
model, which consists of mapping the identified roles to agent classes and instances, 
and the services model, which are the blocks of activities in which the agents will 
engage. The specifications of agents with their roles and the interactions among them 
and with the environment, are not enough to capture the complex and emergent 
behavior derived from many self interested agent applications. The complexity of the 
MAVCM system infrastructure, as stated in section two, needs additional effort for 
modeling the organizational structure as well as the organizational rules. Agent 
UML (AUML) builds on the acknowledged success of UML in supporting 
industrial-strength software engineering. The core part of AUML is the Agent 
Interaction Protocol (AIP) [30] that constitutes a central aspect for open MAS, 
specified by means of protocol diagrams. Protocol diagrams extensions to UML 
include agent roles, multithreaded lifelines, extended message semantics, 
parameterized nested protocols, and protocol templates. The proposed MAVCM 
solution for e-Chartering is specified using Gaia methodology and replacing the 
preliminary interaction model with the AUML notation. The following paragraphs 
analyze the design considerations of this platform and describe the methodology 
used. 

3.1 MAVCM requirements 

The initial scope of this architecture is to provide mechanisms for the 
implementation of the following functions: stage of investigation, stage of 
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negotiation and \\\Q follow up stage. The structure should be generic enough to suit 
different supervisory applications, and should provide means for the integration of 
diverse tools and techniques. An additional requirement is that this architecture 
provides means for the future expansion of the functions. The FIPA-ACL [14] agent 
communication language will be the linking language between different 
implementations of the MAVCM platform, on any FIPA compliant platform. It 
should be noted that this paper is presenting only the first two main stages (analysis, 
design). The implementation phase, where different technologically approaches 
found in literature [17], [18], [19], [20] for MAS systems and electronic markets are 
under research for the MAVCM platform. 

3.2 The environmental model 

Gaia methodology suggests a general approach to model the MAS environment. 
This environment is represented in terms of abstract computational resources that can 
be detected and changed by the agents. In MAVCM, the resources of interest are the 
vessel information depicted as POSITION and the cargo information depicted as 
ORDER in "Fig. 1". 

3.3 Organizational structure 

MAVCM is organized by federations, or domains, according to different services 
provided. The integration of different tools and techniques is achieved through the 
mapping of their capabilities into the agent roles and by the implementation of agent 
wrappers. MAVCM domains are organized differently depending on the case. Each 
agent is responsible for each shipowner or cargowner. Agents of the same port are 
controlled and organized based on their Broker functionality. The agent organization 
for each port is controlled by an agent Broker. The Broker is responsible for the 
manipulation and the agent peer collection in which all members have the same level 
of authority. The Broker also controls other resources such as Maritime News, 
forums info, Web Services which for the specific port are important parameters for 
the investigation phase of the e-Chartering procedure. The internal structure of 
agents and Brokers is analyzed in more detail in "Fig. 2", where internal 

Fig. 1, MAVCM organization structure 
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relationships and dependencies are presented. The MAVCM architecture was 
divided according to the different services provided, grouped by domains. Each 
service domain, in turn, may comprise other domains. At the highest level of 
abstraction, the system is sub-divided into six service domains: agent platform 
services (APS), information services (IS), investigation services (INVS), data 
collection (DC), negotiation services (NS) and contract services (CS). The APS 
module is responsible for providing the communication infrastructure with naming 
and yellow pages services. Contains the digent controller (AC) module, which is 
responsible for controlling the agent interactions and the process communication 
with each other in the multi-agent system [10]. The directory facilitator (DF) is a 
yellow pages service in which agents may register their services (to offer them to 
other agents), and search for services offered by other agents. Therefore, it has the 
following functions: register, deregister, modify and search [14]. The IS module is 
responsible for the storage and retrieval of information when it is required by users 
and other agents. Also it supports the end user with the user interface (UI) to 
accomplish the necessary actions for the e-Chartering procedures. The core module 
for the MAVCM platform is the INVS module, which includes the modules 
investigation manager (INVM), data analysis (DA) and algorithms for best solution 
(ABS). The purpose of these modules is to collect and analyze data from the 
available data sources of the MAVCM platform and then, by analyzing them through 
the ABS module, to offer the best scenario(s) at the MAVCM registered user. The 
data collection (DC) module is responsible for the data collection, the data 
management (DM) module, from the end users ORDERs or POSITIONS and from 
external resources (yellow pages, Maritime web services, etc.) through the 
functionahty of the external resources management (ERM) module. 

When the user has found data scenarios, then the NS module is responsible for the 
negotiation procedures with the data providers. This module includes the necessary 
control tools for secure multi-user negotiations (e-auctions) and data exchange with 
history keeping and user transactions storage capabilities. The behavioral-phase 
model controller (BPMC) [21] is responsible for the negotiation stages and 
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Fig. 2. MAVCM agent's internal modules 
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procedures, by controlling the involved agents interactions and inform the MAVCM 
user for automatic or semi-automatic status of the negotiation before the finalization 
of the negotiation. The protocol management (PM) module is controlling the 
interactions protocol between different agents that are participating in the MAVCM 
platform. Based on the chartering procedures, the final step for a web user will be 
implemented using the contact services (CS) module where the final decisions 
between two negotiated parties will be finalized by the creation of the electronic 
contract during the follow up stage. This module structure will include all the tools 
for contract creation and digital signing through the security controller (SC) module 
responsible for the security part of the contracts. 

This MAVCM platform organization provides a balance of flexibility and control 
to facilitate the inclusion of future functionalities like in the user information (UI) 
module, where web functionality will inform the user for Maritime cargo changes 
and opportunities on vessel market. 

3.4 Role model 

Agent roles represent the tasks that the system needs to perform. Each agent in the 
system may have the capability to perform one or more roles. It is possible, for 
example, to have one agent performing both the data collection role and the 
investigation role. Additionally, there may be multiple agents performing the same 
role, providing redundancy mechanisms and adding flexibility to the system, as for 
instance, it is possible to instantiate multiple agents for the user interface role, with 
different views of the system for different purposes when the user is a shipowner or a 
charterer. According to Gaia, a role can be viewed as an abstract description of an 
entity's expected function and is defined by four attributes, namely, responsibilities, 
permissions, activities, and protocols. A role model represents the functions that are 
expected in the system. For the MAVCM platform twelve roles have been identified: 
User Interface (UI), User Database (UD), Investigation Manager (INVM), Data 
Analysis (DA), Algorithms for Best Solution (ABS), Agent Controller (AC), 
Directory Facilitator (DF), Data Management (DM), External Resources 
Management (ERM), Behavioral Phase Model Controller (BPMC)/Protocol 
Management (PM), Contract Management (CM) and Security Controller (SC). 
"Table 1". 

Responsibilities determine functionality and, as such, are perhaps the key attribute 
associated with a role. Responsibilities are divided into two types: liveness that 
describe those states of affairs that an agent must bring about, given certain 
environmental conditions, and safety properties which are invariants. An acceptance 
state of affairs is maintained across all states of execution. The atomic components 
of a liveness expression are either activities or protocols. Activities are actions 
performed by agents that do not require interaction with others. Protocols are actions 
that involve interactions with others. In order to distinguish between these two types 
of actions, activities appear underlined in the role model. 

Finally, permissions are the 'rights' associated with a role, they identify the 
resources that are available to that role in order to realize its responsibilities. For 
example, in the INVM Role the Investigation agent has to search zero or more times 
for POSITIONS or ORDERs elements in other Brokers agents or agents that belong 
to the same agent domain and then update the AC state or the agent records in DM. 
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Protocols and activities described in the organizational rules are not explicitly 
mentioned in the role models [15]. 

Table 1. Role Model Using Gaia 
Role Schema: Investigation Management (INVM) 

Description: This role is responsible for performing the search functionality between the 
Broker agents of MAVCM based on specific user requirements of a shipowner or a cargo 
owner. Its functionality will be separated first in local domains (eg. same port) and then in 
more ports' Brokers. Also is responsible to maintain and interact with other Broker agents 
|and perform as an intermediate agent. 

Protocols and Activities: SearchBrokers, SearchDomain Agents, UpdateState, 
|UpdateAgentRecords 
Permissions: SearchAgentConnected, SearchAgentMetadata, SearchBrokerConnected, 
S earchB rokerM etadata 

Responsibilities 
Liveness: INVM=(SearchBrokers'^.UpdateState | 
SearchDomainAgents^.UpdateAgentRecords) 
Safety: 

3.5 Services model 

The Services model represents the services associated ŵ ith each agent role. The 
agent role is defined by the list of protocols, activities and responsibilities. Table 2 is 
presenting the services models for the Investigation Management Role of the 
MAVCM platform. 

Table 2, Services Model 

Service Schema: Investigation Management Role (INVM) 

Service 

SearchBrokers 

SearchDomainAgents 

UpdateState 

UpdateAgentRecords 

Inputs 

Search Criteria for 

Broker information 

Search Criteria for 

Domain 

New state from 

investigation procedure 

New record from agents 

Outputs 

Broker Hst 

Agent Hst 

New state 

updated 

New record 

updated 

Pre- Condition 

Connection with 

Brokers 

Connection with 

DMs agents 

Connection with 

ACs agents 

Connection with 

ACs agents 

Post-

Condition 

True 

True 

True 

True 

3.6 Interaction model 

The Interaction Model consists of a set of protocol definitions. The objective of the 
Interaction Model is to represent the dependencies and relationships between the 
various roles in the MAVCM platform by utilizing protocol definitions. More 
attention is paid to the nature and purpose of the interaction than to the sequence of 
execution steps. Using the Gaia methodology, one can distinguishes the 
characteristics that are considered extrinsic in order to minimize the impact of 
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changes in the organizational structure and to enable roles to be repeated in systems 
with different structures. The Manager assumption that will control the ESrVM 
module behavior is an example of an extrinsic characteristic. Gaia models have been 
combined with AUML [16] sequence diagrams for the additional detailing of agent 
interactions. 

3.7 Agent model 

The specification of the agents in MAVCM depends on the tools that compose the 
solution. Each tool has different capabilities that are associated with different agent 
roles, thus the definition of the agent model can only be further detailed when the 
MAVCM conceptual architecture is realized into implementation architecture. For 
the MAVCM prototype implementation, each role will be mapped to one agent class. 
This mapping results in a simple agent model with a total of thirteen agent classes as 
represented in Table 3. 

Table 3. Agent model 

Role 

UI 

UD 

INVM 

DA 

ABS 

AC 

DF 

DM 

EDM 

BPMC 

PM 

CM 

SC 

Class 

User Interface 

User Database 

Investigation Manager 

Data Analysis 

Algorithms for Best Solution 

Agent Controller 

Directory Facilitator 

Data Management 

External Resources Management 

Behavior Phase Model Controller 

Protocol Management 

Contract Management 

Security Controller 

Instances 

Zero or more 

Zero or more 

One or more 

One 

Zero or more 

One 

One 

Zero or more 

Zero or more 

One or more 

One or more 

One or more 

One or more 

Our aims were to analyze and design a system that could transform the 'human' 
chartering procedure into a dynamic and electronic automated system that could 
implement as much as possible of the human procedures and methodologies that 
humans perform during the Maritime chartering. This proposed solution gives add­
on benefits to chartering procedure as it vastly increases customer reach and 
visibility. Promotes new relationships in a cost-effective fashion. Allows saving time 
finding quality service cargo providers and shippers. Competitive negotiation 
promotes market-driven pricing to save money and create healthy e-negotiation 
transactions. Utilizes the internet to allow Shipowners and Cargo owners to negotiate 
cargo shipments and available service across any geography and any mode of 
transport. 
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4 Conclusions 

The organization of MAVCM into functional domains and roles provides a clear 
coordination of agents inside its domains and facilitates the integration of additional 
functionalities such as security issues and management of more than one community 
of MAVCM systems. Our aim was to design an architecture based on Gaia 
methodologies and AUML that first will describe with an analytic way the chartering 
human procedures and second to enable the integration of different tools and 
functionalities that will describe in more detail chartering procedures for specific 
vessels and cargo types. The main contribution of this research is the transformation 
of the chartering Maritime market procedures, into an electronic format, where until 
now most of them are done manually by humans. The identification of the chartering 
procedures and necessary functions and then the design of a system based on these 
market requirements using information technology tools over the web is an add-on. 
The actors of the e-Chartering procedures will be implemented by multi-agents that 
support the creation of virtual chartering markets, electronic negotiations and the 
construction of electronic contracts between a shipowner and a cargo owner. The 
implementation of the proposed system is under research. Negotiation and e-auctions 
procedures and techniques will be analyzed in more detail. Agent software 
development framework suites like the JADE [10] platform, and SALSA [11] 
framework will be evaluated for the implementation of the MAVCM platform. 
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Abstract. A great variety of complex real-life problems can be sufficiently 
solved by intelligent nature-inspired methods which can be considered part of 
artificial or computational intelligence. These newly introduced techniques 
have proven their important role on many successfiil implementations, mostly 
related to optimization problems. The basic reason for their success is that they 
imitate the way that real-life networks and other biological systems fimction 
and evolve in order to solve problems in different domains. Such systems can 
be found in the human brain (neurons), or can be observed in the natural world 
in the form of ant colonies, flocks of birds, as well as in other examples taken 
from the microcosm such as the human immune system. In this paper, we try 
to briefly present popular nature-inspired techniques, ant colony optimization 
and particle swarm optimization, and also to clarify the significance and 
appropriateness of nature-inspired intelligent approaches for solving complex 
financial optimization problems. A short discussion in included for a number 
of selected financial decision making applications, i.e. forecasting of financial 
distress, multi-stage portfolio optimization, credit scoring, investment 
decisions and capital investment planning. 
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1 Introduction 

In the recent years, both global economy and technology have advanced rapidly. A 
clear effect of this is the fact that new problem domains have been created, difficult 
to handle with standard approaches. New techniques are required, usually computer 
assisted, that offer effective and premium solutions with the least computational 
effort. However, it is indicative that new nature-inspired techniques have arose 
aiming at solving complex optimization problems. Nature-inspired intelligent 
systems mimic the way in which biological systems and real-world networks 
function in order to discover solutions in difficult optimization problems. Such 
examples are the function of the human brain (neural networks), the process through 
which an ant colony searches for its food, etc. 

In literature there is a variety of engineering, medical, managerial or financial 
applications, suitable to be handled through nature-inspired approaches. In 
production and manufacturing, the key issue is usually to determine the optimal 
parameters in product planning. An important point is often the optimization of the 
time distributed in each workstation. 

In medical domains, nature-inspired techniques are appropriate in making 
predictions for certain health problems, based on specific disease characteristics 
corresponding to decision variables. Finally, financial problems are of great 
importance. We deal with these kinds of problems later in this paper. 

The present work mainly focuses on the description of two varieties of 
optimization algorithms. Their common characteristic is that both are based on the 
way in which biological systems behave. 

The first method is ant colony optimization, an approach that mimics the way in 
which a colony of ants searches for its food. Ants search for food at random. After 
they have found a possible source, they return to their colony depositing pheromone 
in all the way. Other ants realize this chemical product. The power of pheromone is a 
function of the quahty of the food and the distance between the nest and the source 
of food. The second algorithm is particle swarm optimization. It imitates the way in 
which a flock of birds migrates. Each bird has a certain speed and direction, as if a 
vector. All birds communicate with each other and finally decide to adopt the 
direction of the one that has the best position according to their final destination. In 
the next section, we depict in more detail the way that the two algorithmic 
approaches work in principle. 

The paper is organized as follows: In section 2, a brief description of the 
optimization algorithms is given. In section 3, we present some of the financial 
apphcations successfully solved by these approaches. In the final section, we 
propose future trends and research perspectives of nature-inspired approaches, not 
only in the financial domain, but in other domains as well. 
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2 Popular nature-inspired optimization algorithms 

2.1 Ant colony optimization 

Ant colony optimization (ACO) algorithms were first introduced by M. Dorigo in the 
early 1990's [8,12,13]. The development of these algorithms was inspired by the 
observation of ant colonies. Ants' behavior is governed by the goal of colony 
survival rather than being focused on the survival of individuals. The philosophy of 
these optimization algorithms stems from the ants' foraging behavior, and in 
particular, how ants can find shortest paths between food sources and their nest. 
When searching for food, ants initially explore the area surrounding their nest in a 
random manner. While moving, ants leave a chemical pheromone trail on the 
ground, which can be smelled by other members of the colony. Other ants tend to 
choose, in probabihty, paths marked by strong pheromone concentrations. As soon 
as an ant finds a food source, it evaluates the quantity and the quality of the food and 
carries some of it back to the nest. During the return trip, the quantity of pheromone 
that an ant leaves on the ground may depend on the quantity and quality of the food. 
These pheromone trails will guide other ants to the food source. It has been shown 
that the indirect communication between the ants via pheromone trails-known as 
stigmergy-enables them to find shortest paths between their nest and food sources. 

In general, the ACO approach attempts to solve an optimization problem by 
iterating the following steps: 

• Candidate solutions are constructed using a pheromone model, that is, a 
parameterized probability distribution over the solution space; 

• The candidate solutions are used to modify the pheromone values in a way 
that is deemed to bias future sampling toward high quality solutions; 

Finally, the pheromone update aims to concentrate the search in regions of the search 
space containing high quality solutions. 

2.2 Particle swarm optimization 

The first particle swarm optimization (PSO) algorithm was proposed by Kennedy 
and Eberhart in 1995 [14,10]. It is a biologically inspired algorithm which models 
the social dynamics of bird flocking. A large number of birds flock synchronously, 
change direction suddenly, scatter and regroup iteratively, and finally perch on a 
target. The PSO algorithm facilitates simple rules simulating bird flocking and serves 
as an optimizer for continuous nonlinear functions. The attractiveness of the PSO 
algorithm is due to features like natural metaphor, stochastic move, adaptivity, and 
positive feedback. 

The general principles of the PSO algorithm are outlined as follows: 
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• Particle representation: The particle in the PSO is a candidate solution to 
the underlying problem and move iteratively about to the solution space. 

• Swarm: The PSO explores the solution space by flying a number of 
particles, called swarm. 

• Personal best experience and swarm's best experience: The PSO enriches 
the swarm intelligence by storing the best positions visited so far by every 
particle. In particular, each particle remembers the best position among 
those it has visited and the best position by its neighbors. 

• Particle movement: The PSO is an iterative algorithm according to which a 
swarm of particles flies about the solution space until the stopping criterion 
is satisfied. 

Stopping criterion: The PSO algorithm is terminated with a maximal number of 
iterations or the best particle position of the entire swarm cannot be improved fixrther 
after a sufficiently large number of iterations. 

3 Financial applications 

The aforementioned nature-inspired optimization algorithms have been recently 
(2006) used, among others, in a variety of applications of the financial domain. A 
first issue that has been studied is the forecasting of financial distress for companies 
[1]. Due to the radical changing of the global economy, a more precise forecasting of 
corporate financial distress helps provide important judgment principles to decision­
makers. Although financial statements reflect a firm's business activities, it is very 
challenging to discover critical information from these statements. 

In this study, an evolutionary approach with modularized evaluation functions, 
which extracts the set of critical financial ratios and integrates more evaluation 
functions modules to achieve a better forecasting accuracy by assigning distinct 
weights, is introduced to forecast financial distress. PSO and genetic algorithms 
(GA) will be the evolutionary algorithms and logistic regression, discriminant 
analysis and neural networks will be the evaluation modules. In conclusion, it 
appears that the use of the proposed approach achieves better forecasting accuracy 
with a minimum critical consideration of financial ratios than using conventional 
statistical techniques. Furthermore, more integrated evaluation modules would 
achieve better foreccisting accuracies in our approach. 

Credit scoring is another issue of great importance both for the academic and the 
business society [2]. Numerous modeling techniques have been developed in order to 
tackle this problem. The use of the particle swarm optimization described above, 
introduces a quite original approach. The algorithm is used in order to train a neural 
network. This hybridized algorithm is used in order to evaluate the creditability of 
real-world cases. There are two advantages from this approach. Firstly, the neural 
network, which comes from the parameterization process of the optimization 
algorithm, has better decision making ability. Secondly, we can comment on the 
classification abihty of the network, which is improved greatly. 
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Another application is a multistage stochastic financial optimization problem [3]. 
Multistage stochastic financial optimization manages portfolio in constantly 
changing financial markets by periodically rebalancing the asset portfolio to achieve 
return maximization and/or risk minimization. Particle swarm optimization is used 
for the decision-making process in order to solve the multi-stage portfolio 
optimization problem. The performance of the algorithm is demonstrated by 
optimizing the allocation of cash and various stocks in a weighted index. 

There are two more recent works based on the topic of portfolio optimization 
[18,19]. In [18], a particle swarm optimization algorithm was applied to the 
construction of optimal risky portfolios for financial investments. Constructing an 
optimal risky portfolio is a high-dimensional constrained optimization problem 
where financial investors look for an optimal combination of their investments 
among different financial assets with the aim of achieving a maximum reward-to-
variability ratio (Sharpe ratio). A particle swarm solver is developed and tested on 
various restricted and unrestricted risky investment portfolios. The particle swarm 
solver demonstrates high computational efficiency in constructing optimal risky 
portfolios consisting of a small number of assets. In [19], apart from including stocks 
in the portfolio, bonds are also taken as potential assets for investment. 

Another application of particle swarm optimization algorithm to financial 
problems is the construction of a decision making model that generates one-step 
forward investment decisions for stock markets. In this case, the optimization 
algorithm is hybridized with a neural network [4,17,21]. The neural network is used 
to make the analysis of daily stock returns and to calculate one day forward decision 
for the purchase of the stocks. Subsequently the PSO algorithm is applied in order to 
select the "best" ANN for the future investment decisions and to adapt the weights of 
other networks towards the weights of the best network. The experimental 
investigations were made considering different forms of decision-making model, i.e. 
different number of ANN, ANN inputs, sliding windows, and commission fees. One 
of the central problems in financial markets is to make the profitable stocks trading 
decisions using historical stocks' market data [21]. In order to achieve this, a 
decision making method, which is based on the application of neural networks and 
swarm intelligence technologies is presented. This model generates one-step-ahead 
investment decisions. In brief, the analysis of historical stock prices variations is 
made using single layer NN, and subsequently the Particle Swarm Optimization 
algorithm is applied in order to select global best NN for the future investment 
decisions and to adapt the weights of other networks towards the weights of the best 
network. 

An application of the ant colony optimization algorithm for the capital investment 
planning problem is given in [7]. Capital investment planning is a periodic 
management task that is particularly challenging in the presence of multiple 
objectives as trade-offs have to be made with respect to the preferences of the 
decision-makers. The underlying mathematical model is a multi-objective 
combinatorial optimization problem. One way to tackle this problem is first to 
determine the set of all efficient portfolios and then to explore this set in order to 
identify a final preferred portfolio. The ant colony optimization algorithm is 
developed in order to find efficient portfolios as it is impossible to enumerate all of 
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them within a reasonable computation time for practical problems. Firstly, a 
neighbourhood search routine is added to ACO to improve its performance. Then a 
taboo search and variable neighbourhood search procedure are developed. The multi-
objective integer linear programming model of the capital investment planning 
problem is adopted. There are two sets of constraints in the model. The first set 
restricts each feasible portfolio to contain no more than a given maximum (or no less 
than a given minimum) number of projects out f a certain subset. The second set of 
constraints deals with resource limitations. Results of this study indicated that the 
performance of ACO can be remarkably improved by supplementing it with a 
neighbourhood search routine. The improved ACO provides the best solution and is 
less parameter-sensitive than other procedures. 
The topic of time series analysis and data processing in general is of great financial 
importance [6,15]. In [15], a recurrent neural network is trained with a new learning 
algorithm in order to predict a number of missing values from a certain time series. 
This training algorithm is based on a hybrid of particle swarm optimization and 
evolutionary algorithm. By combining the searching abilities of these two global 
optimization methods, the evolution of individuals is no longer restricted to be in the 
same generation, and better performing individuals may produce offspring to replace 
those with poor performance. The trained RNNs are able to predict the missing 
values in the time series with minimum error. 
Another important issue in the field of financial management is the modeling of time 
series, as well as the prediction and forecasting abihtv of the model [16,22,23]. In 
[16], an attempt to represent the seemingly chaotic behavior of stock markets by 
using flexible neural networks is made. Again, the parameters of the neural network 
are optimized using genetic programming and particle swarm optimization 
algorithms. In [22], a time series forecasting methodology and its appHcation to 
generate one-step-ahead predictions for two daily foreign exchange spot rate time 
series is presented. The methodology draws from the disciplines of chaotic time 
series analysis, clustering, artificial neural networks and evolutionary computation. 
In brief, clustering is applied to identify neighborhoods in the reconstructed state 
space of the system; and subsequently neural networks are trained to model the 
dynamics of each neighborhood separately. Again, the training techniques used are 
an evolutionary and a particle swarm optimization algorithm. Finally, in [23], the 
special issue of forecasting exchange rates is analyzed. A flexible neural tree is 
proposed for the forecasting process. Based on the pre-defined operator sets, a 
flexible neural tree model can be created end evolved. The structure of this technique 
is developed using the extended compact genetic programming and the free 
parameters embedded in the neural tree are optimized by particle swarm 
optimization algorithm. 

4 Conclusions 

As we can see from the above appHcations, particle swarm optimization algorithms 
are used in most cases. In addition, the role of these algorithms is to optimize the 
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parameters of the model used to perform a certain financial task (portfolio selection, 
forecasting). In most cases, swarm intelligence was complementary to neural 
networks. However, these new nature-inspired techniques have the ability to select 
the optimal parameters of the model under considerations. This surely leads to better 
results than using traditional approaches. 
Future perspectives can be divided into two categories. Firstly, there could be an 
improvement in technical aspects of the aforementioned methodologies. More 
specifically, the communication topology of the particles in the particle swarm 
optimization algorithm can be changed dynamically and not remain fixed. Also, the 
investigation of the relationship between the weighting function and the premature 
convergence of PSO might be a challenging task. Other, more general technical 
issues are the use of alternative methods or more detailed versions of the new nature-
inspired techniques, larger data sets (might give better estimations) etc. The second 
category has to do with several alternative scenarios as far as certain applications are 
considered. For example, in decision making problems, we can allow for more 
frequent trading possibilities, in the capital investment planning, more projects might 
be included in the company's portfolio etc. 
To summarise, we can comment that nature-inspired optimization techniques might 
become the next step in effectively facing optimization problems. Standard 
methodologies sometimes lack the abilities and the efficiency of nature inspired 
intelligent algorithms. Moreover, nature-inspired methods can effectively be used in 
production, manufacturing, medical apphcations etc. As general future directions in 
the financial domain, we can indicate several problems that can be addressed by 
these algorithms. For example, an interesting issue is the investigation of whether 
there exists any relationship between national economies, stocks, rates, exchange 
rates etc., in other words to discover whether there exist profitable opportunities for 
investment. 
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Abstract. Most organizations use performance appraisal system to evaluate 
the effectiveness and efficiency of their employees. In evaluating staff 
performance, it usually involves awarding numerical values or linguistic labels 
to their performance. These values and labels are used to represent each staffs 
achievement by reasoning incorporated in the arithmetical or statistical 
methods. However, the staff performance appraisal may involve judgments 
which are based on imprecise data especially when human (the superior) tries 
to interpret another human (his/her subordinate) performance. Thus, the 
scores awarded by the appraiser are only approximations. From fuzzy logic 
perspective, the performance of the appraisee involves the measurement of 
his/her ability, competence and skills, which are actually fuzzy concepts that 
can be captured in fuzzy terms. Accordingly, fuzzy approach can be used to 
handle these imprecision and uncertainty information. Therefore, the 
performance appraisal system can be examined using Fuzzy Logic Approach 
and this was carried out in the study. The study utihzed hierarchical fuzzy 
inference approach since performance evaluation comprises of four criteria; 
namely work achievement, skill knowledge, personal quality, and community 
services. The output of the study provides the ranking for staff performance. 
From this study, it is expected that reasoning based on fuzzy models will 
provide an alternative way in handling various kinds of imprecise data, which 
often reflected in the way people think and make judgments. 

1 Introduction 

Performance appraisal may be defined as a structured formal interaction between a 
subordinate and his/her superior. It usually embraces of a periodic interview, in 
which the work performance of the subordinate is examined and discussed. The 
appraisal also triggers to identify weaknesses and strengths as well as opportunities 
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for improvement and skills development. In most cases, performance appraisal 
system is used by managers to evaluate the management of the effectiveness and 
efficiency of employees and/or other resources within the organization [1]. It is a 
tool that can create competitive advantages amongst employees. In the Malaysian 
Pubhc Services, each staff is being evaluated through a performance appraisal 
system that was designed to be a systematic annual process which involved 
evaluating employee's set targets (SKT), perceived behavior evaluation and work 
achievement during the year of evaluation. Here, each departmental targeted 
activities, programs and projects were decided upon, in reference to predetermined 
overall organizational policy and strategies agreed upon at the beginning of the year 
of evaluation. And, the appraisal focuses upon the integration and achievement of 
individual targets, behavior and performance at work as compared to the goals of the 
organization. 

Performance appraisals are mainly used for judgmental and developmental 
purposes [2] in order to make good administrative decisions. Performance measures 
are meant to provide more complete information about an entity's performance. 
Organizations rely on supervisors to sort out how well individuals under their 
supervisions perform. The hope is that supervisors can disentangle the effects of job 
changes, collective action, luck and their own likes and dishkes, to make an accurate 
judgment of how well individuals have performed over a period of time. However, 
this hope is rarely realized, the appraisers (or the supervisors) bring their own biases 
and information-processing problems to the task of performance appraisal, thus the 
appraisal are often flawed. Therefore, the evaluation given may involve information 
of uncertainty and subjectivity. 

In most staff performance evaluation, the process usually involves awarding 
numerical values or linguistic labels to staff performance. These values and labels 
are used to represent the staffs achievement by reasoning using arithmetical or 
statistical methods. In general, those methods can be classified using nominal score 
and single numerical score. These numerical scores may refer to another numerical 
interval-value that refers to a certain category of achievement, which is equivalent 
to 100 percent value. However, in most cases, the evaluation of staff performance 
may be influenced by the appraiser's experience, sensitivity and standard(s). Thus, 
the scores awarded by the appraiser are only approximations and there is an inherent 
vagueness in the evaluation. However, if we looked into the evaluation using fuzzy 
logic approach, the performance of the appraisee involves the measurement of 
ability, competence and skills, which are fuzzy concepts that may be captured in 
fuzzy terms. Consequently, fuzzy logic approach can be implemented to manage the 
uncertainty information involved in performance evaluation. 

This paper is divided into four sections. First, the introduction briefly describes 
the topic of this paper. Second, the approach and methods in this study were 
explained. This section includes some related work. The third section discusses the 
result of this study and the final section concludes the study. 
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2 Method 

Decision making is a process of problem solving that involves pursuing of goals 
under constraints. The outcome is a decision that should result in an action [3]. This 
is a difficult process due to the factors such as incomplete and imprecise information 
subjectivity, linguistics, which tend to be present to a lesser or greater degree. As 
knowledge involved in appraisal evaluation is an approximate and fuzzy logic has 
been successfully used for approximate reasoning in such cases, its application 
becomes significant to manage the uncertainty in the evaluation system. 

The design of fuzzy system mainly involved two operations of knowledge base 
derivation and the selection of the fuzzy inference process to perform the fuzzy 
reasoning [4]. The successful development of a fuzzy model for a particular 
application domain is a complex multi-step process, in which the designer is faced 
with a large number of alternative implementation strategies [5]. Fuzzy logic 
addresses such applications perfectly as it resembles human decision making with an 
ability to generate precise solutions from certain or approximate information. The 
advantage of fuzziness dealing with imprecision fit ideally into decision systems; the 
vagueness and uncertainty of human expressions are well modeled in the fuzzy sets, 
and a pseudo-verbal representation, similar to an expert's formulation, can be 
achieved [6]. 

Fuzzy approach has been used to evaluate many type of performances such as 
product and marketing, finance, education and more. [7] suggest a new learning 
achievement evaluation strategy in student's learning procedure. That study aimed to 
overcome conventional approaches' shortcomings that can consider such vague 
factors as complexity, importance, and difficulty. [8] applied Fuzzy Multiple Criteria 
Decision Making to evaluate feasible developmental strategies in regard to the needs 
of manufacturers, government and consumers. In accordance, this study is also 
concerned with the Fuzzy Logic which mainly aims to manage the uncertainty 
information and human-like reasoning and approached the domain problem. 

2.1 Fuzzy System 

Fuzzy system generally involves three phases of flizzification, fuzzy inference 
and defuzzification [9]. The SKT evaluation comprises of four criteria; namely work 
achievement, skill knowledge, personal quality, and community services. The fuzzy 
linguistic for these criteria chosen are identified as competent, need improvement, 
proficient or else. The input value is mapped into the membership function graph to 
obtain the confidence value of that particular input variable. The real value that is 
supplied into the system is converted to linguistic variables. Linguistic variables are 
assigned to several systems' input. Table 1 tabulates the linguistic variables for 
several system inputs. 
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Table 1: Fuzzy Set Definition 

Fuzzy Variables 

Input 

Output 

Work Achievement 

Skill Knowledge 

Personal Quality 

Community Service 

Appraisal's Mark 

Fuzzy Set Linguistic Term 

{needs improvement, meet 

expectation,, competent} 

{needs improvement, medium, 

proficient} 

{poor, fair, good} 

{not active, average, fair} 

{needs improvement, meet 

expectation,, exceed expectation} 

The elements of a fuzzy set are mapped to a universe of memberships values, X 
to the interval [0, 1] [10] or JUIACX): X -> [0, 1]. Membership function is denoted by 
|ia(x). If X is a universe of membership values and x is an element of X, then a fuzzy 
set A is represented by A= {(x, I^ACX))}, XEX. For this system, several membership 
functions v^ere drawn for corresponding variables. The x-axis represents the variable 
while the y-axis represents the confidence value ranges from 0 to 1.0. The 
trapezoidal function was used to represent the linguistic variable. 

Figure 1: Trapezoidal Membership Function 

From figure 1, n(xO, xl, x2, x3) = 

0 

( j -Xo) / ( j , -Jo) 

1 

(x -x^\(x^ -X2) 

0 

x<x, 

x>x. 

General trapezoid membership function graph drawn for this system variable is 
illustrated in Fig 1. From the membership function graph, a confidence value for 
each label will be retrieved from x- axis to y-axis. 
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2.2 Fuzzy Inference 

Fuzzy inference engine resembles human reasoning in its use of approximate 
information and uncertainty to generate decisions. It consists of rules, facts and 
conclusions. The fuzzy production rules connect premises with conclusions, 
condition with action. In this inference, expert's knowledge and experience was 
acquired and formulate accordingly to develop the appropriate rule to perform the 
system. The fuzzy inference can be implemented using the if-then statements or 
Fuzzy Associative Memory (FAM). The if-then implementation is the same as that 
executed in expert system except that it involves the linguistic variables. Rules are 
simplified in fuzzy associative memory (FAM) tables to make the system easier to 
evaluate each set of rules. The single inference structure is shown as Fig 2-a. 
Therefore, as more than one attribute of inputs are involved in this system, then a 
hierarchical inference structure is needed (Fig.2-b). 

work 

skill 

rate 

a) Single Inference Process 

work 

skill 

Personal 
Quality 

Ratel 

Rate 2 

Community 
Service 

Total 
Score 

b) Multiple Inference Process 

Figure 2: Fuzzy Inference Structure 

Such fuzzy rules are represented as given below. 

IF workachievement is 'poor' AND skill is 'poor' THEN appraisal_ rate is 

'need improvement' 
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IF workachievement is 'poor' AND skill is 'satisfactory' THEN appraisal_ rate 

is 'need improvement' 

IF workachievement is 'poor' AND skill is 'proficient' THEN appraisal_ rate is 

'meet expectation' 

This fuzzy rule determines the decision embedded into the system engine, and 

should be validated from domain expert. Moreover, the human linguistic term 

involves in fuzzy rules enable the human-like fuzzy reasoning. 

2.3 DefuzziHcation 

Defuzzification or decomposition involves finding a value that best represents the 

information contained in the fuzzy set. The implementation of defuzzification is 

important in order to transform the linguistic terms back into crisp interpretation. The 

Defuzzification process yields the expected value of the variable for a particular 

execution of a fuzzy model. In fuzzy models, there are several methods of 

Defuzzification that describe an expected value for the final fuzzy state space could 

be derived [10]. 

There are a number of Defuzzification methods such as Centre of Gravity, 

Centre of Sums and Mean of Maxima. However, the system in this study only 

focuses on centre of gravity technique. The implementation of gravity technique is as 

modeled in eq 1. 

n 

t'^'—r, W 

The output is calculated as 

Z/Wji + LW^2 + ^ ^ 1 3 + ^ ^ 2 1 "•" ̂ ^ 2 2 + ^ ^ 2 3 "*" ̂ ^ 3 1 + ^ ^ 3 2 "•" ^ ^ 3 3 
tJ HILJL41 ^" —.^—.^——^—^^-^-^^—^—^-—^—^——^^ 

2' = 1 

Equation (2) 

H represent as Excellent, M as meet expectation and L as need improvement 

respectively. In short, {H, M, L} are a fuzzy label (linguistic) used to represent the 

fuzzy variables. 
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3. Implementation and Results 

This section focuses on the implementation of Fuzzy Appraisal Evaluation 

System prototype and it is separated from the existing performance system. However 

it is assumed that the input parameter for this system is observed from the existing 

system. This application consists of fuzzy system components, which have been 

discussed above. The architecture of the system is illustrated as in Fig 3. 

f 
Evaluation's 
criteria 

Existing V ' ^ 
performance 
evaluation 

Crisp Output 

Crisp Input 

Figure 3: Fuzzy System Architecture for Appraisal Evaluation 

This system uses four parameters as its system input. The input value actually 
should be observed from existing evaluation tool. However this study only focuses 
on the fuzzy system engine only, and assumed that the value is observed from the 
existing evaluation tool. So, it not does cover the details criteria for each group of 
input parameters. All inputs that are in the form of crisp value, will be processed 
throughout fuzzification phase, fuzzy inference and defuzzify the fuzzy value into 
crisp value for user presentation. As a prototype, this fuzzy system was developed 
using Microsoft Visual Basic (VB) 6.0 to test the fuzzy engine. Since VB provide 
easy programming facihty, it was used as a platform to develop fuzzy engine as it 
consumed less time for coding task. 

In practice, the 2-dimensional graph is used to represent a decision diagram using 
a total score accumulated from various criteria that be evaluated. The diagram can be 
illustrated in the Fig. 4 and is known as a singleton function. Consequently, the 
decision of forecasting staffs achievement will falls into specific conditions, which 
have a rigid boundary. Clearly the decision is based on crisp values which are rather 
rigid. 
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Figure 4: Example of Performance Decision 

Based on the current practice, appraisal's evaluation for staff involves several 

criteria. Marks accumulated from the criteria then will be judge into single decision. 

For example, if the accumulated marks is above 85 than the staff will have an 

excellent result from the appraisal evaluation. In this study, several linguistic labels 

for each criterion are proposed. This study explores the evaluation process using 

more than one attributes. From the findings, if more than one attributes involved, the 

less rigid 3-dimensional decision graph was produced. 

Although fuzzy logic eases the mapping problem, more programming effort was 

involved. To this end, fuzzy technique has definitely eases the mapping process. As a 

result, it produces more meaningful information to the user as well as improving the 

efficiency of handling uncertainty. Also, a fuzzy approach was used in order to 

accumulate the marks and assist the decision. Although fuzzy logic eases the 

mapping problem, more programming effort was involved. To this end, fuzzy 

technique has definitely eases the mapping process. As a result, it produces more 

meaningful information to the user as well as improving the efficiency of handling 

uncertainty. 

However, the success of the system especially on the fuzzy engine relies much 
on the experience of selecting membership function and mainly the fuzzy knowledge 
base. The more expert knowledge involved and validated the rules and membership 
function, then the more reliable its end result. Thus, as expert systems rely on expert 
knowledge, fuzzy system also needs expert experience to strengthen the decision 
rules and capable to handle imprecise value in its reasoning. 

Discussion and Conclusion 

This study focuses on the implementation of fuzzy logic approach in the staff 
appraisal system. Therefore it emphasizes on the mapping of uncertainty data in 
performance measurement system into fuzzy values which consist of labels and 
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confidence values. The mapping process is essential in this study since if erroneous 

membership function and rules were chosen, it may yield a flawed output. In future, 

it is urge that this system may be implemented in a web based version and 

incorporate with the existing evaluation system. Furthermore, others artificial 

inteUigence techniques can be used in this study. For instance, expert system may be 

used to enhance the explanation facilities, or neural network technique to forecast the 

potential of staff performances. Finally, it is expected that reasoning based on fuzzy 

models will provide an alternative way in handling various kinds of imprecise data, 

which often reflected in the way people think and make judgments. It is important to 

point out that the aim of the proposed system is not to replace the current system of 

evaluating performance but it may be used to strengthen and improve the present 

system of evaluation by providing additional information for appraiser to make 

decision in performance evaluation and management of resources in an organization. 
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A b s t r a c t . We propose a method of extracting cause information from 
Japanese newspaper articles concerning business performance. Cause 
information is useful for investors in selecting companies to invest. Our 
method extracts cause information as a form of causal expression by 
using statistical information and initial clue phrases automatically. Our 
method can extract causal expressions without predetermined patterns 
or complex rules given by hand, and is expected to be applied to other 
tasks or language for acquiring phrases that have a particular meaning 
not limited to cause information. We compared our method with our 
previous method originally proposed for extracting phrases concerning 
traffic accident causes and experimental results showed that our new 
method outperforms our previous one. 

1 Introduction 

We propose a method of extract ing cause information from Japanese news­
paper articles concerning business performance. Our method extracts phrases 
implying cause information, e.g. ^^SW^^^^-t^ftl^itfM {zidousya no uriage ga 
koutyou: Sales of cars were good)" or ''W<B(D^}:Jifif^WL {tekkan no uriage ga 
husin: Sales of iron tubes were down)". Here, we de ne a phrase implying cause 
information as a "causal expression". Cause information is useful for investors in 
selecting companies to invest. Collecting information concerning business per­
formance is a very impor tan t task for investment. If the business performance 
of a company is good, the stock price of the company will rise. Moreover, cause 
information of the business performance is also impor tant , because, even if the 
business performance is good, the stock price will not rise if t he main cause is 
the recording of an extraordinary pro t not related to core business (e.g. pro t 
from sales of stocks ). This is also the case for the bad business performance. 
However, since there are a number of companies t h a t announce business per­
formance, acquiring their all cause information manually is a considerably hard 
task. First , our method extracts articles concerning business performance from 
newspaper corpus as a preparat ion. Next, our method extracts causal expres­
sions automatical ly from these articles by using statistical information and 2 
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initial clue phrases. Here, the "clue phrases" are de ned as phrases frequently 
modi ed by causal expressions. 

As related work for extracting phrases that have a particular meaning, Rilo 
et al. proposed a method for learning extraction patterns for subjective expres­
sions by applying syntactic templates made by hand to the training corpus[5]. 
Khoo et al. proposed a method for extracting cause-e ect information from a 
newspaper text and a method for extracting causal knowledge from a medi­
cal database by applying patterns made by hand[2][3]. Kanayama et al. pro­
posed a method for extracting a set of sentiment units by using transfer-based 
machine translation engine replacing the translation patterns with sentiment 
patterns [1]. Morinaga et al. proposed a method for collecting and analyzing 
people's opinions about target products from Web pages by using an evaluation-
expression dictionary and syntactic property rules learned manually from train­
ing examples[4]. However, to construct a complete list of complex rules or pat­
terns manually, which is the case of the above methods, is a time-consuming and 
costly task. Moreover, the rules and the patters made by hand may be domain-
speci c and can not be applied to other tasks. In contract, our method uses 
statistical information and only 2 initial clue phrases consisting of 2 words as 
an initial input. The domain-speci c dictionaries, predetermined patterns, com­
plex rules made by hand are not needed. Hence, our method is expected to be 
applied to other tasks or language for acquiring phrases that have a particular 
meaning not limited to cause information (e.g. opinion information, reputation 
information) by changing an initial input. We preliminarily proposed a method 
for extracting phrases concerning traffic accident causes by using statistical in­
formation and initial clue phrases[6]. However, our previous method could not 
attain high precision if inappropriate phrases are extracted. In this paper, we 
also propose a method for eliminating inappropriate phrases automatically and, 
by introducing it, our new method attains high precision. 

2 Extraction of articles concerning business performance 

As a preparation, our method extracts articles concerning business performance 
from newspaper corpus by using Support Vector Machine (SVM) [7]. 

2.1 Feature selection 

As training data, we manually extract 2, 920 articles concerning business perfor­
mance as positive examples and 2, 920 articles not concerning business perfor­
mance as negative examples from Nikkei newspapers published in 2000. Here, 
some of words contained in the positive examples are used as features of SVM. 
The method for extracting content words e ective as features is as follows: 

First, our method calculates score W{ti, Sp) of word ti contained in positive 
example set Sp and score W{ti,Sn) of word U contained in negative example 
set Sn by the following Formula 1. 
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W{U,Sp) = P{U,Sp)H{U,Sp), (1) 

where, P{ti^ Sp) is the probabiHty that word ti appears in positive example set 
Sp and H{ti,Sp) is the entropy based on the probability P{ti,d) that word 
ti appears in document d e Sp. The entropy H{ti,Sp) is calculated by the 
following Formula 2: 

H{U,Sp) = - T P{ti,d)\og,P{U,d), P{U,d) = ^ ^^^t'lfj .y (2) 
des, 2^des,W[tud) 

where, tf(ti^d) is the frequency of word U in document d. Next, our method 
compares W{ti^ Sp) with W{ti^Sn)- If score W{ti^ Sp) is larger than 2W{ti^ Sn), 
word ti is extracted as a feature of SVM. By introducing Entropy H{ti, Sp), a 
large score is assigned to a word that appears uniformly in each document con­
tained in positive example set Sp. For example, when word ti is contained only 
in one document, H{ti, Sp) = 0. Although such a word ti may be an important 
word for the document, it may be an irrelevant word for positive example set Sp. 
Hence, word ti with small entropy value should not be extracted as a feature. 
However, Formula 1 may assign a large score to a general word not relevant to 
business performance. Such a general word may also be assigned a large score 
in the negative example set. Hence, in our method, not only W{ti, Sp), a score 
in positive example set Sp, but also W{ti, Sn), a score in negative example set 
Sn, are calculated and compared. 

3 Extraction of causal expressions 

Our method extracts causal expressions from articles concerning business per­
formance extracted by the method described in Section 2. Here, a causal ex­
pression is a part of a sentence consisting of some '^bunsetu^s^^ (a bunsetu is 
a basic block in Japanese composed of several words). Our method extracts 
causal expressions by using "clue phrases", i.e. phrases modi ed by causal ex­
pressions frequently. For example, a causal expression concerning good business 
modi es clue phrase ":6WI)S {ga koutyou: is good)" and a causal expression 
concerning bad business modi es clue phrase ")6'*^ ÎS ([ga husin: is down)" fre­
quently in Japanese. Our method extracts an expression that consists of a clue 
phrase and a phrase that modi es it as a causal expression. Hence, if many 
clue phrases e ective for extracting causal expressions is acquirable, causal ex­
pressions are extracted automatically. However, it is hard to acquire many clue 
phrases e ective for extracting causal expressions by hand. Hence, our method 
also acquires such clue phrases automatically from a set of articles concerning 
business performance. 

3.1 Acquisition of clue phrases 

Our method for acquiring clue phrases is as follows. 
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Set of 
initial clue phrases 

W A 
Step of acquiring 
clue plirases 

Set of 
frequent phrases 

Set of 
clue phrases 

\7 Step of acquiring 
frequent phrases 

Fig. 1. Outline of our method 

Initial clue phrases: 

• if^y^Wkga koutyou. be good) 
• 'h^'^^^ga husin: be down) 

Examples of frequent phrases: 

• '%^)^{"i^uriage. sales) 
• ^li^izyutyuir. orders) 

Step 1: Input some initial clue phrases and acquire phrases t ha t modify them. 
Here, we use two clue phrases, ^^ff^WM (ga koutyou: be good)" and ^^ti^^M 
{ga husin: be down)", as initial clue phrases. 

Step 2: Ex t rac t phrases appearing frequently in a set of the phrases acquired in 
Step 1 (e.g. ^ D - t i - f {uriage: sales)). In this paper, such phrases extracted 
in Step 2 are de ned as "frequent phrases". 

Step 3: Acquire new clue phrases modi ed by the frequent phrases. 
Step 4: Ex t rac t new frequent phrases from a set of phrases tha t modify the new 

clue phrases acquired in Step 3. This s tep is the same as Step 2. 
Step 5: Repeat Steps 3 and 4 until predetermined times or neither new clue 

phrases nor new frequent phrases are extracted. 

An outline of the method is i l lustrated in Figure 1. 

3.2 E x t r a c t i o n o f Frequent p h r a s e s 

The method for extract ing "frequent phrases" from a set of phrases t ha t modify 
clue phrases is as follows. 

Step 1: Acquire a bunsetu modifying a clue phrase and eliminate a case particle 
from the bunsetu. Here, the bunsetu is de ned as c. 

Step 2: Acquire frequent phrase candidates by adding bunsetu modifying c to 

c. (See Figure 2.) 
Step 3: Calculate score Sf{e,c) of frequent phrase candidate e containing c by 

the following Formula 3. 
Step 4: Adopt e assigned the best score Sf{e^c) in the set of frequent phrase 

candidates containing c as the frequent phrase. 

Score Sf{e,c) is calculated by the following Formula 3: 

Sf{e,c) = - / e ( e , c ) ^ / p ( e ) l o g 2 P ( e , c ) , (3) 

where, P ( e , c) is the probability t ha t frequent phrase candidate e containing c 
appears in the set of articles concerning business performance. /e (e , c) is the 
number of frequent phrase candidate e's containing c. fp{e) is the number of 
bunsetu's t ha t compose e. Here, P{e,c) = fe{e,c)/Ne{c), where, Ne{c) is the 
to ta l number of frequent phrase candidates containing c in the set of articles 
concerning business performance. 
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Bunsetu 1 {shingata no: new) 
Clue phrase 

Bunsetu 2 ,..^ ^ S * ^ ^ , 
ijidousya no: car) 

^ 

Bunsetu 3 

• ^^J?IRI iga koutyou: are good ) 

(uriage ga: sales) 
J?il iTT 

(koutyou: are good) 

Frequent phrase candidates 
• 5Ey±( f (t/r/aflfe: sales) 

• ^ y ± ( f (ur/aflfe: sales) ^ [ c ] 

• ^Wi^CO^^) ±.{f ijidousya no uriage: sales of car) —>• [ bunsetu2 + c ] 

• IfrMc^ S H j ^ r o ^ y i l f (s/ngafa no zidousya no uriage: sales of new car) ^ [ b.1 + b.2 + c ] 

Fig. 2. Examples of frequent phrase candidates 

(uriage: sales) 

Example of a frequent phrase 
that modifies various kinds of 
que phrases 

iga otikomu: 
are down ) 

mm 
iga koutyou: 
are good ) 

iga fushin: 
are down ) 

5iy±(f 
iuriage: 
sales ) 

mm 
izyuyou: 

demands ) 

izyutyuu: 
orders ) 

E^H 
iga koutyou: 

are good ) 

Example of a clue phrase 
modified by various kinds of 
frequent phrases 

Fig. 3. Example of an appropriate frequent phrase and an appropriate que phrase 

3.3 Selection of frequent phrases 

The frequent phrases extracted from a set of phrases that modify clue phrases 
may contain inappropriate ones. Hence, our method selects appropriate frequent 
phrases from them. Here, our method calculates entropy H{e) based on the 
probability P(e, s) that frequent phrase e modi es clue phrase s and selects 
frequent phrases assigned entropy H{e) larger than a threshold value. Entropy 
H{e) is used for reflecting "variety of clue phrases modi ed by frequent phrase 
e". If entropy H{e) is large, frequent phrase e modi es various kinds of clue 
phrases and such a frequent phrase is appropriate. (See Figure 3.) The entropy 
H{e) is calculated by the following Formula 4. 

H{e) = - Yl P{e,s)\og,P{e,s), P{e,s) 
seS(e) 

f(.e,s) 

E s 6 S ( e ) / ( e > s ) ' 
( 4 ) 

where, S{e) is the set of clue phrases modi ed by frequent phrase e and / (e , s) 
is the number of frequent phrases e's that modi es clue phrase s in the set of 
articles concerning business performance. The threshold value is calculated by 
the following Formula 5. 

re = Qlog2|iV, (5) 

where, iVg is the set of clue phrases used for extracting frequent phrases and a 
is a constant (0 < a < 1). 
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3.4 Acquisition of clue phrases 

The method for acquiring new clue phrases from frequent phrases is as follows. 

Step 1: Extract a hunsetu modi ed by frequent phrase e. 
Step 2: Acquire clue phrase s by adding a case particle contained in the frequent 

phrase e to the hunsetu. 
Step 3: Calculate entropy H{s) based on the probability P(s , e) that clue 

phrase s is modi ed by frequent phrase e. 
Step 4: Select clue phrase s assigned entropy H{s) larger than a threshold value 

calculated by the Formula 5, (In this case, Ng is a set of frequent phrases 
used for extracting clue phrases.) 

Here, entropy H{s) is introduced for selecting appropriate clue phrases and is 
calculated by the following Formula 6 (See Figure 3.). 

H{s) = - Y. P{s,e)\og,P{s,e), (6) 
eeE(s) 

where, P(s , e) is the probability that clue phrase s is modi ed by frequent 
phrase e and E{s) is the set of frequent phrases that modify clue phrase 5. 

3.5 Elimination of inappropriate clue phrases 

Finally, our method eliminates inappropriate clue phrases by using statistical 
information in the set of articles concerning business performance and the set of 
articles not concerning business performance. The method for eliminating inap­
propriate clue phrases is as follows. First, our method calculates score W{s^ Sp) 
of clue phrase s in set Sp of articles concerning business performance and score 
W{s, Sn) of clue phrase s in set Sn of articles not concerning business perfor­
mance by the following Formula 7. 

W{s,Sp) = Pis,Sp)H{s,Sp), (7) 

where, P{s^ Sp) is the probability that a sentence containing clue phrase s ap­
pears in Sp, and H{s,Sp) is the entropy based on the probability P{s,d) that 
a sentence containing s appears in document d e Sp. Next, our method com­
pares W{s, Sp) with W{s, Sn)' If score W{s, Sp) is smaller than 2W{s, Sn), clue 
phrase s is eliminated as an inappropriate clue phrase. Moreover, inappropri­
ate frequent phrases are also eliminated by applying this method to frequent 
phrases. Here, clue phrases and frequent phrases containing numbers are also 
eliminated to prevent extracting sale proceeds as a causal expression. 

4 Evaluation 

We implemented our method. Our method extracted 20, 880 newspaper arti­
cles concerning business performance from Nikkei newspapers published from 
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Table 1 . Recall and precision of causal expression acquisition 

a 

0.5 
0.4 
0.3 
0.2 

num. of clue phrases 

12 
139 
922 

3381 

Precision (%) 

85.7 
77.7 
77.7 
63.7 

Recall (%) 

1.25 
12.8 
66.0 
80.1 

Table 2. Comparison between our method and previous method 

our new method 
our previous method 

num. of clue phrases 

922 
938 

Precision (%) 

77.7 
70.5 

Recall (%) 

66.0 
64.6 

2001 to 2005 and extracted causal expressions from them. We employ ChaSen^ 
as a Japanese morphological analyzer, and CaboCha^ as a Japanese parser 
and SVM^'^^^^^ as an implementat ion of SVM. First , we evaluated our method 
for extract ing articles concerning business performance. We manually selected 
1,136 articles concerning business performance from Nikkei newspapers pub­
lished from 2001 to 2005 as a correct da t a set, and calculated precision and 
recall. As a result, our method a t ta ined 93.7% recall and 88.6% precision, re­
spectively. Next, we evaluated our method for extract ing causal expressions. We 
manually extracted 559 causal expressions from 131 articles concerning business 
performance as a correct da t a set. Moreover, we extracted causal expressions 
by our method from the same 131 articles and calculated precision and recall. 
Here, a causal expression extracted by our method is correct if it contains a 
causal expression extracted as the correct da t a set. Table 1 shows the results. 
Here, a is a parameter used for determining a threshold value in Formula 5. 
For con rming the e ectiveness of our method, we compared our method with 
our previous method [6], which was originally developed for extract ing phrases 
concerning traffic accident causes. Note tha t our new method is a one tha t 
improves our previous method for eliminating inappropriate clue phrases and 
inappropriate frequent phrases. Table 2 shows the results. 

5 Discussion 

Experimental results shown in Table 2 suggest t h a t our new method outper­
forms our previous method. The reason why our new method outperforms our 
previous method is t ha t our new method can e ectively eliminate inappro­
priate clue phrases than our previous method due to improvement of process 
for eliminating inappropria te clue phrases. Our new method and our previous 

^ http://chasen.aist-nara.ac.jp/hiki/ChaSen/ 
^ http://chasen.org/~taku/software/cabocha/ 
3 http://svmlight.joachims.org 
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method process the step of acquiring clue phrases and the s tep of acquiring 
frequent phrases, iteratively. If many inappropria te clue phrases are included 
in the set of clue phrases for acquiring frequent phrases, many inappropria te 
frequent phrases may be acquired. Hence, the process for eliminating inappro­
priate clue phrases is impor tant for improving the performance. For example, 
" ^ C ^ - ^ (m nam: become)", which is an inappropria te clue phrase, is acquired 
as a clue phrase by our previous method. However, it is not acquired by our 
new method. "( 'C^-S [ni nam: become)" is contained in not only the set of 
articles concerning business performance but also the set of articles not con­
cerning business performance. Hence, it is not acquired by the me thod shown 
in Section 3.5, which is introduced only into our new method. 

6 Conclusion 

We proposed a me thod for extract ing phrases implying cause information 
from Japanese newspaper articles concerning business performance. First , our 
method extracts articles concerning business performance from newspaper cor­
pus. Next, our method extracts causal expressions from them by using statistical 
information and initial clue phrases. We evaluated our method and it a t ta ined 
77.7% precision and 66.0% recall, respectively. In addition to this, we compared 
our method with our previous method[6] by experiments and the experimental 
results showed tha t our new method outperforms our previous one. 
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A b s t r a c t . Mining frequent itemsets from leirge databases is an important 
computational task with a lot of applications. The most known among them 
is the market-basket problem which assumes that we have a large number 
of items and we want to know which items are bought together. A recent 
application is that of web pages (baskets) and linked pages (items). Pages 
with many common references may be about the same topic. In this paper 
we present a parallel algorithm for mining frequent itemsets. We provide 
experimental evidence that our algorithm scales quite well and we discuss 
the merits of parallelization for this problem. 

K e y w o r d s : parallel data mining, association rules, frequent itemsets, partial 

support tree, set-enumeration tree. 

1 Introduction 

The market-basket problem is described as follows: a da tabase D of t ransact ions 
is given, each of which consists of several distinct i tems. The goal is to determine 
association rules of the form A ^ B, where A and B are sets of i tems (itemsets). 

In order to determine validity of a rule A ^ B, two quantit ies are taken into ac­
count: the confidence of the rule, which is the fraction freq{AuB)/freq{A), where 
freq{I) is the number of t ransact ions t h a t contain itemset / , and the support of 
the rule, which is equal to freq{A U B). The support of the rule is usually called 
frequency. One is usually interested in rules the frequency of which is above a thresh­
old t and the confidence of which is above another threshold c. Once we have found 
which i temsets have frequency larger t han t it is only a ma t t e r of simple calculations 
to find rules whose confidence exceeds c. Therefore, a fundamental ingredient of dis­
covering association rules is the generation of all i temsets the frequency of which 
exceeds threshold t; from now on, we will call such itemsets t-frequent or simply 
frequent. 

Several sequential methods for computing frequent i temsets have been proposed 
in the l i terature [3], [8], [11]. Sequential algorithms however, can not cope with 
very large databases . In t ha t case parallelization techniques seem to be necessary 
[4], [14], [13], [9]. In this paper we implement a new parallel algori thm named P M P 
(Parallel Multiple Pointer) which achieves a satisfactory speedup and is part icularly 
adequate for certain types of da t a sets. 

The paper is organized as follows. In section 2 we give a brief description of the 
sequential algori thm on which our parallel algori thm is based. In section 3 we present 
the parallel algorithm. In section 4 we give experimental results t h a t demonst ra te 
the efficiency on certain datasets . Conclusions and directions for future work are 
discussed in the last section. 

* This research is supported by the PENED 2003 Project (EPAN), co-funded by the 
European Social Fund (75%) and National Resoiu'ces (25%). 

Please use the following format when citing this chapter: 
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2 The Sequential Algorithm 

The main difficulties in computing frequent itemsets are related to two factors: the 
number of transactions and the number of items. When the number of transactions 
increases each scan of the database becomes time consuming. A large number of 
items on the other hand, implies many possible itemsets and this means delays on 
computations and increased requirements on memory space. Some known algorithms 
[11], [8] in the area gave an answer to the first problem by using structures in which 
the database is stored in a more compact form. For the second problem techniques 
have been developed for reducing the number of itemsets that need to be examined 
e.g the well known A-priori Algorithm [3]. 
The sequential algorithm that we use as a basis for our parallel algorithm makes use 
of a structure called Partial Support Tree (or P-tree for short), introduced in [8], in 
which the whole database is stored in one scan. It is a set enumeration tree [12] that 
contains itemsets in its nodes. These itemsets represent either whole transactions 
of database D or common prefixes of transactions of D. An integer is stored in each 
tree node which represents the partial support of the corresponding itemset / , that 
is, the number of transactions that contain / as a prefix. The construction of the 
P-tree was described in [8]; a more detailed description can be found in [7]. 

Fig. 1. An example of T-tree. 

The sequential algorithm that we use for parallelization uses a second tree struc­
ture, namely the T-tree on the nodes of which candidate frequent itemsets are stored. 
This structure was introduced in [6] and algorithms that use it are presented in [10]. 
Here we propose a modification of this structure as follows: each node of the tree 
in the initial structure had two pointers. The first one points to the right sibling 
and the second one to the lexicographically smaller child. In the modified T-tree 
we use more than one pointers to the children. Figure 1 shows a T-tree for items 
a,b,c and d. For example, the node with label "d" would have one pointer to the 
node "ad" in the initial structure. In the proposed structure it may have up to two 
pointers more: one that points to the node "bd" and one that points to the node 
"cd". The number of pointers depends on the desired tradeoff between memory 
space and running time. 

We give here some details of how the algorithm calculates the itemset frequen­
cies. The algorithm traverses the P-tree and for each node visited, all subsets of 
this node with k items are generated {k is the current level of the T-tree). For each 
such itemset the nodes of the T-tree are visited in order to find the itemset. If it 
is found, the frequency of the node that contains the itemset is increased by the 
partial support of the current node of the P-tree. Suppose for example that we visit 
the node "abef" of the P-tree with partial support 12 and that the current level of 
the T-tree is three. The subsets with 3 items of "abef" are "abe", "abf", "aef", and 
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"bef". In order to find "abe" we visit the following nodes of the T-tree "e", "be", 
"abe". If "abe" is found, we increase its frequency by 12. 

3 The Parallel Algorithm (PMP) 

Algorithm PMP (* Parallel Multiple Pointer *) 

distribute the database D to the processors in a round-robin manner; 
let dj denote the part of D assigned to processor p-,; 
in each processor pj in parallel do 

build local P-tree from local database d^; 

(* 1st level construction *) 
for each node / of the local P-tree 

compute all subsets of / with 1 item; 
for each / € Li frequency({J})+H-; (*Li is the first level of T-tree *) 

(* Global synchronized computation *) 
for z := 1 to nitems do (* nitems = number of items *) 

total_frequency({i}):= parallel-sum!|^f^^^^ local_frequencyj({i}); (* nprocs = 
number of processors *) 

(* Local computation continues *) 
for i := 1 to nitems do 

if total-frequency({i}) > t then append {i} to Li; (* all processors obtain 
the same list Li *) 

k:=2; 
while Lk-i not empty and k < nitem^s do 

(* k-th level construction *) 

set Lk to be the empty list; 
for each itemset I G Lk-i do 

for each item Xi > last item oi I do I' := I U Xi ; 
insert / ' into C^; 
update pointers for / ' ; 

for each node J of the local P-tree 
compute all subsets s of J with k items 
for each s go down to the level k of T-tree and 

if s is found then frequency({5})-!-+; 
for all itemsets Ik G Ck do 

get local_frequencyj({/fe}) from local P-tree; 

(* Global synchronized computation *) 
for all itemsets Ik 6 Ck do 

total-frequency (/fc):= parallel-Sum^f^^^^(local-frequencyj (Ik)); 
(* Local computation continues *) 
for all itemsets 7^ G Ck do 

if total-frequency({7fe}) <t 
then delete Ik from Lk and update pointers; 

k:= k-\-l; 
(* end of while-loop *) 

Fig. 2. The Parallel Algorithm 

In this section we give a detailed description of the new parallel algorithm. Our 
approach follows the ideas of a parallel version of A-priori, called Count Distr ibution, 
which was described by Agrawal and Shafer [4]; the difference is, of course, t ha t 
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PMP makes use of two tree structures P-tree for storing the database and T-tree 
for storing the frequent itemsets. 

In the beginning, the root process distributes the database transactions to the 
processors in a round-robin fashion; then, each of the processors creates its own 
local P-tree based on the transactions that it has received. Next, each processor 
traverses each local P-tree and for each node visited produces all subsets with 1 
item. For each such item the algorithm traverses the T-tree in order to find it and 
increase its frequency. When all the nodes of the P-tree have been visited the local 
frequencies have been calculated. The calculation of total frequencies of singletons 
takes place as follows. Each processor sends the local frequencies and an appropriate 
parallel procedure (MPI All_reduce function) sums total frequencies. This function 
is used to make calculations in an efficient way. The result is distributed to all pro­
cessors so that each one ends up with the same list Li of singletons. Following each 
processor visits the nodes of Li and removes all infrequent singletons. In this step 
each processor has the same list of frequent singletons. During /c-level computation 
(for each A: > 2), all processors first generate the same list of candidate itemsets Ck 
from the common fist Lk-i- Then the same procedure as that followed for the first 
level allows each processor to obtain the total frequencies for all itemsets of C^, and 
finally to derive fist Lk by removing infrequent itemsets of Ck-

A detailed description of the algorithm is given in Figure 2. 

4 Numerical Results 

Our experimental platform is an 8-node Pentium III dual-SMP cluster intercon­
nected with 100 Mbps FastEthernet. Each node has two Pentium III CPUs at 800 
MHz, 256 MB of RAM, 16 KB of LI I Cache, 16 KB LI D Cache, 256 KB of 
L2 cache, and runs Linux with 2.4.26 kernel. We use MPI implementation MPICH 
V. 1.2.6, compiled with the Intel C+-f compiler v.8.1. The experiments presented 
below study the behavior of the algorithm in terms of running time and parallel 
efficiency. 

We have implemented our parallel algorithm (PMP) using synthetic datasets 
generated by the IBM Quest generator, described in [3]. We have generated our 
datasets using the following parameters: 

- D: the number of transactions 
- Â : the number of items 
- T: the average transaction length 

We have used four synthetic datasets in our experiments, with number of trans­
actions varying from lOOK to 500K and number of items between 100 and 200; For 
the datasets with 100 items the average transaction length that we used was 10 
(T = 10 10 items per transaction) while for the itemsets with 200 items the aver­
age transaction length was 20. We have chosen relatively small minimum frequency 
threshold values varying from 0.1% to 1%. 

In Figures 3 and 4 we observe the time performance of the algorithm for number 
of transactions 100, 200K, 300K and 500, number of items 100 and threshold values 
0.1%, 0.5% and 1%. 

We observe that in most cases PMP algorithm is a time efficient algorithm. 
For the dataset DIOOKNIOOTIO PMP gives satisfactory results for every number of 
processors and every threshold value. For the dataset D200KN100T10 the results 
show that the algorithm achieves a good time performance with the exception of 
one processor and threshold values 200 and 1000. For the datasets with 300K or 
500K transactions and 100 items the algorithm scales well enough with the same 
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DIOOK.NIOO.TIOdataset 

threshold 1000 
threshold 500 
threshold 100 

6 8 10 
# processes 

D200K.N100.T10dataset 

12 16 

threshold 2000 
^threshold 1000 
threshold 200 

6 8 10 
# processes 

12 16 

Fig. 3. Time performance for datasets DIOOK.NIOO.TIO and D200K.N100.T10 

exception which now expands to two processors. This drawback is due to the ineffi­
cient memory space which slows down the computations. The same remarks could 
be made in Figure 5. The two tree structures are space consuming and that is the 
main reason for not getting satisfactory results in cases of one or two processors. 
On the other hand the PMP algorithm behaves equally well when the number of 
processors increases and that renders the parallelization meaningful. This is more 
obvious in Figure 6, and in Figure 7 where we can see speedups even above 90%. 
Our technique is efficient when the P-tree fits into the local memory of each pro­
cessor. If it is not possible due to the limited number of processors our technique 
would require special customization in order to reduce disk accesses. 

5 Conclusions 

In this work we have developed and implemented the Parallel Multiple Pointer 
algorithm and investigated the efficiency of this parallelization technique. The use of 
P-tree and T-tree has facilitated the process of computing frequencies. This process 
is further accelerated by the use of parallelization. In particular, each processor 
handles a part of the database and creates a small local P-tree that can be kept in 
memory, thus providing a practicable solution when deafing with extremely large 
datasets. 
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Fig. 5. Time performance for datasets with 200 items and average transaction length 20 

We have implemented the algorithm using message passing, with the help of 
the Message Passing Interface (MPI). Experiments show that the above described 
parallel strategy is generally competitive. However the time efficiency sometimes 
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speedup for D100K.N100.T10 dataset 
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Fig. 7. Speedup obtained by PMP for datasets with 100 items. 

causes problems in memory space. An answer to this problem could be the reduction 
on the number of pointers used to construct the T-tree. This could cause delays on 
frequency computat ions but it is necessary when the datasets used are extremely 
large and the needs in memory space are increased. An interesting research direction 
is therefore to fine tune the number of pointers used in the T-tree s t ructure in order 
to balance the needs in space and t ime. 
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Abstract. In the present paper, the Genetic Algorithm (GA) is used for the 
identification of optimal routes in the case of Municipal Solid Waste (MSW) 
collection. The identification of a route for MSW collection trucks is critical 
since it has been estimated that, of the total amount of money spent for the 
collection, transportation, and disposal of solid waste, approximately 60-80% 
is spent on the collection phase. Therefore, a small percentage improvement in 
the collection operation can result to a significant saving in the overall cost. 
The proposed MSW management system is based on a geo-referenced spatial 
database supported by a geographic information system (GIS). The GIS takes 
into account all the required parameters for solid waste collection. These 
parameters include static and dynamic data, such as the positions of waste 
bins, the road network and its related traffic, as well as the population density 
in the area under study. In addition, waste collection schedules, truck 
capacities and their characteristics are also taken into consideration. Spatio-
temporal statistical analysis is used to estimate inter-relations between 
dynamic factors, like network traffic changes in residential and commercial 
areas. The user, in the proposed system, is able to define or modify all of the 
required dynamic factors for the creation of altemative initial scenarios. The 
objective of the system is to identify the most cost-effective scenario for waste 
collection, to estimate its running cost and to simulate its apphcation. 

1 Introduction 

Nowadays, waste management is one of the main environmental and socio-economic 
problems, especially in towns and large cities which are densely populated. The 
rapid and constant growth in urban population led to a dramatic increase in urban 
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solid waste production, which in turn forced many municipalities to assess their solid 
waste management program and examine its environmental and cost-effectiveness in 
terms of collection, transportation, processing and landfill. 

The management of urban solid waste is a hard task since it is necessary to take 
into account conflicting objectives. Therefore, a multi-criteria urban waste 
management decision approach is needed. In order for the municipalities to 
implement sustainable management of urban solid waste, more comprehensive use of 
data collection and information systems is required. Information technology (IT) 
gave the development of information systems in waste management a boost. Direct 
database accessing, in combination with GIS-techniques, provide relevant 
information for visualization, planning and decision making of regional waste 
collection (for example planning routes, and forecasting the amount of needed 
trucks). 

The identification of a route for MSW collection trucks is critical since it has 
been estimated that, of the total amount of money spent for the collection, 
transportation, and disposal of solid waste, approximately 60-80% is spent on the 
collection phase [1]. Therefore, a small percentage improvement in the collection 
operation can result to a significant saving in the overall cost. 

The present paper mainly focuses on the collection and transport of solid waste 
from any loading spot in the area under study. In addition, other factors that affect 
the whole system will be mentioned and discussed. Of course, this research covers 
only the routes included in the given area, but can be applied to any other area, 
simply by changing the input data. Therefore, a framework (schema) for the design 
and implementation of a solution for the solid waste collection and routing is 
proposed. According to this schema, the genetic algorithm is introduced and 
implemented, for defining the optimal collection route. In the end, the results of the 
GA are also compared with the empirical method that the Municipality of Athens 
(MoA) uses to collect and transport the solid waste to the landfill site. 

This scheme is described in the rest of the paper, first the theoretical and 
methodological aspects for urban solid waste management and the related work that 
has been done in this area is described. This is followed by an introduction to the 
waste management problem in the selected case study area. Thereafter the GA 
optimization algorithm is introduced and implemented for the area under study. The 
results of the GA algorithm and its comparison with the present empirical solution 
that the MoA uses are illustrated and conclusions are discussed. 

2 Related Work 

In the literature, many methods and algorithms have been used for optimizing 
routing aspects of sohd waste collection networks. Many papers have modeled the 
optimization problem of urban waste collection and transport as various versions of 
the Arc Routing Problem (ARP) [2], [3], [4]. Nevertheless, the particular problem 
has been also modeled as a Vehicle Routing Problem (VRP) in which a set of waste 
trucks have to serve a set of waste bins minimizing the cost function while being 
subject to a number of constraints. The characteristics of the vehicles and of the 
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constraints determine the various types of VRPs [5], [6], [7]. However, the speed 
distributions, from which the travel times can be calculated, are supposed to be 
known at the beginning of the optimization. 

In addition, the routing problem of the solid waste collection process has been 
treated as a Traveling Salesman Problem (TSP), which can be formulated as finding 
the minimum of a function representing the route that visits all the nodes of a set, at 
least once. An Ant Colony System (ACS), a distributed algorithm inspired by the 
observation of real colonies of ants, has been presented [8], [9], for the solution of 
TSP and ATSP problems [10], [11]. Viotti et al. [12] introduce a Genetic Algorithm 
for solving the TSP and present its results. Poser and Awad [13] have developed a 
methodology based on real genetic algorithm for effectively solving the TSP in the 
field of soHd waste routing system in the large cities. 

In this context the problem is reduced to a Single Vehicle Origin Round trip 
Routing which is similar to the common Traveling Salesman Problem (TSP). The 
well-known combinatorial optimization problem, in which each waste truck, in this 
work, is required to minimize the total distance traveled to visit, only once, all the 
waste bins in its visiting list. In the traditional TSP, the cost of traveling (distance) 
between two waste bins does not depend on the direction of travel. Hence, the cost 
(distance) matrix representing the parameters of the problem is symmetric. However, 
the problem, which this work refers to, is modeled as an Asymmetric TSP (ATSP) 
problem due to road network restrictions. An ATSP problem considers that the bi­
directional distances between a pair of waste bins are not necessarily identical. The 
ATSP problem can be solved to optimality using various algorithms. Some heuristic 
procedures for solving the symmetric version of the problem (TSP) can be easily 
modified for the asymmetric versions, but others are not. The objective of this paper 
is the application of a Genetic Algorithm for the identification of optimal routes in 
the case of Municipal Solid Waste (MS W) collection. 

3 Case Study 

In this research work, a small part of Attica's prefecture (a suburb of Athens) was 
chosen as the case study area. The MoA has empirically divided its area in about 122 
solid waste collecting programs, where in general each one includes approximately 
100 waste bins. Any garbage truck that is responsible for the collection of the solid 
waste in that given area must visit all the bins in order to complete its collection 
program. 

This examined area is about 0.45Km^, with a population of more than 8,500 
citizens and a production of about 3,800 tones of solid urban waste per year. The 
data concerning the area under examination was obtained from the pertinent Agency 
of the MoA. This data includes maps of the examined area with the correspondent 
annotation (address and numbering labels of streets), the building blocks and the 
locations of the existing waste bins. The waste bins locations were initially derived 
from a pilot program that the MoA was using for the allocation of their trucks. 

Fig 1 illustrates the loading spots in the area under study (totally 72), in which 
each loading spot may represent one or more waste bins. The location of these 
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loading spots was defined by the MoA to serve the needs of the present waste 
collection system. A different placement of the loading spots would assist the 
proposed model better but this issue is beyond the scope of the present paper. A 
method for optimal placement of waste bins is described in Karadimas et al. [15]. 

Fig. 1. The 72 dots, in the map of the study area, represent the loading spots that the 
Municipality presently uses. 

Finally, the information stored in the aforementioned database such as the 
present sequence of the waste collection and transport that the Municipality uses 
(called the empirical method), has been compared to the derived results of the 
proposed algorithms in the following sections. 

According to the above, the urban solid waste collection and transport is a 
complex problem with many limitations. Minimization of cost means minimization 
of collection time and not necessarily choosing the minimal route. In addition, each 
waste truck is able to collect a specific quantity of solid waste due to its limited 
waste capacity. So, the collected area, considering all parameters for that part of the 
problem, should be fragmented to sub programs, in which the produced quantity of 
solid waste is equal to or less than the capacity of each truck. Therefore, the problem 
in our case, as mentioned above, can be classified as a Asymmetric Traveling 
Salesman Problem (ATSP): "Given a set of n loading spots and the transport cost 
between any loading spots, the ATSP can be stated as the problem of finding a 
minimal cost closed tour that visits each loading spot only once and bi-directional 
distances between at least one pair of loading spots are not necessarily identical". 
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4 Genetic Algorithm Implementation 

Genetic Algorithms (GA) were invented by John Holland [14] and his colleagues in 
the early 1970s and are inspired by Darwin's theory of evolution. GA use genetic 
operators such as selection, crossover, and mutation for the exploration of solutions 
to complex problems. Initially, GA randomly yields a population (set of candidate 
solutions or individuals). Each individual is characterized by certain fitness. In each 
iteration, a selection of individuals from the entire population takes place according 
to their fitness values and then the chosen solutions are perturbed (through the 
mechanisms of crossover or mutation) in order to yield a new generation. This 
process is repeated for a number of iterations until a predefined termination criterion 
is satisfied. 

In the following paragraphs, the GA implementation is presented for the under 
study optimization problem. The initial population is randomly produced by GA 
implementation. Fig 2 illustrates a snapshot of the GUI for our GA implementation. 
The candidate solutions which comprise the population are represented as a list 
showing the order in which the loading spots (nodes) are visited by the waste truck. 

^nilZTSg, m 40,3* 55,54.37, SO. 34, JO. 64, j 
bMin42*,[lli51,7,52.4«,B,2i,11,65,3ail 
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Fig. 2. The Graphical User Interface for the Genetic Algorithm implementation 

The objective function is the minimization of the total tour length of the waste 
truck through a set of loading points. The population in the GA program evolves 
from one generation (iteration) to the next through the use of genetic operators. 
Three genetic operators are used in the GA program: Selection, Crossover and 
Mutation. 

During the selection operation, the algorithm selects one parent from the top half 
of the candidate solutions (population) and the other parent from anywhere inside the 
population. This tends to slightly favor the "fitter" individuals since the candidate 
solutions of the population are sorted by tour length. 

The operation of crossover selects two loading spots from inside a tour. Next, the 
sub-tour of one of the parents (between these two points) is copied directly to the 
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child. The remaining loading spots in the tour are places around the child's sub-tour 
in the same order that they occur in the other parent. 

Finally, in the mutation phase, two different functions are used. The user can 
select the mutation operator of his preference through the user interface. The first 
method simply reverses a random sub-tour in a given tour. The second randomly 
selects two loading spots and swaps their positions. Through experimentation, it was 
discovered that that the second mutation mechanism yielded better results than the 
first one. To sum up, it is worth mentioning that the values for all the parameters of 
the GA (iterations, population size, mutation policy, mutation probability, diversity 
threshold and children per generation) are user configurable and good parameter 
tuning is essential for the GA to produce satisfactory solutions. 

5 Results of Genetic Algorithm 

In order to execute the GA, the user should adjust the values of the following six 
parameters: Iterations, Population, Children per Generation, Mutation Policy, 
Mutation Probability and Diversity Threshold. The values of the parameters of this 
algorithm can be selected from the following set of values: 

• Iterations G {100,000, 1,000,000}, 
• Population e {20, 50, 72, 100, 144, 300}, 
• Children per Generation G {1,2, 3, 4, 5}, 
• Mutation Policy G {Swap two loading spots. Reverse sub tour}, 
• Mutation Probability G {0, 0.05, 0.1, 0.2, 0.4, 0.8} and 
• Diversity Threshold G {0, 0.01, 0.05, 0.1, 0.5} 

In order to cover all the possible solutions that the aforementioned parameter 
settings can produce, there are 3,6D0 different combinations, which make the testing 
process even more difficult. The set of values for the GA parameters presented above 
is common in the literature and this is why they have chosen. Through the process of 
trial and error the GA has been executed more than 1,200 times in order to find the 
best parameters values combination. Table 1 presents the total number of the GA 
algorithm execution and the acceptable solution (solutions which their values are less 
than 1,000,000) as well as the number of the solutions which are better than the 
empirical one. Besides Fig 3 illustrates the distribution of these solutions (accepted 
and not accepted) yielded by the GA. 

Table 1. The analysis of experimental results for GA. 

Num of runs 

12,000 

Not accepted 

10,200 
Better 

450 

Accepted 
Worse 
1,350 

Total 
1,800 
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Range of GA Solutions 
4% 

• <9850 

• >9850 

• Non Acceptable 

Fig. 3. A pie depicting the range of the solutions yielded by GA. 

Eventually, the best result of this algorithm stemmed from the following 
parameter setting: 

• Iterations: 200,000, 
• Population'. 100, 
• Children per Generation: 5, 
• Mutation Policy: 

o Swap 2 Loading Spots - the 1'̂  100,000 iterations (9,084) and 
o Reverse Subtour - the 2"^ 100,000 iterations (8,902), 

• Mutation Probability: 0.1, 
• Diversity Threshold: 0.01. 

O p t i m u m T o u r Length (8902) 

50000 100000 
No of I tera t ions 

Fig. 4. The best result of the Genetic Algorithm. 

Fig 4 illustrates the graphical representation of the best result of GA execution 
(8,902). The algorithm converges in the first 21,000 iterations and in the following 
iterations only a slight improvement is achieved. In general, a considerable number 
of iterations are required in order for the GA to yield satisfactory solutions. 
Subsequently, the computation time required is sizeable and this was detrimental to 
the testing. Practically, the algorithm converges at the final optimum solution in 
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approximately 15,000 iterations. Therefore, the algorithm produces good results 
from the first 10% of the algorithm executions even for the experiments that have 
been executed for 2,000,000 iterations. That is the reason that the executions of the 
algorithm have been arranged at 100,000 iterations. 

Concluding, Table 2 illustrates the best solution, that GA produce, which has a 
significantly improvement (9.62%) in comparison to the respective of the empirical 
method which is currently used by MoA (9,850). 

Table 2. The comparison between the best GA solution and the empirical model 

Empirical 
Model (meter) 

9,850 

GA Optimized 
route (meter) 

8,902 

Improvement 
(%) 

9.62% 

6 Conclusions 

This work focuses on the collection and transport of solid waste from waste bins in 
the area under study. The Genetic Algorithm is introduced and implemented, for 
monitoring, simulation, testing, and route optimization of alternative scenarios for a 
soHd waste management system. 

The first experiments have shown that applying the GA for the solution of this 
every day problem - the collection of urban solid waste - can greatly minimize the 
collection tour length and eventually the total cost in time and money. However, as it 
was reported above, the particular problem is much more complicated than presented 
in the current work. The proposed methodology was applied in a region of the MoA 
which contains a quantity of solid waste equal to the capacity of the waste truck used 
in this particular area. Therefore, the problem was transformed into a classic TSP 
problem. 

Although the case study covers an area of about 0.45 km^, 8,500 citizens and 
over 100 building blocks, to ensure the rehability of the derived results, a future 
prospect of this work is that the proposed model should be tested in an even more 
extended area. 

References 

4. 

Municipality Of Athens. Estimation, Evaluation and Planning Of Actions for Municipal 
Solid Waste Services During Olympic Games 2004. Athens, Greece. (2003) 
V. Maniezzo, Algorithms for large directed CARP instances: urban solid waste collection 
operational support, Technical Report UBLCS-2004-16, (2004). 
S.K. Amponsah and S. Salhi, The investigation of a class of capacitated arc routing 
problems: the collection of garbage in developing countries, Waste Management 24, 711-
721,(2004). 
G. Ghiani, F. Guerriero, G. Improta and R. Musmannod, Waste collection in Southem 
Italy: solution of a real-life arc routing problem, Intl. Trans, in Op. Res. 12, 135-144, 
(2005). 



Genetic Algorithms for Municipal Solid Waste Collection and Routing Optimization 231 

5. S. Sahoo, S. Kim and B.I. Kim, Routing Optimization for Waste Management, Interfaces 
Journal (SCIE), Informs (OR/MS), 35(1), 24-36, (2005). 

6. B. Bullnheimer, R.F. Hartl, and C. Strauss, Applying the ant system to the vehicle routing 
problem. In: Osman, I.H., Voss, S., Martello, S. & Roucairol C. (eds): Meta-Heuristics: 
Advances and Trends in Local Search Paradigms for Optimization, (Kluwer Academic 
Publishers, Dordrecht, The Netherlands, 1998), pp. 109-120. 

7. A.V. Donati, R. Montemanni, N. Casagrande, A.E. Rizzoli, and L.M. Gambardella, 
Time-dependent Vehicle Routing Problem with a Multi Ant Colony System, Technical 
Report TR-17-03, IDSIA, Galleria2, Manno, Switzerland (2003). 

8. M. Dorigo, V. Maniezzo and A. Colomi, The ant system: optimization by a colony of 
cooperating agents, IEEE Transactions on Systems, Man and Cybernetics, 26(1), 1-13, 
(1996). 

9. M. Dorigo and L.M. Gambardella, Ant Colony System: A Cooperative Teaming 
Approach to the Traveling Salesman Problem, IEEE Transactions on Evolutionary 
Computation, 1(1) (1997). 

10. N.V. Karadimas, G. Kouzas, I. Anagnostopoulos and V. Loumos, Urban Solid Waste 
Collection and Routing: The Ant Colony Strategic Approach. International Journal of 
Simulation: Systems, Science & Technology, 6(12-13), 45-53, (2005). 

11. N.V. Karadimas, K. Papatzelou and V.G. Loumos, Optimal solid waste collection routes 
identified by the ant colony system algorithm, Waste Management & Research 25, 139-
147, (2007). 

12. P. Viotti, A. Pelettini, R. Pomi and C. Innocetti, Genetic algorithms as a promising tool 
for optimisation of the MSW collection routes. Waste Management Research, 21, 292-
298, (2003). 

13. I. von Poser, A.R. Awad, Optimal Routing for Solid Waste Collection in Cities by Using 
Real Genetic Algorithm, Information and Communication Technologies, ICTTA '06, 1, 
221-226,(2006). 

14. J.H. Holland, Adaptation in Natural and Artificial Systems: An Introductory Analysis 
With Applications to Biology, Control, and Artificial Intelligence, MIT Press, 1992. First 
Published by University of Michigan Press 1975. 

15. N.V. Karadimas, O. Mavrantza and V. Loumos, GIS Integrated Waste Production 
Modelling. IEEE EUROCON 2005- The Intemational Conference on "Computer as a 
Tool", Belgrade, 22-24 November, pp. 1279-1282. Serbia & Montenegro, (2005). 



A Multi-Agent Design for a Home Automat ion 
System dedicated to power management 

Shadi A B R A S \ Stephane P L O I X ^ Sylvie P E S T Y \ and Mireille 
JACOMINO^ 

^ Laboratoire LIG-Institut IMAG,CNRS, UMR5217, 
'^ Laboratoire G-SCOP, CNRS, UMR5528, 

46, Avenue Felbc Viallet, 38031 Grenoble, France. 
Phone: 00 33 4 76 57 50 59, Fax: 00 33 4 76 57 46 02 

{Shadi.Abras, Sylvie.Pesty}@imag.fr 
{Stephane.Ploix, Mirei l le .JacominojOinpg.fr 

A b s t r a c t . This paper presents the principles of a Home Automation 
System dedicated to power management that adapts power consump­
tion to available power ressources according to user comfort and cost 
criteria. The system relies on a multi-agent paradigm. Each agent, sup­
porting a type of service achieved by one or several devices, cooperates 
and coordinates its action with others in order to find an acceptable 
near-optimal solution. The control algorithm is decomposed into two 
complementary mechanisms: a reactive mechanism, which protects from 
constraint violations, and an anticipation mechanism, which computes 
a predicted plan of global consumption according to predicted produc­
tions and consumptions and to user criteria. The paper presents a design 
for the Multi Agent Home Automation System. 

1 Introduction 

A building is bo th a place of power consumption and potential ly a place of 
decentralized power product ion using resources like wind, solar, geothermal, 
etc. The resort to renewable power resources comes up in homes knowing tha t 
buildings represent 47% of the global power consumption [2]. Therefore, the 
design of a control system which allows the exploitation of different energy 
resources, while managing globally the power needs and the product ion capacity 
of a home, is an upcoming issue. 

The role of a Home Automat ion System dedicated to power management is to 
adapt the power consumption to the available power resources, and vice verse, 
taking into account inhabi tant comfort criteria. It has to reach a compromise 
between the priorities of inhabi tants in terms of comfort and cost. 
Algorithms based on MAS are nowadays used in several areas such as Computer 
Science or Automat ic Control. T h e design of solutions based on Multi-Agent 
Systems, which are well suited to solve spatially distr ibuted and open problems, 
facilitates the design of an intelligent Mul t i -Agen t H o m e A u t o m a t i o n Sys tem 
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(MAHAS). This paper presents the architecture of a MAHAS and shows why 
a MAS are particularly well suited for this class of problems. 

2 Multi-Agent Home Automation System 

A MAHAS consists of agents, each agent supports one type of service (heat­
ing, cooking, etc) achieved by one or several devices. The main features of the 
MAHAS are the following: 

- Distributed: the energy resources and devices are independent and spatially 
distributed. 

- Flexible: some devices can accumulate energy (different kinds of heating ser­
vices) or satisfy with a timed delay the demands of inhabitants (washing 
service, etc). 

- Open: the number of connected resources and devices may vary with time 
without having to completely redefine the control mechanism. 

- Extendable: agents dedicated to new kinds of services may appear. 

In MAS, the notion of control involves operations such as coordination and 
negotiation among agents, elimination of agents and addition of new agents 
when needed. Depending on weather forecasts, power resource information and 
inhabitant habits: 

- an agent, dedicated to a power source, is assumed to be capable of calculating 
the future available power production. 

- an agent, dedicated to a load, is assumed to be capable of calculating the 
prediction of power consumption: to determine what are the future power 
needs taking into account the usual behaviour of inhabitants. 

In MAHAS, an additional agent is responsible for broadcasting the computed 
predicted plans to the other agents. 
The structure of the MAHAS is decomposed into two main mechanisms: the 
reactive mechanism and the anticipation mechanism. 

2.1 Reactive mechanism 

The reactive mechanism is a short time adjustment mechanism which is trig­
gered when the level of satisfaction of an agent falls below weak values (10% for 
example). This mechanism, which rehes on the negotiation protocol [1], reacts 
quickly to avoid violations of energy constraints due to unpredicted perturba­
tions and to guarantee a good level of inhabitant satisfaction. Therefore, the 
reactive mechanism adjusts, with a short sample time, the set points coming 
from the predicted plan, the device's current state (device satisfaction value) 
and the constraints and inhabitant criteria. 
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2.2 Anticipative mechanism 

The reactive mechanism is sufficient to avoid constraint violations but a MA-
HAS can be improved in order to avoid frequent emergency situations. This 
improvement is obtained due to the anticipation mechanism. The objective of 
this mechanism is to compute plans for production and consumption of ser­
vices in a house. The anticipation mechanism benefits from, on the one hand, 
some devices are capable of accumulating energy, and on the other hand, some 
services have a variable date for their execution: some services can be either de­
layed or advanced. Prom these preliminary observations, it is possible to imagine 
that if the device consumption can be anticipated, there is a way to organize it 
better. 
It works on a time window, which corresponds to a sampling period called 
the anticipative period. This period is greater than the one used by the reactive 
mechanism (typically 10 times). Because of the large sampling period, it consid­
ers average values of energy. This is an advantage when considering prediction 
because it is difficult to make precise predictions. The predicted set points can 
be directly transmitted to devices or adjusted by the reactive mechanism in 
case of constraint violation. 
Because the reactive mechanism has been presented in detail in [1], this paper 
focuses on the anticipative mechanism. 

3 M.A.H.A.S modelling 

One of the objectives of the MAHAS is to fulfil inhabitant comfort, a notion 
which can be linked directly to the concept of satisfaction function [5]. Satis­
faction functions have been defined for power resources as well as for devices. 
A satisfaction function is expressed by a function defined from the domain of 
characteristic variables to the interval [0,1]. In MAHAS, satisfaction character­
izes the inhabitant's feeling about a service where zero means "unacceptable" 
and 1 means "fully satisfied". For example, satisfaction function for a thermal 
air environment is based on room temperature values (figure 1). For instance, 
figure 1 can be represented by the set {(T MI N [heating), 0), {T PRE (heating),!), 
{T MAX (heating), 0)}, it is implicitly assumed that before the first abscisse and 
after the last one, the satisfaction is null. A Home Automation System aims at 

Fig. 1. Thermal air environment satisfaction function. 

reaching a compromise between the inhabitant requests in terms of comfort and 
cost while satisfying technological constraints of devices. A MAHAS takes into 
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account the price variation because the energy providers could charge inhabi­
tants for the actual energy production cost in real time. Therefore, a MAHAS 
aims at minimizing the cost while maximizing the users comfort. 
To optimize the criteria, the agents (figure 2) must communicate and cooperate 
in exchanging messages based on a common knowledge model. As mentioned 

1 

getSatisfaction(value : int): void 

Charade risticPoints 

E 

ForecastProvider 

1 

Fig. 2. MAHAS UML model 

in section 2, a MAHAS is "open" and "extendable" and because there are 
many kinds of services in a home, which provide predictions based on specific 
physical constraints, some knowledge are not shareable. It is indeed very difficult 
to formalize in a UML class diagram the structure of a general model, which 
can be composed of differential equations, recurrent equations, state machine, 
rules or a mix of all. It is all the more difficult that the system is extendable, 
it is not possible to circumscribe all the possible kinds of models. Just like for 
humans, some knowledge cannot be formahzed in a general way. MAHAS is 
particularly suited because agents endowed into devices may embed their own 
knowledge and exchange messages based only on shareable knowledge which can 
be analysed by all the agents (for example: a power profile of a service represents 
a series of consumed or supplied powers corresponding to consecutive sampling 
periods). These shared data have to be formalized in a standardized form. In 
figure 2, an agent has its internal knowledge that gathers all the data that 
cannot be formahzed in a general manner. Each agent embeds non-shareable 
piece of knowledge, build up its own representation of its environment, including 
other agents and interacts with other agents with a protocol [1] that deals with 
shareable knowledge. 

3.1 Agent modelling 

In the MAHAS, an agent supports a service SRVi e SUVS where SllVS is the 
set of all services. A service SRVi may be either a timed service, denoted SRV^ 
, or a permanent service, denoted SRVf ^ achieved by one or several devices, 
knowing that a device may also achieve many services. 
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Modelling of a timed service agent A timed service corresponds to power 
profiles during a given period; the flexibility of the service comes from the 
possibility that it may shifted. The internal knowledge of a timed service agent 
is modeled by: 

- a characteristic variable which corresponds to the starting time of the service. 
- a behavioral model that defines the possible power profiles once the service 

has been started. 
- a satisfaction function defined from the set of possible starting time 

to the set of possible satisfaction values. The parameters of the sat­
isfaction function may be gathered in a set of characteristic points: 
{{EST{SRVi), 0), {RST{SRV^), 1), {LST{SRVi), 0)} that represent respectively 
the earliest (unacceptable satisfaction), requested (fully satisfied) and latest 
starting times for the timed service. 

A realization for a timed service agent represents the shared knowledge about 
a timed service. It is composed of: 

- a power profile:77 = [POW{SRVi)o,..., POW(SRVi)n] where POW{SRVi)j ^ 
0 represents the average power consmnption/production (negative/positive) 
of the service during the /t*̂  sampling period. The duration of a service is 
determined by the length of the power profile lengthen). 

- a satisfaction value which depends on the starting time of the service. 

A realization corresponds to an instantiated power profile denoted: 
REAZ{SRV^) — (k^n^a), where k is the selected starting sampling period, 
77 is the power profile and a is the satisfaction value modelling the inhabitant's 
feeling about this realization. 

Modelling of a permanent service agent A permanent service corresponds 
to power profiles covering a given period. The flexibility of the service comes 
from the possibility of adjusting energy allocation from time to time. The in­
ternal knowledge of a permanent service agent is modeled by: 

- a behavioral model linking the power profile to effect an inhabitant environ­
ment. 

- a satisfaction function defined from a set of variables computed by the be­
havioral model to the set of possible satisfaction values. The parameters of 
the satisfaction function may be gathered in a set of characteristic points. 

A realization for a permanent service agent represents the shared knowledge of 
a timed service. It is composed of: 

- a power profile: n = [..., POW{SRVi)k, • • •] where POW{SRVi)k represents the 
average power consumption/production during the k*^ period. 

- a satisfaction value. Even if a realization covers several periods, there is only 
one value that models the inhabitant resulting satisfaction for the whole 
considered period: it is usually equal to the minimum of the satisfaction 
values computed for each period. 
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A realization corresponds to an ins tant ia ted power profile denoted: 
REAZ{SRVf) = {k,n,a), where 77 is a power profile from the sampling pe­
riod [k, k + length{n)] and cr is a satisfaction value modelling the inhabi tant ' s 
feeling about this realization. 

Let 's define the notion of impact of a service for a given sampling period k. It 
corresponds to the set of realizations for a service SRVi, which is affected by a 
change of power affectation at the given t ime k. For a permanent service, the 
impact coresponds to [k-p,k-\-p] where px A corresponds to the t ime response 
of the related devices. For a t imed service, it coresponds to the set of realizations 
defined at k. 

Even if the methods for solving the optimization problem may provide good 
solutions, they still require long computat ion t imes and considerable working 
memory because the complexity is NP-Hard [4]. A relevant optimization s t ra t ­
egy (section 4), exploiting the na ture of the Home Automat ion System problem, 
is a promising avenue for performance improvement. 

4 Optimization strategy 

An intelligent power management problem in buildings can be divided into sub-
problems involving different agents because, generally, inhabi tants do not use 
their devices most of the time. The basic principle is to divide the whole problem 
into independent sub-problems then to solve each sub-problem independently 
in order to find a solution for the whole problem. The advantage of this method 
is to reduce the complexity of the whole problem which depends on the number 
of periods for each sub-problem and on the number of devices. When the whole 
problem is divided into sub-problems, each sub-problem does not involve all of 
the services (for example: some inhabi tants vacuum clean in the morning and 
not in the evening). Because the number of considered periods in a sub-problem 
is lower t han the number of periods of the whole problem [3], the complexity 
of solving the sub-problems is less t han the complexity of solving the whole 
problem at once. 
The principle of the division of the problem into sub-problems is described in 
the following procedure: 

- procedure solving of the whole problem 
distribute the energy over all periods for all the services according to the inhabi­

tant's satisfaction; 
if insufficient energy for some periods then 

detect sub-problems; 
determine the time interval for each sub-problem; 
solve each sub-problem separately; 
merge the sub-problems solutions to obtain a global plan; 

else a solution according to the inhabitant's satisfaction is selected; 
end if; 

- end procedure; 

This procedure is described in the next sub-sections. 
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4.1 Energy distribution 

The search for the global solution starts by distributing the available energy 
over all the periods for all the services according to the inhabitant's fully sat­
isfaction where agents provide realizations with a satisfaction value equal to 1 
and where agents, dedicated to a power resource, provide one realization that is 
the best prediction over all periods. When agents has several realizations with 
a satisfaction equal to 1, the solving agent verifies, using the Bellman-Ford's 
algorithm, if the agent realizations are acceptable or not according to the avail­
able energy At the end of the energy distribution, if there is enough energy 
for all devices, the search for a solution is stopped and a solution according to 
the inhabitant's fully satisfaction is obtained. But if there is not enough energy 
for all devices, sub-problems will be detected (sub-section 4.2) and then will be 
solved (sub-section 4.3). 

4.2 Determination of the sub-problem interval 

When the service agents suppling power have not enough power for all devices, 
the solving agent sends the periods for which there is not enough energy to all 
permanent and timed service agents. To obtain independent sub-problems, it is 
necessary to determine the service influences over theses periods. The principle 
of the sub-problem interval determination is described as follows: 
First, compute the earliest and the latest starting time for the timed services: 

- each realization of a timed service agent is characterized by a starting time, an 
ending time (equal to the starting time plus the length of the power profile). 

- each timed service agent sends their intervals to the solving agent. 

Each permanent service agent sends its impact to the solving agent. 
The solving agent creates several intervals (sub-problem intervals) depending 
on the number of periods where there is not enough energy. 

- The solving agent verifies the intersection between the sub-problem intervals 
and the earliest and the latest time of the timed services; it chooses the min­
imum value between the earliest time and the inferior bound of the interval 
and the maximum value between the latest time and the superior bound of 
the interval. 

- The solving agent adds the impact of the permanent agent to the sub-problem 
intervals; the fact of adding the impact of permanent service agents increases 
the interval of the sub-problem but it guarantees that there is no influence 
on the previous or next periods. 

- The solving agent merges two sub-problem intervals if there is an intersection 
between these two sub-problem intervals. 

Then the solving agent sends the sub-problems intervals to all agents. 
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4.3 Resolution of a sub-problem 

The solving agent computes a predicted plan for each sub-problem using the 
Tabu Search (TS) algorithm [6]. The basic principles of TS for the MAHAS 
problem are the following: the search for a solution starts from the initial solu­
tion found at the energy distribution step. At each iteration, the solving agent 
decreases the satisfaction interval (for example 5% for each time) and sends 
it with the best realizations (according to a combination of cost and comfort 
criteria) at the previous iteration to the agents; agents computes the neighbor­
hood of the realization sent by the solving agent by generating a given num­
ber of realizations corresponding to the satisfaction interval. When the solving 
agent receives the agent realizations, it chooses the reahzations that violate 
the constraints the less as possible. The search is stopped when the collected 
realizations do not violate the global power constraints and when the global 
satisfaction has converged. Because the number of realizations corresponding 
to a satisfaction interval is very high, an agent generates randomly theses real­
izations corresponding to the satisfaction in performing elementary step from 
the realization selected by the solving agent at the previous iteration knowing 
that an agent realization will not be generated and sent twice to the solving 
agent. 

5 Conclusion 

This paper has presented the principles of a MAHAS which allows the agents 
to cooperate and coordinate their actions in order to find an acceptable near-
optimal solution for power management. A cooperation mechanism that re­
duces the problem complexity has been detailed. It has also been shown why 
autonomous and cooperative agent are particularly well suited for spatially dis­
tributed, flexible, open and extendable context such as power management in 
buildings, in pointing out that there is non shareable knowledge. This feature is 
a clear improvement over the capabilities provided by current Automatic Con­
trolled Systems. A simulator has been designed and results let imagine a new 
way for producing and consuming power. The next step is the implementation 
in a real building. 
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Abstract. Recognize the frustration of waiting in slow starting queues? 
Acceleration ramps and reaction times make traffic queues frustrating 
to many people every day. Similar problems arise in many production 
and material handling systems. 
In this paper we present research activities conducted on a baggage 
handling system (BHS) of a large airport hub in Asia, where we have 
applied an intelligent multi-agent based approach to control the flow of 
bags on the BHS. By exchanging a centralized control system with an 
agent-based solution, local queues can be avoided or minimized, which 
increase the overall performance of the BHS. 
Through an established community of highly collaborating and coordi­
nating agents, each agent can, based on its relative placement in the 
topology of the BHS, decide whether it is appropriate to route more 
bags through this node relative to the overall system load. The agent-
based approach not only improves robustness of the system, and utilize 
the entire BHS in a more convenient and dynamical way, it also include 
strategies for maximizing capacity of the system. 
We present results from ongoing work of developing suitable and profi­
cient algorithms and agent collaboration schemes to increase the perfor­
mance of the BHS. In this paper we pay special attention to the impact 
of the relative physical displacement of the agents in the system. 

K e y words: Multi-agent systems, decision logic, production systems, graphs 

1.1 Introduction 

For historic reasons (The Denver Airport software scandal) the Airport industry 
has been rather conservative about introducing new approaches and intelligent 
control in baggage handling systems. 

A baggage handling system (BHS) transfers baggage in major airports be­
tween the arrival and departure gates, and from early check-ins. In setup and 
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functionality a BHS is comparable to many manufacturing systems - bags enter 
the system through various channels, undergo various processing (mainly rout­
ing), before it leaves the BHS at the departure gates. 
A BHS is a huge mechanical system, usually composed of conveyor-like mod­
ules capable of transferring totes (plastic barrels) carrying one bag each^. We 
have researched a BHS for a major airport hub in Asia, with more than 5000 
modular components each with a length of 2-9 m running at speeds from 2-
7 m/s . The BHS alone can easily be up to 20 km. in total length and may 
cover an area of up to 600.000 m^. A BHS should be capable of handling more 
than 100.000 pieces of baggage every day, and for the researched airport the 
maximum allowed transfer time is 8-11 minutes for a distance of up to 2.5 km. 

1.1.1 Main functionality 

The core task of a BHS is transferring bags from AtoB, but a highly dynamic 
environment complicates the control and optimization of capacity in the sys­
tem. Changes in flight schedules, lost baggage information, and breakdowns are 
factors, which in combination with peak loads on the system result in queues 
and delayed baggage. Dischargers at the departure gates are temporarily al­
located to one or more flights. Totes carrying bags are discharged (unloaded) 
when they reach the correct discharger according to their flight destination. 
Identity and destination of the bags is unknown until scanned at the input fa­
cility. After discharge the empty tote continues on the BHS back to the input 
facility sharing the conveyor lanes with other full totes. Thus routing of empty 
totes clearly impact the performance of the BHS. As no reliable model exists 
for arrival of bags to the system, and given the complexity of the BHS and time 
constraints of travelling bags (5-12 min as allowed max. transfer time) makes 
exact off-line scheduling impossible. Because totes or DCVs in many systems 
have to stop or slow down when discharging or unloading, respectively, the ca­
pacity for that lane section goes down, and a queue can accumulate behind the 
discharger, therefore more dischargers are often allocated to the same flight in 
order to distribute the load on the entire BHS. Traditionally the control soft­
ware of the BHS is built on a simple reliable centralized approach based on 
static shortest paths of the system. Each pre-calculated route between topload-
ers and dischargers are given a route number and when the destination of a bag 
is known by the system, it follows that route until it reaches the destination. 
Thus the structure, complexity and task make it an appropriate candidate for 
a decentralized agent-based control system with local observations. 

1.1.2 M A S technology 

MAS technology, which spawned from artificial intelligence as DAI (Distributed 
Artificial Intelligence) [?], off"ers an approach to decompose complexity of sys­
tems into a number of collaborating autonomous agents. System-wide tasks are 

Some BHSs are based on AGV-like telecars, which autonomously run on the BHS 
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solved partly by subtasks in the individual agents, which are coordinated and 
aligned through their interaction patterns. Interaction schemes and communi­
cation protocols for agents can be specified or programmed in an ad-hoc or 
domain specific manner, but to increase common understanding and platform 
independence, FIPA provides a set of specifications for interaction protocols 
supporting both negotiation and co-ordination between agents [?]. 

1.1.3 D E C I D E project 

Our research case of the BHS is conducted in collaboration with the company 
installing and producing the BHS, FKI Logistex. This case is part of a larger 
research project called DECIDE, which focus on promoting and proving the 
appropriateness of multi-agent based control in production and manufacturing 
systems. Major Danish manufactures are among the other partners of the con­
sortium: Lego, Grundfos, Bang and Olufsen (B&O), and Odense Steel Shipyard. 

1.2 System setup 

Recent years advancement in computer performance has made it possible to 
do realistic real-time simulations of very complex environments. The ability 
to continuously interact with the simulation model during operation creates a 
perfect off-site test-suite for the control-software, which emulates the real BHS. 

Together with another consortium partner, Simeon, the BHS company FKI 
Logistex has created an emulation model of the researched BHS using the Auto-
Mod simulation and modeling package [?]^. One of the strong advantages of 
using AutoMod is concurrent communication with the model identical to the 
connection between the control server and the PLCs in the real hardware. Thus 
the control software cannot see the difference, if it is connected to the emulation 
model or the real hardware. A snapshot of the emulation model is shown in the 
figure 1.1. It shows the area with input facilities for terminal 3 of the airport. 

1.2.1 Model ing wi th agents 

In abstract form the BHS can be understood as a directed graph of connected 
nodes, which represent elements of the real BHS, where it is possible to load, 
unload, or redirect the totes (toploading, discharging, merging, and diverting 
elements). Given the layout of the BHS no practical arguments exists for making 
decisions for a tote between nodes of the graphs. Thus an intuitive approach to 
decompose the decision logic to a multi-agent system is to place agents in each 
node corresponding to diverters, mergers, toploaders, dischargers, etc. 

^ AutoMod is a de-facto standard for systems analysis of manufacturing and material 
handling systems. 
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Fig. 1.1. Snapshot of the input area of the investigated BHS 

If the design of the agents is simple and intuitive, the modehng of the asso­
ciations and collaborations between the agents are far more complex. Ideally, 
with respect to generality and simplicity in the design of the agents and con­
trol software, the domain of observation for each agent should only span the 
edges from the agent's node to the next node in the graph (input and output 
lanes of conveyors at each node). But for some decisions, agents require more 
information about the current status of the load on the entire system, e.g. when 
deciding between alternative dischargers far from the current location. 

Forced by both economical and architectural constraints of the airport, the 
layout of the BHS would usually have a rather low density of lanes and al­
ternative routes compared to communication networks or traffic systems. The 
low density of connections in the graphs and the limited number of alternatives 
routes, makes the BHS less appropriate for intelligent network routing algo­
rithms, such as ant-based control by Schoonderwoerd et al. [?] or AntNet by 
Di Caro and Dorigo [?]. Another important diflPerence between communication 
strategies and the flow of bags in the BHS, is that a package can always be re­
submitted in a package-switched network, that is not an option in the design of 
a BHS. In contrast to traffic control systems the BHS is actual aware of the cor­
rect destination for a tote, as soon as the bags enters the BHS, which makes it 
more attractive to use more system-wide collaboration of the agents. This could 
be achieved by assisting the local node agents with a number of mediator agents, 
which can be queried by local agents about information of routes through the 
entire system in order to discover, which agents to collaborate and negotiate 
with. Mediator agents can become a bottleneck or single-point-of-failure points 
of the system. Another approach is to profile each agent with some relevant 
knowledge of the topology of the BHS. We have successfully worked with both 
approaches with no significant difference, besides a lager communication over­
head in a mediator based solution. 
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The important aspect is not how an agent discovers other agents to collab­
orate and negotiate with in order to route a current tote correctly, but which 
impact these different agents should have on the decision in the local agent. 

As all destinations somehow can be reached from anywhere in the system, 
one could argue that the status and load of every node in the system should be 
considered at every decision point, but then complexity increases exponentially, 
and is both practical impossible and inappropriate for performance reasons. 
For capacity and space utilization reasons a BHS is often built with 2 or more 
layers of conveyors vertically displaced. Dischargers placed above each other are 
usually allocated to the same flight, because an even distribution of totes to two 
dischargers copes with the lower capacity of dischargers compared to traditional 
lane elements (discharging is 2 times slower than average lane speed). Due to 
cost there is only few locations (2-3), where you can go from one layer to 
another. Thus making the right decision at these points is far more important 
than minor redirection on the same layer - similar to the importance of taking 
the right exit on a highway compared to turns in a denser road system of a city. 

In the following section we will present different strategies used for different 
type of decisions in the BHS, to illustrate the importance of considering the 
domain of impact on the agent's decision logic. 

1.3 Agent strategies 

The primary reason for exchanging the conventional control software with an 
agent-based approach is to decrease complexity and minimize dependencies in 
the control logic of the BHS. A multi-agent solution allows more advanced 
strategies to be used because the control logic of each node is simple, and 
altogether both capacity and robustness should be increased. 

The basic building block in the strategies of the agents are simple observa­
tions of the local neighborhood of each agent - status or queue observations. 
Each node agent in the BHS collects information about the status of its local 
domain, which means the conveyor lanes to the previous and the following nodes 
in the graph. The information collected expose values of a edge/lane, such as 
the number of totes per element, the average delay for totes, and the average 
urgency of bags, which means how close a bag is to its departure (in time). 

1.3.1 Overtaking urgent bags 

An example of a collaborating strategy, which has a little impact on the domain 
of neighboring mergers and diverters, allows urgent bags to overtake non-urgent 
bags, by detouring non-urgent bags. Consider a typical layout of a discharging 
area in figure 1.2. The bottom lane is a fast forward transport line, the middle 
a slower lane with the dischargers and the upper lane is the return path. A 
diverter (in the bottom lane) has the option to detour non-urgent to the middle 
lane to give way for urgent baggage in the transport line. If there is no load 
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on the system all totes follows the shortest path. When the routes merge again 
at the mergers in the middle lane, it will give higher priority to totes from the 
merging leg with the most urgent baggage. 

zo - i y i -

L - L m--^-

Return lane 

_ 

Merger 

^ 

Dischargers 

xj x^ 
• * - ^ - - • • 

ff"-^ 

- ^ 
Fastfonfl/ard transport lane 

Fig. 1.2. Snapshot of the BHS layout with indication of diverters, mergers, and 
dischargers 

The urgency observation in a node agent is composed of two custom fuzzy 
sets created from standard hedges [?], which are biased towards a desired neutral 
point of urgency. Then urgency of a bag goes exponentially up as it approaches 
departure, and turns negative if it has more than 20 min. to departure. Thus 
likelihood of detouring is directly given from the urgency information. 

The strategy presented above allows urgent baggage to overtake baggage 
that have plenty of time to departure, is an example of a strategy, where the 
domain of impact only range between two succeeding nodes of the graph. Ex­
periments showed impressive results without extending the domain of impact. 

The strategy for returning empty totes to tote stackers, which are located 
close to the toploaders, is an example of collaboration between agents, where 
the domain is much broader and many agents participate. The full status of each 
tote stacker is, similar to the urgency status of the nodes, composed of fuzzy 
sets, which secures that the request for empty totes increases exponentially, 
when the tote stacker is almost empty. Besides the status of the tote stacker 
also the distance to the tote stacker should be considered, it gives no sense to 
route an empty tote to the other end of the BHS, if another tote stacker is 
very close, unless the far one is almost empty. Also the load on the node agents 
along the route to the tote stackers could influence the decision, as it would be 
preferred to send empty totes along a route, where they do not obstruct the 
way for full totes. The load status of the nodes is therefore taken into account 
as weight in the choice of the destination for the empty tote, similar to how 
the load status of nodes agents are considers in the strategy for saturation 
management presented in the next section. 

1.3.2 Saturation management and the W I P A C curve 

Saturation management is a strategy with the purpose of avoiding queues at 
all by minimizing the load on the system in critical areas. The issues on ac­
celeration ramps and reaction times mentioned in the beginning result in the 
characteristics of the BHS known as the work in-progress against capacity curve 
(WIPAC), which is further described in [?]. In principle it states that the capac­
ity of the systems goes dramatically down, if the load on the system exceeds a 
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certain threshold value - the system more or less end up in a deadlock situation 
where everything get stocked. The curve is dynamical, due to the various load 
on the system, and maximum cannot be calculated exactly. Thus the strategy 
is to quickly respond to minor observations, which indicates that the maximum 
has been reached, and then block inputs to the area. The strategy is simply to 
block a toploader if routes from the toploader are overloaded and let the system 
resolve. Queues close to the toploader are most critical, as the toploader has 
great impact on filling up those queues, whereas parts of the route far from 
the toploader could have been resolved before the new totes arrive. Instead of 
blocking the toploader, we can just slow down the release of new totes using 
the following fraction of full speed for the toploader. 

J2i '^iQi E^±Q', 

E. 
(1.1) 

di 

where Vr is the full speed of the toploader, and Wi are weights of the queue 
statues, Qi, along the routes. The weight is given by a coefficient a and the 
distance from the toploader di. Queue status is a number between 0 and 1, 
where 1 indicates no queue. The effect of the saturation management strategy 
is clearly documented by the graph in figure 1.3, and the domain of impact by 
other agents is almost system-wide for this strategy as well. 

I Through-put Saturation management 

Fig. 1.3. Result of a test scenario with and without saturation management 

1.4 Conclusion and future work 

Is this paper we have presented important research contributions from the DE­
CIDE project about multi-agent based control of a baggage handling system 
(BHS) in a major airport hub in Asia. The agent-based approach has spread 
the decision and control logic of the system to a large number of collaborating 
agents and replaced a complex centralized control structure. It has enabled new 
strategies and observations in the local agents to increase robustness, capacity, 
and throughput of the BHS. Special attention has been given to the domain of 
impact on the decision logic and collaboration among the agents, which varies 
depending on the strategy. 
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We continue our research on the BHS and will develop more new strategies for 
the agents, and increase their mutual collaboration to maximize the utilization 
of the BHS during peak times. We will try to avoid the use of mediator agents 
and rely on roles and profiles. Ideally a swarm of local agents would provide a 
general setup that easily can be ported to other systems. During the research we 
will pay special attention to develop abstract and general design methodologies 
for the topological domain of impact for agent collaborations. 
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Abstract. In the present paper Artificial Neural Networks (ANN) are apphed 
in order to predict the buckling modes of thin-walled PVC tubes under 
compressive axial forces. For the development of the models the neural 
network toolbox of Matlab® was applied. The results show that these models 
can satisfactorily face these problems and they constitute not only a fast 
method, compared to time consuming experiments, but also a reliable tool that 
can be used for the studying of such parts which are usually employed as 
structural elements for the absorption of the energy of an impact, in 
automotive and aerospace applications. 

1 Introduction 

Due to technological, managerial and legal implications, nowadays, there is an 
increased interest in the field of safety and protection of the passengers in the case of 
a car accident. Therefore, automotive industries are focused even more on the 
damages that a collision imposes on the vehicle. The simulation and the analysis of a 
vehicle crash are extremely complicated due to the simultaneous interaction of many 
elements. The various components are structural elements of plain geometric shape, 
such as thin-walled tubes, cones etc., designed to absorb the impact energy by 
deforming plastically, thus protecting the passengers, the vehicle and the load. 

For the determination of the energy absorption capacity and the response of these 
elements a simulative test, i.e. the axial crash of thin-walled components is used; by 
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this way the deformation characteristics of the components are identified [1-3]. The 
combined influence of component's geometry and material on their behavior during 
the crash is of utmost importance. Moreover, the static or dynamic nature of loads 
should be taken into account. Most of the cases are studied using static analysis, 
since it is proven that phenomena occurring under dynamic loads are similar to the 
ones observed under static loading. The overall behavior of the structure depends on 
the plastic deformation of whole or part of the structure. Taking into account all 
these factors, the importance and the necessity for further research in that area, in 
order to fully understand the phenomena involved, become obvious. 

The present paper deals with the modeling of the collapse of PVC cylindrical 
shells under the effect of compressive axial forces, using ANN models. This type of 
artificial intelligence is applied to a great number of areas of technology, especially 
for problems where the input and output values cannot be directly connected by 
simple equations, as in the case of manufacturing [4, 5]. Therefore, the topic studied 
in this paper is quite challenging since the connection between input and output 
values is rather complicated. Note that to the authors' knowledge, applications of 
ANN to crashworthy response are very few, if any. As far as the structure of the 
paper is concerned, first an overview of the plastic deformation of cylindrical shells 
and a brief description of neural networks is given. Then the experiments performed 
in order to acquire the data for the training of the neural network are described. 
Finally, the neural network models and their results are presented and discussed 
thoroughly. 

2 Plastic deformation of cylindrical shells 

Thin-walled shells collapse plastically under the effect of compressive loads and 
create folds (buckles) when the stress at a point exceeds the critical yield point. The 
phenomenon of folding can be analyzed into two phases: the pre-buckling and the 
post-buckling phase. The post-buckling phase is the one that contributes the most to 
energy absorption, therefore is the one that will be analyzed the most hereafter. 

In the post-buckling phase the shell is plastically deformed, resulting to the 
creation of buckles and its progressive collapse; the characteristic fluctuation of the 
axial force is caused by the formation of these buckles. The points of maximum and 
minimum stress in a stress-strain curve, obtained from the compression of a tube, are 
respectively the points where the buckling starts and ends. The transitional point at 
the beginning of the shell's plastic collapse describes the maximum load that the 
shell can withstand. However, in the dynamic analysis of the collapse of tubes the 
evaluation of capability of energy absorption of the shell is more important than the 
value of the maximum load. 

There is a variety of modes by which a shell may collapse; the occurrence of a 
mode depends upon geometric parameters such as the ratios D/t (diameter / 
thickness), L/D (length / diameter) and the properties of the material. In general, the 
following collapse modes are identified: 
(a) Concertina mode: The cylindrical shell, under the effect of the external load, 
collapses at the shape of concertina with successive axisymmetric folds of length 
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equal to 2h, i.e., buckling wave length; this mode was studied by Alexander [6]. 
Models for concertina mode have been also proposed by Jones and Abramowicz [7] 
and Gupta and Velmurugan [8]. 
(b) Diamond mode: The shell collapses in a non-symmetrical way formatting 
successive non extensible triangular or trapezoid lobes. The shape of its cross-section 
can be changed in elliptical, triangular, square and generally polygonal shape 
resembling the form of a diamond. This buckling mode has been studied extensively 
by Johnson et al. [9]. 
(c) Mixed mode: Initially the shell collapses in concertina mode but after the 
formation of a number of axisymmetric lobes, diamond collapse takes place. The 
characteristic curve of axial load-axial displacement of mixed mode is a combination 
of the characteristic curves of concertina and diamond mode; see [1]. 
(d) Euler buckling: The shell behaves like a bending strut. The work that is absorbed 
by the shell when Euler buckling occurs is minimal comparing with the work 
absorbed when other collapse modes take place. Therefore, it is desirable to avoid 
this particular mode. 
(e) Other modes: In this category other collapse modes, such as tilting of the shell's 
axis, are included. Shearing of one or both ends of the shell that are in contact with 
the plates may occur, leading to the displacement of one end. 

As it has already been mentioned, the mode that a shell develops when it 
collapses depends upon the material and its geometrical characteristics, namely the 
thickness (t), the diameter (D) and the length (L). Actually, the collapse mode for a 
given material depends upon the ratios t/D and L/D [2]. It has been estabhshed that 
shells with small length and large thickness collapse in concertina mode, while shells 
with large length and small thickness collapse in diamond mode. The transitional 
area between these two modes has not been clearly determined [1, 2]. Nevertheless, 
other collapse modes may occur during the compaction of the tubes. The model 
developed in the present paper is capable of determining the collapse mode when the 
geometrical and material characteristics of the tube are given. 

3 Experimental results 

Shells of PVC were examined; the geometrical dimensions of the shells, i.e. the 
ratios t/D and L/D, where t, D and L are the thickness, the outer diameter and the 
length of each tube respectively were considered as variables. The compression was 
performed between two steel parallel plates, by using an Instron universal testing 
machine. The plates' velocity was about 10 mm/min. In order to cover a wide range 
of values, 24 experiments were carried out ranging between 0.0470^t/D^0.1410 and 
0.92^L/D^3.94. For each experiment the collapse mode was identified and logged. 

4 ANN models 

For the development of the ANN models the neural networks toolbox of Matlab® 
was used. In this program the creation of neural networks is simplified by using a 
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small amount of commands; the program has a data base with functions, algorithms 
and commands for this purpose. For an insight to the ANN method and Matlab®, 
Refs [10,11] are suggested. 

The model presented aims to the prediction of the collapse mode of a tube made 
from PVC when the t/D and L/D ratios are given. This implies that the two ratios are 
the input data of the models and the collapse mode the output. Due to the fact that 
the collapse mode is not an arithmetic value and therefore it cannot be inserted into 
the program, a substitution becomes necessary; numerals 1, 2, 3 and 4 which stand 
for Diamond mode, Mixed mode. Concertina mode and Euler buckling, respectively, 
are introduced. 

After the determination of the size of the input and output layers the number of 
the hidden layers and the neurons within these layers must be decided. This task is 
accomplished by a trial procedure where different architectures are tested and the 
one providing the best possible results is finally selected. It is already known that a 
more complicated than needed network has a reduced generahzation capability, since 
it is characterized by complicated relations. Therefore trials are constrained in 
models having one or two hidden layers. In the case of one hidden layer models, they 
are created and tested having 2, 3, 4, 5, 6, 7, 8 and 9 neurons at the hidden layer. In 
the case of two hidden layers, the models are created having 2, 3, 4, 5, 6, 7 and 8 
neurons at the first layer and 3, 4, 5, 6, 7 and 8 at the second hidden layer and all 
combinations between them are tested; a total of 56 models created. Similarly to the 
case of selecting the number of hidden layers and their neurons number, for selecting 
training algorithms trials are made. The training algorithms that are used in the 
models are the back-propagation algorithm with variable training rate and use of 
momentum factor and the Levenberg-Marquardt algorithm. Therefore, in total 112 
models are created and tested. 

As activation function in the hidden layers the hyperbolic tangent sigmoid 
transfer function was used. It is defined as a strictly increased function, which 
maintains balance between linear and non-linear behavior and its use provides the 
opportunity of forming non-linear relations, resulting to the potential of solving non­
linear problems. 

For the improvement of generalization of the suggested neural network the early 
stopping technique was used. In this method the existing data are separated in three 
subsets. The first subset consists of the training vectors, which are used to calculate 
the gradient and to form the weight factors and the bias. The second subset is the 
vahdation group. The error in that group is observed during training and likewise 
training group normally decreases during the initial phase of training. However, 
when the network begins to adjust the data more than needed, the error in that group 
raises and when that increase is continued for a certain number of repetitions, 
training stops in order to avoid over-fitting. Finally, the third subset is the test group 
and its error is not used during training. It is used to compare the different models 
and algorithms. 

The selection of each group's data must be representative and uniform. The 
training group is the biggest and the test group the smallest among the groups. 
During the training it is possible to watch the change of the MSE of each group 
versus the epochs graphically. It is known that the original values given to bias and 
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weight factors are chosen randomly each time a network is trained. So training ends 
up each time in different values of these factors and hence in different error values. 
For that reason training of each model takes place more than one time; each model is 
trained five times in order to clearly determine whether a model truly converges to a 
low value or it is a false value, because e.g. the model was trapped in a local 
minimum of the function. The mean value of the MSE for these 5 repetitions is 
calculated and by comparing this mean value the more appropriate one is chosen; 
that is the model with the lowest mean MSE value in the test group. The error in the 
test group is more indicative of the generalization capability of the model. 

5 Results and Discussion 

In Figs 1 (a) and (b) the mean MSE of the training and test groups of all the models 
trained with the back propagation and the Levenberg-Marquardt algorithm are 
presented. For the recognition of the models a kind of code is adopted. The models 
are named according to their architecture, by 1 or 2 numbers depending on the 
number of the hidden layers they have, where each number is the amount of neurons 
in the corresponding layer. Furthermore, the numbers are accompanied by letters, by 
gdx or Im, depending on the training algorithm used for their training, where the first 
one corresponds to the back-propagation and the second to the Levenberg-Marquardt 
algorithm. For example the 5-gdx model is the one with one hidden layer with 5 
neurons trained with the back-propagation algorithm and the 6-8-lm model has two 
hidden layers with 6 and 8 neurons respectively, trained with the Levenberg-
Marquardt algorithm. 

From these charts the model with the minimum test group MSE is selected as the 
optimal model. It can be seen that this model is the 7-lm. In particular, the repetition 
with the lower test MSE among the 5 values is the one saved and used for the 
simulation. 

In general, the MSE of the models built was relatively small. Models trained with 
the back-propagation algorithm result to greater errors than those trained with the 
Levenberg-Marquardt algorithm. Models trained using Levenberg-Marquardt 
algorithm and have one hidden layer with 5 or more neurons in it, result to errors 
similar between them with the smallest to be the 7-lm. Nevertheless, models with 
two hidden layers also provided accepted results, considering that the particular 
problem which was simulated using neural networks is quite complicated. The 
creation of a single network for the simulation of two materials with different 
properties and behavior concerning to crash reaction, is another factor that makes the 
procedure of finding relations between the variables even harder and more 
complicated. 

The number of epochs needed to complete the training of each model was small, 
while by comparing the algorithms used, training with Levenberg-Marquardt 
algorithm required fewer epochs to complete training. This is expected, since it is 
known that the particular algorithm has the larger convergence speed. Furthermore, a 
criterion of maximum epochs was used when programming the models and the limit 
was set to 600 epochs. In all cases, training was not terminated using the criterion of 
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maximum number of epochs, since none of the trials needed more than 600 epochs to 
complete, which is attributed, mainly, to the use of the early stopping technique. 
More specifically, Levenberg-Marquardt algorithm, in most of the cases completed 
training after 10-20 epochs, while the maximum number of epochs needed was 71. 
Training using the back-propagation algorithm ranged in higher levels and the larger 
testing occurred after 143 epochs. 

"""""""̂ lllllllllllllllllllllllllllllllllllllllllllllll̂  

(b) 
Fig. 1. Mean value (of the five trainings) of the MSE of training and test groups of models 
trained using (a) the back-propagation and (b) the Levenberg -Marquardt algorithm. 

Note, that the desired output values of the model are integers from 1 to 4, 
implying that the numbers resulting from a model are automatically rounded to the 
nearest integer in order to provide the output. When the program was tested with 
values that were not inserted in any of the three groups provided during training it 
predicted correctly the value corresponding to a collapse mode. 
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With the results of the trained ANN classification charts for collapse modes for 
PVC cylindrical shells can be constructed, which indicate the areas of collapse 
modes and the transitional borders from one mode to another, see Fig 2. 
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Fig. 2. Classification chart for collapse modes of PVC tubes. 

By observing the charts the following conclusions can be drawn: the diamond 
mode is favored when the t/D ratio is small and the L/D ratio increases. For medium 
values of the ratios mixed mode is favorable and for even larger ratio values the 
Euler buckling takes place. In the other regions concertina mode prevails. The 
classification charts presented here are consistent with others already reported in the 
relative literature [1, 12]. 

6 Conclusions 

In the present paper neural network models were proposed which can successfiilly 
predict the collapse mode of cylindrical shells subjected to axial compressive forces. 
When the collapse mode of a particular shell is known the mean load that the shell 
can withstand may be analytically calculated. These shells are mainly used as energy 
absorbing devices during a potential impact or crash and are of utmost importance 
for automotive industries. 

Taking into account the results of the neural networks models, many points 
mentioned in the theory were confirmed. Particularly, as it was expected, models 
trained using the Levenberg-Marquardt algorithm resulted into smaller error in 
shorter time than the ones trained with the back-propagation algorithm. 

The development of neural networks using Matlab® is relatively simple using a 
small amount of commands. Furthermore, training of the models using the early 
stopping technique has a very small duration; the maximum is a few seconds, for all 
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training algorithms. Training becomes even faster when the Levenberg-Marquardt 
algorithm is used. 

The network's results are considered very good for the particular application 
since the network is quite complicated. In many cases the collapse mode varies, even 
only with a minimal alteration of one of the input variables. Moreover, sometimes 
there is not a particular sequence in the way that collapse modes change and that 
makes the simulation of the network even harder. However, according to the results 
obtained, the proposed ANN may be considered a reliable tool for predicting 
collapse modes. It is expected that models such as the one suggested here can reduce 
the cost of product development by reducing time and amount of experiments 
needed. 
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Abstract. Today, many mobile device vendors offer their own versions of the 
Connected (Limited) Device Configuration (CLDC 1) and Mobile Information 
Device Profile (MIDP 2, 3) of the Java 2 Mobile Edition (J2ME 4). In 
addition, depending on the device characteristics they offer device-specific or 
series-specific libraries and APIs extending or complementing those specified 
in the standard CLDC and MIDP. As a result, porting a Java application 
written for one device to another is often a very tedious and time-consuming 
task for the developers. We present SeqFinder, an intelligent CASE tool for 
assisting the porting of Java mobile appHcations. SeqFinder eases the porting 
task by automatically generating all minimal method invocation sequences that 
lead to an object of a specific type, thus relieving the programmer of the effort 
to manually search the manufacturer-provided SDK Java archives to find how 
to accomplish a particular task, for example, how to initiate data transfer 
through a socket or an HTTP connection. 

1 Introduction 

It is an unfortunate fact that the promise of Java 5 as a "write once, run everywhere" 
language proved to be overly optimistic in the mobile phone market-place. This is by 
no means a criticism on the language itself, as Java is probably the best-suited 
language for writing applications for mobile phones and mobile information devices 
in general, but rather a realization that the extreme variation in those devices' 
characteristics necessitated different versions of the language specifically tailored to 
these devices. Undoubtedly, the area with the most variations in the offered APIs is 
the Graphical User Interface, but as different devices support different features and 
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offer the corresponding APIs for developers to take advantage of, there is a wide 
range of capabilities of different devices and, correspondingly, of the APIs 
supporting them. 

Less known is the fact that even standardized APIs such as the connectivity API 
that allows access to the Internet and servers and services available over HTTP or 
socket protocols are often poorly implemented by the device manufacturers and 
cause serious porting problems to application developers. As an example, consider 
the trivial standard code snippet for connecting from a Mobile Information Device 
applet (MIDlet) via HTTP to an HTTP server. 

/ / m M e s s a g e l t e m d e f i n e d b e f o r e 
H t t p C o n n e c t i o n he = n u l l ; 
I n p u t S t r e a m i n = n u l l ; 
S t r i n g u r l = g e t A p p P r o p e r t y ( " U R L " ) ; 
t r y { 

he = (HttpConnection)Connector.open(url); 
in = he.openlnputStream(); 
int contentLength = (int)he.getLength(); 
byte[] raw = new byte[contentLength]; 
int length = in.read(raw); 
in.close(); 
he.close (); 
// Show response to the user 
String s = new String (raw, ,0, length); 
mMessageltem.setText(s); 

} 
catch (lOException ioe) { 
mMessageltem.setText(ioe.toString()); 

} 

In certain phone models the previous code will not work, as their virtual machine 
does not implement the o p e n l n p u t S t r e a m method of the H t t p C o n n e c t i o n 
class that returns n u l l instead, effectively not conforming to the MIDP 
specification. Instead, the method o p e n D a t a l n p u t S t r e a m is implemented, 
which works as expected. 

To further complicate things, many (early) phone models that claimed to support 
the MIDP specification had serious bugs in the built-in Kilobyte Virtual Machine 
(KVM) especially regarding synchronization issues, thread management, and 
memory management. These defects combined make writing complex applications 
for such devices at times a daunting task. 

Porting of existing applications from one device type to another (of the same or 
different vendor) is an equally complicated process. The particularities of the APIs as 
well as the KVM and MIDP implementations of the concerned device types have to 
be taken into account, making porting a time consuming and tedious process. 
Typically, apphcation developers and/or apphcation porters need to try several 
alternative sequences of object constructions and method invocations for establishing 
a successful connection. Any tools that could assist to the (semi)automatic 
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generation of such alternative code fragments w îll be of immense help to the 
application porters. 

To reduce developer time for porting applications to a new^ mobile device type 
we have developed SeqFinder, a tool that automatically generates all possible code 
sequences that lead to a specified target, i.e., an object of a certain type as specified 
by the developer, for example the initiation of a successful data transfer. Note that by 
code sequences V^Q mean sequences of constructor and method invocations and/or 
retrievals of field values. The tool generates a separate MIDlet for each sequence of 
Java statements that leads to a reference to such an object. Each sequence element is 
either a declaration and initialization of a primitive type such as i n t i 1 = 0; or a 
(possibly static) method invocation such as 

C o n n e c t i o n o l = C o n n e c t o r . o p e n ( s i , i l , b l ) ; 
For any method invocation that requires references to class objects, the generated 
sequence includes a valid such reference in a previous line. This is accomplished by 
recursively generating objects of the type of the calling object and the parameters of 
the target method. 

The automatic generation of all such sequences and their embedding in 
appropriately wrapped Java code so as to be compile-able and testable MIDlets can 
help the developer quickly find how to use the APIs provided by the manufacturer in 
order to accomplish a particular task, such as reading data from the network or 
sending data to a server. 

1.1 Related Work 

Several tools and environments for targeting of applications for various families of 
mobile devices have been proposed and a number of them are in widespread use. All 
of them focus on the targeting chores from a given code base but do not provide 
support for developing such a code base at first place. 

J2MEPolish 6, 7 is a freely available, powerful toolset that heavily rehes on a 
database of devices containing their specific characteristics, which are taken into 
account in the targeting process. The mechanism used for targeting is based on the 
same kind of pre-processing as C. The approach taken by J2MEPolish is feature-
driven, i.e., application targeting is governed as specified by the pre-processing 
directives that take into account the characteristics of the device of interest as 
recorded in the device database. Otherwise, the tools do not provide functionahties 
for dynamically developing sequences of "winning" method invocations which will 
lead to a successful target, e.g., successful transfer of data over an HTTP connection. 

The j2me-device-db 8 project started out as a project aiming to create a database 
of mobile phone characteristics and even bugs, but developed to a set of tools for 
developing mobile applications via the use of pre-processor directives very similar in 
nature to J2MEPolish. 

Tira Jump 9 (latest release 3) is another software solution that simplifies project 
planning and, in addition, enables the efficient deployment of content across a range 
of diverse mobile devices. It employs an extensive knowledge-base that registers 
most device specificities. The integrated workflow and robust digital asset 
management systems create an end-to-end solution that simplifies the process, 
enhances consistency, quality and controls mobile content deployment on a global 
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scale. The Jump Developer Desktop (JDD) manages the adaptation and optimization 
of reference applications to support new handsets. The tool is available in two 
versions: 

- The JDD Java Edition (based on Eclipse) provides the key interface to the 
Jump Transformation Engine (JTE) when adapting Java applications. 
The JDD BREW Edition is a Microsoft Visual Studio .NET add-in and 
adapts BREW 10 applications. 

Tira Jump 3 is built around the concept that between any two mobile devices 
there exists a finite set of differences. Consequently, the platform makes use of a 
reference device and contains, maintains and updates differences between every 
supported target device and the reference device. For each difference it provides a 
series of adaptation instructions to convert content from one device format to the 
other. 

The Jump Transformation Server supphes the device plug-ins and performs the 
conversion of the Java or BREW application or the ringtone, Screensaver or 
wallpaper. Similar to J2MEPolish, the Tira Jump tools allow for targeting of mobile 
applications to a range of mobile devices but do not provide methodological support 
for developing sequences of "winning" method invocations leading to a successful 
target. 

Relevant to the SeqFinder algorithm development is perhaps work on hyper-
graph shortest paths 11, for indeed it is possible to model the problem domain as a 
hypergraph in the following way: every type in the SDK of the mobile device can be 
considered as a node, and every public method or field of the SDK can be considered 
as a Back-feed arc connecting the type of the class declaring the method and the 
types of each argument of the method to the type of the object the method returns. 
The problem is then one of computing all minimal different paths of reaching a 
desired object in this graph starting from primitive types. This model does not take 
into account inheritance and polymorphism issues but may yield fruitful results in 
the near future. 

2 System Description 

SeqFinder operates on a data repository (e.g., a relational database) that contains all 
the necessary information about the classes that are available on a specific mobile 
device. SeqFinder takes as input the type of an object that the developer wishes to 
construct and returns all minimal code sequences targeted for this specific device 
that produce such a reference in the format of valid Java code that can be 
automatically compiled and executed for testing purposes. The generated Java code 
sequences contain tool-default values for variables and arguments of primitive types 
and for the construction of any intermediate objects. 

These sequences are fed into a specially designed GUI for fine tuning by the 
developer. The GUI allows the developer to quickly and intuitively interact with 
each of the above sequences to fill out the placeholders that contain the generated 
tool-default values and, as a result, to generate a set of Java files that can be executed 
directly on the Java-enabled mobile device. Among the generated Java programs 
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those that succeed in successfully transferring data though a connection are tagged as 
the "winners". 

In this section, we present a recursive algorithm that produces all possible 
sequences of method invocations that, eventually, result in an object of a given type 
starting from primitive Java type variables. 

Input to the Algorithm'. The algorithm presented below takes as input 
- the type of an object to be constructed by a sequence of method 

invocations, and 
- a unique key that identifies the devices, at which these code sequences 

are targeted. 
Output of the Algorithm: Vector of all minimal distinct sequences of steps 

leading to a reference to an object of the requested type (specified target by the 
developer). The produced reference can be of the requested type or of any of its 
subtypes or its supertypes (in this case casting is necessary). These sequences are 
invariant with respect to values given to primitive types (e.g., int variables' values do 
not matter in this program, and each primitive type is assumed to have a unique 
default value to be assigned whenever such a variable is created). To avoid looking 
for all the infinite sequences of code segments that arise when multiple objects from 
the same type can be constructed, we introduce the constraint that only one object of 
each non-primitive type can be constructed in any given sequence. We also ignore 
any methods or fields whose type belongs in the same class hierarchy with the class, 
in which they belong (i.e. is any of the supertypes or subtypes of this specific type). 

Finally, the developers are able to impose two kinds of limitations on the 
generated code sequences. First, they can limit the maximum length of the code 
sequences that SeqFinder generates. Second, they can exclude certain packages, 
classes and members from the generated code sequences, meaning that they can 
force SeqFinder to ignore any member that involves in any way the use of these 
packages, classes of members. 

2.1 Auxiliary Data Structures 

Our algorithm makes use of auxihary data structures and methods as described in 
this subsection. 

1. A method newName is provided that receives the name of a type (e.g. i n t or 
j a v a . l a n g . I n t e g e r ) as a parameter and returns 

a. the argument with the '1 ' appended to it, if the type is not a primitive 
type 

b. a new (unique) name, otherwise. 
2. Java source-code-level object definitions and initializations of the form 

T o l - (TT) o 2 . m ( a l , . . , a n ) ; 
are represented by the following data structure: 

Command { 
String objType; 
String objName; 
String realType; 
String CCOName; // called class obj. name 
String CCType; // called class type 
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String memberName; // called class member name 
Vector<Parameter> paramList; 
// paramList has the name-type pairs of method's 

args 
} 
where 

a. type T is represented by ob j Type, 
b. object ol is represented by ob j Name, 
c. type TT is represented by r e a 1T ype 
d. object o2 is represented by CCOName, 
e. the type of o2 is represented by CCType, 
f method m is represented by memberName, and 
g. the names and types of the parameters are represented by pa r amL i s t . 

In case method m is a static method, the value of CCOName member is equal to 
CCType. If m is a field and not a method, then p a r a m L i s t is n u l l . If m is a 
constructor, then CCOName is null. 

3.Method descriptions are represented by the following data structure 
CommandS t ruc t { 

b o o l e a n i s S t a t i c ; 
S t r i n g t y p e ; 
S t r i n g CCType; 
S t r i n g memberName; / / t y p e of e a c h m e t h o d p a r a m e t e r 
V e c t o r < S t r i n g c l a s s _ t y p e > P T y p e s ; 

} 
where 

a. i s S t a t i c is true, if the member is static, 
b. t y p e is the member's type, 
c. CCType is the type of the object on which the method is invoked or 

whose field is accessed, 
d. memberName is the name of the member, 
e. P T yp e s is the types of the parameters 

In case the member is actually a field, PTypes is null. 
4.A method f i n d A l l M e m b e r s O f T y p e is provided that, given a type C, 

returns all members (fields, methods, constructors) of classes contained in the data 
repository that return an object of the requested type or of any of its supertypes or 
subtypes. This method returns also members whose type is an array type with 
elements of the required type. 

5. A method f i n d l n c o m p l e t e is provided that, given a vector of Commands 
V and an initially empty vector of strings t v , returns the first Command object in v 
that is incomplete. An incomplete Command is one, whose called object or one of its 
parameters have not already been defined in any of the Command objects that appear 
before v is not of primitive type or string This is determined by searching through 
the Command objects before v for an o b j T y p e that belongs to the class hierarchy 
of the type of the specific object. 

Effectively, the f i n d l n c o m p l e t e method identifies the first use of a yet 
undefined object in the sequence of Commands under construction; such an object 
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has to be eventually defined and initialized. The method also fills vector t v with two 
strings, the first is the type name of the object that has been identified in v (the value 
of CCType in Command or the value of the PType member in the P a i r < . , > in 
p a r a m L i s t ) , and the second is the name of the object itself (the value of 
CCOName or PName in the P a i r < . , >) . If no Command object has a name in the 
command that is not defined below in vector v, then n u l l is returned. 

3 The Generator Algorithm 

The output of the algorithm is a vector of vectors o/Commands*. Each one of these 
vectors of commands describes a sequence of steps that lead to an object of the 
requested type. The algorithm assumes that the user may have specified a set of 
packages, classes and members that should be ignored, as well as the maximum 
length (maximumLength) of the generated code sequences. 

vector SEQ(Commands, ObjectType, ObjectName) { 

CommandStructs=fIndAllMembersOfType (ObjectType); 

create new empty vector called result; 

foreach CommandStruct in CommandStructs { 

if CommandStruct has excluded packages, 

clases or members 

continue; 

create the corresponding Command c; 

create a new vector v containing all the Commands + c; 

add V to the result; 

} 

foreach v in result { 

incompleteCommand=findlncomplete (v,tv); 

if incompleteCommand is NOT null { 

if v.size == maximumLength { 

remove v from result; 

do not move forward in result; 

} 

type - tv[0]; 

name = tv[1]; 

result' = SEQ(v, type, name); 

if result' is NOT empty { 

replace v in result with result'; 

do not move forward in result; 

} 

} 

} 

return result; 

} 

Each Command object represents a Java statement of the form int il = 0; 
or more complex statements such as 
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j a v a . u t i l . H a s h t a b l e j a v a _ u t i l _ H a s h t a b l e l = 
new J a v a . u t i l . H a s h t a b l e 0 ; 

or A A l = S o m e O b j e c t R e f . someMethod(C c l ) ; and so on. Static methods 
of the form 

j a v a x . m i c r o e d i t i o n . i o . C o n n e c t i o n 
j a v a x _ m i c r o e d i t i o n _ i o _ C o n n e c t i o n l = 

j a v a x . m i c r o e d i t i o n . i o . C o n n e c t o r . o p e n ( s i ) / 
are of course also expressible. 

A Command object captures in its ob j Type data member the name of the class 
A in the statement above. The name of the object reference Al is captured in 
objName. The name of the type of the object reference S o m e O b j e c t R e f is 
captured in CCType, while the name S o m e O b j e c t R e f itself is stored in 
CCOName. The name of the method invocation someMethod is stored in the 
member Name data member and similarly the name of the type and reference of each 
argument is stored in the data member p a r a m L i s t . 

The algorithm accepts as an input a partially incomplete sequence of Commands 
and it attempts to locate all the possible ways to complete it (in terms of the specific 
object type that it receives as a parameter). For this reason, it locates all Java 
statements that return an object of the desired type (or of any of its supertypes or 
subtypes) and creates a separate vector of Commands for each one of them, which 
consists of the received code sequence followed by the new Command. The 
algorithm then computes recursively for each name that appears in each of the newly 
generated code sequences and that has not been defined akeady in this sequence all 
code sequences that will define this name, and prefixes them with the current 
sequence. It then replaces the current sequence in the result vector with the expanded 
code sequences, resulting in all code sequences that can be used to obtain a reference 
to the requested type. 

It is important to notice the way newName(type) works according to its 
specification. This method always returns the same name when the input is a non-
primitive type. This limits the code sequences constructed to sequences that create 
only one object for each different type considered. This is not a serious limitation of 
the program and it avoids the otherwise almost inevitable infinitude of different 
possible code sequences. To clarify why this is the case consider two classes A and 
B. Class A has a unique constructor A(B b) and there is no other way in the 
program to obtain a reference to an A object. Class B on the other hand has two 
constructors, B ( i n t i ) and B (A a ) . Now if we want to find all code sequences 
leading to an A object, the last line of each such sequence has to be A Al = new 
A (Bl) where Bl is an object of type B. Apparently, there are two ways to obtain an 
object B . One is by having a statement of the form B Bl = new B ( i ) ; where i 
is an int variable and the other is by having a statement of the form B Bl = new 
B (A2) ; where A2 is an object of type A. If the name A2 is not "unified" with Al , 
then we must find all ways of creating an A object again and add them to our current 
code sequences, which leads to infinitely long object creations of the following form 
in reverse: 

A Al - new A(B1) ; 
B Bl = new B(A2) ; 
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A A2 = new A ( B 2 ) ; 
B B2 = new B ( A 3 ) ; 

To further simplify the things, SeqFinder allows only for one object from any 
class hierarchy to exist in a sequence. In other words, if an object of class A has 
been created in a Command of a specific command sequence, then no other object of 
this specific type or of any of its subtypes or supertypes will be created in this code 
sequence. The already created object can be used in all of the above mentioned 
cases. 

4 Computational Results 

As shown in Table 1, the system is capable of finding all valid sequences of 2 or less 
method invocations leading to a j a v a . i o . I n p u t S t r e a m object reference in less 
than 16 minutes on a commodity MACBook laptop running at 2Ghz the MAC OS X 
Operating System and Java JDK 1.6. The response times, even though they are not 
real-time, still present huge time-savings to developers who previously had to spend 
more than two days in order to make a single network-centric Poker game to 
establish connections and exchange data with the game server. It is also interesting to 
note how the number of different code sequences for obtaining a C o n n e c t i o n 
object reference jumps from 35 in the case of two-step sequences to 201 different 
sequences of length 3. The length 3 sequences of course include the length 2 
sequences. The table also shows some other first results of running the system. 

Table 1. Experimental Results. 

Object Type 

j ava.io.InputStream 

Java.io.DataInputStream 

Javax.microedition.io.Connection 

Javax.microedition.io.Connection 

Number 
of Steps 

2 

2 

2 

3 

Response 
Time 

15 min 

16 min 

5 min 

6 min 

Number of 
Sequences 

164 

292 

35 

201 

5 Conclusions and Future Directions 

We presented SeqFinder, a tool that automatically generates all sequences of Java 
method invocations leading to an object reference of a given type (or any of its sub­
types). This tool helps mobile application porting and development tasks as it 
relieves its user (application developer) from the cumbersome task of having to 
search a manufacturer-specific APIs for functionality described in possibly non-
existing or just poor java-docs. It does so by emulating the actual process by which 
developers approach this task (bottom-up), i.e., by letting the user automatically 
search for all classes that support a "connect" method, or to directly find all possible 
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ways to get a j a v a . i o . O u t p u t S t r e a m object that can use to send data through 
the network. 

In certain cases, the number of sequences generated can be overwhelming. In 
addition, the user currently has to know (or guess) what values to assign to the 
primitive data types variables. For these reasons, we are currently experimenting 
with machine learning techniques to offer a more intelligent user-interface that will 
help the user choose quickly the code sequence (by sorting them in a "likelihood-
index") and primitive values combination that are most likely to be successful at 
performing a particular task. This sorting would be performed by examining 
previous test sequences generated and tested. The tests would then have resulted in 
"success" or "failure" which, if recorded, can lead to a training set of labeled 
examples. Standard supervised classification techniques can then be used to infer the 
likelihood of a proposed sequence to be a winning sequence and from this 
information any vector of all possible sequences can be "intelligently" sorted. 
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Abstract. Wireless services infrastructures beyond 3G are evolving into 
highly complex and heterogeneous network environments embracing a 
multitude of different wireless internet access technologies, terminal types and 
capabilities, different bearer services, core/access network configurations, 
along with a wide range of application-related fimctions. Further to this reality, 
service operators are confronted with increasingly demanding users, becoming 
more and more aware of their needs. Thus, the main objective of this research 
work is to pave the way to novel service creation and execution systems 
beyond 3G, allowing the mobile user to build her/his own highly personalised 
composite wireless services. 

1 Introduction 

Mobile service providers have already begun to offer composite wireless services as 
vehicular route assistance and navigation services, location-sensitive advertising 
services, presence services, etc. These services typically consist of a combination of 
elementary component services (e.g. establishment of a bearer channel, a file 
transmission, user position acquisition, etc) [1]. However, presently there is no direct 
or indirect way for the user to personalise the most significant services component 
such as the service logic, (the logic for selecting the elementary components of a 
composite wireless service) and mandating the way that these resources (elementary 
component services) are utilised in a coordinated manner. This paper aims at the 
definition of novel, user-centric service creation and execution systems able to 
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identify and autonomously exploit knowledge from the user's needs for the 
synthesis, deployment, and persistent adaptation of highly personalised composite 
wireless internet services. The scope is to valorize existing wireless infrastructure 
investments by radically increasing the value of services in terms of personalisation, 
and contributing towards the realisation of novel schemes for rapid and automated 
mobile services creation, deployment and early validation. For this purpose, the 
paper proposes and defines a knowledge-based, ontology-driven approach for 
wireless internet composite services conceptualisation and synthesis, and introduces 
a modular and scalable architecture and accompanying tools serving the creation and 
deployment of adaptive composite wireless services. 

2 State of the Art 

As wireless services have started to penetrate into a wide range of everyday-life 
aspects (work, entertainment, health, safety, etc), wireless service operators need to 
cope with increasingly divergent user requirements and challenges pertaining to the 
personalization of the delivered services. Wireless services are still built in an "one-
size-fits-all" manner, typically addressing the "specific" requirements of identified 
broad categories of users, while services personalisation has been limited to simple 
service-parameterisation. There is no direct or indirect way for the user to cause the 
adaptation of the most significant services component: the service logic, i.e. the logic 
for selecting the elementary components of a composite wireless service and 
mandating the way that these resources are utilised in a coordinated manner. The 
main problem of current service creation and execution systems [2] is their inability 
to support different needs of individual users. Hence, there is an evident need for a 
consolidated approach that will allow the effective capturing of the knowledge 
pertaining to wireless user requirements and 'wants' and the capabihties of the 
wireless service-execution infrastructures, and enable the exploitation of this 
knowledge for the synthesis, and deployment of personalized wireless composite 
services. 

2.1 Objectives 

This paper makes use of novel approaches in the field of wireless services 
specification and creation using the concept of the composite wireless service,which 
consists of a combination of component wireless services. The proposed generic 
architecture is consisted of several entities, which their roles and relations are 
depicted in Figure 1 and described below. 
• The Service Synthesis Centre (SSC) hosts the intelligence required for the 

management of Service Synthesis functions, the identification of the users' 
needs, and the generation of valid service specifications. 

• The Customer Profile and Services Data Store (CSDS) entity provides the 
means for retrieving data required for service synthesis from the multitude of 
possible sources (HLR/HSS, SDP, BCCS, etc), and mapping the data onto the 
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ontological models used for Service Synthesis in order to be accessed in a 
straightforward manner by the SSC. 

Services deployment involves the Service Deployment and Execution Centre 
(SDEC), which generate on the basis of implementation domain service 
specifications received from the SSC, the self-adaptive software modules (self-
adaptive SW agents that implements the wireless composite service logic, and the 
installation and integration of the S W into the execution environment of the Wireless 
Composite Services Execution Server (WCES). During service execution the SDEC 
is capable of redesigning and reactivating SW agents on the basis of the information 
provided through interactions with the agents and/or knowledge available within the 
SDEC. 

SYNTHESIS 
Project 
Infrastructure 

Existing Service 
Execution 
Infrastructure 

Figure 1: The proposed generic architecture 

2.2 Composite Wireless Services Functional Requirements 

Our approach makes use of and extend state-of-the-art approaches emerging in the 
field of wireless services creation and execution: a composite wireless service 
consists of a combination of component wireless services [4]. A component wireless 
service can be: a fundamental wireless service that cannot be partitioned into 
separately identifiable services - for example identify a location, obtain vehicular 
travel information, transmit/receive a file, etc, a utility service that implements a 
function within a particular composite service sequence and acts as the binding 
between fundamental wireless services - for example, invoke a composite service 
sequence, execute a pause, assign a parameter value, etc, another composite wireless 
service. 

The composite wireless service consists of continual iterations of these three 
services, in the following sequence, until the destination is reached: a) Determines 
the present location and provide it to the wireless terminal. If the present location is 
the same as the destination, inform the user and cease the iteration of services, b) 
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Computes the least time-consuming route from the present location to the designated 
destination. If the route has changed, alert the user, of a new route and its directions, 
c) Retrieves traffic information for the route's regions and determine if traffic 
delays, such as those due to an accident, would ensue. If traffic delays exist ahead, 
repeat step (b) with the updated delay information; otherwise, proceed to step (a). 
The logic of the composite service is executed at an application server, which is 
called Wireless Composite Services Execution Server (WCES). More specifically 
service synthesis involves the user and the service synthesis environment interacting 
for the production of a personahsed and valid service specification. This 
specification should be consistent with the capabilities of the service execution 
platforms in use, the user profile and subscription status information stored in the 
multitude of mobile services data infrastructure (HLR/HSS, SDP, BCCS databases, 
etc), and user context information (e.g. location) retrieved from the network using 
open access interfaces (OSA). On the other hand, service deployment involves the 
generation of the self-adaptive software module implementing the wireless 
composite service logic (self-adaptive SW agent) and its installation and integration 
into the execution environment of the Wireless Composite Services Execution 
Server. During composite service logic execution, the Wireless Composite Services 
Execution Server needs to interact with the mobile user terminal (typically through 
the use of an OSA gateway or in a proprietary manner using the GPRS service), and 
also a set of other application servers that belong to external third-party service 
providers. In this case (navigation service), third party providers include a route 
estimation (navigation) provider, and a traffic information provider (e.g. state pohce 
traffic information server). 

3 The Proposed Architecture 

Service synthesis is the process resulting into the production of service specifications 
to be exploited by the advanced service deployment and execution infrastructure. 
Service synthesis consists of an iterative procedure for progressively collecting user 
needs and building valid service specifications. The Service Synthesis Centre (SSC) 
hosts the intelhgence required for the management of Service Synthesis functions 
and the generation of valid service specifications. The SSC cooperates with a 
Semantic Web Server for handling interactions with the user and capturing user-
perspective service descriptions (user needs). 

The paper defines adequate ontology models that provide the means for the valid 
conceptualisation, and specification (instantiation) of composite wireless services. 
Furthermore, these ontology models provide the means for the communication 
among the Service Synthesis entities. Additionally, Customer and Business Domain 
ontological models will be used to effectively represent knowledge pertaining to 
what the customer wants and can have as a subscriber, while in parallel the 
Implementation Domain ontological models will be used to effectively represent 
knowledge pertaining to the capabilities, functionality, and behaviour of existing 
wireless service execution platforms. On the other hand, service synthesis has to be 
consistent with static and dynamically changing information pertaining to 
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capabilities of the underlying service execution platforms, capabilities of available 
third-party providers, present user context (e.g. location), user profile and 
subscription status, etc, that should be accessed on demand and/or is stored in the 
multitude of mobile infrastructure (legacy) databases (HLR/HSS, SDP, BSSC, etc). 
The Customer Profile and Services Data Store (CSDS) entity provides the means for 
retrieving this data from the multitude of possible sources, and mapping the data 
onto the ontological models used for Service Synthesis in order be accessed in a 
straightforward manner by the SSC. In this sense, the Customer Profile and Services 
Data Store (CSDS) v^ill be capable of providing a single harmonised interface to the 
SSC, for accessing data required for the production of valid service specifications. 

Service deployment involves the Service Deployment and Execution Centre 
(SDEC) generating - on the basis of implementation-domain service specifications 
received from the SSC - the self-adaptive software modules (self-adaptive SW 
agents) implementing the w^ireless composite service logic, and the installation and 
integration of the SW into the execution environment of the Wireless Composite 
Services Execution Server. Further, the service deployment phase involves the 
generation of the user-terminal SW to be dow^nloaded and installed on the terminal 
specifically for this service. Finally, service execution involve the Wireless 
Composite Services Execution Server cooperating v^ith the mobile user terminal and 
also a set of other application servers that belong to external third-party service 
providers. 

3.1 The Ontology-driven framework for service synthesis 

Ontologies include machine-usable definitions (specifications) of basic concepts 
(e.g. user, subscription, elementary service, composite service, etc) and the 
relationships among them. Using ontologies, applications can be "intelligent," in the 
sense that they can more accurately w^ork at the human conceptual level. These 
ontologies should be expressed in the standardised W3C Web Ontology Language 
(OWL) [3], [5]. OWL makes use of the XML syntax and is part of the grov^ing stack 
of W3C recommendations related to the Semantic Web. The proposed schema 
develops and utilises two types of ontological models. On the first type the main 
purposes of the Customer and Business Domain ontological models represent 
knowledge pertaining to what the customer needs and can have as a subscriber. 
Conversely, the main purpose of the Implementation Domain ontological models 
highlight in a generic manner knowledge pertaining to the capabihties, functionality, 
and behaviour of existing wireless service execution platforms. 

3.2 Services Synthesis Infrastructure and Techniques 

Service synthesis is the process resulting into the production of service specifications 
to be exploited by the advanced service deployment and execution infrastructure. 
Service synthesis is performed at the Service Synthesis Centre (SSC). In the context 
of the proposed architecture the Service Synthesis Centre cooperates with a Semantic 
Web Server for handling interactions with the user and identifying user-perspective 
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service descriptions (user needs). Furthermore, the Customer Profile and Services 
Data Store (CSDS) provide to the SSC a single harmonised interface for accessing 
data required for the production of valid service specifications. The ontology models 
provide the means for the communications between the entities of the Service 
Synthesis infrastructure, while Service Synthesis consists of an iterative procedure 
for progressively collecting user requirements and building valid service 
specifications. A high-level description of the Service Synthesis process is depicted 
in the Figure 2. 

Figure 2: High-level Description of Generic Service-Synthesis Flow 

More specifically, a service synthesis iteration process engages the following 
main steps: i) A query is built for requesting description of user needs. This query 
can be constructed on service triggering (initial query) or at an intermediate stage 
after determining that further information on the user needs is required from the user 
side, ii) The SSC, using a web-service, formulates and deploys the objects that serve 
the specific interaction with the user, iii) The user provides the requested input and 
the instantiations of the relevant ontological models are updated accordingly, iv) 
Customer-oriented Service Synthesis takes place. The SSC captures and validates -
at the business and customer level - man-to-machine specifications for a wireless 
composite service and v) Implementation-oriented Service Synthesis takes place. 
The SSC maps and validates customer and business domain concepts onto the 
implementation domain. Data pertaining to user context (location, terminal 
capabilities, connectivity options, etc), and service discovery (e.g. availability and 
capabilities of third-party service providers) is imported for this purpose from the 
Customer Profile and Service Data Store. 

3.3 Service deployment and execution techniques 

Service deployment involves the Service Deployment and Execution Centre (SDEC) 
generating the self-adaptive software modules (self-adaptive SW agents) [6] 
implementing the wireless composite service logic and the installation and 
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integration of the SW into the execution environment of the Wireless Composite 
Services Execution Server. Further, the service deployment phase involve the 
generation of the user-terminal SW to be downloaded and installed on the terminal, 
specifically for this service. During service execution the SDEC is capable of 
redesigning and reactivating SW agents on the basis of the information provided 
through interactions with the agents and/or knowledge available within the SDEC. 

In overall, SW adaptation at the wireless composite services execution server and 
the user terminal is to be performed at three levels. In the first level SW components 
based on the interactions with their environment (network service execution 
environment) are self-adapted. The next level re-designs and re-constructs the 
adaptive SW components (agents) at the Service Deployment and Execution Centre 
on the basis of the feedback received from the adaptive SW agents. Finally, in the 
last level, re-design and re-construction of adaptive SW components at the Service 
Deployment and Execution Centre after a new conceptual service specification has 
been requested and received from the Service Synthesis Centre, is performed. 

Self adaptive software agents are dynamic entities, thus they are capable of 
discovering a need for change - for additional knowledge and/or functionality on the 
basis of their analysis of specific situations. The SDEC is capable of redesigning and 
reactivating agents on the basis of the information provided by agents and/or 
knowledge available within the SDEC. Specifically, the self-adaptive SW 
components implementing the logic of composite wireless services will have an 
explicit model that it will be aware of their sub-components, their external 
environment and their specifications. In addition, the SW components throughout 
this model, will be able to monitor and control their sub-components in order to 
reconfigure their functions at run-time. Finally, SW components will be able to 
communicate with the SDEC for reporting performance bottlenecks and 
implementation deficiencies. 

3.4 Service creation, deployment and execution tools and infrastructure 

The Service Deployment and Execution Centre (SDEC) hosts the intelligence 
required for constructing the adaptive SW agents installed on the Wireless 
Composite Services Execution Servers and user terminals, monitoring the 
performance of service execution, determining whether SW agents are not 
performing as they should, and therefore proceed in a new implementation design 
and deployment, retrieving information from the CPS pertaining to the dynamically 
changing service execution environment, user context, and discovery of alternative 
service providers and requesting from the Service Synthesis Centre a new service 
specification. The implementation of the adaptive SW agent execution environment 
is based on the OSGi service platform [7]. This platform specifies a standard 
environment which allows multiple, Java-based components, called bundles, to run 
in a single Java Virtual Machine (JVM) securely. The JAVA environment is selected 
by the OSGi alliance as the OSGi execution environment. The proposed approach 
can utilise one of the J2SE and J2ME, execution environments [8]. The service 
creation SW will be able to exploit the Semantic Web Enabled Web Services 
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(SWWS) exposed by the Semantic Server, for effectively adapting the service 
creation interface during the course of service synthesis. 

4 Conclusions 

This paper proposed a generic approach and architecture addressing the 
realisation of novel, user-centric service implementation and execution systems able 
to capture and autonomously exploit knowledge of user requirements for the 
synthesis, deployment, and persistent adaptation of highly personalised composite 
wireless services. To target the goals of this approach, a knowledge-based, ontology-
driven approach for wireless composite services conceptualisation and synthesis 
introduced involving the specification of adequate ontological models and of the 
techniques and algorithms for capturing and exploiting this knowledge pertaining to 
user needs, business-domain processes, customer profile, and services-
implementation-domain concepts. The proposed modular and scalable architecture 
will effectively interact with existing wireless services execution environments, and 
data storage infrastructures. The prototypes of the entities introduced, comprising the 
proposed architecture, namely the Service Synthesis Centre (SSC), Service 
Deployment and Execution Centre (SDEC), Customer Profile and Services Data 
Store (CSDS) and Wireless Composite Services Execution Server (WCES), ensuring 
at the same time their interoperability. 
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Abstract. Wireless multihop networks have recently been conceived as a 
networking paradigm. Several algorithms may be found in the literature for 
scheduling TDMA transmissions for these networks. These algorithms try to 
determine the optimal scheduling, in order to increase the capacity and reduce 
the delay for a given network topology. However, to our best knowledge, no 
TDMA scheduling algorithms have been developed, that take into 
consideration the traffic requirements of the active flows of the multihop 
network. At the same time, the fairness of a network is closely related to the 
scheduling scheme. In this research effort, we propose an intelligent algorithm 
that can schedule the transmissions in a fair manner, taking into account the 
communication requirements of the active flows of the network. 

1 Introduction 

A wireless multihop network is a network, where communication between two-
end nodes is carried out by hopping over multiple short wireless links. In such a 
network, each node not only sends/receives packets to/from adjacent nodes, but also 
acts as a router and forwards packets on behalf of other nodes. Wireless multihop 
networks have many applications, including data monitoring, formation of 
community and indoor home networks and broadband access network to the Internet. 
In addition, wireless multihop networks provide wide coverage, as well as, high data 
rates. The interest in wireless multihop networks has also been increased due to their 
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relatively low deployment costs, since they do not require an infrastructure and 
complicated network preplanning. 

However, despite these advantages, some weaknesses still appear in multi-hop 
networks. Fairness has been found to be limited in multi-hop networks. Regarding, 
the spatial-temporal congestion variation, the topology of wireless multi-hop 
networks and the medium access control protocols that have been designed for 
single-hop networks, are responsible for severe unfairness in these networks. 

In this paper, we focus our study on the medium access control protocols and we 
propose an algorithm that can schedule the transmissions in a fair manner, taking 
into consideration the communication requirements of the active flows of the 
network. 

The rest of the paper is organized as follows: Section II discusses the related 
work, while Section III presents the network model. In Section IV the proposed 
algorithm is presented and in Section V an illustrative example is given. Finally, 
Section VI concludes the paper. 

2 Related Work 

The most popular medium access control scheme for wireless multihop networks 
is the IEEE 802.11 DCF [1], which uses the CSMA algorithm and has numerous 
disadvantages like high overhead, increased access delay, high jitter and limited QoS 
capabilities. Furthermore, 802.11 can not overcome the Exposed Terminal problem. 
The application of TDMA can overcome all these issues. However, a solution for the 
NP complete Broadcast Scheduling Problem (BSP) [2] is needed for using TDMA in 
wireless multihop environment. Several TDMA scheduling algorithms may be found 
in the literature. [2-7]. 

More specifically, Ephremides et al [2] in order to solve the problem propose a 
heuristic algorithm that assumes that each Mobile Station (MS) has knowledge of 
two hops away connectivity. A priority rule is used to select an ehgible MS to 
transmit in slot i. The selected MS sends a broadcast message to inform the other 
MSs that it is using slot i. The algorithm progresses in a way that allows as many 
MSs as possible to transmit in each slot. However, it does not ensure fair slot 
allocations among all MSs and it is not topology-transparent [6]. Also, the authors in 
[3] propose an approximation algorithm based on Mean Field Annealing (MFA) to 
solve the scheduling problem and to can achieve maximum channel utilization, as 
well as, lower delay. More specifically, the authors map the channel utihzation to be 
maximized and the interference-free constraints onto an energy function, and then 
the MFA procedure is applied to searching for the optimal solutions. Numerical 
results have shown that the proposed algorithm can find the shortest interference-free 
frame schedule, while providing the maximum channel utilization. However, the 
algorithm does not consider the traffic requirements of the active flows of the 
multihop network. Also, the MFA equations may be also a time consuming process. 
Salcedo-Sanz et al. [4] propose a mixed neural-genetic algorithm as a solution to the 
broadcast problem. The proposed algorithm solves the broadcast scheduling problem 
in two stages: during the first stage finds a feasible frame length able to satisfy 
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interference constraints and to guarantee the transmission of every radio station once 
per frame; the second stage tackles the maximization of the throughput for a given 
frame length. For the first stage, a discrete Hopfield neural network (HNN) is used 
and for the second stage, we apply a combination of a HNN and a genetic algorithm 
(GA). Simulation results show that the proposed algorithm obtains optimum frame 
lengths and better transmission packings than MFA. However, in this paper only per 
node fairness is considered. The authors in [5] propose a centralized scheduling 
algorithm using a modified genetic algorithm (GA), called the genetic-fix algorithm. 
Particularly, the authors formulate the broadcast scheduling problem as an 
unconstrained optimization problem. Then, the genetic-fix algorithm is to obtain a 
conflict-free broadcast assignment where the frame length is close to minimum 
within a reasonable time. The main advantage of this algorithm at each repetition the 
search space is reduced. However, the algorithm does not take into consideration the 
per-flow fairness requirements. Also, in [8] a distributed approach was proposed. In 
our previous work [7], we proposed an algorithm for overcoming the NP-complete 
Broadcast Scheduling Problem that appears in TDMA ad-hoc networks. Simulation 
results showed that the proposed algorithm is superior than the MFA one and 
equivalent to the mixed neural-genetic algorithm [4] for most of the tested network 
topologies in terms of delay and throughput, whereas the new algorithm is far 
superior in terms of fairness. However, the traffic requirements are not considered. In 
this paper, we propose an algorithm that can schedule the transmissions in a fair 
manner, taking into consideration the communication requirements of the active 
flows of a wireless multihop network. 

3 Network Model 

We consider a wireless multihop that consists of a set of N nodes. Every 
transmission of a node is broadcasted over the wireless channel, and all nodes 
located close to the transmitting node can receive the transmission, where as far 
away nodes cannot receive the transmission. Nodes that can transmit with each other 
are called neighboring nodes. Furthermore, the receiving nodes can only receive one 
transmission at a time without errors, and nodes cannot transmit and receive packets 
at the same time. 

We assume that multiple access in the wireless channel is achieved by TDMA. 
All nodes in the wireless multihop network must have at least one transmission 
opportunity within each TDMA frame. The TDMA frame consists of a number of 
TDMA slots. The number of slots in each TDMA frame is called the frame length. 
More than one wireless multihop nodes may transmit in every TDMA slot without 
collision, if they do not have any common neighbors. The purpose of TDMA 
scheduling is to determine the slots used by every node for transmitting its packets, 
in a way that ensures collision avoidance and at the same time minimizes the delay 
each node experiences, and maximized the total network capacity in a fair manner. 

If we represent all nodes in the a wireless multihop network as vertices of a graph 
with edges between neighboring nodes then there are no collisions in the network, if 
the distance of all transmitting nodes in the graph is at least two hops. So the 
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broadcast scheduling problem is to determine how to schedule every node of the 
network into the appropriate slot, so that maximum capacity is achieved in the 
shortest possible frame length. As shown in [2], broadcast scheduling is an NP-
complete problem. 

4 Description of the Proposed Algorithm 

Two stations can use in the same slot if they have no common neighbors. 
Therefore, we consider the one-hop neighboring table A, where 

r 1 if node i and j are neighbors, or i = j 
A,.=\ ^ ^ \ (1) 

[0 otherwise 

We represent the set of nodes transmitting during timeslot k as Sk. Consider the 
vector C, which helps to determine if a new node may collide with the slot, where 

c, = y A,. (2) 

If node k ^ Sk and there is at least one node 1 E Sk, where k and 1 have z as a 
common neighbour, then Az,i=Azk=l. Therefore, Cz^land ^ ^ • C > 0 . On the 
contrary, if 

A • <? = O (3) 

there is no 1 E Sk that has a common neighbour with node k and consequently 
node k can be added to the slot. This technique is an easy test to determine if a node 
collides with a node in the TDMA frame, and reduces the complexity of the 
algorithm. 

We also consider the Flow table F, where 

r 1 if node i /ransmits data on behalf of flow j /^\ 

''̂  l o otherwise 

In order to produce the desired schedule, all nodes in the network are tested in a 
specific order. If equation (3) is true for the tested node (k), then the node is added to 
the slot; otherwise it is not added and the next node is tested. When all nodes in the 
network are tested, then the first time slot is produced. The nodes are re-ordered, and 
the nodes are re-tested to produce the second timeslot. This procedure is repeated 
until every node in the network has transmitted as many times as it needs according 
to the number of flows it participates. 

Obviously, the set of nodes in every slot is determined by the order by which the 
nodes are tested. Since the objectives of the algorithm are fairness we created a 
weight vector W , where 
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w^ = (5) 

where T is the set of flows in the network. When creating each slot, if bk is the 
order of node k, then the nodes are ordered as follows: 

If bi < bj if Wi > Wj . Nodes that transmit in many slots should be checked first, 
because nodes that participate in few flows have a grater chance of transmitting in a 
following slot. 

After each slot is created, the values in W are updated and the nodes are re­
ordered. If a slot has been assigned to node i then Wi is reduced by 1, meaning that 
now it requires one less slot to fulfill its transmission requirements. Then, the next 
slots are created until all nodes have fulfill their transmission requirements based on 
the Wi. 

4 An Illustrative Example 

Figure 1. The topology used for the performance evaluation of the algorithm. 

In this first approach, we examine the performance of the proposed protocol on a 
static topology that consists of 15 nodes (Figure 1). In this topology, we randomly 
selected 6 nodes to be used as sources for the connections, and 6 other nodes to be 
used as destinations. The sources intend to transmit information to the destinations, 
and our scheduling scheme will calculate a multihop TDMA schedule, that will be 
used for organizing the nodes' transmissions, so that no collisions appear, and the 
frame length is as small as possible. As stated previously, the scheduling scheme will 
assign the nodes with transmission slots proportionally, depending on the 
transmission opportunities that each node needs for fulfilling the flows' requirements 
in a fair manner. 
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The produced flows are the following: 
•Flow 1:0-9 
•Flow2: 2-3 
•Flow3: 2-12 
•Flow4: 14 -4 
•Flow5: 7-3 
•Flow6: 6-14 

A shortest path routing protocol was used for obtaining the routes from the 
sources to the destinations. Note that the shortest path routing algorithm may not 
always produce the optimal solution, because a different routing could cause a more 
balanced network, which could result in a shorter frame length. However, this fact is 
not taken into consideration in this preliminary work, and the shortest paths are used. 
In future work we will deal with this matter. The routing protocol has produced the 
following routes: 

•Route 1:0-2-4-9 
•Route2: 2-4-3 
•Route3: 2-4-8-12 
•Route 4: 14-9-4 
•Route5: 7-3 
•Route6: 6-11-14 

According to the above routes, the corresponding weights (Wi) were calculated 
using equations (4) and (5). As mentioned in the previous section, the scheduling 
algorithm will assign slots to the nodes, at a number that is proportional to the 
transmission opportunities required for fulfilling the active flows' needs, as produced 
by the routing algorithm. The produced weights are shown in Table 1. 

Table I. The corresponding weights that are produced by applying the above routes on the 
network topology 

Node 
0 
2 
4 
6 
7 
8 
9 
11 
14 

Wi 

1 
3 
2 
1 
1 
1 
2 

1 
1 

After executing the fair scheduling algorithm, the TDMA schedule was produced 
(Figure 2). Each row represents a separate slot, and each column represents a node. If 
the cell that is defined by a node (column) and a slot (row) is white, then the node 
does not transmit in this slot. Otherwise, if the cell is black, the node will transmit in 
the slot. As we can see, the produces schedule gives the nodes the appropriate slots. 
In addition, we see that the nodes may transmit simultaneously, as long this doesn't 
cause a collision. The produced frame length is 8. 
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Figure 2. The broadcast schedule for the 14-node-28-edge instance. N and M stand for the 
number of nodes and the number of time slots, respectively. The black square stands for the 
transmission of node i in slot j . 

5 Conclusions 

A wireless multihop network is a network that communication between two end 
nodes is carried out by hopping over multiple short wireless links. In such network, 
each node not only sends/receives packets to/from adjacent nodes, but also acts as a 
router and forwards packets for other nodes. Fairness has been found to be limited in 
multi-hop networks. The topology of wireless multi-hop networks, in addition to the 
medium access control protocols that have been designed for single-hop networks, in 
relation to the spatial-temporal congestion variation are responsible for severe 
unfairness in these networks. In this paper, we propose an intelligent algorithm that 
can schedule the transmissions in a fair manner, taking into consideration the 
communication requirements of the active flows of the network. 
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Abstract. This paper presents the prediction propagation paths of angle of 
arrivals (AoAs) of a Smart Antenna System in an outdoor environment 
utilizing Artificial Neural Networks (ANN). The proposed models consist of a 
Multilayer Perceptron and a Generalized Regression Neural Network trained 
with measurements of an antenna system consisted of a Single Input Single 
Output (SISO) system in the millimeter wave band. For comparison purposes 
the theoretical Gaussian scatter density model was investigated for the 
derivation of the power angle profile. The proposed models utilize the 
characteristics of the environment for prediction of the angle of arrivals of 
each one of the propagation paths and can be applicable for the derivation of 
SIMO (Single Input Single Output) parameters, such as system capacity. The 
results are presented towards the average error, standard deviation and mean 
square error compared with the measurements and they are capable for the 
derivation of accurate prediction models for the case of AoA in an outdoor 
millimeter wave propagation environment. 

1 Introduction 

Smart Antenna Systems [1] and especially MISO (Multiple Input Single Output) [2] 
or SIMO (Single Input Multiple Output) [3] systems have already been evaluated for 
the optimization of v^ireless system performance. The prediction of the field strength 
is a very complex and difficult task. In most cases, there are no clear line-of-sight 
(LOS) conditions between the transmitter and the receiver. Generally, the prediction 
models are classified as empirical [4] or theoretical [5], or a combination of these 
tv^o [6]. However, the main problem of the classical empirical models is the 
unsatisfactory accuracy, while the theoretical models lack in computational 
efficiency. 
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During last years, Artificial Neural Networks (ANN) have experienced a great 
development. ANN applications are already very numerous. Classificators, signal 
processors, optimizers and controllers have akeady been realized. Although there are 
several types of ANN's all of them share the following features [7]: exact analytical 
formula impossible; required accuracy around some percent; medium quantity of 
data to process; environment adaptation that allows them to learn from a changing 
environment and parallel structure that allows them to achieve high computation 
speed. All these characteristics of ANN's make them suitable for predicting field 
strength in different environments and additionally angle of arrivals (AoA). 

The prediction of field strength and AoA can be described as the transformation 
of an input vector containing topographical and morphographical information (e.g. 
path profile) to the desired output value. The unknown transformation is a scalar 
function of many variables (several inputs and a single output), because a huge 
amount of input data has to be processed. The inputs contain information about the 
transmitter and receiver locations, surrounding buildings, frequency, etc while the 
output gives the propagation loss for those inputs. From this point of view, research 
in propagation loss modeling consists in finding both the inputs and the function that 
best approximate the propagation loss. Given that ANN's are capable of function 
approximation, they are useful for the propagation loss and angle of arrival 
modeling. The feedforward neural networks are very well suited for prediction 
purposes because do not allow any feedback from the output (field strength or path 
loss) to the input (topographical and morphographical data). 

In this paper, the presented studies develop a number of Multilayer Perceptron 
Neural Networks (MLP-NN) and Generalized Radial Basis Function Neural 
Networks (RBF-NN) based models trained on extended data set of propagation path 
loss measurements taken in an outdoor environment. The smart antenna 
measurement system was a SISO one where a continuous wave (CW) signal at 60 
GHz was transmitted fi*om a fixed base station to a fixed receiver, comprised of one 
antenna element, rotated in the azimuthal direction recording the multipath 
components. The signal envelope as a function of time was recorded. The 
performance of the neural network based models is evaluated by comparing their 
prediction, standard deviation and mean square error (MSE) between their predicted 
values and measurements data. Also, a comparison with the results is obtained by 
applying the Gaussian model. 

The remainder of this paper is organized as follows. Section 2 deals with the 
ANN overview describing and explaining the behavior of the two NN utilized 
models. In Section 3, an analytically description of the geometry of the measurement 
environment under consideration is presented along with the measurement 
procedure. In Section 4, the NN prediction models are implemented analytically 
describing the implementation method and the prediction results are presented in 
terms of measured Power Angle Profile (PAP), taking also into consideration the 
Gaussian model. Finally, Section 5 is devoted to conclusions derived by the 
prediction procedure. 
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2 The ANN Overview 

2.1 Multilayer Perceptron Neural Network (MLP-NN) 

Fig. 1 shows the configuration of a multilayer perceptron with one hidden layer and 
one output layer. The network shown here is fiilly interconnected. This means that 
each neuron of a layer is connected to each neuron of the next layer so that only 
forward transmission through the network is possible, from the input layer to the 
output layer through the hidden layers. Two kinds of signals are identified in this 
network: 
• The function signals (also called input signals) that come in at the input of the 

network, propagate forward (neuron by neuron) through the network and reach 
the output end of the network as output signals; 

• The error signals that originate at the output neuron of the network and propagate 
backward (layer by layer) through the network. 

h 

X, 

V: 
Input iliddeo 
Layer Layei' 

Fig. 1. MLP-NN configuration 

Otilput 
Layer 

The output of the neural network is described by the following equation: 

y = F W, Oj 
KJ=O 

> w.x. 
V /=o y JJ 

(1) 

where 
• woj represents the synaptic weights from neurony in the hidden layer to the single 

output neuron, 
• Xj represents the i-th element of the input vector, 
• Fh and Fo are the activation function of the neurons from the hidden layer and 

output layer, respectively, 
• wji are the connection weights between the neurons of the hidden layer and the 

inputs. 
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The learning phase of the network proceeds by adaptively adjusting the free 
parameters of the system based on the mean square error E, described by Equation 
(2), between predicted and measured path loss for a set of appropriately selected 
training examples: 

(2) 

where yi is the output value calculated by the network and di represents the expected 
output. 

When the error between network output and the desired output is minimized, the 
learning process is terminated and the network can be used in a testing phase with 
test vectors. At this stage, the neural network is described by the optimal weight 
configuration, which means that theoretically ensures the output error minimization. 

2.2 Generalized Radial Basis Function Neural Network (RBF-NN) 

The Generalized Radial Basis Function Neural Network (RBF-NN) is a neural 
network architecture that can solve any function approximation problem. The 
learning process is equivalent to finding a surface in a multidimensional space that 
provides a best fit to the training data, with the criterion for the "best fit" being 
measured in some statistical sense. The generalization is equivalent to the use of this 
multidimensional surface to interpolate the test data. 

^̂ -̂ 3-

Input 3^y^r Hidden layer Output layer 

Fig. 2. RBF-NN architecture 

As it can be seen from Fig. 2, the Generalized Radial Basis Function Neural 
Network (RBF-NN) consists of three layers of nodes with entirely different roles: 
• the input layer, where the inputs are applied. 
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• the hidden layer, where a nonlinear transformation is applied on the data from the 
input space to the hidden space; in most applications the hidden space is of high 
dimensionality and 

• the linear output layer, where the outputs are produced 
The most popular choice for the function ^ is a multivariate Gaussian function 

with an appropriate mean and autocovariance matrix. The outputs of the hidden layer 
units are of the form: 

(p^ \x\ = exp 
(x-v;y(x-v;) 

1G' 
(3) 

when v\ are the corresponding clusters for the inputs and v[ are the corresponding 
clusters for the outputs obtained by applying a clustering technique of the 
input/output data that produces AT cluster centers [8]. v\ and v̂  are defined as: 

x(jp)Gcluster k 

<- Z y{p) 
>'(/7)Gclusterk 

(4) 

(5) 

The outputs of the hidden layer nodes are multiplied with appropriate 
interconnection weights to produce the output of the GRNN. The weight for the 
hidden node k (i.e., Wk) is equal to: 

K 

k=l 

*̂ 

2<T' \ 

(6) 

where Nk is the number of input data in the cluster centre k, and 

(V) 

3 Measurement Environment and Procedure 

The measurement took place in a typical urban environment as indicated in Fig. 3. 
The ground plan is illustrated as well as the transmitter and receiver positions. The 
first receiver position is 30 m away from the transmitter, whereas the second location 
is 70 m apart. Both transmitter and receiver terminals were placed at 3 m above the 
ground. Line-of-Sight (LoS) condition was preserved during the measurement. The 
street where the measurement took place is 20 m wide, including the pavements. All 
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the indicated buildings have 5 to 6 stories creating a narrow propagation canyon. The 
buildings are made with concrete and bricks, while all the building facades are 
covered with plaster and paint. There were also cars parked along both sides of the 
road, but their height is lower than the direct propagation path between the 
transmitter and receiver. 

Fig. 3. Measurement environment and superimposed the derived Power Angle Profile. 

The measurements were performed by transmitting a continuous wave (CW) 
signal at 60 GHz, fi-om a fixed base station to a fixed receiver, and recording the 
signal envelope as a function of time. Details for the measurement setup can be 
found in [9]. The transmitter output power was 100 mW (+20 dBm). The receiver 
hardware is located on a trolley, which was stationary at the measurement position. 
After amplification, the received signal is down-converted to 300 MHz IF and fed to 
a commercial receiver. The input to the automatic gain control (AGC) of the receiver 
is then sampled at 2 kHz and the data values were stored to a portable PC. The 
receiver had a noise floor of -90 dBm. For this measurement, a biconical antenna 
(omni-directional with 0 dBi gain in azimuth and 36° in elevation) was used as the 
transmitter antenna, and a horn antenna with 35 dBi gain was used as the receiver 
antenna. Both antennas are vertically polarized. The half power beamwidth of the 
horn antenna was 4° in azimuth and 3° in elevation. When a highly directional 
antenna is used, the system provides high spatial resolution to resolve multipath 
components with different AoAs. 

During the measurements, a mechanically steered directional antenna was used 
to resolve multipath components. An automated system was used to precisely 
position the receiver antenna along a linear track and then rotate the antenna in the 
azimuthal direction. At each position, the receiver antenna is rotated in azimuth fi-om 
0 to 360° with a step size of 5° and power was recorded at each of the 72 angular 
steps. Then, a local average is calculated from the measurement results at 10 
different positions along the linear track being Xll apart. The local average helps to 
remove any residual small-scale or time-varying fading that may occur at individual 
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positions. The precisions of the track and spin positions are better than 1 mm and 1°, 
respectively. 

Consequently, if we know the Power Angle Profile (PAP) of a SISO chaimel, we 
can calculate the channel matrix of a SIMO channel multiplying the array response 
vector at the receiver. The PAP of a SISO channel can be yielded by either PAP 
measurements between fixed transmit and receive terminals, a properly trained NN 
model and, a theoretical model (e.g. Gaussian model). 

4 Prediction Models' Implementation 

The goal of the prediction is not only to produce small errors for the set of training 
examples but also to be able to perform well with examples not used in the training 
process. This generalization property is very important in practical prediction 
situation where the intention is to use the propagation prediction model to determine 
the angle of arrival of potential transmitter locations for which no or limited 
measured data are available. 

The selection of the set of training examples is very important in order to achieve 
good generalization properties [7], [10]. The set of all available data is separated in 
two disjoint sets that are training set and test set. The test set is not involved in the 
learning phase of the networks and it is used to evaluate the performance of the 
neural model. An important problem that occurs during the neural network training 
is the overadaptation that is the network memorizes the training examples and it does 
not learn to generalize the new situations. In order to avoid overadaptation and to 
achieve good generalization performances, the training set is separated in the actual 
training subset and the validation subset, typically 10-20 % of the full training set 
[7]. In order to make the neural network training process more efficient, the input 
and desired output values are normalized so that they will have zero mean and unity 
standard deviation. 

Since the purpose is to train the neural networks to perform well for all the 
routes, we should build the training set including points from the entire set of 
measurements data. In our applications the neural networks are trained with the 
Levenberg-Marquardt algorithm, which converges faster than the backpropagation 
algorithm with adaptive learning rates and momentum. The Levenberg-Marquardt 
algorithm is an approximation of Newton's method. As an optimization technique is 
more powerful than the method of gradient descent used in backpropagation 
algorithm. The Levenberg-Marquardt rule for updating parameters (weights and 
biases) is given by: 

AW = [j'j^juiy J'e (8) 

where e is an error vector, //. is a scalar parameter, ^ i s a matrix of networks weights 
and J is the Jacobian matrix of the partial derivatives of the error components with 
respect to the weights. For large values of ju the J^J terms become negligible and 
learning progresses according to ju'^J^e, which is gradient descent. Whenever a step 
is taken and error increases, ju is increased until a step can be taken without 
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increasing error. However, if ju becomes too large, no learning process takes place 
(i.e. // V^e approaches zero). This occurs when an error minima has been found. For 
small value of yU, the above expression becomes the Gaussian-Newton method. 

A data set of 406 patterns, that represents 20% from all available patterns, was 
used for training purpose. A set of 1620 patterns was used to test the model. In order 
to train the NN model the measured PAP was used. In Table 1, the average error, the 
standard deviation and the mean square error are presented, obtained from the 
training set by the proposed Multilayer Perceptron Neural Network and the 
Generalized Regression Neural Network. Fig. 4 presents the measured Power Angle 
Profile (PAP) together with the results derived by the MLP-NN and the RBF-NN 
predictions. As it is evident the results between the measured and the predicted PAP 
are very good with the Mean Square Error (MSE) equals to 4.9 dB for the MLP-NN 
model and 2.6 dB for the RBG-NN model. Furthermore, the theoretical Gaussian 
model for angular profile prediction is utilized for comparison reasons and presented 
also in Table 1 and Fig. 4. The Gaussian model is given by [11]: 

2crl 
(9) 

The measured angular spread <j^ was calculated 240*̂  for the first and 260° for 
the second measurement position. Hence the same value will be used in Equation 
(9). The measured angular spread is calculated by [12]: 

(10) 

where F„ (n =1 or 2) is given by [12], and p(0) is the measured PAP. The MSE 
between the measured PAP and the Gaussian model was found equal to 6.4 dB. All 
the results are summarized in Table 1. 

Table 1. Prediction results of the ANN models' implementation 

, Average Error Standard Deviation Mean Square Error 
[dB] [dB] [̂ L 

Rx-1 

Rx-2 

RBF-NN 
MLP-NN 
Gaussian 
RBF-NN 
MLP-NN 
Gaussian 

2.0 
4.0 
5.2 
2.5 
4.8 
5.5 

1.3 
2.1 
3.2 
LI 
2.0 
3.5 

2.4 
4.5 
6.0 
2.8 
5.2 
6.7 
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Fig. 4. Comparison between the measured PAP, RBF-NN, MLP-NN prediction, and 
theoretical Gaussian model for two different receiver's location. 

From Fig. 4 it is clear that the prediction of the trained NN models is very good, 
whereas the best results are yielded by the RBF-NN model. On the other hand the 
Gaussian model provides greater errors than the other two cases because it is not so 
accurate, and takes into account a smaller range of azimuth angle. 

5 Conclusions 

In this paper we examined the applicability of the neural networks for the prediction 
of angle of arrivals in an outdoor smart antenna system. The data measurements of 
an outdoor environment using a rotating receiver in the azimuthal direction recording 
the multipath components at the millimeter wave band of 60 GHz were taken into 
consideration for training purposes of the NN. Two NN models (RBF and ML?) 
were considered for the derivation of the prediction models as well as the Gaussian 
theoretical model is evaluated for comparison purposes. The main advantage of the 
proposed NN models is that the models should be easily adjusted to specific 
enviroimients and complex propagation conditions. The knowledge of the Power 
Angle Profile from the ANN prediction models of a SISO charmel can be used for 
the calculation of the channel matrix of a SIMO chaimel multiplying the array 
response vector at the receiver. 
The results are depicted in terms of average error, standard deviation and mean 
square error compared with the measurements and showed very good accuracy. The 
MSE between the measurements and the NN-models was found 4.9 dB for the MLP-
NN model and 2.6 dB for the RBG-NN model. The Gaussian model provides greater 
errors because it takes into account a smaller range of azimuth angle. High accuracy 
can be obtained, because the NNs are trained with measurements taking into account 
buildings characteristics and orientation, thus contain realistic propagation effects 
considering parameters which are difficult to include in analytic equations. In more 
specific local cases, the accuracy can be improved by using additional NNs training. 
Results are always coimected with some uncertainty but accuracy is sufficient for 
prediction purposes. 
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Abstract. Gender classification based on speech signal is an important task in 
variant fields such as content-based multimedia. In this paper we propose a 
novel and efficient method for gender classification based on neural network. 
In our work pitch feature of voice is used for classification between males and 
females. Our method is based on an MLP neural network. About 96 % of 
classification accuracy is obtained for 1 second speech segments. 

Keywords. Gender classifications, Backpropagation neural network, pitch 
features. Fast Fourier Transform. 

1 Introduction 

Automatically detecting the gender of a speaker has several potential applications. In 
the content of automatic speech recognition, gender dependent models are more 
accurate than gender independent ones [1]. Also, gender dependent speech coders are 
more accurate than gender independent ones [2]. Therefore, automatic gender 
classification can be important tool in multimedia signal analysis systems. 
The proposed technique assumes a constraint on the speech segment lengths, such as 
other existing techniques. Konig and Morgan (1992) extracted 12 Linear Prediction 
coding Coefficients (LPC) and the energy feature every 500 ms and used a Multi-
Layer Perceptron as a classifier for gender detection [3]. Vergin and Farhat (1996) 
used the first two formants estimated from vowels to classify gender based on a 7 
seconds sentences reporting 85% of classification accuracy on the Air Travel 
Information System (ATIS) corpus (Hemphill Charles et al., 1990) containing 
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specifically recorded clean speech[4]. Parris and Carey (1996) combined pitch and 
HMM for gender identification reporting results of 97.3% [5]. Their experiments 
have been carried out on sentences of 5 seconds from the OGI database. Some 
studies on the behavior of specific speech units, such as phonemes, for each gender 
were carried out [6]. 
This overview of the existing techniques for gender identification shows that the 
reported accuracies are generally based on sentences from 3 to 7 seconds obtained 
manually. In our work, speech segments have 1 second length and we obtained 96 % 
accuracy. 
In several studies, some preprocessing of speech is also done, such as silence 
removal or phoneme recognition. 

lifipul 3t$|8iaJ: 
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Fig. 1. Gender Classification system Architecture 

2 Audio classifier 

Our method is based on neural network for classification. Proposed method has 2 
parts, after reading data from database tulips 1 [7], first part is feature extraction and 
next part is our classifying based on neural network. Fig. 1 shows our system 
architecture. Next section describes all parts of our algorithm. 

3 Feature extraction 

Most important part in classification is feature extraction, because features determine 
differences between different signals and data. Main features are pitch and acoustic 
feature. These features are described in the following. 
3.1 Pitch features 
The pitch feature is perceptually and biologically proved as a good discrimin- ator 
between males' and females' voices. However the estimation of the pitch from the 
signal is not an easy task. Moreover, an overlap of the pitch values between male's 
and female's voices naturally exist, hence intrinsically limiting the capacity of the 



Backpropagation Neural Network 301 

pitch feature in the case of gender identification, Fig. 2 [1]. Hence, a major 
difference between male and female speech is the pitch. 

In general, female speech has higher pitch (120 - 200 Hz) than male speech 
(60 - 120 Hz) and could therefore be used to discriminate between men and 
women if an accurate pitch [5]. By using auread command in MATLAB we read an 
.au file that consist voice of a male or female. With this command, we can convert an 
au file to a vector. For example, we read voice of a female in database 
(candacel le.au) and plot her audio signal in the following Fig. 3. 

3.2. Acoustic features 
Short term acoustic features describe the spectral components of the audio signal. 
Fast Fourier Transform can be used to extract the spectral components of the signal 
[1]. However, such features which are extracted at a short term basis (several ms) 
have a great variability for the male and female speech and captures phoneme like 
characteristics which is not required. For the problem of gender classification, we 
actually need features that do not capture the linguistic information such as words or 
phonemes. 

4 The Classifier 

The choice of a classifier for the gender classification problem in multimedia 
applications basically depends on the classification accuracy. Some of the important 
classifier is Gaussian Mixture Models (GMM), Multi Layer Perceptron (MLP), and 
Decision Tree. In similar training condition MLP has better accuracy in classification 
[1]. In this paper we used a MLP neural network for classifying, hence we describe a 
MLP in following, briefly. 

Probabiliiy 

Fig. 2. Pitch Histogram for 1000 seconds of males (lower values) and 1000 seconds of 
females' speech (higher values). We can see the overlap between two classes. 

4.1 Multi Layer Perceptron 
MLP imposes no hypothesis on the distribution of the feature vectors. It tries to find 
a decision boundary, almost arbitrary, which is optimal for the discrimination 
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between the feature vectors. The main drawback for MLPs is that the training time 
can be very long. However, we assume that if the features are good discriminators 
between the classes and if their values are well normalized the training process will 
be fast enough. 

Fig. 3. A female audio signal that plot and show samples of this signal and their values 
between -0.2 and 0.2. 

5 Proposed approach 

In our method we processed audio signal that capture from a database (tulips 1) 
contain 96 .au files. In this database every signal has a length about 1 second and we 
used some of this data for classifier training, and another files used for testing. First, 
we read 48 sound files that consists 3 males and 3 females, and with these data we 
train our network. As a classifier we use a multi layer perceptron with one hidden 
layer, 11 hidden neurons, and 2 output neurons that determine input vector is a male 
audio sample or female. For training an error backpropagation algorithm is used. 
First we used trainlm fiinction for training, but for our application and with 1000 
epochs for training, this fimction work very slow and it requires a lot of memory to 
run. Accordingly, we change Backpropagation network training function to 
TRAINRP. This function is a network training function that updates weight and bias 
values according to the resilient backpropagation algorithm (RPROP) and TRAINRP 
can train any network as long as its weight, net input, and transfer functions have 
derivative functions. Inputs data to this network are product of some preprocessing 
on raw data. Also, Transfer fiinctions of layers in our network are default function in 
MATLAB (tansig). After reading data from database we get a Discrete Fourier 
Transform from input vectors by FFT(X, N) command. Fast Fourier Transform can 
be used to extract the spectral components of the signal. This command is the N-
point FFT, padded with zeros if X has less than N points and truncated if it has more. 
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N in our problem is 4096, because with this number of point we can cover input data 
completely. After that, network training has been started with this vector as an input. 

6 Experiments 

The database used to evaluate our system consists of 96 samples with about 1 second 
length and we train our network with 50 percent of its data. Training data are 
consisting of 3 women' voices, 24 samples and three men, 24 samples (every person 
said one, two, three and four each of them twice). After training, we tested our 
classifier with another half of database and 96 % accuracy is obtained in gender 
classification. 

7 Conclusion 

The importance of accurate speech-based gender classification is rapidly increasing 
with the emergence of technologies which exploit gender information to enhance 
performance. This paper presented a voice-based gender classification system using 
a neural network as a classifier. With this classifier and by using pitch features we 
attained 96 % accuracy. 

8 Future works 

In the future, by using other features and using wavelet instead of Fourier transform 
or with that, we can get better results and achieve to higher performance. Also 
combining pitch and HMM for gender classification can be used to improve power 
of classification. And by dependent to problem, by using other classifier, better result 
may be obtained. 

References 

Hadi Harb, Liming Chen, Voice-Based Gender Identification in Multimedia 
Applications, Journal of Intelligent Information Systems, 24:2/3, 179-198, 2005. 
Marston D., Gender Adapted Speech Coding, Proc 1998 IEEE International 
Conference on Acoustics, Speech, and Signal Processing, 1998. ICASSP 98, Vol. 
1, 12-15, pp. 357-360. 
Konig, Y. and Morgan, N., GDNN a Gender Dependent Neural Network for 
Continuous Speech Recognition, International Joint Conference on Neural 
Networks, 1992. IJCNN, Vol. 2, 7-11, pp. 332-337. 
Rivarol, V., Farhat, A., and O'Shaughnessy D., Robust Gender-Dependent 
Acoustic-Phonetic Modelling in Continuous Speech Recognition Based on a New 



304 S. Mostafa Rahimi Azghadi, M. Reza Bonyadi and Hamed Shahhosseini 

Automatic Male Female Classification, Proc. Fourth International Conference on 
Spoken Language, 1996. ICSLP 96, Vol. 2, 3-6, pp. 1081-1084. 

5. Parris, E.S. and Carey, M. J., Language Independent Gender Identification, Proc 
IEEE ICASSP, pp. 685-688. 

6. Martland, P., Whiteside, S.P., Beet, S.W., and Baghai-Ravaiy, Analysis of Ten 
Vowel Sounds Across Gender and Regional Cultural Accent Proc Fourth 
International Conference on Spoken Language, 1996. ICSLP 96, Vol. 4, 3-6, pp. 
2231-2234. 

7. Quast, Holger, Automatic Recognition of Nonverbal Speech: An Approach to 
Model the Perception of Para- and Extralinguistic Vocal Communication with 
Neural Networks, Machine Perception Lab Tech Report 2002/2. Institute for 
Neural Computation, UCSD. Download Website: 
http://mplab.ucsd.edU/databases/databases.html#orator 



Hardware Natural Language Interface 

C. Pavlatos, A. C. Dimopoulos, G. Papakonstantinou 
National Technical University of Athens 

Department of Electrical and Computer Engineering 
Zografou 15773, Athens 

Greece 

Abstract. In this paper an efficient architecture for natural language 
processing is presented, implemented in hardware using FPGAs (Field 
Programmable Gate Arrays). The system can receive sentences belonging to a 
subset of Natural Languages (NL) from the internet or as SMS (Short Message 
Service). The recognition task of the input string uses Earley's parallel parsing 
algorithm and produces intermediate code according to the semantics of the 
grammar. The intermediate code can be transmitted to a computer, for further 
processing. The high computational cost of the parsing task in conjunction 
with a possible large amount of input sentences, to be processed 
simultaneously, justify the hardware implementation of the grammar (syntax 
and semantics). An extensive illustrative example is given from the area of 
question answering, in order to show the feasibility of the proposed system. 

1 Introduction 

Natural Language (NL) processing is a very attractive method of human-computer 
interaction and may be applied to a considerable number of fields such as intelligent 
embedded systems, intelligent interfaces, learning systems, etc [2], [3]. It is clear that 
automatically extracting linguistic information from a text can be an extremely 
powerful method for NL processing systems. 
In this paper a hardware natural language interface is presented, using FPGAs (Field 
Programmable Gate Array). The system can receive sentences belonging to a subset 
of Natural Languages (NL) from the internet or as SMS (Short Message Service). In 
Fig. 4 a possible application is shown. Clients of a firm are asking questions which 
have to be answered very fast. The recognition task of the input string uses Earley's 
[1] parallel parsing algorithm and produces intermediate code according to the 
semantics of the grammar. The intermediate code can be transmitted to a computer, 
for further processing. The high computational cost of the parsing task, in 
conjunction with a possible large amount of input sentences to be processed 
concurrently, can dramatically speed-up the processing, due to the hardware 
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implementation of the grammar (syntax and semantics). An extensive illustrative 
example is given from the area of question answering [4], in order to show the 
feasibility of the proposed system. 
In the example given, the well known parallel parsing algorithm of Early [1], [5] has 
been used, based on the implementation proposed in [10]. When the syntactic 
recognition of the input sentence is completed, using the created parse tree, the 
semantics are evaluated and the FPGA sends the intermediate code generated to an 
abstract data-management machine that has access to a data-base, in order to produce 
the final result (answer). The intermediate code consists of commands and their 
parameters. The FPGA may receive the questions either via internet or via SMS 
receiver, since both interfaces may be implemented on the FPGA. In the second case 
an extra device (SMS receiver) is necessary. 
The proposed architecture has been implemented in synthesizable Verilog in the 
XILINX ISE 8.2 [6] environment while the generated source has been simulated for 
validation, synthesized and tested on a Xilinx SPARTAN 3E FPGA. 

2 The Hardware Parser 

2.1 Theoretical Background 

A Context Free Grammar [7] (CFG) is a quadruple G = (N, T, R, S), where N is the 
set of non-terminal symbols, T is the set of terminal symbols, R is the set of grammar 
rules (a subset of N x(N U T)* written in the form A^a, where A G N and a e (N U 
T)*) and S (S e N) is the start symbol (the root of the grammar). We use capital 
letters A, B, C... to denote non terminal symbols, lowercases a, b, c... to denote 
terminal symbols and Greek lowercases a, P, y... for (N U T)* strings, X is the null 
string and V = N U T is called vocabulary. A-^a means that a can derive from A after 
the appHcation of one or more rules. 
Let S -̂  a, (aeT*) be a derivation in G. The corresponding derivation (parsing) tree 
is an ordered tree with root S, leaves the terminal symbols in a, and nodes the rules 
that are used for the derivation process. 
The process of analyzing a string for syntactic correctness is known as parsing. A 
parser is an algorithm that decides whether or not a string aia2a3...an (of length n) 
can be generated from a grammar G and simultaneously constructs the derivation (or 
parse) tree. 
An Attribute Grammar [8] (AG) is based upon a CFG. An AG is a quadruple AG = 
{G, A, SR, d} where G is a CFG, A = UA(X) where A(X) is a finite set of attributes 
associated with each symbol X e V. Each attribute represents a specific context-
sensitive property of the corresponding symbol. The notation X.a is used to indicate 
that attribute a is an element of A(X). A(X) is partitioned into two disjoint sets; the 
set of S5mthesized attributes AS(X) and the set of inherited attributes AI(X). 
Synthesized attributes X.s are those whose values are defined in terms of attributes at 
descendant nodes of node X of the corresponding semantic tree. Inherited attributes 
X.i are those whose values are defined in terms of attributes at the parent and 
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(possibly) the sibling nodes of node X of the corresponding semantic tree. The start 
symbol does not have inherited attributes. Each of the productions/7^i? (p: XQ ->Xi 
X2 Xr) of the CFG is augmented by a set of semantic rules SR(p) that define 
attributes in terms of other attributes of terminals and on terminals appearing in the 
same production. The way attributes will be evaluated depends both on their 
dependencies to other attributes in the tree and also on the way the tree is traversed. 
Finally d is a function that gives for each attribute a its domain d (a). 

In the case of the illustrative example given in this paper (based on the one of ref. 
[4]) a subset of NL is given in the formalism of AG where the semantics are 
described using a synthesized attribute called 'output' for each non-terminal symbol. 
The only operation for the semantic rules needed, between the attributes of the non­
terminals, is cone (pari, ..., par^i), which stands for the concatenation of strings/^ary, 
..., par^i that are values of the attributes of the non-terminal symbols of the syntax 
rule. 

2.2 The Parsing Algorithm 

V 'N X X "^ 
"X tclN 1czX ttjX 

N -N. N <-
^ . . > • > — 

X X 
X . > 

, g ^ 3 j ^ ' 
X 

X 
X 

^ 7 

X 

Fig. 1. The parallel architecture for the construction of Parsing Table 

The parsing task may be reduced to the procedure of filling a two dimension 
table (parsing table: pt ()). Chiang & Fu [5] proved that the construction of the 
parsing table can be parallelized with respect to the length of the input string n, by 
computing at step k the cells pt(i, j) for which j-i=k>l. Only the elements on or 
above the diagonal are used. In [9] a parallel architecture (see Fig. 1) has been 
presented that uses n+2 elements to compute the parse table in 0(n) time where n is 
the input string length. In each execution step, each processing element P, is 
computing one cell pt(ij) of the column j . At the next execution time Pj is used again 
to compute the cell that belongs to the same column but is one row higher pt(i-l, j). 
In addition one processing element is required to control the whole process and one 
more to handle the attribute evaluation process as shown in Fig. 3. The n elements 
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that are used for the parallel parsing are following the design presented in [10] (see 
Fig. 2). 

After the end of each execution step k (tgk), the computation of one parsing 
processing element terminates. At the next execution step this processing element 
should transmit the cells that it has computed, to the next processing (tck). Each 
processing element repeatedly calculates a cell, checks if it should transmit some 
cells and then if it should receive any. 

Fig. 2. The architecture of the Processing Element (PE) 

2.3 The proposed modifications for the semantic processing 

As it must be clear by now, the proposed implementation follows the architecture 
shown in Fig.3. The proposed architecture is based on the abovementioned CFG 
parser. The parser handles the recognition task and constructs the parse tree or parse 
trees in the case of ambiguous sentences. When the parsing process is over, the 
attributes may be evaluated. For that purpose, an extra module (Semantic Evaluator) 
has been created, so as to compute the semantics. This module takes as input the 
parse tree encoded in bit-vectors and gradually traverses it. In each branch (syntactic 
rule) of the tree, the semantic evaluator executes the corresponding semantic rule, 
which is nothing more than a concatenation of alpharithmetic strings. The resulting 
attribute value of the root symbol is the output string that will be transmitted to the 
abstract data-management machine that has access to a data-base in order to produce 
the final result (answer). Both parser and Semantic Evaluator are downloaded into 
the same FPGA board. 

The parser module and semantic evaluator module are initialized by the grammar 
specifications. The resulting source code is downloaded into the FPGA. The latter, 
takes as input the input string, recognizes it, evaluates the semantics and responds 
with an intermediate code. In the example given in the next session the intermediate 
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code consisting of commands and their parameters, for the abstract data-management 
machine. Finally, the abstract data-management machine executes the received 
commands and provides the user with the final result. 

Fig. 3. The proposed architecture 

3 An Illustrative Example 

In order to show how we can build a natural language interface, using the system 
proposed, we have chosen a question-answering example [4] from the area of airline 
flights. In Table 1 an AG is given. The underlying grammar accepts questions 
concerning airline flights and the semantic rules produce an intermediate code, 
consisting of commands and their parameters, for an abstract data-management 
machine that has access to a data-base (Fig. 3), according to the example grammar of 
Table 1. 

The subset of English accepted by the system uses words belonging to classes 
like: class names, object names, property names e.t.c. 

The sentences of the subset of English are questions concerning airline flights 
and the answer after the processing of the intermediate code by the abstract data-
management machine is YES or NO. 

In this grammar, the semantics are described using a synthesized attribute called 
"output" for each non-terminal symbol of the underlying grammar. It contains the 
generated output string so far. The only operation needed between the attributes of 
the non-terminals is cone (pari, ... pam), which stands for the concatenation of the 
contains of pari, ... pam. 

An illustrative simple question is: 
A FLIGHT DEPARTS FROM ATHENS? 

This question can be syntactically analyzed into a noun phrase consisting of a 
determiner and a common noun and a verb phrase consisting of a verb, a preposition 
and a proper noun. The determiner corresponds to a quantifier, the common noun to 
a class name, the verb and the preposition to a relation and the proper noun to an 
object. The nouns and the verb will be used as parameters by the commands that will 
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be generated. In order to show the exact correspondence between the above question 
and its semantic interpretation (described by the grammar), they are written one 
underneath the other as follows: 

A FLIGHT DEPARTS FROM ATHENS? 
(01)INT,(x) UNIV, (Ol)STO, (y) (z) CON. 

The capital letters strings INT, UNIV, STO and CON are the name parts of 
commands which use as parameters the symbols enclosed in parentheses. Commas 
are used in the above illustration to separate a command and its parameters from the 
others. At this point it should be noted that the program generated must always be 
executed from right to left. For this reason the parameters combined with each call 
usually lie at the left of the call and this will be the form used in the explanation that 
follows. 

The first command to be executed in the above example would be CON (z,y). 
The function of the command CON is to retrieve from the data-base the set of all 
objects which are related by the binary relation y, which here stands for 
"DEPARTS", to the object (z), which here stands for "ATHENS", and store it in the 
buffer. The second command to be executed is STO(Ol). The function of this 
command is to store the contents of the buffer into a location of the working data 
structure. This location is specified by the parameter of this call in this case (01). 
This call is generated when the main verb phrase structure is recognized. The next 
call is UNIV(x). The function of this command is to store in the buffer all the objects 
belonging to the class denoted by the parameter x which here stands for "FLIGHT". 
The next command is INT(Ol) which forms the intersection of the sets stores it in the 
buffer and tests whether it is empty or not. The result of this test determines the 
correct answer to the question and it is held in a flag-register. 

A second illustrative question and its procedural semantic interpretation are: 
FLT-1 FLIES FROM ATHENS TO NEW-YORK? 
(01)(x)MEM, (Ol)STO, (y) (z) (w) COB. 
The new commands generated by the above question are COB and MEM. The 

function of COB is to retrieve from the data base the set of all objects which are 
related by the ternary relation y, which stands for "FLIES", to the pair of objects z 
and w, which stand for "ATHENS" and "NEW YORK" respectively. The frmction 
of MEM(x,01) is to test whether the object x is a member of the set stored in location 
01. The result of this test again determines the correct answer to the question. 

More complex questions, like "EACH FLIGHT WHICH IS CONNECTED TO 
A FLIGHT WHICH BELONGS TO AIRLINE-1 DEPARTS FROM A CITY 
WHICH IS LINKED TO EACH CITY WHICH BELONGS TO GREECE", can be 
handled by the proposed grammar. In this question, nested quantified subordinate 
clauses are used and new commands will be generated according to the grammar. 

It can be seen from the above illustration that semantic interpretation can be 
achieved by establishing a mapping between syntactic structures and semantic 
components. This mapping can be described formally with the attribute grammar of 
Table 1. In this grammar the semantics are described using a synthesized attribute 
called 'output' for each non-terminal symbol of the underlying grammar. The only 
operation needed between the attributes of the non-terminals is cone (pari, ..., parn), 
which stands for the concatenation of the contains of pari, ..., parn • In Table 1 the 
'output' attribute is represented by 'o' for simplicity. 
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Table 1. The AG of the example 

Non Terminals 
1 Terminals 

PR, NP, VP, QS, W, OB, A, E, SET, REL, AT, NRL, N, CNJ 
Object names. Class Names, Relation Phrases, Property Names, Numerical Relations, 
Numbers, Relative pronouns, Determiners, Conjimction words or symbols 

1 Syntax Rules 
PR -^ NP VP 
NP -^ QS W VP 
NP-^QS 
NP-^OB 
QS ^ A SET 
OS ^ E SET 
VP -^ VPi VP2 SP 
VPi-^IPVPi 
VPi-*null 
VP2-^ SP CNJ VP2 

VP2->null 
IP -^ REL QF W 
SP ^ REL SB 
SP -^ AT NRL N 
SB -> QF 
SB -^ OB 
SB -» OB P OB 
QF -^A SET 
QF -^ E SET 
OB -^ Object names 
SET -^ Class Names 
REL -^ Relation Phrases 
AT -^ Property Names 
NRL —> Numerical Relations 
N ^-Numbers 
W -^ Relative pronouns 
A ^Determiners 
E —»Determiners 
CNJ —^ Conjunction words or symbols 

e.g. : Athens 
e.g.: Flights 
e.g.: Departs from 
e.g.: Has population 
e.g.: Larger than 

e.g.: which 
e.g.: A 
e.g.: Each 
e.g.: And 

Semantic Rules 
PR.o=conc(NP.o, "OlSTO", VP.o) 
NP.o=conc(QS.o, "SEL", W.o, VP.o ) 
NP.o = conc(QS.o, "UNIV") 
NP.o = concC'QS" ,OB.o, "OlMEM") 
QS.o=(A.o, "OlINT", SET.o) 
QS.o= conc(E.o, "01 IMP", SET.o) 
VP.o= conc(VPi .0, VP2.0, SP.o) 
VPi.o = conc(IP.o,VPi.o) 

VP2.0 = conc("02INT", SP.o, 
CNJ.o,"02ST0", VP2.0) 

IP.o = conc(REL.o, QF.o, "SEL", W.o) 
SP.o = conc(REL.o, SB.o) 
SP.o = conc( AT.o, NRL.o, N.o, "LIM") 
SB.o = conc( QF.o,"UNIV") 
SB.o - conc( OB.o, "CON") 
SB.o = conc( OB.o, P.o, OB.o, "COB") 
QF.o=(A.o, "RAN", SET.o) 
QF.o= conc(E.o, "REA", SET.o) 
OB.o= "Athens" 
SET.o = "Flights" 
REL. 0 = "Departs from " 1 
AT.o = "Has population " 
NRL. 0 = "Larger than " 1 

W.o = "which" 1 
A.o="A" 
E.o ="Each" 1 
CNJ.o="And" 1 

5 Conclusion and Future Work 

This work is a part of a project for developing a platform (based on AGs) in 
order to automatically generate special purpose embedded systems. In this paper, an 
efficient architecture for natural language processing is presented, implemented in 
hardware using FPGA. The system can receive sentences belonging to a subset of 
NL from the internet or as SMS, as it is shown in Fig. 4. The system has been tested 
with numerous appHcation examples [10] and the speed-up was an order of 
magnitude on the average. The main contribution of this paper is the proposed 
model, for implementing in hardware the complete grammar (syntax rules plus 
semantic rules), for NL applications. Our future work remains focused in 
implementing the proposed architecture using a faster parser, e.g. the one proposed 
in ref. [11]. In applications where more complicated semantics are required instead 
of a simple module, as in the illustrative example, a processor should also be 
incorporated in the FPGA e.g. MicroBlaze [6] soft-core microprocessor, as proposed 
in ref. [12]. 
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Fig. 4. A real-life application example 
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Abstract. We consider the revision of a previously derived theoretical frame­
work for the robustness of multi-channel sound equalization in reverberant envi­
ronments when non-exact equalizers are used. Using results from image model 
simulations, we demonstrate the degradation in performance of an equalization 
system as the sound source moves from its nominal position inside the enclosure. 
We show that performance can be controlled to vary between a lower bound, de­
rived when direct-path equalization is used, and a higher one produced when 
exact equalization is used. 

1 Introduction 

Multi-channel sound equalization can be used in a reverberant room whenever a source 
and receiver cannot be placed close together, for example, in hands-free communica­
tion devices. In such an environment, the signal detected by the receiver is distorted 
by transmission through the room. This distortion can be compensated by using an ap­
propriate inverse filter (equalizer) on each receiver. Because room reverberation is ex­
tremely variable, the performance of any acoustic equalizer will be strongly influenced 
by small changes in either the source or receiver location. Hence, the performance will 
degrade quickly if either the source or receiver moves. 

The assessment of the feasibility of acoustic equalization under reverberant condi­
tions, has been previously addressed in [1] and [2] where we determined the robustness 
of multi-channel equalization systems, by means of a closed form expression that pre­
dicts the equalization error when the source is moved from its nominal position. The 
work of these papers generalizes the work of Radlovic et al in [4] that only considered 
one-channel systems. In all of the above, the derivation of the theoretical expressions 
was based on diffuse field model assumptions as these were presented in [1]. The cal­
culation of the robustness variation for non-exact equalizers cannot be easily parame­
terized when this model is used. For this reason we need to use a different approach, 
entirely based on the image model [3]. This is limited in implementation issues but 
allows for straightforward error calculation for any type of equahzation. 

In this paper we aim to investigate further these previous studies by considering the 
robustness of non-exact multi-channel equahzers. Specifically, we investigate the dif­
ference between the diffuse and image model and then present a series of experiments 

Please use the following format when citing this chapter: 

Talantzis, F., Polymenakos, L. C, 2007, in IFIP International Federation for Information Processing, Volume 247, 
Artificial Intelligence and Innovations 2007: From Theory to Applications, eds. Boukis, C, Pnevmatikakis, L., 
Polymenakos, L., (Boston: Springer), pp. 315-321. 



316 Fotios Talantzis and Lazaros C. Polymenakos 

_ yi 
LUt--

OXp ?̂f%) ] — [ w, y 

Fig. 1. Block diagram of a A -̂channel equalization system with the source placed at the origin 
yi = [0,0,0]^ and A'̂  receivers placed at positions x^, n = 1, . . . , AT. 

for the expected degradation in performance when the source moves from its nominal 
position (where the multi-channel non-exact equalizer performs well). We also con­
sider the effect of design parameters such as the number of receivers and the geometry 
of the receiver array, as well as the range of order of images we decide to equalize. 
We thereby provide design guidelines for the parameters of a practical design of a 
multi-channel equalizer. Note again, that we are not specifically concerned with how 
to design such equalizers; rather, our focus is on the fundamental question of whether 
the performance of multi-channel non-exact equalizers is robust enough to make them 
feasible in a time-varying environment where the source location cannot be fixed. 

2 Methodology 

Consider a source located in a reverberant room at a position y^, which we hereafter re­
fer to as the nominal source position. Without loss of generahty we assume a cartesian 
coordinate system with y^ = [0,0,0]^ at the origin. Let G(yi, x^) denote the complex 
steady-state transfer function from y^ to a receiver located at the arbitrary position x^. 

Although G{yi, x^) is a function of frequency, to simplify notation we will not ex­
press this frequency dependence explicitly. Assume that the transmission path between 
y^ and x^ is equalized by a causal equalizer H{xn) that is chosen to equalize a specific 
range of order of images i. 

Now, consider the general iV-channel equalization system shown in Fig. 1, in 
which the signal at the nth receiver is filtered by an equalizer H{xn), and is weighted 
by a scalar constant Wn (one obvious choice for the scalar weights is Wn = 1/A ,̂ Vn). 
These filtered and weighted signals are then summed to form the output signal. 

Without loss of generality, assume that the causal delay on each equalizer is the 
same, i.e., Tn = To,Vn. Ideally, with the source in the nominal position, the overall 
transfer function from the source to the equalizer output is a delay, which we will set 
to To (again, without loss of generahty). 

Assume the source moves to a position y2 that is a distance A from the nominal 
position y^, i.e., A = Hŷ  — y2 II- O^^ can quantify the sensitivity of this multi-channel 
equaUzation system in terms of the mean squared error (MSB) function, defined as 
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Fig. 2. Image model representation. The signal received by receiver R is transmitted from source 
S which the model replaces by a "mirror" image S' 

MSE(Z\) = E ' Y^WnG{y2,Xn)H{Xn) _ ^i27r/ro 
(1) 

where y2 is the displaced source position and / the frequency of the signal. Hence, 
Eq. (1) measures the expected degradation in performance when the source moves a 
distance A from the nominal position in an arbitrary direction. 

The modelling of reverberation is necessary for the simulation of the above setup. 
As mentioned before, in this discussion we used the image model to validate the ro­
bustness. In contradiction with the diffuse field approach image model calculations 
allow for direct inclusion or disclusion of any set of order of images. The image model 
considers a simple geometrical model of the room depending on the assumption that 
the dimensions of reflective surfaces in the room are large compared to the wavelength 
of the sound. Consequently, we may model the sound wave as a ray normal to the 
surface of the wavefront, which reflects specularly. 

The image model considers that the reflected ray may be constructed by consider­
ing the "mirror image" of the source as reflected across the plane of the wafl. This is 
shown in Figure (2) for a source S, its image source S' and a receiver R. So the tech­
nique reflects sources across wall surfaces, a process that continues for higher order 
reflections by reflecting lower order sources across new wall boundaries. The signal 
received by the receiver is then the superposition of the sound signals originating from 
the mirror-sources plus the one of the direct sound. 

For the calculations of the complex steady-state frequency response between the 
source and the receiver we used the following formula: 

G = ^ / 3 ' - ' 
i = 0 

o-JkRi 

47rRi 
(2) 

where Ri is the distance between the receiver and the iih image source, P the wall re­
flection coefficient, r̂  denotes the number of reflections that the sound ray undergoes 
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Fig. 3. Comparison of diffuse field and image models as the normalized average absolute differ­
ence of the values they predict for the correlation of of the E{Gr(yi ,Xn)G* (y ,̂ Xm)} term for 
increasing order of images. The random distances examined belong in [0,2]m. 

along its path from the source to the receiver and / is the total number of considered 
images within a given radius. As expected, if the source is at the nominal source po­
sition, i.e., A = 0, the MSE (1) reduces to zero only if / —> oo. In practice, for exact 
equalization, it is enough to include images belonging to a circle of radius CTQQ where 
c is the speed of sound and TQQ the reverberation time of the room. 

3 Results 

Expression (2) attempts to calculate the reverberant contribution by using the image 
model. Experiments showed that the resulting values are not identical to the ones 
calculated by the diffuse field model, if we include the low-order image sources. 
Figure 3 presents the difference between the diffuse field and image models as the 
normalized absolute difference of the values they predict for the correlation of the 
E{Gr (YI , Xn)G* (y^, x^)} term (i.e. the correlation of the reverberant terms between 
two receivers), as the number of contributing image sources is increased. The figure 
shows that we need to use images of 10th order or higher in order to approximate the 
values predicted by the respective diffuse field expression in [1]. This difference can 
be explained by remembering that the diffuse field assumptions aim in a more realistic 
simulation of real rooms that generahze the reverberant contribution to a sine func­
tion dependent only on the distance between the two examined points (for which the 
reverberant transfer function is calculated). 

Figure 4 shows the simulated error for an example setup as we increase the number 
of contributing images. The error is practically controlled to vary between a lower 
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Experimental Mean Squared Error 

- Direct Path Only 
i=[0,1] 

- i=[0,2] 
i=[0,5] 

- i=[0,10] 
Exact Equalization 

0.15 0.2 0.25 0.3 0.35 

Source Displacement (# of wavelengths) 

Fig. 4. Two-channel MSE of equalizers with uniform weights Wn = 1/N for source displace­
ments A up to 0.5A. Results are shown for increasing number of contributing images. Total 
length of the array is 2m and the distance of the source from the mid-point of the array is Im. 

performance bound, derived when direct-path equalization is used, and a higher one 
produced when exact equalization is used. It is fair to say that to match the best case 
scenario (exact equalization) it is adequate to use an equalizer that equalizes the direct 
path and image sources belonging in the interval i = [1, lOj. 

According to the image model simulations the addition of uniformly weighted sen­
sors improves robustness. This is demonstrated in Fig. 5. The geometry of the setup 
also affects the robustness variation. Varying the values of the size of the linear array d 
and the distance R of the array from the source alters performance as well. The value 
of R is always proportional to the value of the error, for any type of equalization. On 
the other hand, d alters the value of the error according to the chosen equalization 
scheme. Increasing the value of d when only the 0*̂  or the O*'̂  plus a few of the first 
order images are equalized, makes the error slightly larger (Also odependent on the 
number of receivers and R). As we approach the exact equalization scheme d becomes 
proportional with the value of the error. The system starts benefiting from the increas­
ing value of d for schemes that include images in the range i = [0, 5] or higher. Finally, 
as in [1], the use of circular arrays improves performance even further (see Fig. 6). 

4 Conclusions 

We have examined the robustness performance of non-exact multi-channel equaliza­
tion systems when used in reverberant environments. Specifically, using image model 
simulations, we investigated the expected mean square error when the source moves 
from the position for which the equalizer was designed. 
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Fig. 5. Demonstration of robustness improvement for increasing number of receivers. Total 
length of the array is 2m and the distance of the source from the mid-point of the array is 
Im. 
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Fig. 6. Demonstration of robustness improvement for N^A when circular geometry is used. 
Equalization of images belonging in z = [0,10]. The radius of the array is Im. 

A series of different classes of equalizer were considered. In each case they were 
chosen to equalize a specific subset of order of images for a given set of geometrical 
and design parameters. Results are parameterized by the chosen equalizer type and 
physical quantities such as the room size, reverberation time, distance of the source 
from the array and array size. Our results show that there is a small difference be­
tween the results predicted by the diffuse field assumption presented in [1] and the 
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image simulations of the present context. As expected the performance for a non-exact 
equalization system varied between the direct-path-only and exact equalization sys­
tems respective performances. It is fair to conclude that to much the performance of 
an exact equalization system for a given set of physical parameters we only need to 
equalize the direct path plus images of degree no higher than 10. 

Again, although we have shown that the robustness of an acoustic equalizer can 
be improved by adding more receivers (depending on the geometry), the improvement 
is not significant, and the region in which the MSE is below lOdB is restricted to a 
fraction of a wavelength. 
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Abstract. A robust speech activity detection system is presented in 
this paper. The proposed approach combines the well-known linear dis­
criminant analysis with a finite state machine in order to successfully 
identify speech patterns within a recorded audio signal. The derived 
method is compared with existing ones to demonstrate its superiority, 
especially when performing on noisy audio signals, obtained with far 
field microphones. 

1 Introduction 

Voice activity detection (VAD) is a fundamental component of several mod­
ern speech processing systems like automatic speech recognition (ASR), voice 
commanding and teleconferencing. Providing such systems with accurate in­
formation about the existence of speech within an audio signal can result in 
reduction of the computational and energy requirements and improved perfor­
mance of the overlying system. 

Most VAD systems monitor a quantity and they compare it to a threshold in 
order to decide whether the observed signal is speech or not [1]. This quantity 
is usually the energy of the observed signal, which has presented remarkable 
performance with close talking (CT) microphones. The threshold can be chosen 
either with heuristic methods or adaptively [2], so as to be able to cope with non-
stationary environments. Another approach is to use classification techniques, 
like the well-documented linear discriminant analysis [3], in order to distinguish 
speech from non-speech patterns. These techniques have noticeable results for 
both CT and far field (FF) microphones. The same holds for VAD systems that 
rely on the use of Hidden Markov Models (HMM). 

The use of finite state machines (FSMs) in VAD was proposed as well [4]. 
These models pose some lower bounds on the duration of silence and speech 
intervals. Hence more accurate separation is performed since segments of very 
small duration characterised as speech within a silent interval are neglected and 
vice versa. In this paper we propose the use of a five state automaton, as was 
presented in [4, 5], which uses the LDA method applied to Mel Frequency Cep-
stral Coefficients (MFCC) as primary criterion for transition between states 
contrary to the approaches presented in [4, 5] which use the energy instead. 
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Our approach was found to have improved performance. The energy was com­
pletely neglected, since it might vary depending on the relative position of the 
microphone and the speaker. 

This paper is organised as follows: Section 2 provides the basic background 
and summarises the previous VAD methods that employ FSMs. In Section 3 the 
proposed system is presented. The results of the performance of the introduced 
approach are provided in Section 4 and are compared to those of other methods. 
Finally Section 5 concludes the paper. 

2 Background 

2.1 Mel Frequency Cepstral Coefficients 

Mel Frequency Cepstral Coefficients (MFCC) are the dominant features used in 
speech applications. They are obtained by taking the inverse Fourier transform 
of the log spectrum after it is wrapped according to a nonlinear scale that is 
matching by properties of human hearing, the Mel scale. It was shown in our 
experiments that the addition of the first and second derivatives of the MFCC 
as well as of the energy of each preprocessed frame enhances the performance 
of the algorithm. 

Fig. 1. Finite State Machine 

2.2 Linear Discriminant Analysis 

Linear discriminant analysis (LDA) is a method that efficiently separates data 
into classes [3]. In the case of VAD there are two classes to be discriminated, 
speech and non speech. The optimal discriminating line w is derived by max­
imising the following criterion function 

J(w) (1) 
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where S ^ is the between-class scatter matrix and Svy is the within-class scatter 
matrix. S ^ is a measure of the separat ion of the means of the clusters, while S H ^ 
is a measure of the spread of the clusters. The maximizat ion problem reduces 
to a general eigenvalue one, given by 

SJSB^ = w (2) 

The eigenvector t ha t corresponds to the greatest eigenvalue from the solutions 
is chosen as the projecting vector of t he test vectors. 

2.3 F i n i t e S t a t e M o d e l 

In [4] the use of a five s ta te au tomaton was proposed for VAD. Its five s ta tes 
were silence, speech presumption, speech, plosive or silence and possible speech 
continuation. The transi t ions between s ta tes were controlled by comparing the 
derived short and long te rm energy est imates with an energy threshold. Prom 
Fig. 1 and Tab. 1, where the introduced FSM and the associated conditions 
and actions are presented, it is observed tha t a segment is characterised as 
speech if its durat ion is longer than 64m sec A N P its energy is above the em­
ployed threshold. Similarly, a silent interval smaller t han 240m sec is classified 
as plosive, and thus speech. 

Table 1. 
VAD 

Conditions and Actions of the energy controlled five state automaton for 

Conditions 

CI 
C2 
C3 

Energy < Energy -Threshold 
SpeechJDuration (SD)>=64ms 

Silence_Duration (SiD)>=240ms 

Actions 

A l 
A2 
A 3 
A 4 
A5 
A 6 

SiD = SiD + / 
SD = l 

SiD = SiD + SD 
SD = SD + l 

SiD = l 
SiD = SD = 0 

In order to improve the performance of this system the introduction of 
an ex t ra criterion was proposed in [5]. This system characterised as speech 
segments tha t satisfied not only the energy but the LDA criterion as well. It does 
not clarify though what happens when the results of the energy and the LDA 
criteria do not match. The LDA was t ra ined by using two learning databases 
where the speech and non-speech intervals have been manually segmented. The 
LDA threshold was derived from these databases as well. 



326 E. Rentzeperis, C. Boukis et al. 

0) 6 
x10 

10000 

5000 
0) 

n 
E 
3 

0) 6000 
0 

4000 

5 2000 

Energy of Speech 
-40 -20 0 20 

LDA projected value of Speech 

(0 6000 

i t 4000 

^ 2000 

0.1 0.2 
Energy of Non Speech 

0.3 -20 0 20 
LDA projected value of Non Speech 

Fig. 2. Histograms of the energy and the LDA projected values of the speech/non-
speech segments of the training data. 

3 Proposed System 

Embarking upon the observation tha t LDA provides more accurate discrimina­
tion between speech and non-speech classes t han simply comparing the energy 
est imate with a threshold, and adopt ing the FSM of [4] a robust VAD system 
was developed. The choice to use LDA projection instead of energy is justified 
from Fig. 2 where is i l lustrated tha t the speech and silent segments have similar 
energy values bu t different LDA projections of their M F C C . 

The proposed architecture used the five s ta te au tomaton of Fig. 1, bu t the 
pr imary criterion tha t controlled the t ransi t ion between s ta tes was derived by 
comparing the linear combination of the M F C C provided by the LDA, with a 
threshold. The LDA classifier was t ra ined with manually segmented speech/non-
speech signals. The threshold was obtained from the provided training d a t a as 
well. Moreover, median filtering was applied to the results obtained from FSM 
in order to remove spiky decision regions and get improved error rates. 

The audio signal was processed in frames. For each frame the corresponding 
M F C C were computed and subsequently their linear combination, which was 
derived by LDA, was compared to the Threshold^LDA to decide whether this is 
speech or not. Notice t ha t the dura t ion bounds and the t ime counters (SD ,S iD ) 
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Table 2. Conditions and Actions of the proposed LDA controlled five state automaton 
for VAD 

Conditions 
CI 
C2 
C3 

Linear MFCC Combination<Threshold_LDA 
SpeechJDuration (SD)>=5 frames 

Silence-Duration (SiD)>=16 frames 
Actions 

A l 
A 2 
A 3 
A 4 
A5 
A6 

SiD = SiD + 1 
SD = 1 

SiD = SiD + SD 
SD = SD-\-l 

SiD = l 
SiD = SD = 0 

are expressed in frames instead of msec. The proposed approach is summarised 
in Tab. 2. 

4 Experiments 

To evaluate its performance the introduced VAD system was compared to 

- the approach of [4] that uses the same five state automaton, but the state 
transitions are controlled by the comparison of the energy estimates with an 
energy threshold 

- the stand-alone LDA appHed to MFFCs for the discrimination of the speech 
from the non-speech class 

- the Energy Based Adaptive algorithm presented in [1] which relies on an 
estimation of the instantaneous SNR for the distinction of speech and non 
speech segments 

The VAD systems were evaluated on a database collected by the University 
of Karlsruhe (ISL-UKA). The database is comprised of seven seminars. Each 
seminar contains four segments of audio data that are approximately five min­
utes long. The audio segments are sampled at a rate of 16.0 kHz. All the data 
were obtained from FF microphones resulting in comparable energy values of 
speech and non-speech segments (Fig. 2). Segments three and four were used 
for the training of the algorithm while one and two for testing. Manual human 
transcriptions were provided for the separation of the training segments and 
evaluation of the testing recordings. 

The following metrics were used for the evaluation of the algorithms: 

- Mismatch Rate (MR): the ratio of the incorrect decisions over the total time 
of the tested segment. 
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Table 3. Comparison of the proposed VAD with exiting approaches 

M e t h o d 

LDA 
Adaptive 
Energy 

Thresholding 
F S M + L D A 

F S M + E n e r g y 

LDA 
Threshold 

4.9 

-

4.9 

-

Energy 
Threshold 

-

-

-
0.043 

M R 

10.09% 

18.10% 

9.94% 
17.28% 

S D E R 

10.40% 

18.40% 

10.19% 
17.69% 

N D E R 

8.62% 

15.60% 

8.65% 
14.63% 

A D E R 

9.51% 

17.00% 

9.42% 
16.16% 

W p e p s 

0.09 

0.08 

0.08 
0.08 

- Speech Detection Error Rate (SDER): the ratio of incorrect decisions at 
speech segments over the total time of speech segments. 

- Non Speech Detection Error Rate (NDER): the ratio of incorrect decisions 
at non speech segments over the total time of non speech segments. 

- Average Detection Error Rate (ADER): the average of SDER and NDER. 
- Working Point Epsilon (WPeps): an indicator of the balance between SDER 

and NDER. It is the absolute value of the difference between SDER and 
NDER over their sum. 

Considering that SDER and NDER should be relatively balanced in order 
to draw any conclusions for the value of the algorithms, we required WPeps 
to be between 0 and 0.1 for the results to be valid. Under this constraint the 
parameter that we seek to optimize is the ADER. 

Each frame consisted of 1024 samples. Furthermore the amount of over­
lapping between neighbouring frames was 75%. The LDA method was trained 
with manually segmented speech and nonspeech data. The SD threshold was 
5 frames and the SiD one 16 frames, which correspond to 128 msec and 304 
msec respectively, since the sampling rate was 16.0 kHz. The window size in 
the median filtering step was 29 frames long. 

The performance of the compared VAD systems is presented in Tab. 3. 
Prom this table it is observed that the proposed method presents improved 
performance compared to the other approaches. 

5 Conclusions 

A robust voice activity detection system has been proposed in this paper, which 
combines a finite state machine along with the linear discriminant analysis in 
order to perform accurate segmentation of audio signals to speech/non-speech 
segments. This approach was found to outperform the stand-alone LDA and 
the existing approaches that combine FSMs with the energy criterion for VAD. 
Its performance was evaluated with noisy far field microphone recordings. 
Acknowledgments: This work is sponsored by the European Union under 
the integrated project CHIL, contract number 506909. 
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Abstract. Classification algorithms are gaining more and more importance in 
many fields such as Artificial Intelligence, Information Retrieval, Data Mining 
and Machine Vision. Many classification algorithms have emerged, belonging 
to different families, among v^hich the tree-based and the clustering-based 
ones. Such extensive availability of classifiers makes the selection of the 
optimal one per case a rather complex task. In this paper, we aim to address 
this issue by conducting extensive experiments in a music information 
retrieval application, specifically with respect to music genre queries, in order 
to compare the performance of two state-of-the-art classifiers belonging to the 
formerly mentioned two classes of classification algorithms, namely, TreeQ 
and LVQ, respectively, using a variety of music features for such a task. The 
deployed performance metrics are extensive: accuracy, precision, recall, F-
measure, confidence. Conclusions on the best performance of either classifier 
to support music genre queries are finally drawn. 

1 Introduction 

With the explosive amount of music data available on the Internet in recent years, 
there has been much interest in developing new ways to search and retrieve such data 
effectively. Most on-line music databases today, such as Napster and mp3.com, rely 
on file names or text labels to do searching and indexing, using traditional text 
searching techniques. Although this approach has proven to be usefiil and widely 
accepted in the past, there are many reasons this is not enough nowadays. As the 
amount of musical content increases and the Web becomes an important mechanism 
for distributing music, we expect to see a rising demand for music search services. It 
would be nice to have more sophisticated search capabilities, namely, searching by 
content. 

Music Information Retrieval Systems can be classified into two types: i) systems 
that depend on human generated aimotations and decisions (textual-based), and ii) 
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systems that depend on extracting information from the audio signal (content-based). 
The first type is manual and hence demands a lot of effort, it is time consuming and 
susceptible to errors. We will concentrate on content-based music information 
retrieval in the rest of the paper. 

Content-based music information retrieval involves processes such as 
representative music feature extraction, classification in apriori known classes, 
usually deploying training and testing (supervised classification) and similarity-
based querying. Thus, the challenging aspects of setting up an efficient music 
information retrieval are: i) what features to select as most representative on the 
types of similarity-based queries (e.g. music genre queries), ii) which classifiers will 
perform optimally for the application and types of queries at hand. 

In this paper, we aim to address the issue of selecting the optimal combination of 
representative features and classifiers to address queries on music genre, by 
conducting extensive experiments in a music information retrieval application. The 
aim is to compare the performance of two state-of-the-art classifiers, namely, TreeQ 
[1] and LVQ [2] (Learning Vector Quantization), described briefly in the sequel, 
using a variety of music features for such a task. The deployed performance metrics 
are extensive: accuracy, precision, recall, F-measure, confidence. Conclusions on the 
best performance of either classifier combined with specific music feature vectors 
are finally drawn. 

2 LVQ Classifier: a short overview 

In general, LVQ [6] is a supervised version of vector quantization, which is 
applicable to pattern recognition, multi-class classification and data compression. 
LVQ algorithms directly define class boundaries based on prototypes, a nearest-
neighbour rule and a wirmer-takes-it-all paradigm. The main idea, as shown in 
Figure 1, is to cover the input space of samples with 'codebook vectors' (CVs), each 
representing a region labeled with a class. A CV is localized in the centre of a 
decision region, called 'Voronoi cell', in the input space. 

* dass boundary 

• Voronotnet 

\ 0 Voronoi cell (dass^decision region) 

Fig. 1. LVQ Space partitioning into decision regions by codebook vectors [2]. 

For the purpose of undertaken experiments, the LVQ software package of [7] has 
been used, which implements all algorithms necessary for statistical classification 
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and pattern recognition. The performance of LVQ depends on the algorithm 
implementation, as well as the data used for training and testing, in terms of size and 
the degree of representative features extracted from such data. The basic three 
implementations of LVQ are LVQl, LVQ2 and LVQ3. In our experiments, we have 
used the optimized OLVQl implementation [1], an enhanced version of LVQl. 

The basic idea behind this algorithm is that each class is represented in terms of a 
set of codevectors m., each of which is a point in the D-Dimensional feature space. 
This set is called codebook. Several codebook vectors are assigned to each class. A 
feature vector x is then assigned to the same class to which the nearest W-belongs: 

m^ = a r g m i n { | \ x - m . 11} , where m^ is the nearest m. tox 
i 

Values for m- that approximately minimize the misclassification errors in the 
above nearest neighbour classification can be found as asymptotic values in the 
following learning process. Let x(t) be a sample of input and let ^,(^) represent 
sequences of m. in the discrete time domain. Starting with properly defined initial 
values, the following equations define the basic LVQl process, where 
0 < a\t) < 1 and / is the iteration step: 

mlt + l) = m^ 
mXt + l) = m 

t)-^a(t)[x(t)-m(t , if X is classified correctly 
, if X is classified incorrectly 

OLVQl extends LVQl by modifying the latter so that an individual learning rate 
Cl\t) is assigned to each m.. Again, the discrete time learning process is given from 
above equations. For their fastest convergence, ^^(^)is optimally determined by: 

a(t)= ^cjt-^) 

3 TreeQ Classifier: a short overview 

For the purposes of the undertaken experiments, the TreeQ software package [3], [4], 
[5] has been considered, implementing the TreeQ machine learning algorithm. TreeQ 
is data-driven and therefore it can be used for any kind of data to find similarities by 
learning their differences. Especially for the case of audio data, the algorithm may be 
applied for speaker identification, speech and music classification, music and audio 
retrieval by similarity, audio segmentation. 

Given labeled training data, the algorithm constructs templates that characterize 
these data, utilizing three main steps. First, it calculates spectral parameters for the 
audio data. Second, it grows a quantization tree from labeled parameterized data. 
This step learns those features that best characterize a class, i.e. given adequate 
training data, it learns the salient differences amongst classes and learns to ignore 
other insignificant differences. Third, the produced tree is used to construct the 
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templates. As soon as the templates are constructed (class models), similarities can 
be measured by calculating distances between them and test data. 

The basic operation of the system is illustrated in Figure 2. A suitable corpus of 
audio examples must be accumulated and parameterized into feature vectors. The 
corpus must contain examples of the classes of audio to be discriminated. Next, a 
tree-based quantizer is constructed. This is a "supervised" operation and requires the 
training data to be labeled with a class. The tree automatically partitions the feature 
space into regions, called 'cells', which have maximally different class populations. 

To generate an audio template, represented by a histogram, for subsequent 
retrieval, parameterized data are quantized using the tree. An audio file can be 
characterized by finding into which cells the input data vectors are most likely to 
fall. A template is an estimate of the vector counts for each cell, which captures the 
salient characteristics of the input audio, since sounds from different classes will 
have very different counts in the various histogram bins, while similar audio data 
should have similar counts. To retrieve audio by similarity, a histogram is further 
constructed for the query audio. The query histogram is compared to the corpus 
histograms, a similarity measure is calculated for each audio file in the corpus, and 
finally the query template is associated with a corpus template. 

Waveform 

Window 

;Aa; '̂'Aa,JA\J^ '̂'.v.̂  

i 
[ Parameterized Data J 

Quantize 

via Tree 

Accumulate 

Histogram Counts 

Compare Histograms 

Fig. 2. An overview of the basic operations of the TreeQ algorithm [1]. 

4 Music Information Retrieval based on Genre Queries 

It is a fact that the rapid development of technology continuously realizes scenarios 
that previously seemed science fiction. Web-based music stations like pandora.com 
give each user the opportunity to specify the kind of music he wants to listen to, and 
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in the context of ambient intelligence, pervasive systems will dress the surroundings 
ŵ ith music based on the human's mood. Given the above and a number of other 
emerging applications of music, classification and information retrieval based on 
music genres becomes not only important, but essential and fundamental. 

Our ŵ ork addresses this problem and aims to provide extended experiments in 
order to push TreeQ and LVQ to their limits and decide v^hich gives the best results 
under what contexts of use. Before presenting our experimental results, v̂ e 
considered it necessary to briefly describe the music features used to parameterize 
the audio data, i.e. the input to the previously presented classifiers. 

4.1 Music Feature Extraction 

Few classifiers directly operate on raw data such as pixels of an image or samples of 
speech waveforms. Most pattern recognition tasks are preceded by a pre-processing 
transformation that extracts invariant features from raw data, such as spectral 
components of acoustical signals. Thus, in our case, decisions need to be made on 
the types of representative features to be used by classifiers to achieve optimal music 
classification based on genres. Such feature extraction task parameterizes the raw 
music data into sequences of representative feature vectors. 

It is evident that the selection of the adequate pre-processing method is equally 
vital as to the selection of the proper classifier for optimal performance, thus, it 
requires careful consideration. For this task, we have used the HTK Toolkit [8], 
which supports Hidden Markov Models (HMMs) using both Fast Fourier 
Transformation (FFT) and Linear Predictive Coding (LPC). The feature extraction 
process is controlled by a customizable configuration file that specifies all the 
conversion parameters towards extracting the desirable feature vectors. 

In the current investigation, we have considered widely known and used features, 
namely the mel-frequency cepstral coefficients (MFCCs) and the linear prediction 
coding coefficients (LPCs). Both are, in general, the parameterisation of choice for 
many speech recognition applications, since they attain good discrimination 
capabilities and are flexible towards a number of manipulations. 

In linear prediction analysis [9], the following transfer function is considered: 

/ / ( Z ) : 
1 

P 

/=0 

where the filter coefficients [a.} are chosen so as to minimize the mean square filter 
prediction error summed over the analysis window. 

On the other hand, cepstral parameters are calculated from the log filter-bank 
amplitudes Y^A using the Discrete Cosine Transform (DCT), where Â  is the 
number of filter-bank channels [9]: 

Z'" ; '^^^ 0-0.5) 
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5 Experimental Setup and Performance Evaluation 

In order to evaluate the performance of the two classifiers, namely, TreeQ and LVQ, 
in music genre classification and retrieval, we performed a set of experiments that 
are described in the sequel. 

Initially, the experimental corpus has been created carefully. Five music genres 
have been considered, namely, jazz, reggae, pop, post rock and electro techno. For 
each genre, the corpus contains twenty music pieces, summing up to a total of one 
hundred pieces for all genres. Each music clip is about ten seconds long and has been 
selected as the most representative part of the entire music file. We have used the 
holdout sampling method in order to split the corpus into training and test data. Thus, 
seventy five of the music clips were used for training (the first fifteen of each genre) 
while the remaining twenty five were used for testing. All music pieces were later 
parameterized using the HTK toolkit, in MFCC and LPC feature vectors. 

Experimentation on the classifiers (TreeQ, OLVQl) performance followed using 
the extracted feature vectors in different combinations of features-classifiers. For the 
TreeQ experiments, we first obtained the optimal window size and the target rate of 
the algorithm. This was achieved by measuring the performance with varying values 
and combinations for these two parameters. An iterative procedure was used during 
which a new parameter was added, tested and decided to be maintained only if the 
acquired performance was no worse than the best performance achieved that far. 
This was done for both MFCC and LPC features with or without using quantization 
into histograms. Due to lack of time, the OLVQl experiments were performed using 
only MFCCs, without histogram quantization. LVQ involved only two parameters, n 
(number of codebook vectors) and k (kNN parameter), whose optimal values were 
obtained in a similar manner as the optimal window size and target rate for TreeQ. In 
all the experiments, the classifier performance was measured using Precision, Recall, 
Accuracy, Fl on precision and recall, and Confidence measures. Results are 
summarized in Table 1. We observe that TreeQ outperforms OLVQl, when LPC 
features are used, with histogram quantization, for all considered measures. 

Table 1. Optimal performanc 

Performance Metric 

MFCC 

e achieved by TreeQ and OLVQl. 

Classifier 
TreeQ 

LPC - Histograms 
LVQ 

MFCC 
Overall Accuracy(%) 68.00 68.00 52.00 
Average Accuracy (%) 86.00 87.00 79.00 
Average Precision (%) 71.13 75.00 58.75 
Average Recall (%) 65.00 70.00 55.00 
Average F-l(%) 66.10 69.99 52.36 

Having obtained the optimal setup for each classifier, we created learning curves 
as shown in Figures 3, 4 and 5. From these curves, we cannot extract valid 
conclusions about the learning capability of the two algorithms. For instance, for 
TreeQ with MFCCs, the curve is still increasing at the final steps which might 
indicate that a larger training set could help us achieve better performance. On the 
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other hand, at these final steps, the curve also seems to smoothen, so the 
improvement of the performance using more training data might be insignificant. 
Finally, comparing the two TreeQ curves v^ith the OLVQl curve, we may say that 
TreeQ seems to better learn that OLVQl. However, this is only an indication. More 
extensive experiments with a much larger dataset (and thus bigger test and training 
data sets) need to be undertaken to draw validated conclusions. 

OVERALL LEARNING CURVE 

-Overall 
Accuracy 

Fig. 3. Overall learning curve using MFCCs with TreeQ 
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Fig. 4. Overall learning curve using LPCs with TreeQ 
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OVERALL LEARNING CURVE 

-Overall 
Accuracy 

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 

Fig. 5. Overall learning curve using MFCCs with LVQ 

6 Conclusions and Future Work 

In this paper, we have underlined the importance of content-based retrieval, which 
we addressed by conducting extensive experiments for music information retrieval, 
based on music genre queries, in order to compare the performance of two state-of-
the-art classifiers, TreeQ and LVQ. From the performance evaluation, we could not 
reach valid conclusions, however, we have identified performance hints to extend the 
work further towards a certain direction. The learning capability of both algorithms 
needs to be further explored and hence we intend to undertake more experiments 
with a larger dataset as continuation of the currently reported work. 
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Abstract . Image compression techniques have required much attention 
from the neural networks community for the last years. In this work we 
intend to develop a new algorithm to perform image compression based 
on adding some pre-fixed prototypes to those obtained by a competitive 
neural network. Prototypes are selected to get a better representation 
of the compressed image, improving the computational time needed to 
encode the image and decreasing the code-book storage necessities of the 
standard approach. This new method has been tested with some well-
known images and results proved that our proposal outperforms classical 
methods in terms of maximizing peak-signal-to-noise-ratio values. 

1 Introduction 

The storage or transmission of images are tasks demanding either large ca­
pacity a n d / o r bandwidth . Thus , image compression is key in the development 
of various mult imedia computer services and telecommunication applications, 
such as medical imaging [?], satellite transmission, teleconferencing, pa t t e rn 
recognition [?], etc. The goal of image coding is to reduce bo th the distortion 
introduced in the coding process and the bit ra te (or, equivalently, the com­
pression rate) to an acceptable level. 

Recent publications show a substant ia l increase in the use of neural networks 
for image compression and coding. For a review in neural techniques for image 
compression, refer to [?]. 

Vector Quant izat ion (VQ) is a lossy compression technique tha t can achieve 
high compression ra tes with good visual fidehty, see for example [?]. VQ is a 
coding method designed to represent a multidimensional space by means of 
a finite number of vectors, called representatives, prototypes or code-vectors. 
A vector quantizer statistically encodes d a t a vectors in order to quantize and 
compress the da ta , by mapping each input vector in the p-dimensional Euclidean 
space R^ into one of the K prototypes. 

This work has been partially supported by Junta de Andalucia project number 
P06-TIC-01615. 
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According to Shannon's rate distortion theory, VQ can always achieve better 
compression performance than any conventional coding technique based on the 
encoding of scalar quantities [?j. 

Linde, Buzo and Gray [?] proposed the well-known LBG algorithm for VQ 
which made no use of differentiation, and it is the standard approach to compute 
the codebook (the set of prototypes). 

Competitive networks are designed to cluster the input data. Thus, by us­
ing VQ techniques in this type of networks, tasks such as data coding and 
compression can be performed. 

The basic structure of a network of this type is as follows: given an input vec­
tor from a j9-dimensional space, K neurons compute the VQ code-book in which 
each neuron relates to one code-vector via its coupling weights. The weight 
w^ = {wi^i^... ,Wi^p) associated with the i-th neuron is eventually trained to 
represent the code-vector ĉ  in the code-book. As the network is being trained, 
all the weights will be optimized to represent the best possible partition of all 
the input vectors. 

The aim of this paper is to present a new technique for image compression 
based on competitive neural networks. This technique allows to reduce the num­
ber of code-vectors needed to achieve a high quality code-book. This method 
is based on the use of a combination of multiple prototypes to store one input 
vector, achieving a better representation of the input dataset. 

2 The Standard Approach 

Let us consider an image I{i,j)- In order to compress the image by means of VQ 
competitive networks, the image is subdivided into N x M square sub-images 
of size kx k, called windows. These windows are our input patterns with p = k"^ 
components (these patterns are obtained by arranging the pixel values row by 
row from top to bottom). 

The compression process consists in selecting a reduced set of K represen­
tative windows (corresponding to the solution prototypes) and replacing each 
window of the original image with the closest representative window among the 
prototypes. Thus, the compressed image f is built. 

In this work we have used the standard competitive learning (SCL) rule to 
build the code-book. Let X = { x i , . . . , x^} be the set of input patterns, and let 
{ w i , . . . , WK} represent the code-book. The algorithm is as follows: 

L Choose an input pattern, Xi. 
2. Compute the winning prototype (the closest to x^), Wc, verifying 

\\xi-Wcf = . min \\xi-Wjf 

j = l,...,K 

3. Update the vector Wc according to 

Wc(t + 1) = Wc(t) + a(t) • {xi - v^c(t)) 
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where a{t) is the learning rate parameter, usually convergent to 0 as the 
number of iterations t tends to infinity. A typical value for a(t) is given by 
a linear decrease from 0.9 to 0 along the iterations. 

4. Increase t, and repeat steps 1-4 until convergence is detected. 

The bottleneck of this algorithm is the computation of the closest proto­
type, since it involves the calculation of K distances. Thus, the time spent by 
this algorithm to build the code-book when the whole set of input patterns is 
presented to the net is proportional to n • K. 

Though many other learning rules have been developed to obtain quasi-
optimal code-books [?, ?, ?, ?, ?], we have used the SCL algorithm since its 
performance is very well-known and allows us to compare our technique to the 
standard approach. 

3 Pre-fixed Prototypes 

Our proposal diff"ers from the standard approach in several points: 

- Some of the prototypes used in the compression are a priori known by the en­
coder (transmitting the image) and decoder (receiving the image). Thus, with 
some prototypes pre-fixed in advance, the size of the code-book is reduced 
considerably. 
So, if, for example, we have K — 32 prototypes, and we fix K' — 16 of them, 
then the encoder only has to transmit K — K' = 16 prototypes after the 
encoding phase. 

- In addition, since not all prototypes need to be computed, the encoding al­
gorithm (the competitive neural network) will spend less time in computing 
the code-book. 

Thus, with our proposal, we achieve a high quality compression by reduc­
ing computational time as well as the code-book storage space. Our technique 
maintains the same compression rate as the standard approach for the given 
number of prototypes. 

This means that the transmission of the image from the encoder to the 
decoder (receiver) is improved, since the codebook storage space is halved. 

The encoding algorithm is based in applying the standard competitive learn­
ing rule (SCL) mentioned above, but with the restriction of the pre-fixed pro­
totypes: 

1. Choose an input pattern, Xi. 
2. Compute the winning prototype (the closest to Xi), Wc, verifying 

l k i - W c | | ^ = j n i n \\xi--Wj\\'^ 

3. If the winning unit Wc represents one of the fixed prototypes, it does not 
learn. Otherwise, update the vector Wc according to 

Wc( t + 1) = We{t) + a{t) • {Xi - W c ( t ) ) 

where a(t) is the learning rate parameter. 
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4. Increase t, and repeat steps 1-4 until convergence is detected. 

It seems reasonable to use K' = ^^ that is, to fix half the prototypes, since 
it allows an easy codification of each input pattern: if b bits m o , . . . , rrib-i are 
used to encode a pattern, then mo will indicate whether the corresponding 
prototype is a priori known by both encoder and decoder (mo = 0) or not 
(mo = !)• The other b — 1 bits are used to encode the prototype number, from 
0 to K\ So, the decoder, when a sequence of bits arrives, studies mo and looks 
for the prototype in the corresponding part of the code-book (the fixed or the 
transmitted, depending on mo). 

The intuitive idea behind the utilization of pre-fixed prototypes is that these 
prototypes are designed to fit in areas of the image in which there is little detail 
(sky, rivers, etc.), whilst the learnt prototypes focus on the areas of great detail. 

4 Experimental Results 

In this section we compare the efficiency of our proposal in image compression 
with respect to the standard approach. 

We have considered a test set of images formed by 4 images (the well-known 
Lenna image plus 3 images from MatLab Image Processing Toolbox, see Fig. 
1). Each image in our experiments has 256 x 256 pixels, and window size is 
4 x 4 . So, the number of input patterns for the standard algorithm is 4096. The 
number K of representative windows varies in the set /C = {32,64}. 

Two measures has been used in this work to compare the efficiency of our 
technique 

- The peak-signal-to-noise-ratio (PSNR), defined as: 
/ 255 

PSNR = 2 0 1 o g , o ( ^ ^ ^ 

and measured in decibels (dB), where the image has 256 gray levels and 
RMSE is the root mean square error between two images (the original and 
the compressed). Ideally, a value of PSNR = cx) is the goal to attain, since it 
corresponds to a lossless compression. Thus, one tries to obtain the maximum 
value possible for PSNR. 

- The 1-norm (|| • Ĥ ) of the difference between the original image I and the 
compressed image / ' , defined as: 

| | 7 - / ' | | i = m a x ^ | / ( j , j ) - 7 ' ( j , i ) | 
i 

where I{i,j) represents the value of the pixel (i,j) in the image / . 
A lower value of this norm indicates a better approximation of the compressed 
image to the original one. 

Some of the test images are shown in Fig. 1. The compressed images are 
shown in Figs. 2 and 3. In these figures, we can observe that our compressed 
images obtain higher visual fidelity than the standard approach. 
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Fig. 1. Sample images from the test set: lenna (top left), cameraman (top right), rice 
(bottom left) and kids (bottom right). 

For our proposal, y fixed prototypes were built by considering vectors of the 
form w^ = ( Q , . . . , Ci) G {0 , . . . , 255}^ , that is, all components are equal, each 
prototype representing a window with a constant grey-level in all its pixels. Ci 
values (i = 1 , . . . , y ) were equally spaced in {0 , . . . , 255}. The same pre-fixed 
prototypes were used for every test image. 

In Table 1, there are represented the PSNR values of the compressed images 
using both the standard and our approach. It can be noted that if our method 
is used with K^ = K/2 fixed prototypes, where K is the number of the standard 
approach, the PSNR value obtained is at least comparable, and better in some 
cases, to that of the standard approach. 

This surprising fact may be explained as follows: since K' = ^ prototypes 
are pre-fixed, the dimensionality of the problem is reduced to half. As the dimen­
sion is reduced, the number of possible local minima of the distortion function is 
also reduced. So, the learning phase can avoid certain bad local minima present 
when all K prototypes are considered. 

This is also possible since prototypes with a constant gray-level in all its 
components are usually present in wide regions of most images (regions with 
little detail). 

I can also be observed that the 1-norm of our proposal is lower in most cases 
than the corresponding of the standard approach. 
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Table 1. PSNR and || 

At is defined by At = 

• 111 results for the considered compressed images. The quotient 
^new 

^old 

Image 
cameraman 

rice 
lenna 
kids 

cameraman 
rice 

lenna 
kids 

K 
32 
32 
32 
32 
64 
64 
64 
64 

Standard Approach 
PSNR 
23.94 
28.00 
25.41 
27.18 
25.32 
29.41 
26.73 
27.92 

Mil 
23.6 
11.8 
16.9 
12.1 
19.3 
8.6 
13.6 
11.8 

^old 
33.65 
33.31 
33.46 
33.56 
53.40 
45.54 
46.31 
53.73 

Prop. 
PSNR 
24.13 
28.47 
25.39 
26.79 
25.16 
30.33 
26.48 
27.87 

II • 111 
20.1 
10.5 
16.0 
13.8 
18.9 
7.6 
15.7 

11.24 

^new 
31.38 
32.01 
31.12 
31.17 
45.64 
43.50 
43.00 
42.18 

At 
0.93 
0.96 
0.93 
0.93 
0.85 
0.95 
0.93 
0.78 

The time spent by our algorithm to build the code-book is also lower than 
the standard, as shown in the last column of Table 1, where At indicates the 
quotient between the time spent by the standard approach and the time used 
by our proposal. 

5 Conclusions 

In this work we have presented a new algorithm to perform image compression 
based on combining fixed prototypes with the solution prototypes obtained by 
a competitive learning rule. 

This new method is able to represent compressed images with higher visual 
fidelity than the standard approach, at the same time that achieves greater 
PSNR values in many cases. In addition, with this method, the computation of 
the code-book is less time-consuming, since fixed prototypes are never updated. 

We have tested our approach using the standard competitive learning rule. 
Better results are expected if learning rules as [?,?,?] are used instead. 

Our future work covers the study of new algorithms taking advantage of 
combining fixed and variable prototypes to form diflFerent windows in the com­
pressed image. The development of a competitive learning rule to optimize the 
code-book is also an issue of research. 

The application of this technique to specific scenarios or groups of images 
(biomedical images, satellite images, etc.) can improve their processing, seg­
mentation, compression and transmission. 
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F ig . 2. Compressed images (from top to bottom): standard approach with 32 pro­
totypes, our proposal with 32 prototypes, standard approach with 64 prototypes and 
our proposal with 64 prototypes. 
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V» V 
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Fig . 3 . Compressed images (from top to bottom): standard approach with 32 pro­
totypes, our proposal with 32 prototypes, standard approach with 64 prototypes and 
our proposal with 64 prototypes. 
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A b s t r a c t . Image classification is addressed in this paper by utilizing 
spatial relation of detected objects in a rule-based fashion. Instances 
of particular object classes are detected combining bottom-up (learn-
able models based on simple features) and top-down information(object 
models consisting of primitive geometric shapes such as lines). The rule-
based system acts as a model for the spatial configuration of objects, 
also providing a human interpretable justification of image classifica­
tion. Experimental results in the athletic domain show that despite 
inefficiencies in object detection, spatial relations allow for efficient dis­
crimination between visually similar images classes. 

K e y w o r d s : image classification, object detection, spat ial realations 

1 Introduction 

Retrieving images based on their content is a challenging issue. Although the 
last decade research has being focusing on the query-by-example paradigm [1], 
an ambitious goal is to allow the user to formulate semantic queries th rough 
a na tu ra l language interface. Beside t ransla t ing textual information into a se-
mantically valid query, this goal also requires an association of semantic classes 
to their visual representations. 

An approach to handle semantic queries has been to label images with coarse 
classes, such as indoor /ou tdoor and ci t ies/ landscapes, based on global charac­
teristics of images. Such a labelling, though, tends to be inadequate in respect 
to reaHstic user-queries. At the same t ime, finer grain classification based di­
rectly on global image features, seems unfeasible. In more realistic scenarios, 
a user may wish to retrieve an image based on part icular objects they appear 
in it. This brings up the question of detecting and classifying part icular areas 
of images to one among a certain number of object classes. W h a t ' s more, once 

This work was partially supported by the European Commission under the FP6-
027538 contract. 
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Fig, 1- Schematic diagram of the detection and classification process 

this question is addressed, an overall image classification becomes conceivable, 
by resolving it to a particular spatial combination of objects it is made of. 

In this study, we apply an object detection followed by image classifica­
tion approach to detect objects and events in the athletics domain. Our object 
detection method results in finding image areas corresponding to a (possibly 
partially occluded) 2D-representation of an instance of a predefined set of ob­
ject classes. To that end, we combine a top-down strategy, i.e. take into account 
modelHng of specific object classes, with a bottom-up approach, i.e. determine 
region boundaries based on visual cues, as suggested in [2, 3, 4]. As a next 
step, we consider the image as a combination of distinct semantic objects corre­
sponding to different area locations [5, 6, 7, 8]. We then verify the object spatial 
relations against a set of rules, to characterize the whole image. 

In unconstrained images, there is a great variability of object classes in 
respect to lighting conditions and camera positions. Hence, most literature has 
been concentrating on very specific application domains, such as car plates 
recognition, horses, street scene analysis and face detection [9]. In this article, 
we present on-going work focused on the athletic domain, where (a) the objects 
to be identified are the humans and the athletic instruments and facilities and 
(b) the image is classified as a whole in respect to the athletic event it focuses 
on. Nevertheless, as it will be shown, our methodology allows to improve image 
classification results even when objects are missing or not properly detected. 

2 System Overview 

Semantics extraction from images has been frequently depicted as bridging the 
gap between concepts and their visual representations. Our approach consists 
of constructing this bridge with, as an intermediate abutment, the detection 
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of particular image areas as instances of semantic classes. The overview of our 
method is depicted in Figure 1. 

Our assumption is that in most circumstances, even when an image can 
be overall described by a single word, its semantics are too complex to be de­
tected directly by visual cues. We refer to those semantics as high-level concepts. 
Instead, it may be easier to decompose the image semantics into a set of inter­
related concepts corresponding to distinct visual areas of the image, which may 
be much more easily detectable. We will refer to these concepts as mid-level 
concepts [10], since they serve as intermediates between visual cues and the 
final image classification^. This has the advantage of being able to explicitly 
supplement the extraction system with known semantics regarding the relation 
between the mid-level concepts and the high-level ones, thus providing useful 
a-priories to the extraction procedure. 

To illustrate our methodology, consider an example of the athletics domain, 
where an image shows an athlete holding a pole and jumping over an horizontal 
bar, whereas a pillar is also visible. Clearly, this may be interpreted as a photo 
taken from a pole-vault event, as long as the relative position of these objects 
does indicate this. Although a direct classification of an image as a pole-vault 
event is theoretically possible, detecting each object separately and then asso­
ciate them seems a more robust and scalable solution, if a distinction between 
a very visually similar event, such as high jump, is desirable. 

Our methodology results in semantic labelling of images as well as of ob­
jects within images, which makes it potentially suitable for image retrieval. An 
important issue that arises then is how the results are further used to allow 
for query answering. Although early approaches employed ad-hoc methods for 
querying specially crafted databases [11], the approach we suggest here is to 
populate an ontology, which can be then further queried using a standard rea-
soner (see [12]). This approach has the additional advantage of using further 
knowledge, implied by the T-box of the ontology, to answer complex semantic 
queries. 

3 Object Detection 

Our approach to object detection is a conjunction of bottom-up and top-down 
techniques to detect specific objects. Namely, following a domain-independent 
segmentation to find a first set of segments (bottom-up approach), particular al­
gorithms [13] [14], taking into account information regarding the colour/texture 
of objects, are used to detect fragments of objects classes (top-down approach). 
Additional information regarding the expected shape of the object classes is also 
used either to merge adjacent fragments of the same object class or to directly 

^ Notice that although the concepts' qualifier "mid-level" refers to their role as inter­
mediates in bridging the semantic gap, they can also be characterised as "atomic" 
in that they constitute the smallest semantic entities detected directly through 
image processing techniques. 
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locate them in the image (top-down). In the latter case, a further combination 
of the segments found with the general-purpose segmentation is used to opti­
mally adjust the object boimdaries. To further distinguish among object classes 
in a finer grain, we extract features of the detected objects and feed them to a 
learnable classifier, assigning the object class with the highest score. 

In the remainder of this section, we describe in details the way detection is 
done for three object classes: human bodies, human faces and elongated objects. 
The choice of these object has been such that, as it will be shown at section 4, 
it will enable a final image classification based on their spatial relations. 

Detection of human bodies To detect human bodies, the image / is first 
partitioned into segments S = {Si} using the JSEG [15] algorithm, such that 

Û ' (1) 

To allow for more accurate object contour detection, over-segmentation is pro­
moted, by choosing high values for the merging threshold of this algorithm. 
Subsequently, a small number among these segments is kept, based on whether 
these constitute foreground areas of the image. Foreground areas are modelled 
as the visually attended areas, computed with the aid of the algorithm described 
in [14]. The assumption here is that the human to be detected is always part of 
the foreground, since during photo capturing, the focus is on him. In particular, 
the set of segments S' kept as candidates for humans, comprises those having 
overlap precision ratio higher than a defined threshold T: 

S'^{Sr.^-^^>T} (2) 

where Mi denotes the mask of segment Si, Mp denotes the mask of area detected 
as foreground, D denotes the logical AND operation and | • | denotes the sum 
over pixel values. A typical value for the threshold T is 0.5. 

To further reduce the elements of S', we make use of a classifier, which 
decodes wether a segment is part of a body, rather than some other object 
class. Since the same classifier is used to discriminate among object classes, it 
is described separately below. Finally, adjacent partitions of this set are, then, 
merged and the human body is considered as the largest (with respect to area 
measuring) candidates after merging. 

Detection of human faces To detect human faces, we rely on two essential 
characteristics of a face: (a) faces are skin areas having significant intensity 
variability due to the presence of eyes, eyebrows, mouth and nostrils and (b) 
faces tend to have an oval-like shape. In particular, we first detect segments 
containing skins, based on the combination of the JSEG segmentation algorithm 
with a skin-detection algorithm described in [13]. Again, over-segmentation is 
pursuit in order to allow discrimination between the face and neighboring naked 
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body parts (neck and arms)^. Having identified a number of potential face 
fragments, we proceed by selectively merging their corresponding segments. 
Segments are recursively merged under the condition that (a) they are adjacent 
and (b) the resulting segment jointly maximizes both the anticipated skin colour 
[13] and the circularity index, as compared to the largest of the component ones. 
The circularity index is computed as the ratio of the area of a circle having as 
radius the variance of the segment along its longest projection, to the actual 
area of the segment: 

27r(max|v[^i var{v^5})^ 

\s\ ^' 
The resulting candidate human faces segments are then given to the machine 
learning algorithm for a final scoring. 

Detection of elongated objects Particular attention has been given to the 
detection of possibly occluded objects having an important elongated nature, 
since these are pertinent in respect to the athletics domain (horizontal bars, 
poles, pillars). Elongated objects have line segment characteristics and their 
detection involves the combination of the radon transform with hough trans­
form. Namely, the image edges are first extracted, by using information from 
the gradient and the entropy of the pixels' images. Then, the matrix stemming 
from the radon transform, evaluated at angles with a small step (e.g. 3°), is 
processed by a hough transform to find optimal angles, where the intensity 
of accumulation is important across a wide range of pixels. Subsequently, the 
image-mask corresponding to each of the angles found is dilated and combined 
with the original image with the AND operator. The detected objects are then 
fed to the classifier for a final decision. To allow for discrimination among sev­
eral types of elongated object classes, features such as orientation and length 
are also extracted. 

Finer Object Classes The above methods for human face, human body and 
elongated objects result in image segments that possibly correspond to one 
of these object classes. To further enhance the ability to discriminate among 
these classes, as well as to discriminate among sub-classes, we make use of 
a classifier. This requires generating a feature vector corresponding to each 
image segment. The features that have been used are area, colour, area entropy 
(texture), circularity index, angle, and position. The generated feature vectors 
are then fed to a multiclass 1-vs-all extension of an RBF-SVM classifier. The 
class with the maximum score is then used to finally characterize the segment. 

4 Ruled-Based Image Classification 

In the proposed methodology for image classification, the role of rules is to pro­
vide relations between semantic entities (objects) so as to allow for an overall 

^ Notice that this is not always feasible and is actually the main reason for achieving 
high area recall but low area precision values (see the evaluation section below). 



352 Nicolas Tsapatsoulis, Sergios Petridis, and Stavros J. Perantonis 

image interpretation. The rules are derived automatically based on the manually 
annotated objects and refer to spatial relations between them. Justification of 
using rules referring to spatial relations was, first, identified during the manual 
image annotation process. The question there was: "Which are the discrimi­
natory cues that allow (humans) for identifying the class of an image given a 
set of available classes?". In the athletics domain it turned out that these cues 
were: (a) Existence of particular athletic instruments (e.g., pole, hurdles, etc), 
(b) posture of athlete's body, and (c) recognition of an athlete and association 
with her/his athletic event of expertise. The existence of particular objects, in 
our approach, is verified through the object detection process. As already men­
tioned, however, object detection (even in the context of a particular domain 
like athletics) is neither easy nor reliable. Thus, rules of the form "if instrument 
X was found then input image belongs to class Y" are error pruned. On the 
other hand by using spatial rules between two objects we ensure that neither ob­
ject detection false alarms nor object detection misses would be able to activate 
a rule because a spatial relation with another object needs also to be fulfilled. 
As far as the athlete's body posture cue is concerned, by defining human body 
and human face as different objects one can define rules describing a variety 
of postures. Finally, the third image classification cue implies face recognition 
abilities so as to recognize athletes from photos. Despite the lot of work done 
in this area, unconstrained face recognition from images is closed to impossible 

In order to construct rules concerning the spatial relations between objects 
we have defined a set of spatial relations that can be easily identified in the 
2D-projection of a physical scene through the use of image analysis techniques. 
In the first stage we have used the following spatial predicates: 'is above', 'is 
below','is left', 'is right', 'is adjacent', 'is near', 'is above left', 'is above right', 'is 
below left', 'is below right'. We are currently working towards reliable automatic 
extraction of the 'is behind' relation. 

Rule extraction Rules are automatically extracted by using the manually 
annotated content. Spatial relations are then computed based on the object 
masks. Although formal rule extraction exist [16], in a preliminary study we 
have constructed spatial rules by exhaustive search in om: training corpus. In 
particular we have tried to identify rules that frequently appear in the content 
of a particular image class and are able to separate this image class from the 
other classes. A sample of derived rules are shown in Table 1. For instance, 
the rule with id=10 can be expressed as 'a body is below an horizontal bar'; 
this rule holds in the 5% (see frequency field) of training images. The 75% (see 
confidence field) of these images belong to the pole vault class. 

Image Classification In order to classify images w.r.t a set of available classes 
using the above mentioned rules we use a 'rule-voting' process. That is, given 
the object detection results for a particular image, every activated rule votes for 
its class with the rule's confidence value. The overall score for a particular class 
is the sum of votes for this class divided by the total number of activated rules. 
Imagine, for example, that the rules with ids 9,10,11 hold based on the image 
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rule id relation arg. a arg. b frequency class confidence 

9 is above right body pole 7 pole vault 1.00 
10 is below body horizontal bar 5 pole vault 0.75 
11 is left face horizontal bar 14 high jump 0.84 
12 is right face horizontal bar 9 high jump 0.91 

Table 1. Example of spatial rules 

analysis results. The 'voting' score for the pole vault class is (l + .75)/3 = 0.5833 
while the corresponding score for the high Jump class is 0.8421/3 = 0.2807. 
Given that the confidence score for each rule is bounded in the [0,1] interval 
it is obvious that the sum of voting scores for aU classes is bounded by one. 
However, the upper bound is rarely reached in practice. On the other hand, 
there are cases (images) in which no rule is activated. In this case the image 
class is denoted as 'unknown'. In this way images, for which the evidence for 
their class estimation is poor, remain unlabelled. 

We should note, here, that the aim is to transfer the knowledge captured 
through the rule extraction process, outlined earlier, into an ontology to allow 
for usage of description logics. This will allow rule combination and utilization 
of prior knowledge already available in the ontology. A further goal is then 
to use the ontology to guide the object extraction process, by also detecting 
object's configurations unlike to appear. To give an example, in the context of 
pole vault and high jump images, it is unlike that a body can be above a face 
and both of them below an horizontal, unless a pole is also present and touches 
the body. 

5 Evaluation Results 

The performance of the presented algorithms has been evaluated based on a 
set of manually annotated images spatial dimensions 480 x 600, taken from the 
lAAF web site [17]. In total 140 images illustrating pole vault (69) and high 
jump (71) events were manually annotated by two different annotators. In order 
to evaluate the consistency of the manually marked areas the inter-annotator 
agreement (lAG), which equals the ratio of the number of pixels belonging to 
both annotated areas to the number of pixels belonging to at least one annotated 
area, was used: 

_ \MlnMi\ 

The ground truth area for each object instance was set as the logical OR oper­
ation between the areas marked by the two annotators under the constrained 
that the I AG for these annotations is higher than 0.6. In this way a ground 
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object class occurrences recall precision MAR MAP MAM 

horizontal bar 
pole 
human face 
human body 

111 
61 
139 
140 

81.1 
73.8 
62.6 
67.2 

81.8 
81.8 
64.9 
72.9 

79.0 
62.3 
91.9 
93.1 

61.8 
65.1 
48.0 
84.7 

80.1 
85.6 
66.7 
88.3 

Table 2. Evaluation Results for the detection of objects. The first three columns 
correspond to the number of occurrences of instances of each object class, the recall and 
precision of the object detection method. The following three columns are percentages 
in respect to the object correctly identified, conveying information about the area 
mathching: mean area Recall (MAR), mean area precision (MAP) and Mean Area 
Match between annotations (MAM). 

truth set was built comprising of 140 human body instances, 139 human face 
instances (one face was fully occluded), 111 horizontal bars instances and 61 
pole instances. 

Table 2 presents the results of evaluation of the object classes at image level. 
We consider that a segment Si detected automatically is correct when there 
exist a manually annotated segment S^^ classified under the same object class 
with high overlap, in the sense of eq.(4). To be fair, we consider the threshold 
^ as a function of the manually annotated segment size, so as to be more strict 
(respectively less strict) for large objects (respectively small objects). To this 
end, we used the sigmoid-shape function 

where |5 | and | / | are the areas of the segment and image respectively, and a, 
b and c are parameters set to a = 0.1, 6 = 3 and c = 10. For the segments 
classified as correct, the area recall and recision have been evaluated as: 

|M«| ' \M\ ^ ^ 

where M and M" denote the mask of a detected and its corresponding manu­
ally annotated segment respectively. Their mean values across all instances of 
the same class is shown in Table 2. An interesting point one can notice is the 
poor results in face detection. This can be assigned to the variabihty in pose 
(in very few images face appears in frontal position) and a frequent partial oc­
clusion from human body and athletic objects. The authors beUeve that given 
the difficulty of face detection in such an unconstrained environment, results 
are more than satisfactory. Also notice that detection of horizonal bar is more 
accurate than pole's, though both are detected using the same principle (elon­
gated objects). This is due to the higher variability in shape and orientation 
encountered in the visual appearance of poles. 

In Table 3, the evaluation results for image classification are presented. To 
test the generalisation performance of the rules used, we tested them on a set 
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Sport Performance Confusion Matrix 
Recall Precision HighJump Pole Vault Unknown 

High Jump 86,7% 92.2% 13 2 1 
Pole Vault 75.0% 85.7% 1 12 3 

Table 3. Evaluation results for image classification - Confusion matrix 

object class occurrences recall precision 

horizontal bar 
pole 
human face 
human body 

24 
11 
30 
32 

79.2 
63.6 
66.7 
75.0 

79.2 
70.0 
69.0 
82.8 

Table 4. Evaluation Results for the detection of objects in the test set. 

of 32 pole vault and high j u m p images not used during the rule induction and 
object class learning process. Object detection results for the same set are shown 
in Table 4. Notice tha t the only object class which can be used for discriminating 
between pole vault and high j u m p images is pole, since all other object classes 
appear in bo th sports . However, as can be seen from Table 4, retrieving pole 
vault images only upon pole existence would result in poor performance (recall 
63.6%, precision 70%). Rule-based classification achieves significantly higher 
rates (recall 75.0%, precision 85.7%), thus alleviating false alarms and misses 
during pole detection. 

6 Conclusion and Fiiture work 

In this paper, we proposed a methodology tha t allows for fine-grain image clas­
sification. At a first step, a number of key-objects with specific semantics are 
detected. Subsequently, the spatial configuration of these objects has been taken 
into account by a set of rules, to ul t imately characterize the entire image. The 
evaluation of our approach shows tha t spatial relations between objects have 
provided substant ial information for image classification. The redundancy of 
cues induced by bo th detected objects and their spatial relations allows for 
tempering object misses a n d / o r misclassifications, thus rendering the overall 
methodology robust . 

Our future plans to improve upon our methodology involve two main di­
rections. First , we investigating one-class learning models to measure the level 
confidence of the objects detection. The level of confidence can then be used as 
a weighting factor while applying the rules. A second research direction regards 
rules learning, which is currently done though through exhaustive search. We 
expect tha t e laborated machine learning methods for rule extract ion tha t , in 
addition, allow for complex rule formation, can further improve the accuracy 
and robustness of image classification. 
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A b s t r a c t . Along with the rapid increase of available multimedia data, 
comes the proliferation of objectionable content such as violence and 
pornography. We need efficient tools for automatically identifying, clas­
sifying and filtering out harmful or undesirable video content for the pro­
tection of sensitive user groups (e.g. children). In this paper we present 
a multimodal approach towards the identification and semantic analysis 
of violent content in video data. We propose a layered architecture and 
focus on ontological and knowledge engineering aspects of video analy­
sis. We demonstrate the development of two ontologies defining violent 
hints hierarchy that low level analysis, in visual and audio modality, 
respectively should identify. Violence domain ontology, as a reality rep­
resentation, defines higher-level semantics. Taking under consideration 
extraxjted violent hints, spatio-temporal relations and behavior patterns 
higher-level semantics automatic inference is possible. 

1 Introduction 

Psychological researches on media violence prove its negative effects on behav­
ior, a t t i tude and emotional s ta te of vulnerable user groups (especially children). 
In the age of internet technologies and digital television, dissemination of dan­
gerous content seems uncontrollable. Common users and industry demand in­
telligent, human-like methods , to automatical ly detect, annota te and filter out 
any violence hidden in video da ta , thus enabling high level parenta l control. 
The main obstacle towards this direction is the inability of machines to grasp 
high level semantic concepts from mult imedia da ta (multimedia semantic gap) . 
In order to tackle this problem we need efficient audio and visual medium level 
concept /event detectors, higher level domain knowledge represented in a formal 
way and tools to optimally handle their interoperat ion. 

Previous research towards bridging mult imedia semantic gap follow either 
a unimodal or a multimodal approach. T h e former case consists in classifying 
low level feature vectors, extracted from a single modafity, in a set of prede­
fined classes and the later in fusing each modal i tys ' low level analysis results. 
Mult imodal fusion schemes either combine single modali ty features in a multi­
modal representat ion and feed those to machine learning algori thms to extract 
combined semantics (early fusion) or couple each modal i tys ' mediimi level se-
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mantics (extracted using single modality analysis techniques) to achieve higher 
level of abstraction and improve semantics extraction accuracy (late fusion). 

Ontologies and MPEG-7 tackle the problem of knowledge, content and se­
mantics representation and annotation, which arise in either multimedia seman­
tics analysis techniques. MPEG-7 [2] defines metadata descriptors for structural 
and low level aspects of multimedia documents, as well as, high level description 
schemes (Multimedia Description Schemes) encapsulating multimedia content 
semantics. Deploying Semantic Web trends and ontologies on multimedia data, 
which are complex in nature, multi-modal, of significant size, requiring exten­
sive and eflficient analysis to reduce the data space and extract representative 
features and descriptions, is a very challenging task. On the on hand multime­
dia ontologies, tackling the data characteristics, implement definition models 
for low- to medium-level descriptions, as the ones dictated by the Audio and 
Visual Parts of MPEG-7. On the other hand domain ontologies represent do­
main knowledge in the form of high-level concepts, hierarchies and relations. 
The interoperation of Multimedia and Domain Ontologies, along with the op­
timal definition of the latter, to support automated semantic annotation of 
multimedia data is a major research focus [5] in various appHcation domains. 

In this paper we propose a late fusion scheme for automatic identification 
and annotation of complex violent scenes in video data. We overlook medium 
level semantic extraction techniques (we use them as black boxes) and focus 
our attention on representing and inferring single and cross modality semantics 
using an ontological and knowledge engineering approach. Previous, mainly 
low level analysis based approaches tackle the problem at hand by detecting 
a limited and simple set of violence actions and semantics (i.e. kicking, fist 
fighting, explosions, gunshots), in order to ease the solution. Our approach 
by focusing on tackling an extensive range of complex violent acts in video 
data, based on violence domain knowledge representation, using ontologies and 
reasoning on or inferring from results obtained by multimodal analysis of both 
visual [10] and audio [8] modalities, attempts to proceed further. 

The utmost goal is to automatically detect complex multimodal semantics 
around violence hidden in video data, annotate them accordingly and enable fil­
tering of content for parental control. A crucial step in the overall methodology 
is the best possible definition of the underlying ontologies. To optimally combine 
multimedia descriptions with the violence domain ontology, the knowledge rep­
resentation process has involved the definition of modahty violence ontologies 
(audio, visual) that essentially map low-level analysis results to simple violence 
events and objects (medium-level semantics), as well as a violence domain ontol­
ogy that defines the hierarchy of violence concepts and inherent relationships, 
irrespective of data, starting from abstract and complex ones to more simple 
and concrete ones (shared by all ontologies). The latter is used as input to 
the inference engine that undertakes the fusion of results from medium level 
semantics to lead to higher level ones and to infer knowledge about existing 
violence. 
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The paper is organized as follows. Section 2 briefly describes the overall 
architecture of the proposed solution and analyzes developed ontologies in de­
tail. Section 3 discusses the creation of a violent movies corpus and the related 
ground truth. Finally, discussion for further work and conclusions are drawn in 
Section 4. 

2 Knowledge Engineering Methodology for Violence 
Identification in Movies 

Violence is a very abstract concept describing actions and situations, which may 
cause physical or mental harm to one or more persons, injury to animals, or 
damage to non-living objects. Violent content in video data refer to scenes that 
include such actions. Previous research towards violence identification in video 
data is limited and in most cases examines only low level features to extract 
simple semantics. In [7] the design of a simple feature space, for scene catego­
rization based on the degree of action (i.e. degree of violence), is presented. In 
[3] detection of person on person violence, such as fist fighting, kicking, hitting 
with objects, in video data captured using a stationary camera, is accomplished 
using motion trajectory and orientation information of a person and its limbs. 
Audio data for violence detection is used as an additional feature in TV drama 
and movies in [6], where abrupt changes (i.e. explosions) in energy level of the 
audio signal are detected using the energy entropy criterion. 

Combining violent objects, actions and events extracted from visual and 
audio modality respectively, towards composing and identifying higher level vi­
olent behaviors, seems a very promising approach for the problem at hand. A 
crucial step for this approach is to represent the violence domain knowledge as 
effectively as possible, in all its complexity, abstractness and hierarchy depth. 
A formal representation of the violence domain, to drive violent acts detection, 
has never been attempted before. We make a step forward towards this direc­
tion. Our overall goal is to devise a multimodal analysis, fusion and inferencing 
methodology towards automatic semantic violence extraction and annotation of 
video scenes, aiming further at content filtering and enabling parental control. 
The conceptual architecture of our overall methodology is shown in Fig. 1. 

Preprocessingip 

Fig. 1. Conceptual Architecture 
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A preprocessing step tackles the task of temporal video segmentation and 
feeds the low level audio and visual analysis algorithms with video shots and 
audio segments respectively. A visual and an audio ontology defining the hi­
erarchy and relations of violent objects and primitive actions/events drive the 
corresponding segment based low level analysis procedures. Having recognized 
some audio and visual violent hints and instantiate the corresponding MPEG-7 
descriptors, the inference engine using probabilistic reasoning, spatiotemporal 
relations and behavioral patterns maps sets and sequences of violent hints to 
higher level violent concepts represented in the domain ontology. In the fol­
lowing paragraphs we neglect the preprocessing and low level analysis steps 
(considered as black boxes) and we focus on the higher level of analysis, by 
presenting the corresponding ontologies and sketching the inference procedure. 

2.1 Violence Domain Knowledge 

As we pinpointed previously, eflFective violence domain representation, in all its 
complexity, abstractness and hierarchy depth is crucial towards tackling the 
problem at hand. Combining psychologists' view of violence and violent acts 
and extended investigation through observation of video data, we make the 
first attempt to conceptualize violence in an organized way. We define complex 
semantics of extensive violent acts, also found in movie data, along with cross-
modal relations of medium level semantics, deploying Semantic Web languages, 
in violence domain ontology. The violence domain ontology as a knowledge 
representation can be further exploited by researchers and organizations inves­
tigating violence (i.e. psychologists, pedagogists, pohce). 

Although our ontology comprises a generic representation of violence we 
will focus our analysis in the movie violence domain. In a movie scene con­
taining violence (e.g. torture, fight, war) a spectator can quickly grasp the 
form of violence (e.g. fighting with weapons), recognize a sequence of violent 
(e.g. shooting, stabbing), of generic (e.g. running, walking) and of consequence 
(e.g. falling, crawling, scream) actions. The direct application of this process 
demonstrates how the hierarchy (taxonomy) of violent actions, along with their 
inter-relations (e.g. a stabbing is followed by a scream), is constructed, formu­
lating the violence domain ontology. The presented movie violence ontology is 
implemented in OWL-DL [4] using Protege. In Fig. 2 we present the higher level 
concepts of the violence ontology (left part) and an instantiation of the ontol­
ogy (right part) for the violent action "stab" and the violent action "punch", 
demonstrating hierarchical and temporal concept's relations. The medium level 
classes (actions) of the ontology are strongly related with the inference engine, 
since they represent multimodal actions inferred using reasoning by relating to 
the visual and audio ontology and the single modality analysis and classifica­
tion results. Additionally the simplest, more concrete, concepts (e.g. weapon, 
scream) are further represented, along with their low level feature descriptions, 
in the visual and audio ontologies, thus defining the association mechanisms of 
the three ontologies. 
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Fig. 2. Violence Ontology 

2.2 Visual Semantics for Violence 

Every violent behavior described in the domain ontology is usually composed 
of some primitive actions (performed from a person), or events (either visual 
or auditory) and include a set of objects (e.g. knifes, swords). The visual on­
tology (Fig. 3) for violence defines a taxonomy of moving objects (e.g. people, 
weapons, body parts, military vehicles), stationary (contextual) objects (e.g. 
walls, fences, furniture), abstract objects (e.g. explosions, fire, injuries) and 
primitive actions (e.g. crawling, running, falling). We note that the detection 
of some of the aforementioned concepts does not directly imply violence (e.g. 
bottle), but in the context of violence (e.g. hit on the head with bottle) its 
identification might be very important. The visual ontology further includes 
the MPEG-7 visual descriptors and MPEG-7 MDS (Multimedia Description 
Schemes), which describe visual features such as color, texture, shape and mo­
tion and semantic information of video respectively, associated with the above 
mentioned taxonomy entries. Furthermore it drives low level analysis algorithms 
towards extracting the specified objects and actions from the video data, along 
with their low level features. Thus the identified concepts and the correspond­
ing features are instantiated based on the ontology. Following the previously 
reported examples of "punch" and "stab" recognition, in the marked area of 
Fig. 3 we demonstrate the description instantiation of the moving body part 
"arm", the visual object "knife" and the injury related concept "wound" (as a 
consequence of stab). This example further demonstrates the Unking between 
the violence and the visual ontology through common terms, from a different 
viewpoint. 

2.3 Audio Semantics for Violence 

In violent scenes one can recognize a set of audio events indicative of violence like 
gunshots, screams, explosions, hit sounds. Moreover indication of violence can 
be drawn from the background music (e.g. action scenes with multiple persons 
fighting are accompanied with intense music) or the emotional speech of an actor 



362 Thanassis Perperis and Sofia Tsekeridou 

Fig. 3. Visual Ontology 

(e.g. angry speech might be followed by some sort of fight). Thus, we have fur­
ther implemented the aforementioned audio events (Fig. 4) in a taxonomic way, 
defining the audio ontology for violence. The ontology is extended with MPEG-
7 audio descriptors and MPEG-7 MDS (Multimedia Description Schemes), to 
specify low level features and semantically describe the audio data respectively. 
As in the case of the visual ontology a set of classification algorithms [8] (e.g. 
Bayesian networks, SVMs) is responsible for instantiating audio descriptions in 
compliance with the ontology including the corresponding sound segments, their 
categorization and the values of their low level features (e.g. spectrum, timbre, 
energy, volume). In the marked area of Fig. 4 we demonstrate the instantiation 
potentials of "punch" and "scream" following the aforementioned example. We 
note that the high level actions (punch, scream) are also represented both in 
the violence domain and the audio ontology. Thus, as in the case of the visual 
ontology, the association between the two ontologies is evident. 

(jiahtRelatedSaundjKl-'^^^ ("HitSaynd ^̂ <1 ' ^ ' ^ - " H ' Punch.Sound ^^-^i^^^^TMPEGTDestripto.is 

;'sharpEnviromentalSound><i^'^ ( Ciish 

Fig. 4. Audio Ontology 



Violence Identification in Movies 363 

2.4 Inference Engine Design 

Having the adequate ontological descriptions for single modality medium level 
semantics and the corresponding low level extraction algorithms, we need effi­
cient methods that taking under consideration spatio-temporal relations behav­
ior patterns and uncertainty of extraction fuse and interchange mediimi level 
semantics from different modalities (audio and visual) to infer/reason about 
higher level violence behaviors (e.g. more complex, abstract and extensive vio­
lence cases). For example, the "punch" concept can be automatically extracted 
based on the initial analysis results and on the sequence or synchronicity of au­
dio or visual detected events such as two person in visual data, the one moving 
towards the other, a hand is moving fast towards a face, while a punch sound 
and scream of pain is detected in the audio data. 

To support reasoning mechanisms, it is required that apart from the onto­
logical descriptions for each modality, there is a need for a cross-modality onto­
logical description which interconnects all possible relations from each modality 
and constructs rules that are cross-modality specific and must tackle the fol­
lowing issues: 

- Account for intra- and cross-modafity spatial, temporal or spatio-temporal 
relationships. 

- Represent the priorities/ordering among modalities for any multimodal con­
cept. 

- Take under consideration cross-modality synchronicity relationship (simulta­
neous semantic instances in diflFerent modalities). 

- Handle the issue of importance of each modafity for identifying a concept or 
semantic event. 

- Capture uncertainty of extracted medium level semantics and support rea­
soning with partial, imprecise information. 

Rule construction, either in some logic form (FOL, F-logic) or in the form 
of sequential if-then rules, seems an ideal solution for all sort of relationships' 
representation (spatio-temporal, ordering, synchronicity). Significance weights 
can represent the importance of each modality for identifying a concept or 
semantic event. Bayesian networks or fuzzy logic could handle the uncertainty 
imported in medium level semantics from low level analysis algorithms. 

3 Experimental data setup 

We have collected a corpus of 10 movies in MPEG-4 format, containing a variety 
of violent scenes, composed of both auditory and visual clues. We are in the 
process of producing manual annotations to form the essential ground truth, 
as MPEG-7 description instances, based on the violence terms and concepts 
existent in all defined ontologies. This ground truth data will be used by all 
processes involved, semantic audio analysis and violent events identification. 
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semantic visual analysis and violent events identification, as well as late fusion 
methodology and inferencing for complex violent events identification, in order 
to assess their performance and identification accuracy. 

4 Conclusions and Future Work 

We have proposed an ontological and knowledge representat ion approach to de­
fine the underlying semantics for violence characterization in video da ta . This 
is the first s tep before providing the inferencing mechanisms in order to au­
tomatically identify violent scenes and their context in video data . Thus , this 
work has to further tackle the question: how to fuse and interchange semantics 
from different modalities?. We are in the process of exploring the usage of basic 
probabilistic inference methods (Bayesian/belief networks, HMMs), probabilis­
tic reasoning (probabilistic logic, P R - O W L ) and rule construction. Fur thermore 
we intend to subsequently apply a similar approach by defining the correspond­
ing ontologies to identify and filter out pornographic content. 
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Abstract. In this paper, we address tracking of multiple people in complex 3D 
scenes, using multiple calibrated and synchronized far-field recordings. Our 
approach utilizes the faces detected in every camera view. Faces of the same 
person seen from the different cameras are associated by first finding all 
possible associations and then choosing the best option by means of a 3D 
stochastic tracker. The performance of the proposed system is evaluated by 
using the outputs of two grossly different 2D face detectors as input to our 3D 
algorithm. The multi-camera videos employed come from the CLEAR 
evaluation campaign. Even though the two 2D face detectors have very 
different performance, the 3D tracking performance of our system remains 
practically unchanged. 

1 Introduction 

Tracking and recognizing people is very important for applications such as 
surveillance, security and human-machine interfaces. In the visual modality, faces 
are the most commonly used cue for recognition. Finding the faces also helps resolve 
human bodies that are merged into one by the tracker. Hence face localization is of 
paramount importance in many applications. 

Tracking in smart rooms can be very complicated due to the complex 
background and the crovv^ded foreground. In smart room scenarios the cameras are 
placed a bit above body height, aiming to have their optical axes almost 
perpendicular to the faces and they are not panoramic, in order to have reasonable 
face sizes. This results to viewing conditions where a small group of four people can 
fill up a significant part of the fi-ame. In such cases the targets no longer contain a 
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single person. As the bodies in the image plane touch each other, a formed target 
contains them all. 

Resolving the problem using motion or color information is not generic enough; 
the bodies can have similar velocity vectors, and they can be dressed in similar 
colors, especially in military applications. What can help to resolve the problem is 
the existence of multiple cameras; information from all of them can be used to build 
a 3D understanding of the smart room, enabling 3D person tracking. 

In this paper we address person tracking in 3D by utilizing the 2D face locations 
on multiple calibrated [1] and synchronized cameras. Effectively, we track the 
centroid of the head of every person in multi-view and multi-person recordings. 
Possible associations of the different views of a face are constructed by projecting a 
grid of 3D points onto the different image planes and collecting face evidence. A 
stochastic tracker then selects the best association. 

The recordings of the CLEAR Evaluation (Classification of Events, Activities 
and Relationships) [2,3] are utilized to test the proposed system. These recordings 
comprise five cameras each (four at the room comers and one panoramic at the 
ceiling). They depict multiple people in cluttered backgrounds, recorded in five 
different sites. The situation recorded is of the business meeting with presentation 
type. Breaks where people move around the room a lot are also recorded. These 
recordings are quite challenging for tracking. 

The paper is organized as follows: In section 2 the 2D face trackers employed are 
outlined. In section 3 the 3D tracking system is detailed. In section 4 the results are 
discussed, to be followed by the conclusions in Section 5. 

2 Face tracking in 2D 

Two different 2D face tracking algorithms are utilized to produce the location of the 
faces in every camera view. The one is from Athens Information Technology (AIT) 
and the other from Pittsburgh Pattern Recognition (PittPatt). Both algorithms 
participated in the 2D face tracking task of the CLEAR 2007 evaluation campaign, 
giving quite different results. They are summarized in the next two subsections. 
Their performance is also presented in a third subsection 

2.1 AIT face tracker 

The AIT face tracker is detailed in [4]. In summary, it operates as follows: The 2D 
face localization is constrained in the body areas provided by a body tracker. Three 
face detectors for frontal and left/right profile faces provide candidate face regions in 
the body areas. The face candidates are validated using the probability scores from a 
Gaussian Mixture Model. The surviving candidates are checked for possible 
merging, as both the profile detectors and the frontal one can detect different 
portions of the same face if the view is half-profile. The resulting face candidates are 
associated with faces existing in the previous frame and also with tracks that 
currently have no supporting evidence and are pending to either get an association, 
or be eliminated. Any faces of the previous frame that do not get associated with 
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candidate faces at the current frame have a CAM-Shift tracker [5] initiated to attempt 
to track similarly colored regions in the current frame. If CAM-Shift also fails to 
track, then these past faces have their track in pending status for a predefined number 
of frames. Finally, all active face tracks are checked for duplicates, i.e. high spatial 
similarity. Typical results of the face tracker are shown in Fig. 1. 

Fig. 1. Typical performance of the AIT face tracker. Detections of the three cascades of simple 
classifiers are marked in red, while faces being tracked by the CAM-Shift tracker are marked 
in blue. Notice that the latter are occluded or tilted faces 

2.2 PittPatt face tracker 

The PiiPatt face tracker is detailed in [6]. In summary, it proceeds in three stages: (1) 
frame-based face detection; (2) motion-based tracking; and (3) track filtering. At the 
heart of this system lies PittPatt's robust face detector, available for single-image 
testing through a web demo [7]. Conceptually, this version of the detection algorithm 
builds on the approach developed by Schneiderman [8]; however, a number of 
changes have been implemented recently that dramatically boost speed performance 
over previous versions. These changes include code-level as well as algorithmic 
optimizations, and have led to better than real-time processing of video on 
contemporary PC platforms. In motion-based tracking, single-frame observations are 
combined into face tracks ~ each of which is ultimately associated with a unique 
subject ID ~ by exploiting the spatiotemporal continuity of video through a second-
order motion model. Finally, in track filtering, results are finalized by merging IDs 
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for partial face tracks that meet certain spatial consistency criteria, and by 
eliminating face tracks likely to be false alarms. False alarm tracks are most often 
characterized by low classifier confidence throughout and/or exhibit very little 
movement throughout the lifetime of the track. It is these tracks that are eliminated in 
this last stage of processing. 

2.3 Performance of the 2D face trackers 

The quantitative evaluation of the both face trackers follows the CLEAR 2007 
evaluation protocol [2,3]. According to it, the tracking system outputs (hypotheses) 
are mapped to annotated ground truths based on centroid distance and using the 
Hungarian algorithm [9]. The ground truths contain both the face bounding boxes 
and the number of fiducial points visible in the face. There such fiducial points are 
marked: the left and right eyes and the nose bridge. A marked face is considered of 
interest if at least two of the fiducial points are visible; faces with just one fiducial 
point are considered 'do not care' regions. The metrics for face tracking are five [2]. 
The Multiple Object Tracking Precision (MOTP) is the position error for all 
correctly tracked persons over all frames. It is a measure of how well the system 
performs when it actually finds the face. There are three kinds of errors for the 
tracker, false positives, misses and track identity mismatches. They are reported 
independently and also jointly in an accuracy metric, the Multiple Object Tracking 
Accuracy (MOTA). The MOTA is the residual of the sum of these three error rates 
from unity. There are 20 recordings, 4 from each recording site, employed in the 
evaluation. Each of them is 5 minutes long and comprises 4 comer cameras that are 
used for face tracking, and a fifth that is only optionally used in 3D tracking. The 
quantitative performance of the two systems is summarized in Tables 1 and 2. 

Table 1. Per site and overall performance of the AIT face tracking system in the CLEAR 2007 
multi-site and multi-camera recordings 

Site 
AIT 
IBM 

ITC-IRST 
UKA 
UPC 

Overall 

MOTP 
0.67 
0.66 
0.68 
0.60 
0.64 
0.64 

MOTA 
46.52 
16.46 
-1.80 
26.64 
25.15 
23.46 

False positives 
13.1 

42.66 
59.97 
39.59 
30.66 
36.25 

Misses 
33.99 
34.93 
38.69 
30.07 
36.68 
34.67 

ID switches 
6.39 
5.96 
3.14 
3.69 
7.51 
5.61 

The two systems have a large difference in MOTA performance, mainly due to 
their difference in misses and false alarms. The difference in misses and part of the 
difference in false alarms is due to the superior performance of the Schneiderman 
face detector [8] employed in the PittPatt system, over the AdaBoost face detector 
[10] employed in the AIT system. A significant part though of the false positives is 
due to the color-based tracking using CAM-Shift [5] employed in the AIT system. 
This tracking allows the survival of targets that once have been faces, but then they 
have out-of-plane rotated, offering to the camera just some skin patch in the back of 
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the neck/head or the cheeks. For examples, see the tracked skin patches in the third, 
fourth and ninth frames of Fig. 1. 

Table 2. Per site and overall performance of the PittPatt face tracking system in the CLEAR 
2007 multi-site and multi-camera recordings 

Site 
AIT 
IBM 

ITC-IRST 
UKA 
UPC 

Overall 

MOTP 
0.68 
0.70 
0.65 
0.70 
0.67 
0.68 

MOTA 
77.39 
58.04 
65.92 
65.38 
77.94 
68.81 

False positives 
11.21 
5.19 
12.16 
18.49 
7.20 
10.31 

Misses 
10.06 
36.20 
21.14 
15.23 
13.38 
19.85 

ID switches 
1.34 
0.57 
0.78 
0.91 
1.48 
1.03 

While such patches contribute to false positives to the face tracking tasks, they are 
quite useful to the 3D head tracking task for which the 2D face tracks are to be used 
in the next section. In order to demonstrate this difference in the two face tracking 
systems, they are both evaluated including the faces with just one fiducial point 
marked on them. The overall results for both systems are shown in Table 3. 
Obviously the performance of the AIT system degrades more gracefully as these 
faces are included. 

Table 3. Overall performance of both face tracking system in the CLEAR 2007 multi-site and 
multi-camera recordings when face patches with just one fiducial point are included in the 
evaluation 

Site 
AIT 

PittPatt 

MOTP 
0.63 
0.67 

MOTA 
27.49 
62.83 

False positives 
24.76 
6.97 

Misses 
41.95 
29.04 

ID switches 
5.80 
1.16 

3 Head tracking in 3D 

Our approach for 3D tracking utilizes the 2D face localization system presented in 
the previous section, applied on multiple calibrated [1] and synchronized cameras. 
To solve the problem of associating the views of the face of the same person from 
the different cameras, a 3D space to 2D image planes approach is utilized. The space 
is spanned by a 3D grid. Each point of the grid is projected onto the different image 
planes. Faces whose centers are close to the projected points are associated to the 
particular 3D point. 3D points that have more than one face associated to them are 
used to form possible associations of views of the face of the same person from the 
different cameras. If in each camera view c there are n^ faces then the A:-th 
association (of the total K ones) that span the 3D space is of the form 
^w _ L-(̂ ) ̂  ^ -̂w) where C is the number of available cameras and 
4̂*̂  e {0,1,... «̂ .} . A value ff^ = 0 corresponds to no face from the c-th camera in the 
A:-th association, while any other value corresponds to the membership of a face from 
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those in the c-th camera in the ^-th association. Obviously Vc G {l,...,C} , i^^'^ > 0 
and k^^k^, it is if'^ ^ ẑ *̂ ,̂ i.e. the same face in a camera view cannot be a member 
of different valid associations This condition renders some of the associations 
mutually exclusive. After eliminating duplicate associations, the remaining ones are 
grouped into possible sets of mutually exclusive associations and sorted according to 
a weight that depends on the distance of each association from the face center and on 
the number of other associations that contradict it. 

All the M mutually exclusive sets of possible associations a^^^ are validated 
using a Kahnan filter in the 3D space. For each new frame, all possible solutions are 
compared to the state established on the previous frame, penalizing solutions which 
fail to detect previously existing targets, or in which there are detections of new 
targets in the scene. While this strategy reduces the misses and false positives, it does 
not prevent new targets from appearing, as in the case of new people entering the 
room, all solution pairs will include that new target and thus will be equally 
penalized. 

The recordings employed also offer a fifth camera, a panoramic one. Although 
this camera can not be used for face tracking, it is quite useful for 3D head tracking. 
The AIT body tracker [11] is employed to obtain body bounding boxes from the 
panoramic camera. Any head being tracked by the 3D system should be included in 
this bounding box. If it is not, then the 3D head track is actually the product of miss-
association of actual 2D face tracks, or correct association of false positives 2D 
tracks. Therefore the panoramic camera is used to verify the associations and thus 
improve the accuracy of the 3D system. 

4 Performance evaluation 

3D person tracking is defined in the CLEAR evaluations as [2] tracking of the 
projection of the head centroid on the floor. Qualitatively, the performance of the 3D 
tracking system is shown in Fig. 2. For the quantitative performance analysis, the 
same metrics used in 2D face tracking are utilized here as well. The results are sown 
in Tables 4 to 7, where the 3D tracker operates on the 2D face tracking results of the 
AIT system without (Table 4) or with (Table 5) the use of the panoramic camera 
validation and on the 2D face tracking results of the PittPatt system without (Table 
6) or with (Table 7) the use of the panoramic camera validation. 

Table 4. Per site and overall performance of the proposed 3D tracking system operating on the 
2D faces provided by the AIT face tracker, without the use of the panoramic camera validation 

Site 
AIT 
IBM 

ITC-IRST 
UKA 
UPC 

Overall 

MOTP (mm) 
84.10 
94.40 
102.1 
96.50 
91.20 
94.08 

MOTA (%) 
59.91 
61.19 
59.22 
46.97 
65.19 
58.37 

False positives 
3.06 
6.81 
7.15 
5.15 
7.16 
6.06 

Misses 
34.90 
30.72 
31.53 
45.77 
25.61 
33.66 

ID switches 
2.12 
1.28 
2.10 
2.11 
2.04 
1.90 
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Table 5. Per site and overall performance of the proposed 3D tracking system operating on the 
2D faces provided by the AIT face tracker, with the use of the panoramic camera validation 

Site 
AIT 
IBM 

ITC-IRST 
UKA 
UPC 

Overall 

MOTP (mm) 
83.70 
93.40 
86.10 
96.20 
89.40 
90.52 

MOTA (%) 
59.23 
62.06 
62.82 
47.90 
67.74 
59.91 

False positives 
2.42 
5.27 
2.56 
2.62 
4.03 
3.52 

Misses 
36.18 
31.39 
32.79 
47.36 
26.22 
34.71 

ID switches 
2.16 
1.28 
1.83 
2.12 
2.02 
1.86 

Table 6. Per site and overall performance of the proposed 3D tracking system operating on the 
2D faces provided by the PittPatt face tracker, without the use of the panoramic camera 
validation 

Site 
AIT 
IBM 

ITC-IRST 
UKA 
UPC 

Overall 

MOTP (mm) 
79.10 
92.60 
85.40 
100.2 
76.00 
87.39 

MOTA (%) 
66.99 
36.12 
62.98 
47.31 
77.81 
57.21 

False positives 
2.59 
3.45 
2.85 
4.40 
2.02 
3.11 

Misses 
28.43 
58.47 
32.18 
46.25 
18.67 
37.80 

ID switches 
2.00 
1.97 
1.99 
2.05 
1.50 
1.89 

Table 7. Per site and overall performance of the proposed 3D tracking system operating on the 
2D faces provided by the PittPatt face tracker, with the use of the panoramic camera validation 

Site 
AIT 
IBM 

ITC-IRST 
UKA 
UPC 

Overall 

MOTP (mm) 
77.50 
92.30 
83.70 
97.30 
75.40 
86.01 

MOTA (%) 
66.21 
37.50 
60.51 
46.45 
78.29 
56.91 

False positives 
1.84 
1.50 
1.34 
2.29 
0.94 
1.57 

Misses 
29.95 
59.02 
36.36 
49.25 
19.26 
39.68 

ID switches 
2.00 
1.97 
1.78 
2.01 
1.50 
1.84 

It is evident from the results that the averaged performance of the 3D tracker is 
similar, no matter which 2D face tracks are used, with the use of the AIT 2D tracker 
together with the panoramic camera validation scheme yielding somewhat better 
MOTA. Since the AIT and PittPatt 2D face trackers yield grossly different results, 
this seems a counterintuitive result. The reason for this is the way the two 2D face 
trackers function: The AIT system allows for skin-colored head patches to be 
tracked, while the PittPatt system does not. As a result, the AIT 2D face tracker has 
reduced performance for faces, but enhanced for heads, yielding more frequent head 
detections from more than one camera to be synthesized into 3D tracks by the 3D 
system. The stricter face tracks of the PittPatt 2D system result to less frequent head 
detections from more than one camera, hence to more difficult 3D associations. 
Examining the results per recording site, two of them have similar performance no 
matter the 2D tracker employed, two are somewhat better with the PittPatt 2D 
tracker, and another one is far better with the AIT 2D tracker. Not surprisingly, in the 



372 Nikos Katsarakis, Aristodemos Pnevmatikakis and Michael Nechyba 

IBM recordings in which the use of the PittPatt 2D tracker does not give good 3D 
tracking results, the PittPatt 2D tracker has increased misses, possibly due to the very 
small face sizes. In terms of precision, the use of the PittPatt 2D face tracker 
improves (reduces) MOTP. 

Fig. 2. Operation of the individual 2D face trackers on the four comer cameras and association 
of the 2D evidence into 3D tracks. The detected faces are marked by bounding boxes. The IDs 
of the tracks are of the form AITXXX shown at the projection of the tracked head centroids 
on the floor. The tracks are also projected to a panoramic camera (not used by the system) for 
better visualization 

A second observation has to do with the effectiveness of the panoramic camera 
validation. When the AIT 2D face tracks are utilized by the 3D tracker, this 
validation scheme yields some improvement of the overall MOTA. In particular, for 
the recordings suffering from high false positive rates, the validation scheme 
considerably reduces the false positives, at the expense of some increase of the 
misses. Overall, the MOTA is increased. On the other hand, regarding the utilization 
of the PittPatt 2D face tracks, the false positives are lower, leading to no room for 
drastic improvement with the application of the validation scheme. Since the misses 
are again increased, the overall MOTA decreases. 
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5 Conclusions 

In this paper we have proposed a 3D head tracker for cluttered scenes and have 
evaluated its performance according to the CLEAR evaluation protocol. The tracker 
utilizes 2D face tracks obtained from synchronized and calibrated cameras. Two 
such 2D face tracking systems have been employed in the evaluation, demonstrating 
the robustness of the proposed 3D tracker. The 2D systems from AIT and PittPatt 
employed in the evaluation have grossly different face tracking performance, but 
their output combined in 3D head tracks by our system results to similar 3D 
performance. 
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Abstract. In this paper we present a multimodal approach for the recognition 
of eight emotions that integrates information from facial expressions, body 
movement and gestures and speech. We trained and tested a model with a 
Bayesian classifier, using a multimodal corpus with eight emotions and ten 
subjects. First individual classifiers were trained for each modality. Then data 
were fused at the feature level and the decision level. Fusing multimodal data 
increased very much the recognition rates in comparison with the unimodal 
systems: the multimodal approach gave an improvement of more than 10% 
with respect to the most successftil unimodal system. Further, the ftision 
performed at the feature level showed better results than the one performed at 
the decision level. 

Keywords: Affective body language. Affective speech. Emotion recognition, 
Multimodal fusion 

1 Introduction 

In the last years, research in the human-computer interaction area increasingly 
addressed the communication aspect related to the "implicit channel", that is the 
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channel through which the emotional domain interacts with the verbal aspect of the 
communication [1]. One of the challenging issues is to endow a machine with an 
emotional intelligence. Emotionally intelligent systems must be able to create an 
affective interaction with users: they must be endowed with the ability to perceive, 
interpret, express and regulate emotions [2]. Recognising users' emotional state is 
then one of the main requirements for computers to successfully interact with 
humans. Most of the works in the affective computing field do not combine different 
modalities into a single system for the analysis of human emotional behaviour: 
different channels of information (mainly facial expressions and speech) are 
considered independently to each other. Further, there are only a few attempts to 
integrate information from body movement and gestures. Nevertheless, Sebe et al. 
[3] and Pantic et al. [4] highlight that an ideal system for automatic analysis and 
recognition of human affective information should be multimodal, as the human 
sensory system is. Moreover, studies from the psychology show the need to consider 
the integration of different non-verbal behaviour modalities in the human-human 
communication [5]. 

In this paper we present a multimodal approach for the recognition of eight acted 
emotional states (anger, despair, interest, pleasure, sadness, irritation, joy and pride) 
that integrates information from facial expressions, body movement and gestures and 
speech. In our work we trained and tested a model with a Bayesian classifier, using a 
multimodal corpus with ten subjects collected during the Third Summer School of 
the HUMAINE EU-IST project, held in Genova in September 2006. In the following 
sections we describe the systems based on the analysis of the single modahties and 
compare different strategies to perform the data fusion for the multimodal emotion 
recognition. 

2 Related work 

Emotion recognition has been investigated with three main types of databases: acted 
emotions, natural spontaneous emotions and elicited emotions. The best results are 
generally obtained with acted emotion databases because they contain strong 
emotional expressions. Literature on speech (see for example Banse and Scherer [6]) 
shows that most part of the studies were conducted with emotional acted speech. 
Feature sets for acted and spontaneous speech have recently been compared by [7]. 
Generally, few acted-emotion speech databases included speakers with several 
different native languages. In the last years, some attempts to collect multimodal data 
were done: some examples of multimodal databases can be found in [8] [9] [10]. 

In the area of unimodal emotion recognition, there have been many studies using 
different, but single, modalities. Facial expressions [11] [12], vocal features [13] 
[14], body movements and postures [15] [16], physiological signals [17] have been 
used as inputs during these attempts, while multimodal emotion recognition is 
currently gaining ground [18] [19] [20]. Nevertheless, most of the works consider the 
integration of information from facial expressions and speech and there are only a 
few attempts to combine information from body movement and gestures in a 
multimodal framework. Gunes and Piccardi [21] for example fused at different levels 
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facial expressions and body gestures information for bimodal emotion recognition. 
Further, el Kaliouby and Robinson [22] proposed a vision-based computational 
model to infer acted mental states from head movements and facial expressions. 

A wide variety of machine learning techniques have been used in emotion 
recognition approaches [11] [1]. Especially in the multimodal case [4], they all 
employ a large number of audio, visual or physiological features, a fact which 
usually impedes the training process; therefore, it is necessary to find a way to 
reduce the number of utilized features by picking out only those related to emotion. 
One possibility in this direction is to use neural networks, since they enable us to 
pinpoint the most relevant features with respect to the output, usually by observing 
their weights. An interesting work in this area is the sensitivity analysis approach by 
Engelbrecht et al. [23]. Sebe et al. [3] highlight that probabilistic graphical models, 
such as Hidden Markov Models, Bayesian networks and Dynamic Bayesian 
networks are very well suited for fusing different sources of information in 
multimodal emotion recognition and can also handle noisy features and missing 
values of features all by probabilistic inference. 

In this work we combine a wrapper feature selection approach to reduce the 
number of features and a Bayesian classifier both for the unimodal and the 
multimodal emotion recognition. 

3 Collection of multimodal data 

The corpus used in this study was collected during Third Summer School of the 
HUMAINE EU-IST project, held in Genova in September 2006. The overall 
recording procedure was based on the GEMEP corpus [10], a multimodal collection 
of portrayed emotional expressions: we recorded data on facial expressions, body 
movement and gestures and speech. 

3.1 Subjects 

Ten participants of the summer school distributed as evenly as possible concerning 
their gender (Figure 1) participated to the recordings. Subjects represented five 
different nationalities: French, German, Greek, Hebrew, Italian. 

Fig. 1. The participants who took part to the recordings. 

3.2 Technical set up 
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Two DV cameras (25 fys) recorded the actors from a frontal view. One camera 
recorded the actor's body and the other one was fr)cused on the actor's face. We have 
chosen such a setup because the resolution required for facial features extraction is 
much larger than the one for body movement detection or hand gestures tracking. 
This could only be achieved if one camera zoomed in the actor's face. Video streams 
were synchronised manually after the recording process. We adopted some 
restrictions concerning the actor's behaviour and clothing. Long sleeves and covered 
neck were preferred since the majority of the hand and head detection algorithms are 
based on colour tracking. Further, uniform background was used to make the 
background subtraction process easier. As for the facial features extraction process 
we considered some prerequisites such as the lack of eyeglasses, beards, moustaches. 

For the voice recordings we used a direct-to-disk computer-based system. The 
speech samples were directly recorded on the hard disk of the computer using sound 
editing software. We used an external sound card connected to the computer by 
IEEE 1394 High Speed Serial Bus (also known as Fire Wire or i.Link). A microphone 
mounted on the actors' shirt was connected to an HF emitter (wireless system 
emitter) and the receiver was connected to the sound card using a XLR connector 
(balanced audio connector for high quality microphones and connections between 
equipments). The external sound card included a preamplifier (for two XLR inputs) 
that was used in order to adjust the input gain and to minimize the impact of signal-
to-noise ratio of the recording system. The sampling rate of the recording was 44.1 
kHz and the quantization was 16 bit, mono. 

3.3 Procedure 

Participants were asked to act eight emotional states: anger, despair, interest, 
pleasure, sadness, irritation, joy and pride, equally distributed in the space valence-
arousal (see Table 1). During the recording process one of the authors had the role of 
the director guiding the actors through the process. Participants were asked to 
perform specific gestures that exemplify each emotion. Selected gestures are shown 
in Table 1. 

Table 1. The acted emotions and the emotion-specific gestures. 

Emotion 
Anger 
Despaii 
Iiiteiest 
Pleasure 
Sadness 
Iiritation 
Joy 
Pride 

Valence 
Negative 
Negative 
Positive 
Positive 
Negative 
Negative 
Positive 
Positive 

Ai'ousal 
Higli 
Higli 
Low 
Low 
Low 
Low 
Higli 
High 

Gestm^e 
Violent desceiKl of hands 
Leave me alone 
Raise hands 
Open hands 
Sniootli falling hands 
Smootli go awa>̂  
Giiciilai' italianate movement 
Close hands towards chest 

As in the GEMEP corpus [10], a pseudo-linguistic sentence was pronounced by 
the actors during acting the emotional states. The sentence "Toko, damato ma gali 
sa" was designed in order to fiilfil different needs. First, as the different speakers 
have different native languages, using a specific language was not so adequate to this 
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study. Then we wanted the sentence to include phonemes that exist in all the 
languages of all the speakers. Also, the words in the sentence are composed of 
simple diphones ('ma' and 'sa'), two ('gali' 'toko') or three diphones ('damato'). Then, 
the vowels included ('o' , 'a' , 'i') are vowels that are relatively distant in a vowel 
space, for example the vowel triangle, and have a pronunciation mostly similar in all 
the languages of the group of speakers. We suggested the speakers a meaning for the 
sentence. 'Toko' is supposed to be the name of an 'agent', i.e., a real or artificial 
individual, who the speakers/users are interacting with. We chose for this word two 
stops consonants (also known as plosives or stop-plosives) /t/ and /k/ and two 
identical vowels /o/. This was done in order to allow the study of certain acoustic 
correlates. Then 'damato ma gali sa' is supposed to mean something like 'can you 
open it'. The word 'it' could correspond to a folder, a file, a box, a door or whatever. 

Each emotion was acted three times by each actor, so that we collected 240 posed 
gestures, facial expressions and speech samples. 

4 Feature extraction 

4.1 Face feature extraction 

An overview of the proposed methodology is illustrated in Figure 2. The face is first 
located, so that approximate facial feature locations can be estimated from the head 
position and rotation. Face roll rotation is estimated and corrected and the head is 
segmented focusing on the following facial areas: left eye/eyebrow, right 
eye/eyebrow, nose and mouth. Each of those areas, called feature-candidate areas, 
contains the features whose boundaries need to be extracted for our purposes. Inside 
the corresponding feature-candidate areas precise feature extraction is performed for 
each facial feature, i.e. eyes, eyebrows, mouth and nose, using a multi-cue approach, 
generating a small number of intermediate feature masks. Feature masks generated 
for each facial feature are fiised together to produce the final mask for that feature. 
The mask fusion process uses anthropometric criteria [24] to perform validation and 
weight assigimient on each intermediate mask; all the feature's weighted masks are 
then fused to produce a final mask along with confidence level estimation. 

Face 
DelfictiarV , 

PtJBB f 

-*- Eya MasiA £jd«ciion | VBHdgt>oflrt=uiton • 

I EvaluatiDn ' 

FAP 
ErtBcUan ! ^ EirlFactkjn 

ExprBssion I 
Recpgnilion | 

FmmpFP J j _ Prafiles ' 

Fig. 2. High-level overview of the facial feature extraction process. 

Since this procedure essentially locates and tracks points in the facial area, we 
chose to work with MPEG-4 FAPs (Facial Animation Parameters) and not Action 
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Units (AUs), since the former are explicitly defined to measure the deformation of 
these feature points. In addition to this, discrete points are easier to track in cases of 
extreme rotations and their position can be estimated based on anthropometry in 
cases of occlusion, whereas this is not usually the case with whole facial features. 
Another feature of FAPs which proved useful is their value (or magnitude), which is 
crucial in order to differentiate cases of varying activation of the same emotion (e.g. 
joy and exhilaration) [25] and exploit fuzziness in rule-based systems [12]. 
Measurement of FAPs requires the availability of a frame where the subject's 
expression is found to be neutral. This frame is called the neutral frame and is 
manually selected from video sequences to be analyzed or interactively provided to 
the system when initially brought into a specific user's ownership. The final feature 
masks are used to extract 19 Feature Points (FPs) [25]; Feature Points obtained from 
each frame are compared to FPs obtained from the neutral frame to estimate facial 
deformations and produce the FAPs. Confidence levels on FAP estimation are 
derived from the equivalent feature point confidence levels. The FAPs are used along 
with their confidence levels to provide the facial expression estimation. 

In accordance with the other modalities, facial features need to be processed so 
as to have one vector of values per tune. FAPs originally correspond to every frame 
in the tune. Two approaches were reviewed. The first approach consisted of 
extracting the most prominent frame within a tune. During this process, a mean value 
is calculated for every FAP within the tune and next the frame with the highest 
variation is selected based on this set of values. On the other hand a way to imprint 
the temporal evolution of the FAP values is to calculate a set of statistical features 
over these values and their derivatives. The whole process was inspired by the 
equivalent process performed in the acoustic features. We have selected the latter 
since the recognition rate achieved was superior. More sophisticated techniques to 
extract the most prominent frame are included in our plans for future work. 

4.2 Body feature extraction 

Tracking of body and hands of the subjects was done using the EyesWeb platform 
[26]. Starting from the silhouette and the hands blobs of the actors, we extracted five 
main expressive motion cues, using the EyesWeb Expressive Gesture Processing 
Library [27]: quantity of motion and contraction index of the body, velocity, 
acceleration and fluidity of the hand's barycenter. The data were normalised 
according to the behaviour shown by each actor, considering the maximum and the 
minimum values of each motion cue in each actor, in order to compare data from all 
the subjects. Automatic extraction allows to obtain temporal series of the selected 
motion cues over time, depending on the video frame rate. For each profile of the 
motion cues we selected then a subset of features describing the dynamics of the 
cues over time. Based on the model proposed in [28] we extracted the following 
dynamic indicators of the motion cues temporal profile: initial and final slope, initial 
and final slope of the main peak, maximum value, ratio between the maximum value 
and the duration of the main peak, mean value, ratio between the mean and the 
maximum value, ratio between the absolute maximum and the biggest following 
relative maximum, centroid of energy, distance between maximum value and 
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centroid of energy, symmetry index, shift index of the main peak, number of peaks, 
number of peaks preceding the main one, ratio between the main peak duration and 
the whole profile duration. This process was made for each motion cue of all the 
videos of the corpus, so that each gesture is characterised by a subset of 80 motion 
features. 
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4.3 Speech feature extraction 

The set of features that we used contains features based on intensity, pitch, MFCC 
(Mel Frequency Cepstral Coefficient), Bark spectral bands, voiced segment 
characteristics and pause length. The full set contains 377 features. The features from 
the intensity contour and the pitch contour are extracted using a set of 32 statistical 
features. This set of features is applied both to the pitch and intensity contour and to 
their derivatives. Not any normalization has been applied before feature extraction. 
In particular, we didn't perform user or gender normalization for pitch contour as it is 
often done in order to remove difference between registers. We considered the 
following 32 features: maximum, mean and minimum values, sample mode (most 
frequently occurring value), interquartile range (difference between the 75th and 
25th percentiles), kurtosis, the third central sample moment, first (slope) and second 
coefficients of linear regression, first, second and third coefficients of quadratic 
regression, percentiles at 2.5 %, 25 %, 50 %, 75 %, and 97.5 %, skewness, standard 
deviation, variance. Thus, we have 64 features based on the pitch contour and 64 
features based on the intensity contour. This feature set was used originally for 
inspecting a contour such as a pitch contour or a loudness contour, but these features 
are also meaningfiil for inspecting evolution over time or spectral axis. Indeed, we 
also extracted similar features on the Bark spectral bands as done in [29]. We also 
extracted 13 MFCCs using time averaging on time windows. Features derived from 
pitch values and lengths of voiced segments were also extracted using a set of 35 
features applied to both of them. We also extracted features based on pause (or 
silence) length and non-pauses lengths (35 each). 

5 Uni-modal and multimodal emotion recognition 

In order to compare the results of the unimodal and the multimodal systems, we used 
a common approach based on a Bayesian classifier (BayesNet) provided by the 
software Weka, a free toolbox containing a collection of machine learning 
algorithms for data mining tasks [30]. In Figure 3 we show an overview of the 
framework we propose: 

Face 
Data 

Body 
Data 

Speech 
Data 

w(T\ -
^W 

Bayesian 
Classifier 

Bayesian 
Classifier 

Bayesian 
Classifier 

Bayesian 
Classifier 

\ 
\ \ 
> 

/ / 

Integration 

Decision-level 

Feature-level 
fusion 

Fig.3. Overview of the framework. 
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As shown in the left part of the diagram, a separate Bayesian classifier was used for 
each modality (face, gestures, speech). All sets of data were normalized. Features 
discretisation based on Kononenko's MDL (minimum description length) criterion 
[31] was done to reduce the learning complexity. A wrapper approach to feature 
subset selection (which allows to evaluate the attribute sets by using a learning 
scheme) was used in order to reduce the number of inputs to the classifiers and find 
the features that maximize the performance of the classifier. A best-first search 
method in forward direction was used. Further, in all the systems, the corpus was 
trained and tested using the cross-validation method. 
We evaluated two different models: (1) a model obtained training and testing all the 
240 data samples, even when data from some modalities is missing in some samples; 
(2) a model obtained using only the data available for the three modalities. As shown 
in the results in the next section, the first model allows to manage also data with 
missing samples, but it is less precise; the second one is less flexible, but is more 
precise in the classification. 

To fiise facial expressions, gestures and speech information, two different 
approaches were implemented (right of Figure 3): feature-level fusion, where a 
single classifier with features of the three modalities is used; and decision-level 
fusion, where a separate classifier is used for each modality and the outputs are 
combined a posteriori. In the second approach the output was computed combining 
the posterior probabilities of the unimodal systems. We made experiments using two 
different approaches for the decision-level fusion. The first approach consisted of 
selecting the emotion that received the best probability in the three modalities. The 
second approach consisted of selecting the emotion that corresponds to the majority 
of 'voting' from the three modalities; if a majority was not possible to define (for 
example when each unimodal system gives in output a different emotion), the 
emotion that received the best probability in the three modalities was selected. 

6 Results 

6.1 Emotion recognition from facial expressions 

Table 2 shows the confusion matrix of the emotion recognition system based on 
facial expressions when all the samples are used (first model). The overall 
performance of this classifier was 48.3 % (it increases up to 59.6 % when only the 
samples available for all the modalities are used). The most recognised emotions 
were anger (56.67 %), irritation, joy and pleasure (53.33 %). Pride is misclassified 
with pleasure (20%), while sadness is misclassified with irritation (20 %), an 
emotion in the same valence-arousal quadrant. 
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Table 2: Confusion matrix of the emotion recognition system based on facial expressions. 

a 
56.67 

10 
6.67 

10 
3.33 
6.67 
6.67 
3.33 

b 
3.33 

40 
3.33 
6.67 

0 
13.33 
3.33 
6.67 

c 
3.33 

13.33 
50 
10 

13.33 
6.67 

16.67 
3.33 

d 
10 
10 

6.67 
53.33 
16.67 

0 
6.67 

20 

e 
6.67 

0 
6.67 
3.33 

53.33 
6.67 

13.33 
0 

f 
10 

13.33 
10 

6.67 
10 

53.33 
20 

13.33 

9 
6,67 
3 33 

16.67 
3.33 

0 
13.33 
33.33 

6 67 

h 
3.33 

10 
0 

6.67 
3.33 

0 
0 

46.67 

a 
b 
c 
d 
e 
f 

g 
h 

Anger 
Despair 
Interest 
Irritation 
Joy 
Pleasure 
Pride 
Sadness 

6.2 Emotion recognition from gestures 

Table 3 shows the performance of the emotion recognition system based on gestures 
when all the samples are used (first model). The overall performance of this 
classifier was 67.1 % (it increases up to 83.2 % when only the samples available for 
all the modalities are used). Anger and pride are recognised with very high accuracy 
(80 and 96.67 % respectively). Sadness was partly misclassified with pride (36.67 
%), as well as the majority of the emotions, except for anger. 

Table 3: Confusion matrix of the emotion recognition system based on gestures. 

a 
80 

3.33 
3.33 

0 
0 
0 
0 
0 

b 
10 

56.67 
0 

10 
10 

6.67 
0 

3.33 

c 
0 

6.67 
56.67 

0 
0 

3.33 
0 
0 

d 
3.33 

0 
0 

63.33 
6.67 

0 
3.33 
3.33 

e 
0 
0 

6.67 
0 

60 
0 
0 
0 

f 
0 
0 

6.67 
0 
0 

66.67 
0 
0 

g 
6.67 

26,67 
26.67 
26.67 
23.33 
23.33 
96.67 
36.67 

li 
0 

6.67 
0 
0 
0 
0 
0 

56.67 

a 
b 
c 
d 
e 
f 

Q 
h 

Anger 
Despair 
Interest 
Irritation 
Joy 
Pleasure 
Pride 
Sadness 

6.3 Emotion recognition from speech 

Table 4 displays the confusion matrix of the emotion recognition system based on 
speech when all the samples are used (first model). The overall performance of this 
classifier was 57.1 (it increases up to 70.8 % when only the samples available for all 
the modalities are used). Anger and sadness are classified with high accuracy (93.33 
and 76.67% respectively). Despair obtained a very low recognition rate and was 
mainly confused with pleasure (23.33%). 

Table 4: Confusion matrix of the emotion recognition system based on speech. 
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6.4 Feature-level fusion 

Table 5 displays the confusion matrix of the multimodal emotion recognition system 
when all the samples are used (first model). The overall performance of this 
classifier was 78.3 % (it increases up to 89.4 % when only the samples available for 
all the modalities are used), which is much higher than the performance obtained by 
the most successfiil unimodal system, the one based on gestures. The diagonal 
components reveal that all the emotions, apart from despair, can be recognised with 
more than the 70 % of accuracy. Anger was the emotion recognised with highest 
accuracy, as in all the unimodal systems. 

Table 5: Confusion matrix of the multimodal emotion recognition system. 
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6.5 Decision level fusion 

The approach based on decision-level fusion obtained lower recognition rates than 
that based on feature-level fusion. The performance of the classifier was 74.6 %, 
both using the best probability and the majority voting plus best probability 
approach. 

The performance of the classifier increases up to 85.1 % for the first approach 
and 88.20 % for the second approach when only the samples available for all the 
modalities are used. 

7 Discussion and conclusions 

We presented a multimodal framework for analysis and recognition of emotion 
starting from expressive faces, gestures and speech. We trained and tested a model 
with a Bayesian classifier, using a multimodal corpus with eight acted emotions and 
ten subjects of five different nationalities. 

We experimented our approach on a dataset of 240 samples for each modality 
(face, body, speech), considering also instances with missing values. We also 
evaluated a model built disregarding instances with missing values. The first model 
obtained lower recognition rates for the eight emotions than the second one, both in 
the unimodal systems and in the multimodal system, but it allows to manage also 
data with missing values, condition close to a real situation. Considering the 
performances of the unimodal emotion recognition systems, the one based on 
gestures appears to be the most successfiil, followed by the one based on speech and 
the one based on facial expressions. We note that in this study we used emotion-
specific gestures: these are gestures that are selected so as to express each specific 
emotion. An alterative approach which may also be of interest would be to recognise 
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emotions from different expressivity of the same gesture (one not necessarily 
associated with any specific emotion) performed under different emotional 
conditions. This would allow good comparison with contemporary systems based on 
facial expressions and speech and will be considered in our future work. Fusing 
multimodal data increased very much the recognition rates in comparison with the 
unimodal systems: the multimodal approach gave an improvement of more than 10 
% compared to the performance of the system based on gestures, when all the 240 
samples are used. Further, the fusion performed at the feature level showed better 
performances than the one performed at the decision-level, highlighting that 
processing input data in a joint feature space is more successful. 

We can conclude that using three different modalities highly increases the 
recognition performance of an automatic emotion recognition system. That is helpful 
also when some values for features of some modalities are missing. On the other 
hand, humans use more than one modality to recognise emotions and process signals 
in a complementary manner, so it is expected that an automatic system shows a 
similar behaviour. 
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Abstract . In this paper previous work on the detection of high-level 
concepts within multimedia documents is extended by introducing a 
mid-level ontology as a means of exploiting the visual context of images 
in terms of the regions they consist of. More specifically, we construct 
a mid-level ontology, define its relations and integrate it in our knowl­
edge modelling approach. In the past we have developed algorithms to 
address computationally efficient handling of visual context and extrac­
tion of mid-level characteristics and now we explain how these diverse 
algorithms and methodologies can be combined in order to approach a 
greater goal, that of semantic multimedia analysis. Early experimental 
results are presented using data derived from the beach domain. 

1 Introduction 

Although the well-known "semantic gap" [16] has been acknowledged for a long 
t ime, mult imedia analysis approaches are still divided into two ra ther discrete 
categories; low-level mult imedia analysis methods and tools, on the one hand 
(e.g. [13]) and high-level semantic annota t ion methods and tools, on the other 
(e.g. [20], [3]). It was only recently, tha t state-of-the-art mult imedia analysis 
systems have s ta r ted using semantic knowledge technologies, as the la t ter are 
defined by notions like ontologies [19] and whose advantages, when using them 
for the creation, manipulat ion and post-processing of mult imedia metada ta , are 
depicted in numerous research activities. 

The main idea introduced herein relies on the integrated handling of con­
cepts evident within mult imedia content. Combining bo th low-level descriptors 
computed automatical ly from raw mult imedia content and semantics in the 
form of detection of semantic features in video sequences has been the ulti­
ma te task in current and previous mult imedia research efforts. For instance, a 
region-based approach using M P E G - 7 visual features and ontological knowledge 
is presented in [21] and a lexicon-driven approach is introduced in [4]. Among 
others, a region-based approach in content retrieval t ha t uses Latent Semantic 
Analysis is presented in [17], whereas a mean-shift algori thm is used in [14], in 
order to extract low-level concepts, after the image is clustered. 

Please use the following format when citing this chapter: 

Spyrou, E., Mylonas, P., Avrithis, Y., 2007, in IFIP International Federation for Information Processing, Volume 247, 
Artificial Intelligence and Innovations 2007: From Theory to Applications, eds. Boukis, C, Pnevmatikakis, L., 
Polymenakos, L., (Boston: Springer), pp. 389-398. 
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In this work, our effort focuses on an integrated approach, offering unified 
and unsupervised manipulation of multimedia content. It acts complementary 
to the current state-of-the-art as it tackles both aforementioned challenges. Fo­
cusing on semantic analysis of multimedia, it contributes towards bridging the 
gap between the semantic and raw nature of multimedia content and tackles one 
of the most interesting problems in multimedia content analysis, i.e. detection 
of high-level concepts within multimedia documents, based on the semantics of 
each object, in terms of its visual context information. It proves that the use 
of mid-level information improves the results of traditional knowledge-assisted 
image analysis, based on both visual and contextual information. In the pro­
cess, initial image analysis results are enhanced by the utihzation of domain-
independent, semantic knowledge in terms of region types and relations between 
them. In principle, mid-level information takes the form of an in-between de­
scription, which can be described semantically, but does not express high-level 
concepts and thus is included in a corresponding mid-level concept ontology. 

The structure of this paper is as follows: In Section 2, we present the uti­
lized fuzzy context knowledge representation, including some basic notation 
used throughout the paper. Section 3 is dedicated to the mid-level instantiation 
of an image's region types, whereas subsection 3.2 describes a pre-processing 
contextualization step. Section 4 lists some preliminary experimental results 
and Section 5 briefly concludes our work. 

2 Knowledge Representation 

As can be found in the Hterature, the term context [9] may be interpreted and 
even defined in numerous ways, varying from the philosophical to the practi­
cal point of view [8]. However, since there is not a globally applicable aspect 
of context in the multimedia analysis chain, it is very important to establish 
a working representation for context, in order to benefit from and contribute 
to the proposed mid-level multimedia analysis. The problems to be addressed 
include how to represent and determine context, and how to use it to optimize 
the results of analysis. The latter are highly dependent on the domain an im­
age belongs to and thus in many cases are not sufficient for the understanding 
of multimedia content. In general, the lack of contextual information signif­
icantly hinders optimal analysis performance [12] and along with similarities 
in low-level features of various object types, results in a significant number of 
misinterpretations. 

In this work we introduce a method for improving the results of low-level 
based multimedia analysis by using the notion of mid-level region types. The 
latter build an ontology, described by the set of region types and the relations 
between them. In general, we may decompose such an ontology O into two 
parts, the set T of all region types and the set Rti,tj of all relations amongst 
any two given region types ti,tj. More formally: 

0 = {T,Rt„t,}, Ru,t,.TxT^ {0,1}, i,j = l...n (1) 
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Any kind of relation may be represented by an ontology, however, herein 
we restrict it to a "fuzzified" ad-hoc context ontology. The latter is introduced 
in order to express in an optimal way the real-world relationships that exist 
between the concepts of a scene. In order for this ontology type to be highly 
descriptive, it must contain a representative number of distinct and even diverse 
relations among region types, so as to exploit in an optimal manner the contex­
tual information surrounding each one. Additionally, since modelling of real-life 
information is in most cases governed by uncertainty, it is our belief that these 
relations must incorporate fuzziness in their definition. Thus, we utilize a set 
of relations (Table 1), derived from the set of MPEG-7 relations suitable for 
image analysis [2] and re-define them in a way to incorporate fuzziness, i.e. a 
degree of confidence is associated to each relation, and assist in discriminating 
between objects exhibiting similar visual characteristics. 

Table 1. Contextual relations between region types. 

Name Inverse Symbol Meaning 

Similar Similar Sim{a,b) region type similarity based on the i-th descriptor 
Accompanier AccompanierOf Acc{a, b) coexistence of two region types 
Part PartOf P{a, b) a region type is part of another region type 
Component ComponentOf Comp{a, b) combines two region types with each other 
Combination - Comb{a, b) combines more than two region types 

As in [7], a fuzzy relation on T is a function rti^tj : T x T -^ [0,1] and its 
inverse relation is defined as rti,tj~^ = ^tj,ti- Based on the above relations, a 
domain-specific, "fuzzified" version of a region type ontology may be described 
by O F : 

OF = {T,ru^t,]. i , j = l . . . n , i^j (2) 

where T represents again the set of all possible region types, 

F{Ru,t,) = na,-T^T^[Q,l] (3) 

denotes a fuzzy ontological relation amongst two region types ti, tj and 

Rt^^tj = {Sim, Ace, P, Comp, Comb, A, B, R, L} (4) 

denotes any possible non-fuzzy relation amongst two region types. The final, 
meaningful combination of relations 

CR={Uru,t/'), P i e {-1,0,1}, i = l...n (5) 

forms an RDF [22] graph and constitutes the abstract contextual knowledge 
model to be used during the analysis phase (Fig. 2). The value of Pi is deter­
mined by the semantics of each relation Rti,tj used in the construction of CR. 
More specifically: 

- Pi = 1, ii the semantics of Rti,tj imply it should be considered as is 
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- j)j = — 1, if the semantics of Rti,tj imply its inverse should be considered 
- Pi = 0^ if the semantics of Rti,tj do not allow its part ic ipat ion in the con­

struct ion of the combined relation CR. 

The graph of the proposed model contains nodes (i,e. region types) and edges 
(i.e. contextual fuzzy relations between region types). The degree of confidence 
of each edge represents fuzziness in the model. Non-existing edges imply non-
existing relations (i.e. relations with zero confidence values are omit ted) . As 
each region type has a different probabil i ty to appear in the scene, a flat context 
model would not have been sufficient in this case. 

s< 
H' 
H" 

i-

^ 
• ! • 

D— 

I ^ 
n 
J • 

• 

(a) A fragment of the beach region 
type ontology. 

(b) Region type selection using hierarchi­
cal clustering. 
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(c) RDF ontology fragment. 

Fig. 1. From region thesaurus to mid-level ontology. 

Describing the accompanying degree of confidence is carried out using R D F 
reification [23]. Reification is used in knowledge representat ion to represent facts 
t ha t must then be manipula ted in some way; for instance, to compare logical 
assertions from different witnesses to determine their credibility. The message 
"Ben is the leader of the group" is an assertion of t ru th tha t commits the sender 
to the fact, whereas the reified s ta tement , "Juliet reports t ha t Ben is the leader 
of the group" defers this commitment to Juliet . In this way, s ta tements may 
include fuzzy information (i.e. "Ben is the leader of the group with a degree of 
confidence equal to 0.85"), without creating contradictions in reasoning, since 
a s ta tement is being made about the original s ta tement , which contains the 
degree information. Of course, the reified s ta tement should not be asserted 
automatically, a fact t ha t proves the use of the above technique to be acceptable. 
For instance, having an R D F triple such as: ''blue partOf greerC^ and a degree 
of confidence of ''0.85^^ for this s ta tement , does obviously not entail, t ha t a blue 
region type will always be par t of a green region type in the scene. 
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3 Semantic Multimedia Analysis 

3.1 Region Type Analysis 

The first step towards the construction of the mid-level ontology is the selection 
of the region types it will include. Thus, an arbitrary large number of candidate 
region types is initially needed. To gather it a color segmentation algorithm is 
first applied on all images of the available training set, as a pre-processing step. 
The algorithm is a multiresolution implementation of the well-known RSST 
method [1], tuned to produce a coarse segmentation. We choose to tune the 
segmentation algorithm this way, since we want the produced segmentation to 
intuitively provide a qualitative description of the image. Then the segmentation 
results are used to define the candidate region types from each image. 

These regions are then represented by a combination of their low-level visual 
features. Thereby, visual descriptors from the ISO/IEC MPEG-7 standard [5] 
are selected to capture a standardized description of their visual content. For 
representing the color features of the image regions, three MPEG-7 color de­
scriptors are used: The Color Layout Descriptor, the Scalable Color Descriptor 
and the Color Structure Descriptor and for representing the texture features, 
the Homogeneous Texture Descriptor is selected. For the extraction of the afore­
mentioned descriptors, the MPEG-7 experimentation Model (XM)[11] is used. 

Given the entire set of regions, derived from the aforementioned segmenta­
tion process and their extracted low-level features, one can easily observe that 
those that belong to similar semantic concepts, also have similar low-level de­
scriptions and also those images that contain the same high-level concepts are 
consisted of similar regions. As a natural sequence of this observation we apply 
a hierarchical clustering [6] algorithm on the regions of the given training set. 
We should note that each cluster may or may not represent a high-level feature 
and each high-level feature may be represented by one or more clusters; i.e. the 
concept sand can have many instances differing e.g. in the color of the sand. 
Moreover, in a cluster that may contain instances from a semantic entity (e.g. 
sea), these instances could be mixed up with parts from another visually similar 
concept (e.g. sky). A dendrogram describing the hierarchical clustering and the 
selection of the region types is depicted in figure 2(b). In this simplistic example 
an initial set of 9 candidate region types derived from 4 images is clustered and 
we choose to keep 4 region types to represent their visual content in terms of 
mid-level concepts. 

Then we form a region thesaurus, in order to combine and manipulate ef­
fectively a list of every region type in a given domain of knowledge (e.g. beach) 
and a set of related regions (synonyms) for each region type. These region types 
can be characterized as "mid-level" concepts, incorporating both low- and high-
level information. Then, we use the thesaurus to facilitate the association of the 
low-level features of the image with the corresponding high-level concepts in the 
following way: A model vector is formed for each image. Its dimensionality is 
equal to the number of concepts constituting the thesaurus. The distance of 
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a region to a region type is calculated as a linear combination of the average 
descriptor distances, as in [18]. Having calculated the distance of each region of 
the image to all the region types of the constructed thesaurus, the model vector 
Dm that semantically describes the visual content of the image is formed by 
keeping the bigger confidence value for each mid-level concept and is depicted 
in equation 6. 

Dm = [min{d]}, min{d^},..,, min{d^ ^}], i = 1,2,..., numOf Regions (6) 

Where d^ is the confidence value that the i-th region of the image corresponds 
to the j-th region type, numOf Regions is the number of the segmented image 
regions and Nc the size of the region thesaurus. 

3.2 Visual Context Optimization 

Once a model vector for an image is calculated, a modified version of the 
context-based confidence value readjustment algorithm [12] is applied, so as 
to satisfy the needs of the problem at hand. The latter forms the last pre­
processing step of the analysis process and provides an optimized re-estimation 
of the initial regions' degrees of confidence to the selected region types. Con­
sequently, it updates the values of each model vector, allowing an optimized 
training process of the classifier, thus achieving significantly optimized evalua­
tion results. 

In a more formal manner, the problem that this work attempts to address 
is summarized in the following statement: the visual context analysis algorithm 
readjusts in a meaningful way the initial region type confidence values produced 
by the previous step of region type analysis. In this section, the remaining prob­
lems to be addressed include how to meaningfully readjust the initial member­
ship degrees and how to use visual context to influence the overall results of 
knowledge-assisted image analysis towards higher performance. 

An estimation of the degree of membership of each mid-level region type 
is derived from direct and indirect relationships of the latter with other region 
types in the graph, using a meaningful compatibility indicator or distance met­
ric. Depending on the nature of the domains provided in the domain ontology, 
the best indicator could be selected using the max or the min operator, respec­
tively. Of course the ideal distance metric for two region types is again one that 
quantifies their semantic correlation. For the problem at hand, the max value 
is a meaningful measure of correlation for both of them. 

The general structure of the modified degree of membership re-evaluation 
algorithm is now as follows: 

1. the considered domain imposes the use of a domain similarity (or dissimi­
larity) measure: dnp G [0,1]. 

2. for each region type t we may describe the fuzzy set Lt using the widely ap-
\T\ 

plied [10] sum notation Lt = Yl U/wi = {ti/wi,t2/w2,... ,tn/wn}, where 
1=1 

Wi describes the membership function: Wi = fiLti^i). 
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3. for each region type U in the fuzzy set Lt with a degree of membership Wi, 
obtain the particular contextual information in the form of its relations to 
the set of any other region types: {vt^^tj : ti^tj e T, i ^ j}-

4. Calculate the new degree of membership Wi, taking into account each do­
main's similarity measure. In the case of multiple mid-level region type 
relations, relating region type ti to more than the root concept, an inter­
mediate aggregation step should be applied for the estimation of Wi by 
considering the context relevance notion crt^, introduced in [12]. 

We express the calculation of Wi with the recursive formula: 

< = < " ^ - dnp{w^-^ - cru) (7) 

where n denotes the iteration used. Equivalently, for an arbitrary iteration n: 

< = (1 - dnpY • w^^ + ( ! - ( ! - dnpY) • en, (8) 

where w^ represents the initial degree of membership for region type ti. Typical 
values for n reside between 3 and 5. 

4 Experimental Results 

In this section we provide some early experimental results facilitating the pro­
posed approach. We carried out experiments utilizing 287 images and 25 region 
types derived from the beach domain, acquired from personal collections and 
the Internet. A ground truth was manually constructed, consisting of a number 
of region types associated to a unique concept. We utilized 57 images (merely 
20% of the dataset) as our clustering training set and after an extensive try-
and-error process selected dnp = 0.12 as the optimal normalization parameter 
for the given domain. For the sake of space we present an indicative beach image 
use case example (Fig. 2): (a) the original input image and (b) the segmentation 
output of the image, where we consider a simpler region thesaurus, consisting 
of only 4 region types. The original model vector deriving from the comparison 
of the image regions to the region types of the region thesaurus is: 

MY before = [0.723 0.220 0.753 0.364] (9) 

Since we can observe that the given image consists of sky and sea, we should 
expect that region types that correspond to these semantic concepts should have 
larger values. The case here is that sea has a quite different color than the region 
type of the thesaurus that has occurred from a sea region. This color appears 
even similar to rock regions. We would like to increase this confidence to the 
region type and also decrease the confidence that corresponds to a rock region 
(2nd and 4th constituent of the model vector). After we apply the algorithm 
described in section 3.2, the model vector becomes: 

MVtefore = [0.778 0.452 0.800 0.338] (10) 
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(a) Input image (b) Segmentation 
Fig. 2. Indicative beach image example. 

In order to provide a first measure of overall evaluation for the proposed 
technique, we further present precision scores from its application to the entire 
dataset on a per high-level concept basis (i.e., after the final classification step is 
applied on the optimized model vector). Evaluation results for 6 high-level beach 
concepts are presented in Table 2. Each concept's row displays the precision 
value before and after the use of context. 

Table 2. Overall precision scores per high-level beach concept 

Concepts 

sea 
water 
sky 
sand 
rock 
vegetation 

Overall 

before after 

0.72 
0.36 
0.85 
0.70 
0.68 
0.43 

0,62 

0.77 
0.38 
0.97 
0.74 
0.73 
0.48 

0,68 

% 
6.85% 
5.56% 
11.69% 
6.06% 
6.15% 
10.87% 

7.86% 

5 Conclusions 

Our current research efforts indicate clearly that high-level concepts can be 
efficiently detected when an image is represented by a model vector with the 
aid of a visual thesaurus and context. Amongst the core contribution of this 
work has been the implementation of a novel, mid-level visual context inter­
pretation utilizing a fuzzy, ontology-based representation of knowledge. Early 
research results were presented, indicating a significant high-level concept de­
tection optimization (i.e. 5.56%-11.69% per concept - 7.86% overall) over the 
entire dataset utilized. Although the improvement is not impressive, we believe 
that minor enhancements on the implemented model should boost further its 
performance. 
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Abstract. Human brain processes undergo cycles of adaptation in order to 
meet the requirements of novel conditions. In affective state recognition, brain 
processes tend to adapt to new subjects as well as environmental changes. By 
using adaptive neural network architectures and by collecting and analysing 
data from specific environments we present an effective approach in 
mimicking these processes and modelling the way the need for adaptation is 
detected as well as the actual adaptation. Video sequences of subjects 
displaying emotions are used as data for our classifier. Facial expressions and 
body gestures are used as system input and system output quality is monitored 
in order to identify when retraining is required. This architecture can be used 
as an automatic analyzer of human affective feedback in human computer 
interaction applications. 

1 Introduction 

The ability to detect and understand affective states and other social signals of 
someone with whom we are communicating is the core of social and emotional 
intelligence and relies upon finely tuned neural mechanisms in the brain. This kind 
of intelligence is a facet of human intelligence that has been argued to be 
indispensable and even the most important for a successful social life 2. 
Neuropsychological (8) and neuroimaging data (9) with humans have suggested that 
recognition of some distinct facial expressions engages specific neural circuits. 
Although various brain regions have therefore been correlated with facial expression 
recognition, the nature of their contributions remains unresolved. The act of seeing is 
so effortless that it is difficult to appreciate the sophisticated mechanisms underlying 
it. However, current computing technology does not account for the fact that human-
human communication is always socially situated and that discussions are not just 
facts but part of a larger social interplay. Not all computers will need social and 
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emotional intelligence and none will need all of the related skills humans have. Yet, 
human-machine interactive systems capable of sensing stress, inattention, confusion, 
and heedfulness, and capable of adapting and responding to these affective states of 
users are likely to be perceived as more natural, efficacious, and trustworthy (see 6). 
Regarding personalized expressivity, it is well known (see, for example, recent 
results, on emotional signs from signals, of the Humaine network of Excellence 4) 
that in human computer interaction, the emotional characteristics and signs of signals 
captured from a specific user, although adhering to some general descriptive theories 
and psychological models, differ, sometimes significantly, between different 
persons. Thus, emotion recognition is a research problem, the solution of which 
highly depends on individual human characteristics and way of behaviour. Emotion 
recognition systems are generally based on a rule base system, or on a system that 
has learnt to solve the problem through extensive training. In either case, if such a 
system is to be used in a real life experiment, it fiirther needs to take into account, 
i.e., to adapt its knowledge to the specific user characteristics as well as behavioural 
and environmental conditions, i.e., the context of interaction. 

In all cases, it is essential that systems are derived which are able to adapt their 
performance to environmental changes, by detecting deterioration of their 
performance, and refining it with data obtained by the specific environment and 
respective cues provided by the user or by cross-correlating different modahties. 
Neural networks fit well with this requirement, since adaptation is their main 
advantage when compared with knowledge-based systems, where updating of 
knowledge is a complex, generally off-line procedure. Both supervised, such as 
multilayered feed-forward networks, and unsupervised networks, such as SOM or 
k-NN based approaches can be used for this purpose. In the rest of the paper an 
adaptive supervised feed-forward network is described and used for human computer 
interaction enriched with emotion analysis capabilities, showing that it can provide 
an effective approach to handling of the above described problems. The basic 
methodology can be extended to unsupervised, clustering techniques. 
Section 0 describes the adaptive network architecture, while its use in different 
contexts is presented in section 0. An experimental study, with emotion datasets 
showing, not only extreme emotions, but also intermediate real-life ones, generated 
in the framework of the EC 1ST Humaine Network of Excellence, is given in section 
0, while conclusions and fiarther work are discussed in section 0. 

1.1 Neural Architectures for Emotion Recognition 

Taylor and Fragopanagos describe a neural network architecture in 7 in which 
features, from various modalities, that correlate with the user's emotional state are 
fed to a hidden layer, representing the emotional content of the input message. The 
output is a label of this state. Attention acts as a feedback modulation onto the 
feature inputs, so as to amplify or inhibit the various feature inputs, as they are or are 
not useful for the emotional state detection. The basic architecture is thus based on a 
feed-forward neural network, but with the addition of a feedback layer (IMC in 
Error! Reference source not found.), modulating the activity in the inputs to the 
hidden layer. 
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Zk 
MC 

Fig. 1. Information flow in the system. IMC= inverse model controller; EMOT = hidden layer 
emotional state; FEEL = output state emotion classifier 

Results have been presented for the success levels of the trained neural system based 
on a multimodal database, including time series streams of text (from an emotional 
dictionary), prosodic features (as determined by a prosodic speech feature extraction) 
and facial features (facial animation parameters). The obtained results are different 
for different viewers who helped to aimotate the datasets. These results show high 
success levels on certain viewers, while lower (but still good) levels on other ones. In 
particular very high success was obtained using only prediction of activation values 
for one user who seemed to use mainly facial cues, whilst a similar, but slightly 
lower success level, was obtained on an annotator, who used predominantly prosodic 
cues. Other two armotators appeared to use cues from all modalities, and for them, 
the success levels were still good but not so outstanding. 
This leads to the need for a further study to follow up the spread of such cue-
extraction across the populace, since if this is an important component then it would 
be important to know how broad is this spread, as well as to develop ways to handle 
such a spread (such as having a battery of networks, each trained on the appropriate 
subset of cues). It is, thus evident that adaptation to specific users and contexts is a 
crucial aspect in this type of fusion. Decision-level fusion caters for integrating 
asynchronous but temporally correlated modalities. Here, each modality is first 
classified independently and the final classification is based on fusion of the outputs 
of the different modalities. Designing optimal strategies for decision level fusion is 
still an open research issue. Various approaches have been proposed, e.g. sum rule, 
product rule, using weights, max/min/median rule, majority vote etc. As a general 
rule, semantic fusion builds on individual recognizers, followed by an integration 
process; individual recognisers can be trained using unimodal data, which are easier 
to collect. 
In the rest of this paper, we examine the confidence produced by each classifier, such 
as a feed-forward multilayer neural network, handling a single modality - focusing 
on facial expressions - and we derive an efficient methodology for adapting the 
classifier's performance, when detecting such a need, by collecting data from its 
specific enviroimient. Thus, in the framework presented here, facial expression is 
considered as the dominant modality; this means that most of the time classification 
is performed using the facial features as input. In cases where the network trained 
with the facial data does not perform well (hence, the need to adapt arises), speech 



402 Lori Malatesta, Amaryllis Raouzaiou, George Caridakis, Kostas Karpouzis 

prosody or gestures can be utilized as "fall-back" solutions, possibly providing the 
expected output for the adaptation process. 

2 The Adaptive neural network architecture 
Let us assume that we seek to classify, to one of, say, p available emotion classes co, 
each input vector Xi containing the features extracted from the input signal. A neural 

network produces aj9-dimensional output vector y{x^i) 

where /?^ denotes the probability that the ith input belongs to the jth class. 

Let us first consider that the neural network has been initially trained to perform the 
classification task using a specific training set, say, 

Sb = {{^i^dLx\'-'^{^m,^dLm,)] , where vectors x_. and d^. with / = l,2,---,m^ 
denote the ith input training vector and the corresponding desired output vector 
consisting ofp elements. 
Then, let y{j£.) denote the network output when applied to a new set of inputs, and 

let us consider the ith input outside the training set, possibly corresponding to a new 
user, or to a change of the environmental conditions. Based on the above described 
discussion, slightly different network weights should probably be estimated in such 
cases, through a network adaptation procedure. 
Let w^ include all weights of the network before adaptation, and w^ the new 

weight vector which is obtained after adaptation is performed. To perform the 

adaptation, a training set Sc has to be extracted from the current operational 

situation composed of, (one or more), say, rric inputs; 

^c-\\^v^\\"'\^m '^m j l where x^ and d_- with / = l,2,---,m^ similarly 
correspond to the i-th input and desired output data used for adaptation. The 
adaptation algorithm that is activated, whenever such a need is detected, computes 
the new network weights w^ , minimizing the following error criteria with respect to 
weights, 

1 ^ c 

1 ^ b 

/̂,.=-ilk.(x:,.)-c.||, 
2.=. (2) 

where Ec,a is the error performed over training set Sc ("current" knowledge), 

£'/,athe corresponding error over training set S^^ ("former" knowledge); z^(x.) 

and z^ (y . ) are the outputs of the adapted network, corresponding to input vectors 

X. and y• respectively, of the network consisting of weights w^ . Similarly 

z^(x-) would represent the output of the network, consisting of weights }V ,̂ when 
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accepting vector x- at its input; when adapting the network for the first time z^ (x.) 

is identical to y{x.). Parameter /; is a weighting factor accounting for the 

significance of the current training set compared to the former one and • denotes 

the L2 -norm. 
The goal of the training procedure is to minimize (2) and estimate the new network 
weights w^. The adopted algorithm has been proposed by the authors in 1. Let us 

first assume that a small perturbation of the network weights (before adaptation) w^ 
is enough to achieve good classification performance. Then, 

where Aw are small increments. This assumption leads to an analytical and 

tractable solution for estimating w^ , since it permits linearization of the non-linear 
activation function of the neuron, using a first order Taylor series expansion. 
Equation (2) indicates that the new network weights are estimated taking into 
account both the current and the previous network knowledge. To stress, however, 
the importance of current training data in (2), one can replace the first term by the 
constraint that the actual network outputs are equal to the desired ones, that is 

^aCi)"^^/ / = l,...,m^, for all data in iŜ  .^. 

Through linearization, solution of (3) with respect to the weight increments is 
equivalent to a set of linear equations 

where vector c and matrix A are appropriately expressed in terms of the previous 
network weights. In particular. 

Moreover, minimization of the second term of (2), which expresses the effect of the 
new network weights over data set S^^, can be considered as minimization of the 

absolute difference of the error over data in S^^ with respect to the previous and the 
current network weights. This means that the weight increments are minimally 
modified, with respect to the following error criterion 

with E. ^ defined similarly to Er, with z^ replaced by z^ in (2). 

It can be shown 5 that (6) takes the form of 

Es=-(Awf -K^ 'K-Aw 
2 (7) 

where the elements of matrix K are expressed in terms of the previous network 
weights w^ and the training data in St. The error function defined by (7) is convex 
since it is of squared form. Thus, the weight increments can be estimated through 
solution of (7). The gradient projection method has been used in [6] to estimate the 
weight increments. 
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Each time the decision mechanism ascertains that adaptation is required, a new 
training set S^ is created, which represents the current condition. Then, new 
network weights are estimated taking into account both the current information (data 
in S^) and the former knowledge (data in 5^). Since the set S^ has been optimized 
only for the current condition, it cannot be considered suitable for following or future 
states of the environment. This is due to the fact that data obtained from future states 
of the environment may be in conflict with data obtained from the current one. On 
the contrary, it is assumed that the training set St, which is in general based on 
extensive experimentation, is able to roughly approximate the desired network 
performance at any state of the environment. Consequently, in every network 
adaptation phase, a new training set S^ is created and the previous one is discarded, 

while new weights are estimated based on the current set S^ and the old one Sb , 
which remains constant throughout network operation. 

3 Detecting the need for adaptation 
The purpose of this mechanism is to detect when the output of the neural network 
classifier is not appropriate and consequently to activate the adaptation algorithm at 
those time instances when a change of the environment occurs. 
Let us first assume that a network adaptation has taken place and let us focus visual 
inputs. Let x{k) denote the feature vector of the ^-th image or image frame, 
following the time at which adaptation occurred. Index k is therefore reset each time 
adaptation takes place, with x(0) corresponding to the feature vector of the image 
where the adaptation of the network was accomplished. At this input, the network 
performance had deteriorated, i.e., the network output deviated from the desired one. 
Let us recall that vector c in eq. (5) expresses the difference between the desired 

and the actual network outputs based on weights w^ and applied to the current data 

set. As a result, if the norm of vector c increases, network performance deviates 

from the desired one and adaptation should be applied. On the contrary, if vector c 
takes small values, then no adaptation is required. In the following we use the 
difference between the output of the adapted network and of that produced by the 
initially trained classifier to approximate the value of c . Moreover, we assume that 
the difference computed when processing input x(0) constitutes a good estimate of 
the level of improvement that can be achieved by the adaptation procedure. Let us 
denote by ^(0) this difference and let e(k) denote the difference between the 

corresponding classifiers' outputs, when the two networks are applied to x(k) . It is 

anticipated that the level of improvement expressed by e(k) will be close to that of 

e(0) as long as the classification results are good. This will occur when input 

images are similar to the ones used during the adaptation phase. An error e(k), 

which is quite different from e(0) , is generally due to a change of the environment. 

Thus, the quantity a{k) = \e{k) - e(0)\ can be used for detecting the change of the 
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environment or equivalently the time instances where adaptation should occur. Thus, 
no adaptation is needed if: 

«(^)<^ (8) 

where T is a threshold which expresses the max tolerance, beyond which adaptation 
is required for improving the network performance. 
Such an approach detects with high accuracy the adaptation time instances both in 
cases of abrupt and gradual changes of the operational environment since the 
comparison is performed between the current error difference e(k) and the one 

obtained right after adaptation, i.e., e{0). In an abrupt operational change, error 

e(k) will not be close to ^(0); consequently, a(k) exceeds threshold T and 

adaptation is activated. In case of a gradual change, error e{k) will gradually 

deviate from e(0) so that the quantity a(k) gradually increases and adaptation is 

activated at the frame where a{k) > T. 
Network adaptation can be instantaneously executed each time the system is put in 
operation by the user. Thus, the quantity a(0) initially exceeds threshold T and 
adaptation is forced to take place. 

4 Experimental Study 

Our experiments aimed at investigating the practical stand of the proposed adaptation 
procedure. The main idea of the experimental study was to explore the performance 
of the adapted networks over inputs belonging to the same tune, but not used for 
adaptation, as well as to tunes of the same emotional quadrant as the one used for 
adaptation purposes. 
Out of approximately 35.000 frames, belonging to 477 tunes of the SAL database 3, 
we selected a merely 500 frames - from all four subjects - for training a feed-forward 
back-propagation network referred from now as NetProm. The architecture details 
for NetProm are three layers consisting of 10 and 5 neurons on the first and second 
hidden layers respectively and 5 neurons of the output layer. The targets were 
formatted as a 5x1 vector for every frame so as to only one, of the 5 candidate 
classes, was equal to 1. So for example if the frame used for training belonged to the 
first quadrant the output vector would be [1 0 0 0 0]. The fifth class of the 
classification problem corresponds to the neutral emotional state and the other four 
to the four quadrants of the Whissel's wheel. 
The selection of the 500 frames used for training the NetProm network was made 
following a prominence criterion. More specifically, for every frame, a metric was 
assigned denoting the distance of the values of the FAPs for that specific frame with 
reference to the mean values of the FAPs of the other frames belonging to the same 
class. This metric of FAP variance was the sorting parameter for the frames. Under 
the constraint that each class should be represented as equally as possible we selected 
the 500 most prominent frames and used it as input for training the NetProm 
network. 
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With regard to the adaptation phase we selected eleven tunes - from a single subject -
consisting of the largest number of frames. This selection was based on the idea that 
it would not make much sense selecting very short tunes, because the adaptation data 
would be very sparse as will be explained later. Also we made sure that no frame 
belonging to these eleven tunes was used for training NetProm. Each of the eleven 
tunes was divided into two groups of frames, the adaptation group and the testing 
group containing 30% and 70% of the total frames of the original tune, sorted by the 
prominence criterion, respectively. 
NetProm was adapted using the adaptation group of the eleven tunes and produced 
eleven new networks Neti, i=l..l 1. Each Neti was then tested on the testing group of 
the respective tune and the results can be seen in Error! Reference source not 
found.. It is clear that the adaptation procedure has been beneficial and greatly 
reduced the MSE for every tune it was applied. 
Furthermore, we tested the procedure proposed in section 4 for detecting when 
adaptation is necessary. In particular, we used the above derived Neti and compared 
their performance with that of NetProm through criterion (8) in 11 synthetic 
experiments, shown in Figure 3. In the first 6 experiments and in the 9*, there was no 
change of the subject showing the expression. It can be verified that the value of ^(^), 
for all values of A: shown in the horizontal axis, are close to the e(0) value, so no need 
for adaptation was detected. On the contrary, the 7*, 8*̂ , 10*̂  and 11* experiments 
contained one or more frames where a different subject (the first) showed a similar 
expression. In most of these cases the a(k) value was raised due to the 
inappropriateness of the adapted (to the fourth subject) network to cope well with the 
specific characteristics of the first subject. Consequently the need for (new) 
adaptation was detected through usage of criterion (8). 
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Fig. 3. Detecting the need for network adaptation using the criterion of eq.(8) 

These results are very promising indicating that the proposed process can form an 
effective adaptation tool in expression/emotion recognition. 

5 Conclusions - Future work 
Recognition of facial expressions is an important part of human-computer 
interaction, especially since psychological research has shown that the face is a vital 
ingredient of human expressivity. However, in everyday HCI, emotions are usually 
subtle, hence difficult to pick out using a small set of universal labels; to tackle this, 
one needs to consider multiple modalities as a "fall-back" or reinforcement solution. 
In addition to this, personalized expressivity and context-dependence make 
generalization of learning techniques a daunting task. 
In this paper we proposed an extension of a neural network adaptation procedure 
which caters for training from different modalities. After training and testing on a 
particular subject, the best-performing network is adapted using prominent samples 
from discourse with another subject, so as to adapt and improve its ability to 
generalize. Results shown here indicate that the performance of the network is 
improved using this approach, without the need to train a specific network for each 
subject, which would wipe out the nice generalization attribute of the network. 
Future work includes the extension of this work to include speech-related modalities, 
deployment on different naturalistic contexts and introduction of mechanisms to 
handle uncertainty in the various modalities and decide which of them would be the 
more robust to depend upon for co-training. 
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