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14.1 Introduction

Most biometric systems that are presently in use, typically use a single bio-
metric trait to establish identity (i.e., they are unibiometric systems). With
the proliferation of biometric-based solutions in civilian and law enforcement
applications, it is important that the vulnerabilities and limitations of these
systems are clearly understood. Some of the challenges commonly encountered
by biometric systems are listed below.

1. Noise in sensed data: The biometric data being presented to the sys-
tem may be contaminated by noise due to imperfect acquisition conditions or
subtle variations in the biometric itself. For example, a scar can change a sub-
ject’s fingerprint while the common cold can alter the voice characteristics of a
speaker. Similarly, unfavorable illumination conditions may significantly affect
the face and iris images acquired from an individual. Noisy data can result in
an individual being incorrectly labeled as an impostor thereby increasing the
False Reject Rate (FRR) of the system.

2. Non-universality: The biometric system may not be able to acquire
meaningful biometric data from a subset of individuals resulting in a failure-
to-enroll (FTE) error. For example, a fingerprint system may fail to image the
friction ridge structure of some individuals due to the poor quality of their
fingerprints. Similarly, an iris recognition system may be unable to obtain the
iris information of a subject with long eyelashes, drooping eyelids or certain
pathological conditions of the eye. Exception processing will be necessary in
order to accommodate such users into the authentication system.

3. Upper bound on identification accuracy: The matching performance of
a unibiometric system cannot be continuously improved by tuning the fea-
ture extraction and matching modules. There is an implicit upper bound on
the number of distinguishable patterns (i.e., the number of distinct biomet-
ric feature sets) that can be represented using a template. The capacity of
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a template is constrained by the variations observed in the feature set of
each subject (i.e., intra-class variations) and the variations between feature
sets of different subjects (i.e., inter-class variations). Table 1.2 lists the error
rates associated with four biometric modalities - fingerprints, face, voice, iris
- as suggested by recent public tests. These statistics suggest that there is a
tremendous scope for performance improvement especially in the context of
large-scale authentication systems.

4. Spoof attacks: Behavioral traits such as voice [15] and signature [16] are
vulnerable to spoof attacks by an impostor attempting to mimic the traits
corresponding to legitimately enrolled subjects. Physical traits such as fin-
gerprints can also be spoofed by inscribing ridge-like structures on synthetic
material such as gelatine and play-doh [38, 47]. Targeted spoof attacks can
undermine the security afforded by the biometric system and, consequently,
mitigate its benefits [48].

Some of the limitations of a unibiometric system can be addressed by de-
signing a system that consolidates multiple sources of biometric information.
This can be accomplished by fusing, for example, multiple traits of an individ-
ual, or multiple feature extraction and matching algorithms operating on the
same biometric. Such systems, known as multibiometric systems [53, 25, 19],
can improve the matching accuracy of a biometric system while increasing
population coverage and deterring spoof attacks. In this chapter, the various
sources of biometric information that can be fused as well as the different
levels of fusion that are possible are discussed.

14.2 Taxonomy of Multibiometric Systems

In the realm of biometrics, the consolidation of evidence presented by multiple
biometric sources is an effective way of enhancing the recognition accuracy of
an authentication system. For example, the Integrated Automated Fingerprint
Identification System (IAFIS) maintained by the FBI integrates the informa-
tion presented by multiple fingers to determine a match in the master file.
Some of the earliest multimodal biometric systems reported in the literature
combined the face (image/video) and voice (audio) traits of individuals [9, 4].

A multibiometric system relies on the evidence presented by multiple
sources of biometric information. Based on the nature of these sources, a
multibiometric system can be classified into one of the following six categories
[53]: multi-sensor, multi-algorithm, multi-instance, multi-sample, multimodal
and hybrid.

1. Multi-sensor systems: Multi-sensor systems employ multiple sensors to
capture a single biometric trait of an individual. For example, a face recogni-
tion system may deploy multiple 2D cameras to acquire the face image of a
subject [35]; an infrared sensor may be used in conjunction with a visible-light
sensor to acquire the subsurface information of a person’s face [29, 7, 57]; a
multispectral camera may be used to acquire images of the iris, face or finger
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[54, 43]; or an optical as well as a capacitive sensor may be used to image the
fingerprint of a subject [37]. The use of multiple sensors, in some instances,
can result in the acquisition of complementary information that can enhance
the recognition ability of the system. For example, based on the nature of
illumination due to ambient lighting, the infrared and visible-light images of a
person’s face can present different levels of information resulting in enhanced
matching accuracy. Similarly, the performance of a 2D face matching system
can be improved by utilizing the shape information presented by 3D range
images.

2. Multi-algorithm systems: In some cases, invoking multiple feature ex-
traction and/or matching algorithms on the same biometric data can result
in improved matching performance. Multi-algorithm systems consolidate the
output of multiple feature extraction algorithms, or that of multiple match-
ers operating on the same feature set. These systems do not necessitate the
deployment of new sensors and, hence, are cost-effective compared to other
types of multibiometric systems. But on the other hand, the introduction of
new feature extraction and matching modules can increase the computational
complexity of these systems. Ross et al. [52] describe a fingerprint recogni-
tion system that utilizes minutiae as well as texture information to represent
and match fingerprint images. The inclusion of the texture-based algorithm
introduces additional processing time associated with the application of Ga-
bor filters on the input fingerprint image. However, the performance of the
hybrid matcher is shown to exceed that of the individual matchers. Lu et
al. [36] discuss a face recognition system that combines three different fea-
ture extraction schemes (Principal Component Analysis (PCA), Independent
Component Analysis (ICA) and Linear Discriminant Analysis (LDA)). The
authors postulate that the use of different feature sets makes the system ro-
bust to a variety of intra-class variations normally associated with the face
biometric. Experimental results indicate that combining multiple face classi-
fiers can enhance the identification rate of the biometric system.

3. Multi-instance systems: These systems use multiple instances of the
same body trait and have also been referred to as multi-unit systems in the
literature. For example, the left and right index fingers, or the left and right
irises of an individual, may be used to verify an individual’s identity [45, 27].
The US-VISIT border security program presently uses the left- and right-
index fingers of visitors to validate their travel documents at the port of entry.
FBI’s IAFIS combines the evidence of all ten fingers to determine a matching
identity in the database. These systems can be cost-effective if a single sensor
is used to acquire the multi-unit data in a sequential fashion (e.g., US-VISIT).
However, in some instances, it may be desirable to obtain the multi-unit data
simultaneously (e.g., IAFIS) thereby demanding the design of an effective (and
possibly more expensive) acquisition device.

4. Multi-sample systems: A single sensor may be used to acquire multi-
ple samples of the same biometric trait in order to account for the variations
that can occur in the trait, or to obtain a more complete representation of
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the underlying trait. A face system, for example, may capture (and store) the
frontal profile of a person’s face along with the left and right profiles in order
to account for variations in the facial pose. Similarly, a fingerprint system
equipped with a small size sensor may acquire multiple dab prints of an indi-
vidual’s finger in order to obtain images of various regions of the fingerprint.
A mosaicing scheme may then be used to stitch the multiple impressions and
create a composite image. One of the key issues in a multi-sample system is
determining the number of samples that have to be acquired from an individ-
ual. It is important that the procured samples represent the variability as well
as the typicality of the individual’s biometric data. To this end, the desired
relationship between the samples has to be established before-hand in order to
optimize the benefits of the integration strategy. For example, a face recogni-
tion system utilizing both the frontal- and side-profile images of an individual
may stipulate that the side-profile image should be a three-quarter view of the
face [17, 42]. Alternately, given a set of biometric samples, the system should
be able to automatically select the “optimal” subset that would best repre-
sent the individual’s variability. Uludag et al. [58] discuss two such schemes in
the context of fingerprint recognition. The first method, called DEND, employs
a clustering strategy to choose a template set that best represents the intra-
class variations, while the second method, called MDIST, selects templates that
exhibit maximum similarity with the rest of the impressions.

5. Multimodal systems: Multimodal systems establish identity based on
the evidence of multiple biometric traits. For example, some of the earliest
multimodal biometric systems utilized face and voice features to establish the
identity of an individual [4, 10, 3]. Physically uncorrelated traits (e.g., finger-
print and iris) are expected to result in better improvement in performance
than correlated traits (e.g., voice and lip movement). The cost of deploying
these systems is substantially more due to the requirement of new sensors
and, consequently, the development of appropriate user interfaces. The iden-
tification accuracy can be significantly improved by utilizing an increasing
number of traits although the curse-of-dimensionality phenomenon would im-
pose a bound on this number. The curse-of-dimensionality limits the number
of attributes (or features) used in a pattern classification system when only a
small number of training samples is available [14]. The number of traits used
in a specific application will also be restricted by practical considerations such
as the cost of deployment, enrollment time, throughput time, expected error
rate, user habituation issues, etc.

6. Hybrid systems: Chang et al. [5] use the term hybrid to describe sys-
tems that integrate a subset of the five scenarios discussed above. For example,
Brunelli et al. [4] discuss an arrangement in which two speaker recognition al-
gorithms are combined with three face recognition algorithms at the match
score and rank levels via a HyperBF network. Thus, the system is multi-
algorithmic as well as multimodal in its design. Similarly, the NIST BSSR1
dataset [40] has match scores pertaining to two different face matchers op-
erating on the frontal face image of an individual (multi-algorithm), and a
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fingerprint matcher operating on the left- and right-index fingers of the same
individual (multi-instance).

Another category of multibiometric systems combine primary biometric
identifiers (such as face and fingerprint) with soft biometric attributes (such as
gender, height, weight, eye color, etc.). Soft biometric traits cannot be used to
distinguish individuals reliably since the same attribute is likely to be shared
by several different people in the target population. However, when used in
conjunction with primary biometric traits, the performance of the authen-
tication system can be significantly enhanced [23]. Soft biometric attributes
also help in filtering (or indexing) large biometric databases by limiting the
number of entries to be searched in the database. For example, if it is deter-
mined (automatically or manually) that the subject is an “Asian Male”, then
the system can constrain its search to only those identities in the database
labeled with these attributes. Alternately, soft biometric traits can be used in
surveillance applications to decide if at all primary biometric information has
to be acquired from a certain individual. Automated techniques to estimate
soft biometric characteristics is an ongoing area of research and is likely to
benefit law enforcement and border control biometric applications.

14.3 Levels of fusion

Based on the type of information available in a certain module, different levels
of fusion can be defined. Sanderson and Paliwal [55] categorize the various lev-
els of fusion into two broad categories: pre-classification or fusion before match-
ing and post-classification or fusion after matching (see Figure 14.1). Such a
categorization is necessary since the amount of information available for fu-
sion reduces drastically once the matcher has been invoked. Pre-classification
fusion schemes typically require the development of new matching techniques
(since the matchers used by the individual sources may no longer be rel-
evant) thereby introducing additional challenges. Pre-classification schemes
include fusion at the sensor (or raw data) and the feature levels while post-
classification schemes include fusion at the match score, rank and decision
levels. A brief description of each of these fusion levels is presented in this
section.

14.3.1 Sensor-level fusion

The raw biometric data (e.g., a face image) acquired from an individual rep-
resents the richest source of information although it is expected to be con-
taminated by noise (e.g., non-uniform illumination, background clutter, etc.).
Sensor-level fusion refers to the consolidation of (a) raw data obtained using
multiple sensors or (b) multiple snapshots of a biometric using a single sensor.
Mosaicing multiple impressions of the same finger is a good example of fusion
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Fig. 14.1. Fusion can be accomplished at various levels in a biometric system. Most
multibiometric systems fuse information at the match score level or the decision level.
More recently researchers have begun to fuse information at the sensor and feature
levels. In biometric systems operating in the identification mode, fusion can be done
at the rank level.

at this level. Jain and Ross [24] discuss a mosaicing scheme that creates a com-
posite fingerprint image from the evidence presented by multiple dab prints.
The algorithm uses the minutiae points to first approximately register the
two images using a simple affine transformation. The Iterative Closest Point
(ICP) algorithm is then used to register the ridge information corresponding
to the two images after applying a low-pass filter to the individual images and
normalizing their histograms. The normalization ensures that the pixel inten-
sities of the individual dab prints are comparable. Blending is accomplished
by merely concatenating the two registered images. The performance using
the mosaiced image templates was shown to exceed that of the individual dab
print templates.

14.3.2 Feature-level fusion

In feature-level fusion, the feature sets originating from multiple biometric
algorithms are consolidated into a single feature set by the application of ap-
propriate feature normalization, transformation and reduction schemes. The
primary benefit of feature-level fusion is the detection of correlated feature
values generated by different biometric algorithms and, in the process, identi-
fying a salient set of features that can improve recognition accuracy. Eliciting
this feature set typically requires the use of dimensionality reduction meth-
ods [22, 46] and, therefore, feature-level fusion assumes the availability of a
large number of training data. Also, the feature sets being fused are typi-
cally expected to reside in commensurate vector space in order to permit the
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application of a suitable matching technique upon consolidating the feature
sets.

Feature-level fusion is challenging for the following reasons:

1. The relationship between the feature spaces of different biometric systems
may not be known.

2. The feature sets of multiple modalities may be incompatible. For example,
the minutiae set of fingerprints and the eigen-coefficients of face are irrec-
oncilable. One is a variable length feature set (i.e., it varies across images)
whose individual values parameterize a minutia point; the other is a fixed
length feature set (i.e., all images are represented by a fixed number of
eigen-coefficients) whose individual values are scalar entities.

3. If the two feature sets are fixed length feature vectors, then one could
consider concatenating them to generate a new feature set. However, con-
catenating two feature vectors might lead to the curse-of-dimensionality
problem ([21]) where increasing the number of features might actually de-
grade the system performance especially in the presence of small number
of training samples. Although the curse-of-dimensionality is a well known
problem in pattern recognition, it is particularly pronounced in biometric
applications because of the time, effort and cost required to collect large
amounts of biometric (training) data.

4. Most commercial biometric systems do not provide access to the feature
sets used in their products. Hence, very few biometric researchers have
focused on integration at the feature level and most of them generally
prefer fusion schemes that use match scores or decision labels.

If the length of each of the two feature vectors to be consolidated is fixed
across all users, then a feature concatenation scheme followed by a dimen-
sionality reduction procedure may be adopted. Let X = {x1, x2, . . . , xm} and
Y = {y1, y2, . . . , yn} denote two feature vectors (X ∈ Rm and Y ∈ Rn) rep-
resenting the information extracted from two different biometric sources. The
objective is to fuse these two feature sets in order to yield a new feature vector,
Z, that would better represent an individual. The vector Z of dimensionality
k, k < (m+n), can be generated by first concatenating vectors X and Y, and
then performing feature selection or feature transformation on the resultant
feature vector in order to reduce its dimensionality. The key stages of such an
approach are described below.

Feature Normalization

The individual feature values of vectors X = {x1, x2, . . . , xm} and Y =
{y1, y2, . . . ,
yn} may exhibit significant differences in their range as well as form (i.e.,
distribution). Concatenating such diverse feature values will not be appro-
priate in many cases. For example, if the xi’s are in the range [0, 100] while
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the yi’s are in the range [0, 1], then the distance between two concatenated
feature vectors will be more sensitive to the xi’s than the yi’s. The goal of
feature normalization is to modify the location (mean) and scale (variance)
of the features values via a transformation function in order to map them
into a common domain. Adopting an appropriate normalization scheme also
helps address the problem of outliers in feature values. While a variety of nor-
malization schemes can be used, two simple schemes are discussed here: the
min-max and median normalization schemes.

Let x and x′ denote a feature value before and after normalization, respec-
tively. The min-max technique computes x′ as

x′ =
x−min(Fx)

max(Fx)−min(Fx)
, (14.1)

where Fx is the function which generates x, and min(Fx) and max(Fx) repre-
sent the minimum and maximum of all possible x values that will be observed,
respectively. The min-max technique is effective when the minimum and the
maximum values of the component feature values are known beforehand. In
cases where such information is not available, an estimate of these parameters
has to be obtained from the available set of training data. The estimate may
be affected by the presence of outliers in the training data and this makes min-
max normalization sensitive to outliers. The median normalization scheme, on
the other hand, is relatively robust to the presence of noise in the training
data. In this case, x′ is computed as

x′ =
x−median(Fx)

median(| (x−median(Fx)) |) . (14.2)

The denominator is known as the Median Absolute Deviation (MAD) and
is an estimate of the scale parameter of the feature value. Although, this
normalization scheme is relatively insensitive to outliers, it has a low efficiency
compared to the mean and standard deviation estimators. Normalizing the
feature values via any of these techniques results in modified feature vectors
X′ = {x′1, x′2, . . . x′m} and Y′ = {y′1, y′2, . . . y′n}. Feature normalization may not
be necessary in cases where the feature values pertaining to multiple sources
are already comparable.

Feature Selection or Transformation

Concatenating the two feature vectors, X′ and Y′, results in a new fea-
ture vector, Z′ = {x′1, x′2, . . . x′m , y′1, y

′
2, . . . y

′
n}, Z′ ∈ Rm+n. The curse-of-

dimensionality dictates that the new vector of dimensionality (m + n) need
not necessarily result in an improved matching performance compared to that
obtained by X′ and Y′ alone. The feature selection process is a dimension-
ality reduction scheme that entails choosing a minimal feature set of size k,
k < (m + n), such that a criterion (objective) function applied to the train-
ing set of feature vectors is optimized. There are several feature selection
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algorithms in the literature, and any one of these could be used to reduce
the dimensionality of the feature set Z′. Examples include sequential forward
selection (SFS), sequential backward selection (SBS), sequential forward float-
ing search (SFFS), sequential backward floating search (SBFS), “plus l take
away r” and branch-and-bound search (see [46] and [26] for details). Feature
selection techniques rely on an appropriately formulated criterion function
to elicit the optimal subset of features from a larger feature set. In the case
of a biometric system, this criterion function could be the Equal Error Rate
(EER); the d-prime measure; the area of overlap between genuine and impos-
tor training scores; the average GAR at pre-determined FAR values in the
ROC/DET curves corresponding to the training set; or the area under the
ROC curve (AUC).

Dimensionality reduction may also be accomplished using feature trans-
formation methods where the vector Z′ is subjected to a linear or a non-linear
mapping that projects it to a lower dimensional subspace. Examples of such
transformations include the use of principal component analysis (PCA), in-
dependent component analysis (ICA), multidimensional scaling (MDS), Ko-
honen Maps and neural networks ([22]). The application of a feature se-
lection or feature transformation procedure results in a new feature vector
Z = {z1, z2, . . . zk} which can now be used to represent the identity of an
individual.

Ross and Govindarajan [50] apply feature-level fusion to three different
scenarios: (a) multi-algorithm, where two different face recognition algorithms
based on Principal Component Analysis (PCA) and Linear Discriminant Anal-
ysis (LDA) are combined; (b) multi-sensor, where three different color chan-
nels of a face image are independently subjected to LDA and then combined;
and (c) multimodal, where the face and hand geometry feature vectors are
combined.

14.3.3 Score-level fusion

A match score represents the result of comparing two feature sets extracted
using the same feature extractor. A similarity score denotes how “similar” the
two feature sets are, while a distance score denotes how “different” they are3.

In score-level fusion the match scores output by multiple biometric match-
ers are combined to generate a new match score (a scalar) that can be sub-
sequently used by the verification or identification modules for rendering an
identity decision. Fusion at this level is the most commonly discussed ap-
proach in the biometric literature primarily due to the ease of accessing and
processing match scores (compared to the raw biometric data or the feature
set extracted from the data). Fusion methods at this level can be broadly clas-
sified into three categories [53]: density-based schemes, transformation-based
schemes and classifier-based schemes.
3 Consequently, a high similarity score between a pair of feature sets indicates a

good match whereas a high distance score indicates a poor match.
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Density-based fusion schemes

Let s = [s1, s2, . . . , sR] denote the scores emitted by multiple matchers, with
sj representing the match score of the jth matcher, j = 1, . . . , R. Further, let
the labels ω0 and ω1 denote the genuine and impostor classes, respectively.
Then, by Bayes decision theory [14], the probability of error can be minimized
by adopting the following decision rule4.

Assign s → ωi if

P (ωi|s) > P (ωj |s), i 6= j, and i, j = 0, 1. (14.3)

Here, the a posteriori probability P (ωi|s), i = 0, 1, can be derived from
the class-conditional density function p(s|ωi) using the Bayes formula, i.e.,

P (ωi|s) =
p(s|ωi)P (ωi)

p(s)
, (14.4)

where P (ωi) is the a priori probability of observing class ωi and p(s) denotes
the probability of encountering s. Thus, equation (14.3) can be re-written as

Assign s → ωi if

p(s|ωi)
p(s|ωj)

> τ, i 6= j, and i, j = 0, 1 (14.5)

where p(s|ωi)
p(s|ωj)

is known as the likelihood ratio and τ = P (ωj)
P (ωi)

is a pre-determined
threshold. The density p(s|ωi) is typically estimated from a training set of
match score vectors, using parametric or non-parametric techniques [56]. How-
ever, a large number of training samples is necessary to reliably estimate the
joint-density function p(s|ωi) especially if the dimensionality of the feature
vector s is large. In the absence of sufficient number of training samples (which
is typically the case when the multibiometric system is first deployed or if
its parameters are subsequently adjusted), it is commonly assumed that the
scalar scores si, s2, . . . sR are generated by R independent random processes.
This assumption permits the density function to be expressed as

p(s|ωi) =
R∏

j=1

p(sj |ωi), (14.6)

where the joint-density function is now replaced by the product of its marginals.
The marginal densities, p(sj |ωi), j = 1, 2, . . . R, i = 0, 1, are estimated from a

4 This is known as the Bayes decision rule or the minimum-error-rate classification
rule under the 0-1 loss function [14]
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training set of genuine and impostor scores corresponding to each of the R bio-
metric matchers. Equation (14.6) results in the product rule which combines
the scores generated by the R matchers as,

sprod =
R∏

j=1

p(sj |ω0)
p(sj |ω1)

. (14.7)

Kittler et al. [28] modify the product rule by further assuming that the
a posteriori probability P (ωi|s) of class ωi does not deviate much from its a
priori probability P (ωi) resulting in the sum rule:

ssum =

∑R
j=1 p(sj |ω0)∑R
j=1 p(sj |ω1)

. (14.8)

Similar expressions can be derived for combining the match scores using
the max, min and median rules [53, 28]. All the aforementioned rules implic-
itly assume that the match scores are continuous random variables. Dass et al.
[11] relax this assumption and represent the univariate density functions (i.e.,
the marginals in Equation (14.6)) as a mixture of discrete as well as continu-
ous components. The resulting density functions are referred to as generalized
densities. The authors demonstrate that the use of generalized density esti-
mates (as opposed to continuous density estimates) significantly enhances the
matching performance of the fusion algorithm. Furthermore, they use copula
functions [41, 8] to model the correlation structure between the match scores
s1, s2, . . . , sR and, subsequently, define a novel fusion rule known as the copula
fusion rule.

Transformation-based fusion schemes

Density-based schemes, as stated earlier, require a large number of training
samples (i.e., genuine and impostor match scores) in order to accurately esti-
mate the density functions. This may not be possible in most multibiometric
systems due to the time, effort and cost involved in acquiring labeled multi-
biometric data in an operational environment. In such situations, it may be
necessary to directly combine the match scores generated by multiple matchers
using simple fusion operators (such as the simple sum of scores or order statis-
tics) without first interpreting them in a probabilistic framework. However,
such an approach is meaningful only when the scores output by the matchers
are comparable. To facilitate this, a score normalization process is essential
to transform the multiple match scores into a common domain. The process
of score normalization entails changing the location and the scale parameters
of the underlying match score distributions in order to ensure compatibility
between multiple score variables.

Once the match scores output by multiple matchers are transformed
into a common domain they can be combined using simple fusion operators
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Table 14.1. Summary of score normalization techniques.

Normalization Technique Robustness Efficiency

Min-max No High

Decimal scaling No High

Z-score No High

Median and MAD Yes Moderate

Double sigmoid Yes High

Tanh-estimators Yes High

such as the sum of scores, product of scores or order statistics (e.g., maxi-
mum/minimum of scores or median score).

Classifier-based fusion schemes

In the verification mode of operation, the match scores generated by the mul-
tiple matchers may be input to a trained pattern classifier, such as a neural
network, in order to determine the class label (genuine or impostor). In this
approach, the goal is to directly estimate the class rather than to compute an
intermediate scalar value. Classifier-based fusion schemes assume the availabil-
ity of a large representative number of genuine and impostor scores during the
training phase of the classifier when its parameters are computed. The com-
ponent scores do not have to be transformed into a common domain prior to
invoking the classifier.

In the biometric literature several classifiers have been used to consoli-
date the match scores of multiple matchers. Brunelli and Falavigna [4] use
a HyperBF network to combine matchers based on voice and face features.
Verlinde and Cholet [59] compare the relative performance of three different
classifiers, namely, the k-Nearest Neighbor classifier using vector quantization,
the decision tree classifier, and a classifier based on the logistic regression
model when fusing the match scores originating from three biometric match-
ers. Experiments on the M2VTS database ([44]) show that the total error
rate (sum of the false accept and false reject rates) of the multimodal system
is an order of magnitude less than that of the individual matchers. Chatzis
et al. [6] use classical k-means clustering, fuzzy clustering and median radial
basis function (MRBF) algorithms for fusion at the match score level. The
proposed system combines the output of five different face and voice match-
ers. Each matcher provides a match score and a quality metric indicating
the reliability of the match score. These values are concatenated to form a
ten-dimensional vector that is input to the classifiers. Ben-Yacoub et al. [2]
evaluate a number of classification schemes for fusion including support vector
machine (SVM) with polynomial kernels, SVM with Gaussian kernels, C4.5
decision trees, multilayer perceptron, Fisher linear discriminant, and Bayesian
classifier. Experimental evaluations on the XM2VTS database ([39]) consist-
ing of 295 subjects suggest the benefit of score level fusion. Bigun et al. [3]
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propose a novel algorithm based on the Bayesian classifier that takes into
account the estimated accuracy of the individual classifiers (i.e., matchers)
during the fusion process. Sanderson and Paliwal [55] use a support vector
machine (SVM) to combine the scores of face and speech experts. In order to
address noisy input, they design structurally noise-resistant classifiers based
on a piece-wise linear classifier and a modified Bayesian classifier. Wang et al.
[60] view the match scores obtained from face and iris recognition modules as
a two-dimensional feature vector and use Fisher’s discriminant analysis and a
neural network classifier to classify this match score vector. Ross and Jain [51]
use decision tree and linear discriminant classifiers for classifying the match
scores pertaining to the face, fingerprint and hand geometry modalities.

14.3.4 Rank-level fusion

When a biometric system operates in the identification mode, the output
of the system can be viewed as a ranking of the enrolled identities. In this
case, the output indicates the set of possible matching identities sorted in
decreasing order of confidence. The goal of rank level fusion schemes is to
consolidate the ranks output by the individual biometric subsystems in order
to derive a consensus rank for each identity. Ranks provide more insight into
the decision-making process of the matcher compared to just the identity of
the best match, but they reveal less information than match scores. However,
unlike match scores, the rankings output by multiple biometric systems are
comparable. As a result, no normalization is needed and this makes rank
level fusion schemes simpler to implement compared to the score level fusion
techniques.

Let us assume that there are M users enrolled in the database and let
the number of matchers be R. Let rj,k be the rank assigned to user k by the
jth matcher, j = 1, . . . , R and k = 1, . . . , M . Let sk be a statistic computed
for user k such that the user with the lowest value of s is assigned the high-
est consensus (or reordered) rank. Ho et al. [18] describe the following three
methods to compute the statistic s.

1. Highest Rank Method: In the highest rank method, each user is assigned
the highest rank (minimum r value) as computed by different matchers,
i.e., the statistic for user k is

sk =
R

min
j=1

rj,k. (14.9)

Ties are broken randomly to arrive at a strict ranking order. This method
is useful only when the number of users is large compared to the number of
matchers, which is typically the case in large-scale authentication systems.
If this condition is not satisfied, the system will encounter several ties
thereby rendering the final ranking uninformative. An advantage of the
highest rank method is that it can utilize the strength of each matcher
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effectively. Even if only one matcher assigns a high rank to the correct
identity, it is still very likely that this user will receive a high rank after
reordering.

2. Borda Count Method: The Borda count method uses the sum of the ranks
assigned by the individual matchers to calculate the value of s, i.e., the
statistic for user k is

sk =
R∑

j=1

rj,k. (14.10)

The magnitude of the Borda count for each user is a measure of the degree
of agreement among the different matchers on whether the input belongs
to that user. The Borda count method assumes that the ranks assigned
to the users by the matchers are statistically independent and that all the
matchers perform equally well.

3. Logistic Regression Method: The logistic regression method is a general-
ization of the Borda count method where a weighted sum of the individual
ranks is calculated, i.e., the statistic for user k is

sk =
R∑

j=1

wjrj,k. (14.11)

The weight, wj , to be assigned to the jth matcher, j = 1, . . . , R, is deter-
mined by logistic regression [1]. The logistic regression method is useful
when the different biometric matchers have significant differences in their
accuracies. However, this method requires a training phase to determine
the weights.

14.3.5 Decision-level fusion

Many commercial off-the-shelf (COTS) biometric matchers provide access
only to the final recognition decision. When such COTS matchers are used to
build a multibiometric system, only decision level fusion is feasible. Methods
proposed in the literature for decision level fusion include “AND” and “OR”
rules [12], majority voting [34], weighted majority voting [30], Bayesian de-
cision fusion [61], the Dempster-Shafer theory of evidence [61] and behavior
knowledge space [20].

Let M denote the number of possible decisions (also known as class labels
or simply classes in the pattern recognition literature; these three terms are
used interchangeably in the following discussion) in a biometric system. Also,
let ω1, ω2, . . . ωM indicate the classes associated with each of these decisions.

1. “AND” and “OR” Rules: In a multibiometric verification system, the
simplest method of combining decisions output by the different matchers is to
use the “AND” and “OR” rules. The output of the “AND” rule is a “match”
only when all the biometric matchers agree that the input sample matches
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with the template. On the contrary, the “OR” rule outputs a “match” decision
as long as at least one matcher decides that the input sample matches with
the template. The limitation of these two rules is their tendency to result in
extreme operating points. When the “AND” rule is applied, the False Accept
Rate (FAR) of the multibiometric system is extremely low (lower than the
FAR of the individual matchers) while the False Reject Rate (FRR) is high
(greater than the FRR of the individual matchers). Similarly, the “OR” rule
leads to higher FAR and lower FRR than the individual matchers. When
one biometric matcher has a substantially higher equal error rate compared
to the other matcher, the combination of the two matchers using “AND”
and “OR” rules may actually degrade the overall performance [12]. Due to
this phenomenon, the “AND” and “OR” rules are rarely used in practical
multibiometric systems.

2. Majority Voting: The most common approach for decision level fusion is
majority voting where the input biometric sample is assigned to that identity
on which a majority of the matchers agree. If there are R biometric matchers,
the input sample is assigned an identity when at least k of the matchers agree
on that identity, where

k =





R
2 + 1 if R is even,

R+1
2 otherwise.

(14.12)

When none of the identities is supported by k matchers, a reject decision is
output by the system. Majority voting assumes that all the matchers perform
equally well. The advantages of majority voting are: (i) no apriori knowledge
about the matchers is needed, and (ii) no training is required to come up with
the final decision. A theoretical analysis of the majority voting fusion scheme
was done by [33] who established limits on the accuracy of the majority vote
rule based on the number of matchers, the individual accuracy of each matcher
and the pairwise dependence between the matchers.

3. Weighted Majority Voting: When the matchers used in a multibiomet-
ric system are not of similar recognition accuracy (i.e, imbalanced match-
ers/classifiers), it is reasonable to assign higher weights to the decisions made
by the more accurate matchers. In order to facilitate this weighting, the labels
output by the individual matchers are converted into degrees of support for
the M classes as follows.

sj,k =
{

1, if output of the jth matcher is class ωk,
0, otherwise, (14.13)

where j = 1, . . . , R and k = 1, . . . , M . The discriminant function5 for class ωk

computed using weighted voting is

5 The discriminant function is used to classify an input pattern. Typically, a dis-
criminant function is defined for each pattern class and the input pattern is as-
signed to the class whose discriminant function gives the maximum response.
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gk =
R∑

j=1

wjsj,k, (14.14)

where wj is the weight assigned to the jth matcher. A test sample is assigned
to the class with the highest score (value of discriminant function).

4. Bayesian Decision Fusion: The Bayesian decision fusion scheme relies on
transforming the discrete decision labels output by the individual matchers
into continuous probability values. The first step in the transformation is the
generation of the confusion matrix for each matcher by applying the matcher
to a training set D. Let CM j be the M × M confusion matrix for the jth

matcher. The (k, r)th element of the matrix CM j (denoted as cmj
k,r) is the

number of instances in the training data set where a pattern whose true class
label is ωk is assigned to the class ωr by the jth matcher. Let the total number
of data instances in D be N and the number of elements that belong to
class ωk be Nk. Let cj be the class label assigned to the test sample by the
jth matcher. The value cmj

k,cj
/Nk can be considered as an estimate of the

conditional probability P (cj |ωk) and Nk/N can be treated as an estimate
of the prior probability of class ωk. Given the vector of decisions made by
R matchers c = [c1, . . . , cR], we are interested in calculating the posterior
probability of class ωk, i.e., P (ωk|c). According to the Bayes rule,

P (ωk|c) =
P (c|ωk)P (ωk)

P (x)
, (14.15)

where k = 1, . . . , M . The denominator in Equation 14.15 is independent of
the class ωk and can be ignored for the decision making purpose. Therefore,
the discriminant function for class ωk is

gk = P (c|ωk)P (ωk). (14.16)

The Bayes decision fusion technique chooses that class which has the
largest value of discriminant function calculated using equation 14.16. To sim-
plify the computation of P (c|ωk), one can assume conditional independence
between the different matchers. Under this assumption, the decision rule is
known as naive Bayes rule and P (c|ωk) is computed as

P (c|ωk) = P (c1, . . . , cR|ωk) =
R∏

j=1

P (cj |ωk) . (14.17)

The accuracy of the naive Bayes decision fusion rule has been found to be
fairly robust even when the matchers are not independent [13].

5. Dempster-Shafer Theory of Evidence: The Dempster-Shafer theory of
evidence is based on the concept of assigning degrees of belief for uncertain
events. Note that the degree of belief for an event is different from the proba-
bility of the event. This subtle difference is explained in the following example.
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Suppose we know that a biometric matcher has a reliability of 0.95, i.e., the
output of the matcher is reliable 95% of the time and unreliable 5% of the
time. Suppose that the matcher outputs a “match” decision. We can assign
a 0.95 degree of belief to the “match” decision and a zero degree of belief to
the “non-match” decision. The zero belief does not rule out the “non-match”
decision completely, unlike a zero probability. Instead, the zero belief indicates
that there is no reason to believe that the input does not match successfully
against the template. Hence, we can view belief theory as a generalization of
probability theory. Indeed, belief functions are more flexible than probabilities
when our knowledge about the problem is incomplete.

Rogova [49] and Kuncheva et al. [31] propose the following methodology to
compute the belief functions and to accumulate the belief functions according
to the Dempster’s rule. For a given input pattern, the decisions made by R
classifiers for a M -class problem is represented using a R×M matrix known
as a decision profile (DP ) [31] which is given by,

DP =




s1,1 . . . s1,k . . . s1,M

. . .
sj,1 . . . sj,k . . . sj,M

. . .
sR,1 . . . sR,k . . . sR,M




,

where sj,k is the degree of support provided by the jth matcher to the kth

class. At the decision level, the degree of support is expressed as

sj,k =
{

1, if output of the jth matcher is class ωk,
0, otherwise, (14.18)

where j = 1, . . . , R and k = 1, . . . , M . The decision template (DT k) of each
class ωk is the average decision profile for all the training instances that belong
to the class ωk. When the degrees of support defined in Equation 14.18 are
used, one can easily see that the elements of the decision template DT k are
related to the elements of the confusion matrices of the R matchers in the
following manner.

DT k
j,r =

CM j
k,r

Nk
, (14.19)

where Nk is the number of instances in the training set D that belong to class
ωk, j = 1, . . . , R and k, r = 1, . . . , M . For a given test pattern Xt, the decision
profile DP t is computed after the decisions of the R matchers are obtained.
The similarity between DP t and the decision templates for the various classes
is calculated as follows.

Φj,k =

(
1 +

(||DT k
j −DP t

j ||
)2

)−1

∑M
r=1

((
1 +

(||DT r
j −DP t

j ||
)2

)−1
) , (14.20)
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where DT k
j represents the jth row of DT k belonging to class ωk, DP t

j repre-
sents the jth row of DP t belonging to the test pattern Xt, and ||.|| denotes the
matrix norm. For every class k = 1, . . . , M and for every matcher j = 1, . . . , R,
we can compute the degree of belief as

bj,k =
Φj,k

[∏M
r=1,r 6=k (1− Φj,r)

]

1− Φj,k

[∏M
r=1,r 6=k (1− Φj,r)

] . (14.21)

The accumulated degree of belief for each class k = 1, . . . , M based on the
outputs of R matchers is then obtained using the Dempster’s rule as

gk =
R∏

j=1

bj,k. (14.22)

The test pattern Xt is assigned to the class having the highest degree of belief
gk.

14.4 Summary

Multibiometric systems are expected to enhance the recognition accuracy of
a personal authentication system by reconciling the evidence presented by
multiple sources of information. In this chapter, the different sources of bio-
metric information as well as the type of information that can be consolidated
was presented. Different fusion strategies were also discussed. Typically, early
integration strategies (e.g., feature-level) are expected to result in better per-
formance than late integration (e.g., score-level) strategies. However, it is dif-
ficult to predict the performance gain due to each of these strategies prior to
invoking the fusion methodology. While the availability of multiple sources of
biometric information (pertaining either to a single trait or to multiple traits)
may present a compelling case for fusion, the correlation between the sources
has to be examined before determining their suitability for fusion. Combining
uncorrelated or negatively correlated sources is expected to result in a better
improvement in matching performance than combining positively correlated
sources. This has been demonstrated by Kuncheva et al. [32] for fusion at
the decision level using the majority vote scheme. Combining sources that
make complementary errors is assumed to be beneficial. However, defining an
appropriate diversity measure to predict fusion performance has been elusive
thus far.
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