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Preface 

This book is the outcome of the Fifteenth International Conference on Information 
31st

nd

This theme expresses that we are living in a new era when practically all of our 
information resources are organized and managed in a networked environment. In-
formation technology has reformed and restructured the workflows of companies 
and other organizations over the past several decades, and will continue to do so 

nected” state of information systems, the evolving distributed nature of informa-
tion resources and the growing volume and diversity of information. IS 
development, both as a professional and academic discipline, has responded to this 
challenge through methodologies, tools and theory development. Progress in ISD 
comes from research as well as from practice. The aim of the Conference was to 
provide an international forum for the exchange of ideas and experiences between 
academia and industry, and to stimulate exploration of new solutions. 

The ISD Conference evolved from the first Polish-Scandinavian Seminar on 

Putting together a book of this magnitude requires the cooperation and assis-
tance of many professionals with much expertise. We would like to express our 

August – 2  September 2006. The theme of the 2006 conference was “New 
Methods and Practice for the Networked Society”. 

Systems Development, ISD’2006, held in Budapest, Hungary between 

well into the future. This is particularly important now, as we see the emergence of 
complex networked information systems. “Being digital” by Nicholas Negroponte
was the watchword at the dawn of the information society. “Being online” is now
at the very heart of our everyday life. New postulates and requirements are stem- 

IT and infocommunication technologies has presented a challange for the ISD 
profession in terms of accomodating mobility, interoperability, the “always con-

ming from this nature of society of today and tomorrow. The convergence of  

Current Trends in Information Systems Development Methodologies, held in 
Poland in 1988. It was a great honour and responsibility for us to organize the 
fifteenth event within this fine series of conferences. 



gratitude to all the authors and participants for contributing to the conference that 
we believe to have been successful and memorable. The conference call for papers 
attracted a great number of very high quality papers. All papers were double-blind 
refereed by at least two independent reviewers and an Associate Editor. They pro-
vided detailed reviews on all papers submitted. We would like to thank the IPC 
members for their essential work. 

Many thanks are due also to the assistance in organization of ISD 2006, espe-
cially to the Scientific Association for Infocommunications (HTE) and to the Con-
ference Secretary, Mr. Sándor Szaszkó. We are also grateful to the National Office 
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Preserving Semantics of the Whole-Part 
Relationships in the Object-Relational Databases 

Erki Eessaar 

Department of Informatics, Tallinn University of Technology, Raja 15, 
12618 Tallinn, Estonia. eessaar@staff.ttu.ee 

1 Introduction 

A conceptual data model that is created for example in UML (OMG 2003) can 
contain aggregation and composition relationships between entity types. This arti-
cle describes how to preserve the semantics of this kind of relationships in a data-
base that is created by an Object-Relational Database Management System, which 
implements the prescriptions, proscriptions and suggestions of The Third Mani-
festo (Date and Darwen 2000).  

A lot of research about the semantics of the aggregation and composition rela-
tionships has been done by different authors. Examples of the recent research are 
works of Barbier et al. (2003) and Guizzardi (2005). Their view is that UML (at 

dary characteristics of the whole-part relationships. We use the values of some of 
the secondary characteristics in order to choose between the database design alter-
natives. 

relationship the same way as humans do - based on the names of a relationship 
and its participants (Date and McGoveran 1994). However, a DBMS is able to un-
derstand and enforce structural and operational properties of the relationships and 
objects, which participate in these relationships (Zhang et al. 2001). Underlying 
data model of a DBMS determines the extent of these abilities. Therefore, proper-
ties of the data model determine how well a DBMS can preserve semantics of a 
reality in a database. 

Relational data model was introduced to a wide audience by Codd (1970) and 
has been extensively studied since that. Codd's work influenced strongly the de-
sign of SQL, but not all original principles of the relational model where taken 

least prior to the version 2.0) doesn’t define the semantics of this kind of relation-

A Database Management System (DBMS) can’t “understand” semantics of a 

relationship” in this article. Barbier et al. (2003) list and explain primary and secon-
ships precisely enough. Therefore, we use instead the concept “whole-part
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into an account. SQL became a standard and many DBMSs (RDBMSSQLs) started 
to use it. However, the language had many shortcomings that hampered its usage 
in the complex systems. An example of this kind of system is a repository system 
for the management of system specifications. Some examples of the deficiencies 
of an early SQL are:  

1. Impossible to declare new data types. 
2. Too big distinction between base- and derived tables. 
3. Limited means for presenting missing information. 
4. Complex language structure that allows to solve some problems in many 

problems at all. For example, options for making queries based on the 
hierarchic or networked data are limited. 

SQL:1999 (Gulutzan and Pelzer 1999) and SQL:2003 (Melton 2005) standards 
try to resolve some problems of SQL. For example, they permit the creation of 
new data types. The DBMSs that conform to SQL:1999 or SQL:2003 standards 
are called Object Relational Database Management Systems (ORDBMSSQL). Un-
fortunately, problems of SQL standards and systems have not been completely 
solved and new problems have emerged (Pascal 2000; Date 2003). In addition, 

principles and practice makes database design even more difficult. For example, 
possibilities to declare constraints are limited and updatable views have additional 

its underlying data model with some language and model which have better design 

One notable revision of the relational data model is The Third Manifesto (Date 
and Darwen 2000), (Date 2003). The relational data model consists of relation 
type generators, facilities for defining relation variables (relvars) of such types and 
assignment operations for assigning relation values (relations) to the relvars (Date 
2003). In addition, it consists of the extensible collections of scalar types, opera-
tors for dealing with the values that have these types and generic relational opera-
tors for deriving relations from other relations (Date 2003). 

Some principles that are introduced in The Third Manifesto start to appear step 
by step to SQL standard. Therefore, this manifest can be seen as a compilation of 
principles of Object-Relational DBMS (ORDBMSTTM) that is free from the bur-
dens of SQL. Many researchers have studied how to use standardized and proprie-
tary features of ORDBMSSQLs in order to implement structural and operational 
properties of the aggregation and composition relationships (Soutou 2001; Zhang 
et al. 2001; Marcos et al. 2001; Pardede et al. 2004). We are not aware of any 
study about the ORDBMSTTMs in this regard.  

We evaluate a set of ORDBMSTTM database designs in terms of some of the 
secondary characteristics of whole-part relationships. Some designs make use of 
attributes with complex data types (user defined scalar types, and generated tuple 
and relation types) in base relvars. The main goal of this article is to investigate 
whether the usage of complex data types in base relvars simplifies database de-
sign. Our additional goal is to demonstrate that relational data model as described 

restrictions. Therefore, researchers have the question: “Can we replace SQL and 

and usability than SQL do?” 

different ways but at the same time doesn’t help to solve some other 

DBMSs that use SQL don’t completely follow the standard. Such gap between the 

2 



in The Third Manifesto has the necessary means for preserving relationship se-
mantics in a database. We also want to raise awareness about the problems of the 
ORDBMSSQLs in order to stress the need to improve or even replace them. 

The rest of the paper is organized as follows. Firstly, we propose the set of de-
signs that one could use in order to implement a whole-part relationship in an 
ORDBMSTTM database. Secondly, we evaluate these designs in terms of some of 
the secondary characteristics of the whole-part relationships in order to find out 
when it is suitable to use them and when it is not. We present expressions in Tuto-
rial D relational language that is proposed in The Third Manifesto. We have tested 
these expressions by using the experimental ORDBMSTTM Rel that allows to use a 
dialect of Tutorial D (Voorish 2006). We haven't tested outer join because Rel 

problems of the ORDBMSSQLs. Finally, we present conclusions and refer to the 
future work. 

2 Possible Designs 

In this section, we present some possible designs of an ORDBMSTTM database 
structure in case of a whole-part relationship between entity types. 

model with the entity types Whole and Part. They are associated with a generic 
binary whole-part relationship. The entity type Whole has the attributes a and b 
and Part has the attributes c and d. Values of the attributes a and c are unique 
identifiers of the Wholes and Parts, respectively. We also assume that the attrib-
utes a, b, c and d have the type INTEGER (INT).  

Declarations of the relvar types (see Table 1) consist of the pairs of attribute 

var has the attribute part with the generated relation type. Type ST is a scalar type 

components that correspond to the attributes c and d. All relvars that are presented 
in Table 1 are base relvars. 

Table 1 contains illustrations of the values of the relvars. The reader must bear 
in mind that the designs are different because they use the different kind of types, 
although some designs have the same illustration. 

Designs 1 and 6 are similar to the ones that Rahayu et al. (1998) propose to use 
in the RDBMSSQL databases in case of the collection type set in an object-oriented 
conceptual model. Designs 2-5 use complex types - user defined scalar types and 
generated tuple- and relation types. They are similar to some of the designs that 
the researchers (Marcos et al. 2001; Soutou 2001; Zhang et al. 2001; Pardede et al. 
2004) recommend to use in the ORDBMSSQL databases.   

and type identifiers. Phrase “part TUPLE {c INT, d INT}” in Table 1 means that 

For the illustrative purposes, we assume that we have the conceptual data 

the relvar has the attribute part with the generated tuple type. Phrases “part 
RELATION {c INT, d INT}” and “part RELATION{part ST}” mean that the rel-

that is created based on the entity type Part. Its possible representation contains 

Preserving Semantics of the Whole-Part Relationships

doesn’t support it fully yet. Thirdly, we discuss our results and refer to some of the 

3
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Table 1. Design alternatives for implementing a whole-part relationship 

ID Types of the base relvars  
(relvar name : relvar type) 

1 Whole : RELATION {a INT, b INT} 
Part : RELATION {c INT, d INT, a INT} 

 
2 Whole :  

RELATION {a INT, b INT, part ST}
  

3 Whole : RELATION {a INT, b INT,  
              part TUPLE {c INT, d INT}}  

4 Whole : RELATION {a INT, b INT,  
              part RELATION {c INT, d INT}} 

5 Whole : RELATION {a INT, b INT,  
              part RELATION{part ST}} 

 
6 Whole : RELATION {a INT, b INT} 

Part: RELATION {c INT, d INT } 
PartOfWhole: RELATION {a INT, c INT} 

 

3 Choosing Between the Designs 

In this section, we evaluate the designs (1-6) in terms of some of the secondary 
characteristics of the whole-part relationships (see Table 2): shareability (SH), 
lifetime dependency (LD), existential dependency (ED) and separability (SP). We 

characteristics are explained for example by Barbier et al. (2003) and Guizzardi 

We give marks (0-4) to these designs based on the possible values of the char-
acteristics. Each mark depends on the participation and cardinality constraints and 
characterizes whether it is reasonable to use a design and how much effort it re-
quires. Mark 0 means that it is unreasonable to use a design because it would 
cause data redundancy. For example, in case of: [W]<>-0..n----0..n-[P],  we could 
use designs 4 or 5. Pardede et al. (2004) propose to use similar designs in case of 
the shareable parts. However, in this case data about some part instances would be 

values of the relvars 
Pictures that illustrate 

the participation and cardinality constraints of the relationships that are imposed 

reference to these characteristics in the column “Values of the characteristics” in 

(2005). Pictograms in the column “Relationship constraints” in Table 2 illustrate 

by the values of the secondary characteristics. “[W]” and “[P]” denote “Whole” 

Table 2 by using the abbreviations that are in the brackets. Semantics of these 

and “Part”, respectively. 

4 



repeatedly recorded and it will cause update anomalies. Mark 2 means that the de-
sign can be used, but besides candidate key and foreign key constraints one has to 
create additional relvar and database constraints. Mark 3 means that a database de-
signer has to ensure that attributes can have special values for dealing with the 

needed. For example, we could use design 1-5 in case of the following relation-
ship: [W]<>-0..1-----0..n-[P]. In this case, the relation Whole must contain exactly 
one tuple with the special values. This tuple corresponds to a missing whole in-
stance. The Third Manifesto envisages that declarations of the scalar types can be 
accompanied by the declarations of the special values which represent information 
that is missing or unknown for some reasons (Date and Darwen 2000). We can use 
an empty relation as a special value in case of a generated relation type. In case of 
a generated tuple type, we have to declare that scalar types of attributes of the tu-
ple type permit special values. Mark 1 means that we have to use additional con-
straints (mark 2) as well as special values (mark 3). Mark 4 means that the design 
can be used by just creating relvars. Each relvar has by definition one or more 
candidate keys and can have foreign keys – additional constraints (mark 2) and 
special values (mark 3) are unnecessary.  

In the description of lifetime dependency, we use nine cases proposed by Bar-
ber et al. (2003) (see Fig. 1) that compare lifetime of the part to the lifetime of the 

cardinality constraints are not specified. However, possibility of using one or an-
other design (designs 1-6) and necessary additional constraints depend on these 
constraints.  

Table 2. Comparison of the designs 

ID Values of the  
characteristics 

D 
6 

e 
1 

s 
2 

i 
3 

g 
4 

n 
5 

Grp Relationship 
constraints 

1 LD: lifetime dependency – 
cases 1, 2, 4, 5. 

- - - - - - 5 [W]<>-1..------[P] 

2 LD: lifetime dependency – 
cases 3, 6, 7, 8, 9. 

- - - - - - 5 [W]<>-0..------[P] 

3 SH, SP: locally exclusive part 
with optional wholes. 

4 3 3 1 1 1 4 [W]<>-0..1----[P] 

4 SP: whole with no more than 
one optional part. 

4 4 3 3 1 1 4 [W]<>----0..1-[P] 

5 SH: globally exclusive (non-
shareable) part. 

4 4 4 4 4 4 4 - 

6 SH: globally shareable part. 4 4 0 2 2 0 3 - 
7 SH, SP: locally exclusive part 

with mandatory wholes. 
ED, SH: inseparable and lo-
cally exclusive part. 

2 4 4 2 2 2 3 [W]<>-1..1----[P] 

“missing information”. Additional constraints like in case of mark 2 are not 

whole. We don’t give marks in case of this characteristic (see Table 2) because 

Preserving Semantics of the Whole-Part Relationships 5
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8 SP: whole with exactly one 
mandatory part. 
ED: whole with exactly one 
essential part. 

2 2 4 4 2 2 3 [W]<>----1..1-[P] 

9 SP: whole with more than one 
mandatory part. 
ED: whole with more than one 
essential part. 

2 2 0 0 2 2 2 [W]<>----1..n-[P] 
n>1 

10 SP: whole with more than one 
optional parts. 

2 2 0 0 1 1 2 [W]<>----0..n-[P] 
n>0 

11 SH: locally shareable part. 2 0 0 0 0 0 1 [W]<>-m..n---[P] 
n>1 n>=m 

12 SP, SH: mandatory whole with
locally shareable parts. 
ED, SH: inseparable and lo-
cally shareable part. 

2 0 0 0 0 0 1 [W]<>-1..n----[P] 
n>1 

13 SP, SH: optional whole 
with locally shareable parts. 

2 0 0 0 0 0 1 [W]<>-0..n----[P] 
n>0 

  30 25 18 16 15 13   

 
Fig. 1. The cases of lifetime dependency (Barber et al. 2003) 

If the notation of the cardinality constraint value is n (see Table 2), then we as-
sume that it is some finite number that a designer can specify. 

gorithm reorders rows and columns in a table based on the frequencies of the data 
values (marks in this case). It also finds groups of the relationship characteristic 
values that have a similar usability (marks) in terms of the designs (1-6) (see col-
umn Grp in Table 2). 

Next, we give examples of the integrity constraints that are necessary in case of 
the designs (1-6) in the context of the values of the characteristics.  

Firstly, we investigate the case where the cardinality constraint of the relation-
ship determines that the whole must have at most one part (ID=4 in Table 2). In 

besides candidate key and foreign key constraints. In case of design 1, attribute a 
of the relvar Whole must be the candidate key. Relvar Part must have two candi-
date keys – attribute c as well as the foreign key attribute a. In case of design 6, 
the attribute a of the relvar Whole, the attribute c of the relvar Part and the foreign 

data table (see Table 2) in order to see typical and fuzzy parts of the data. This al-
We used “minus technique” algorithm (Võhandu et al. 2006) for ordering the 

case of designs 1 and 6 we don’t need additional relvar and database constraints 
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key attribute a of the relvar PartOfWhole must be candidate keys. In case of de-
signs 2-5 the attribute part of the relvar Whole can have the values that represent 
missing information. In addition, in case of designs 4 and 5 we have to limit the 
amount of tuples that can be part of a value of the attribute part. We could create 
the relvar constraint with the expression (1): 

IS_EMPTY((SUMMARIZE (Whole UNGROUP part) PER 
Whole {a} ADD Count AS card) WHERE NOT 
(card<=1));

(1)

IS_EMPTY (<relational expr.>) is the scalar operator with the declared type 

the <relational expr.> contains no tuples (Date 2003). 
If the cardinality constraint of the relationship requires that the whole must 

have exactly one part (ID=8 in Table 2), then attribute part can't have a value that 
represents missing information in case of designs 2-5. In addition, relvar con-
straint (1) must have the condition card=1 in case of designs 4 and 5. In case of 
designs 1 and 6 we have to additionally create the database constraints with the 
expressions (2) and (3), respectively: 

IS_EMPTY(Whole SEMIMINUS Part); (2) 

IS_EMPTY(Whole SEMIMINUS PartOfWhole); (3) 

A SEMIMINUS B is the relational operation which result contains tuples of A 
that have no corresponding tuple in B (Date 2003).  

Next, we investigate the case where the part must have exactly one associated 
whole (ID=7 in Table 2). Attribute c must be the candidate key of the relvar Par-
tOfWhole in case of design 6 and we need similar constraint to the constraint (3), 
which references to the relvar Part instead of the relvar Whole. In case of designs 
2-5 we have to prevent the possibility that the data about the same part is recorded 
repeatedly – as part of the different tuples in the relation Whole. For example, in 
case of design 3 we could create relvar constraint with the expression (4) in order 
to assure that the value of the attribute c is not recorded repeatedly in the relation. 
The attribute c is the unique identifier attribute of the entity type Part. 

IS_EMPTY((SUMMARIZE (Whole UNWRAP part) PER 
Whole UNWRAP part {c} ADD COUNT AS cnt) WHERE 
cnt>1);

(4) 

UNWRAP is the relational operator that forms a relation which heading con-
tains attributes that correspond to the attributes in the heading H of the tuple type, 
instead of one attribute with the type TUPLE{H} (Date 2003). In case of design 2, 
we have to declare that the attribute part with a scalar type is a candidate key. It is 
not enough to declare that the attribute part is a candidate key in case of designs 4 
and 5. Two distinct values with the same relation type can contain the same tuple. 
Therefore, in case of designs 4 and 5 we have to use similar constraint to (4) 
where the operator UNWRAP is replaced with the operator UNGROUP. 
UNGROUP is the operator that "unnests" an attribute that has a relation type. 

“boolean”, that evaluates to true if the body of the relation which is the result of 
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In case of designs 1 and 6 we can use the virtual relvars (views) that have at-
tributes with the complex types, in order to present data the same way as in case of 
designs 2-5. The expression (5) is an example of the relational expression of the 
virtual relvar that can be used in case of design 1. Virtual relvar with such rela-
tional expression has the relation type: RELATION {a INT, b INT, part 
RELATION {c INT, d INT}}.  

GROUP {c, d} AS part; 
(5) 

value for unknown data in case of type INT. Date (2003, p. 301) describes The 
Principle of Interchangeability according to which there must be no arbitrary and 
unnecessary distinctions between the base and virtual relvars. Therefore, an 
ORDBMSTTM

way. If we delete tuple from the value of the virtual relvar (5), then system must 
change the values of the underlying base relvars by deleting corresponding tuples 
from the relations Whole and Part. This is the behavior that is needed in case of 
the inseparable parts (see Table 2). 

Next, we draw some conclusions based on Table 2. Designs that have attributes 

straint at the relationship end connected to the whole is bigger than one. It is tradi-
tionally seen as property of the aggregation relationship. In addition, designs 2 and 
3 that use an attribute with a generated tuple type or user defined scalar type are 
not usable if the cardinality constraint at the relationship end connected to the part 

constraints if the multiplicity at the both ends of the relationship is 1..1. Design 6 
is usable in case of any characteristic value but requires sometimes additional con-
straints. Design 1 is not usable only in case of the relationship characteristic val-
ues, which impose restriction that the cardinality constraint at the relationship end 
connected to the whole is bigger than one. 

We summarize marks by designs (see row  in Table 2). Generally, the bigger 
the sum is, the smaller are the usage restrictions of the design and the need for the 
accompanying constraints and special values. As we can see in Table 2, designs 1 
and 6 have bigger results than designs 2-5. 

4 Discussion 

Previous section demonstrates that the relational data model as described in The 
Third Manifesto has means for implementing properties of the whole-part rela-
tionships. 

Many researchers have studied how to design an ORDBMSSQL database in case 
of the aggregation and composition relationships (Marcos et al. 2001; Soutou 

(Whole LEFT JOIN Part FILL {c “?”, d “?”}) 

“A mandatory FILL clause specifies the contents for non-matching tuples, thus 

 allows to change the values of base and virtual relvars the same 

avoiding the need for NULLs” (Voorish 2006). We assume that “?” is the special 

with complex data types in base relvars are unsuitable to use in case of the 
relationship characteristic values which impose restriction that the cardinality con-

is bigger than one. Designs 2 and 3 are well usable and don’t require additional 
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2001; Zhang et al. 2001; Pardede et al. 2004). The present work is different, be-
cause it is based on the systems (ORDBMSTTM) that are an alternative to the 
ORDBMSSQLs. Researchers and developers have already in their disposal experi-
mental open source (Voorish 2006) as well as commercial (Alphora 2006) 
ORDBMSTTMs. One could say that an ORDBMSSQL allows to achieve the same 
results as an ORDBMSTTM if the database designers bear in mind good database 
design principles and that much of the ORDBMSTTM features are implemented in 
the current ORDBMSSQLs. However, our study shows that the existing 
ORDBMSSQL

pects of the designs that are presented in sections 2 and 3. Next are some examples 
of the problems: 

use design 3 (see Table 1).  
2. It is not possible to declare that a column with an user-defined structured 

type or a constructed table type has a key constraint.  
3. Possibilities to declare constraints to the values of a table type (nested tables 

nested table has some data type. It is also impossible to declare minimum 
and maximum cardinality of a nested table. 

4. It is not possible to create declarative database constraints like (2, 3) and 
relvar constraints (1, 4), because system doesn't allow to use assertions and 
subqueries in the CHECK constraints. 

5. Views can be used in order to implement behavioral aspects of a whole-part 
relationship (see the expression (5)). In Oracle, a DML statement must affect 

imperative language in order to change it. 
6. There is no builtin IS_EMPTY scalar operator or SEMIMINUS relational 

Other researches have noticed similar problems. For example, Pardede et al. 
(2004), who try to implement whole-part relationship in an ORDBMSSQL database 

ports this finding and brings attention to the practical need to improve the existing 
standards and systems.  

Barbier et al. (2003) and Guizzardi (2005) have shown that specification of the 
aggregation and composition relationships in UML has deficiencies. They have 
proposed improvements to UML metamodel and definitions of relationships. One 

composition relationships. Instead, we evaluate proposed designs in terms of some 
of the secondary characteristics of a general whole-part relationship.  

in Oracle’s terminology) are limited. We can only declare that column in a 

s like Oracle 10g (Oracle 2005) don’t allow to implement many as-

1. It is not possible to use row type constructor in Oracle and therefore we can’t 

only one underlying table of a updatable join view that uses “one-to-many 

operator in the Oracle SQL dialect. 

join”. We must program an instead-of trigger by using proprietary 

by using the collection data types, write: “At present, we cannot use SQL to em-

difference between our work and work of Marcos et al. (2001) and Pardede et al. 

bed integrity constraint checking in ORDB collection.” Our research result sup-

(2004) is that we don’t use this quite simplifying classification to aggregation and 
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5 Conclusions 

The Third Manifesto is a thorough specification of the relational data model. 
Model that it describes can be seen as a kind of object-relational data model be-
cause it envisages many features that are also proposed in the SQL:1999 and 
SQL:2003 standards. We have demonstrated that such data model is powerful 
enough for implementing properties of the whole-part relationships in a database 
in order to preserve semantics of the relationships. Database designer can choose 
between design alternatives, some of which make use of user defined and gener-
ated data types in base relvars (see Table 1). We evaluated the alternatives in 
terms of some of the values of the whole-part relationship secondary characteris-
tics, constructed the comparison table and reorganized it (see Table 2). Such 
evaluation method about implementing complex relationships in a database is also 
novel result of our work. We have found the cases when to use and when not to 
use these designs. Existing research mainly focuses on the positive aspects of us-
ing complex data types in base tables (relvars). But our research shows that the 

with the special values, integrity constraints and views which use complex data 
types offer actually more freedom and flexibility to the designers. Widespread 
view is that it is possible to preserve whole-part relationship at the logical data-
base level by having containment hierarchy within a base relation. However, a 
DBMS could also have information about the existence of the whole-part relation-
ship if a database contains certain virtual relvars (see expression (5)) and con-
straints. 

We have also pointed to some of the shortcomings of one current ORDBMSSQL. 
Data types, views and constraints are not supported as well as they could in this 
system. Therefore, we point to the areas of the existing systems that need im-
provement. This can also be seen as a result because existing researches focus on 
the advantages of the ORDBMSSQLs and demonstrate usage of their features. 

In this article, we didn't consider some secondary characteristics of the whole-
part relationships: transitivity, configurationality, mutability. Future work about 
this topic must also consider these characteristics. We must also study how transi-
tion constraints help to implement operational properties of the relationships. 
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1 Information Systems – Not only with Computers 

Information existed long before the development of computers and software. Sys-
tems for handling this information existed as well, with different technologies in 

formation and knowledge through myths and rituals. These rituals may be some of 
the first constructed information systems. Hunting stories and other extraordinary 
events became part of the stories told, and when they were acted out in a drama 
separated from all ceremonial concerns, a first significant step had been taken to-
ward theatre as a specialized activity. The development process of a theatre pro-
duction could hence be seen as one of the most genuine models for development 
of manual information systems. (Brocket 1987; Abelli and Révay 2004) 

Modern models for development of Information Systems such as RUP or 
DSDM don’t include explicit directions on how to develop manual systems or 
even manual routines, while OPEN even explicitly is aimed towards computer 
based systems only. Other models, such as the Swedish models MBI/SAK and 
SIS:RAS, acknowledge the need for manual routines to a greater extent, such as it 
would not be possible or not appropriate to computerize everything, but they still 
don’t contain explicit directions for development of all aspects of manual proc-
esses. (Révay 1977; Wigander et al. 1979; Hugoson et al. 1983; DSDM Consor-
tium 2002; Firesmith and Henderson-Sellers 2002; Rational Software Corporation 
2003)  

The current models in use tend to miss less computer-biased aspects, e.g. the 
role of members in an organization as developers, users and functions of the in-
formation system itself. As most computer based systems originates from formal-

in time, long before humans could use written language, they could communicate in-
use (cuneiform, petroglyphs, Gutenberg’s printing press, etc). Even further back 
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izing and automating existing manual processes, it should be useful to see what an 
analysis from a theatre perspective could bring. (Abelli 2006) 

Abelli and Révay (2004) presented a development model of theatre with some 
comparisons to what we traditionally see as system development models, and with 
some results possible to use in other contexts. This paper presents some of the re-
sults of a case study where the model has been used to analyze the information 
processing within an organization from another context than theatre. The theatre 
model is not a modeling technique, but a model for conceptual analysis of issues 
not captured by other methods such as structured analysis, data flow modeling or 
use case-driven analysis (Jacobson 1992; Wieringa 1995). Even though all of 
those techniques focus on capturing the process rather than only functions of the 
system, they don’t take into consideration all aspects of the context. Individual 
traits, emotions and behaviors have a great impact on how the information is re-
ceived. Even the ethnographically informed analysis proposed by Villers and 
Sommerville (2000) tend to reduce the individuals to actors in a use case sense, 
instead of acknowledging that individuals can act differently even in the same 
situation depending on contextual and behavioral factors. 

2 A Development Model for Theatre Productions 

Abelli and Révay (2004) presented the development model of modern theatre pro-
ductions as performed in a sequence of distinct phases where some activities are 
performed iteratively. When a theatre production is stripped down to the bare ne-
cessities to create a performance, we have dug out “the core processes of theatre 
production”. Input is the message or knowledge the producers of theatre want to 
pass over to the audience; output is the information and/or experience of emotions 
the performance in itself mediates to the audience. The core processes of theatre 
productions maps to the developer roles defined as playwright, director, actor and 
audience (fig. 1), though any individual can have many roles. 

The playwright’s process – defining what information to mediate. The 
playwright creates a manuscript which later on will be evolved into a perform-
ance with addition of visual, audial and other elements. The core concept of a 
play is the “premise”, which can be seen as more than the “information” in an 
IS. In dramatic writing, the premise can often be expressed as a “statement”, 
“sentence”, “proverb” or “maxim” that the writer has intended to mediate to the 
audience. The further work of the playwright, to create characters, a story, a 
plot, writing dialogue and stage directions, is done through iterative analysis 
and design in order to enhance the premise. (Abelli and Révay 2004) 
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Fig. 1. From premise to a message for the audience (Abelli and Révay 2004) 

The director’s process – designing the mediation of information. The direc-
tor looks for alternative interpretations of the play, and chooses one to be the 
premise for the actual production. The play is deconstructed into acts, scenes 
and action sections, in order to analyze each section for possible actions and re-
actions for each character. The director then reconstructs the play to see how 
the sections, scenes and acts work together e.g. regarding tempi and rhythm, 
entrances and exits. From this work a revised and more detailed manuscript is 
created. The collation is the first formalized meeting between the director and 
the cast, where the director presents the premise for the ensemble, with expla-
nations of certain elements of the play and their relations to the premise. The 
director interacts with the actors through the explicit directing during the re-
hearsals which can reveal flaws in stage directions, characterizations or even 
the story or plot, which makes it necessary for the director to analyze and redes-
ign the script further. (Abelli and Révay 2004) 
The actor’s process – mediating the information. The actor reads the manu-
script to chisel out the characteristics and traits as described in the script for his 
own character. At the collation the director presents the premise for the current 
production, and gives each actor keys to the relations towards the premise and 
the other characters in the play. The actor deconstructs the character into bio-
logical, physiological and psychological traits, i.e. creating a background to 
discover the motivations for the character’s actions and reactions in any situa-
tion that can occur. The actor then reconstructs the character into the play, to 
map out the actual actions and reactions, as well as what emotions and expres-
sions the character should show for each section and scene. In this process the 
actor’s “W” plays an important part in defining the motivations; Where am I?, 
Who am I?, Why am I here?, Where do I come from?, Where am I going? 
(Kemecsi 1998) During the rehearsals the actor makes use of the traits, motiva-
tions, actions and reactions from previous phases, but also modifies them itera-
tively. (Abelli and Révay 2004) 
The audience’ process – receiving the information. The audience experi-
ences the performance as a whole; from the moment they see the advert for the 
play, buying tickets at the foyer, waiting in the foyer to enter the salon. For 
maximal effect, the surroundings of the performance can be made to emphasize 
the audience’ likely conception of the play, and in this area not only the sceno-
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graphy and the salon plays a part of the conception, but also supporting proc-
esses such as marketing and customer services. (Abelli and Révay 2004) 

3 Case study: a Folk high school 

To test how the model of Abelli and Révay (2004) can be suitable for an analysis 
of the manual information flow within an organization, the study was made in an-
other context than theatre. One of the criteria for the study was to include a con-
text with plenty of human-to-human interaction, and the choice fell on doing it as 
a case study in a Swedish folk high school. A folk high school is a special type of 
school that educates adults mainly on a level corresponding to the Swedish upper 
secondary school. The study included all formal participants in the process, prin-
cipals, executive board, headmaster, teachers, pupils and administrative staff. It 
was made with ca 500 hours of observations followed by interviews with the staff 
of which fifteen are teachers. In addition to the staff, interviews have also been 
made with the executive board and a sample of the pupils. (Abelli 2006) 

In the school environment, it’s not a one-to-one mapping of the roles in the 
school towards the core roles in a theatre production, as their processes rather are 
shifts between the core processes in theatre productions. Each of the school roles 
varies between perspectives or rather functions in the explicit situations. In the one 
and same situation a teacher can change from being the director and actor of the 
play, to become an audience to the pupils or colleagues’ performances. (Abelli 
2006) 

There are not many situations where there exists a ready manuscript in the thea-
tre sense with dialogue and stage directions, but there are plenty of texts and 
premises, formulated in school statutes, course books, curricula, etc. These are to 
be put into performances, such as lectures and other lessons, staff and team meet-
ings, etc, with addition of visual, audial and other elements. This human-to-human 
interaction corresponds in the model to the meetings between roles in the colla-
tion, rehearsals and performances (fig. 1). (Abelli 2006)  

The “playwrights” don’t have to create characters as they already exist in flesh 
and blood, as teachers, pupils, principal, etc. As there is no fixed manuscript, the 
“ensemble” tends to create the script through improvisations over the subject at 
hand, with specific information in mind, depending on the specific situation, 
whether it’s a lesson or a meeting. The story, plot, dialogue and stage directions 
are “written” instantaneously in the situation they occur. (Abelli 2006) 

A previously published paper based on this case focused on the meetings be-
tween teachers and pupils, which showed the usability as well as the generalizabil-
ity of the model. The lessons were categorized into two types of scenarios; the 
first dealing with pure lecturing, superficially corresponding to the performance 
situation in the theatre production, while the other type contained different types 
of tutoring, corresponding more to the rehearsal situation, where the pupils were 
directed by the teacher to perform what they learn. Almost none of the teachers in 
the study used pure uni-directional lectures, but emphasized on dialogue and activ-

16 



Directing and Enacting the Information System

ity based pedagogy (Lundgren 1996), and the pupils don’t just sit and listen, but 
reacts and acts on the subject at hand, making their own scripts to perform. This 
developed the lessons into sequences of continuously written, directed, enacted 
and performed small scenes, creating feedback to the teachers who adapted to the 
situation, and changed their way of teaching instantaneously. Generalized to a 
higher level this could be seen as a double-loop learning approach in the small 
(Argyris and Schön 1978). Each situation is unique, where the personal traits of 
the teachers as well as the pupils become important parts of the context. A conse-
quence of this is that the context for an organization in certain situations must be 
narrowed to sub-contexts with separate premises derived from the previous. 
(Abelli 2006) 

3.1 The interaction between teachers 

The teachers in this study are organized in teams according to which courses they 
are assigned to, some of them divided into separate classes called “profiles” and 
“base groups”. In practice the teams overlap, as the teachers can be assigned to 
more than one course at the time. 

The team meetings are the teachers’ formalized time for planning and evaluat-
ing the education in the course they’re teaching in. The content of these meetings 
differ a lot between the teams; the meetings on courses consisting of single classes 
are more apt to discuss pedagogical issues and overall purposes of the course, 
where the meetings on courses with several classes tend to discuss only logistics – 
which pupil to be in which base group, profile, etc. 

What premise to mediate varied even within explicit situations, which made the 
teacher need to become the playwright instantaneously, and as a consequence of 
this, the teacher can have all of the roles during a specific situation. Collation-like 
situations occur frequently in the team meetings, e.g. when planning for a new 
module or a new class. In these situations the teachers with assigned responsibility 
in this study informs about not only the goals and purposes of the task at hand, but 
also tries to give a further meaning and context to it, in order to get better argu-
ments to motivate the colleagues. Most of the teacher’s playwriting occurred in 
the direct situation, where he needs to create a new script based on the instant 
feedback from the colleagues. The premise can then be the same as before, but 
more often in more detail, or an extracted part of the original premise. The charac-
ters of the new script are often based on the colleagues themselves, telling a story 
to which they more easily can relate. The dialogue and stage directions mostly 
comes spontaneously from, and in parallel with, the teacher’s cognitive processes, 
i.e. instantaneously. In these situations the teachers tend to increase their use of 
rhetorical techniques. 

 

17



  Björn Abelli 

 
Fig. 2. The teacher’s inclination to use pull techniques or depend on push 

There’s a significant difference in how the teacher expects to retrieve informa-
tion in different situations. In his individual role as director and actor when plan-
ning explicit lessons, he’s more apt to act autonomously in retrieving information 
necessary to perform the lessons, e.g. retrieving material on a specific subject (left 
diagram in fig. 2), but when dealing with information that isn’t clearly defined as 
his responsibility, he’s more likely to expect the information to be “given” to him 
(right diagram in fig. 2). This could be the result of the teaching profession, which 
in large is considered a clearly defined role, and there’s not many questions on 
how to “act as a teacher”, while other situations goes beyond this role. 

 

 
Fig. 3. The interaction between the teacher and its colleagues 

This also reflects the teacher’s situation in the team meetings. In those teams 
where pedagogic issues are discussed concerning the course as a whole, all of the 
teachers tend to take on the roles of playwrights and directors, using a pull tech-
nique to retrieve information. They appear more comfortable in these situations 
than in the situations concerning issues not directly connected to their teaching 
role. In this scenario they iterate between rehearsal and performing states (fig. 3). 
The roles as playwrights, directors, actors and audience shifts between the teach-
ers during not only the meeting depending upon the item at hand, but also during 
the items on the agenda. These shifts are not only connected to the assigned re-
sponsibilities to the teachers (such as responsible for a base group, a profile or a 
subject), but even more so connected to their personal traits (extrovert, introvert, 
informal leaders, etc). 
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Fig. 4. The interaction between the teacher and its colleagues 

There are also situations where the teachers direct themselves, which makes its 
colleagues a mere audience, but in this process the colleagues can also respond 
with their own scripts (fig. 4). The teacher makes use of all the traits from the 
playwright, the director and the actor, more in a sequential fashion, when the item 
at hand of the meeting is more closely connected to a specific responsibility to 
which the teacher has been assigned. 

In both scenarios the teachers will adapt to the situation, using their newfound 
information and experiences to incorporate it into a new script, which in turn will 
be used to return feedback, e.g. as suggestions of actions, but also instantaneously 
through direct feedback with questions to clarify things. Even small details as their 
body language gives feedback to see if the colleagues have received the intended 
information or not, which in turn the teacher reacts upon with a new script for the 
same premise, giving an alternative route for the colleagues to understand the ma-
terial. 

The teachers are keener to adapt themselves to the situation in the first scenario 
than in the second, but we see that the “plain” sequentiality in the second scenario 
only is superficial, as the roles of playwrights, directors and actors really are 
merged into one, where the teacher as playwright has one overall premise, as di-
rector searches for alternative interpretations, reconstructs the play, and as actor 
performs the chosen parts in order to give the colleagues as many angles as possi-
ble on the discussion at hand. 

Even though the play mostly has these kind of given premises, there’s no guar-
antee that it will be mediated in a manner that it’s understood by the audience as 
the actors wants. The traditional view on the role of a teacher does simplify things, 
as they have some common basic principles for how to perform their roles as 
teachers. This includes preparations for lectures, tutoring and other lessons. In this 
work, the teacher as director looks for alternative ways to mediate the premise for 
the actual subject, and makes cognitive stage directions for the upcoming per-
formance. 

Pure performances are scarce, in benefit of an iterative approach, giving and re-
ceiving information during the meetings, where all of the attending teachers have 
great influence on the script used. The real situation is more recursive, with a start-
ing point in the collation, giving the frames for the items at hand, moving onto a 
rehearsal, with the teachers improvising on the theme, refining their motivations 
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for themselves, which in turn gives a more detailed script, where the overall con-
text has been narrowed to several sub-contexts, each subject to new iterations and 
recursions. 

The teachers as actors in this study did tend to forget to explore their own char-
acters in the play; to chisel out the characteristics and traits explicitly needed to 

typical teacher roles. They could possibly make more of the performances if they 
also took into consideration what meaning their own traits could give in specific 
situations. 

As an audience to the colleagues’ performances, it was obvious during the ob-
servations that the surroundings of the performance influenced the teacher’s con-

playwriting, directing and acting. 

3.2 Implications for Information System Development 

Not everything is suitable for computerization, and even when they seem to be, a 
more thorough analysis is necessary to make, in order to understand what actually 
happens in the manual information process. Abelli and Révay (2004) pointed out 
some areas where theatre productions differs from development processes for ex-
plicit computer based systems. This study has shown that those areas are gener-
alizable to other contexts than just theatre productions. 

Specific enhancements to interpret information; A theatre production in-
cludes elements of information that otherwise is not easy to codify; e.g. expres-
sions of emotions and the articulate reasoning in dialogues between the characters, 
which enhances the experience and makes it easier to interpret (Abelli and Révay 
2004). In the school situation expressions of emotions and the articulate reasoning 
in dialogues between the participants are frequently used both as performance en-
hancements, but also as feedback responses in the specific situations in order to 
evaluate whether the intended information has reached the recipients. In these 

sideration; moods, social situations, background knowledge, etc. As each teacher 
has an individual set of traits, each situation must be handled differently, i.e. 
playwritten, directed and enacted instantaneously. 

Continuous deployment and adaptations of the system itself; The theatre 
production is an ongoing process on more than one level. For the actors each per-
formance is a complete deployment of the system. Unlike a finished and deployed 
computer based system, each theatre performance is different. Since manual rou-
tines are performed by humans, who can’t replicate the routine exactly each time, 
there is a possible difference in perception of the information, depending on 
“which performance” the user consumes (Abelli and Révay 2004). Each team 
meeting uses a recursive model varying between performances and directing into 
more detailed sub-contexts. The school context is filled with situations where the 

experienced as instant feedback, and consequently also influenced his further 

mediate the premise, although they also tended to make use of the more stereo-

ception of what they had to say, which in turn had impact on what the teacher 

situations all traits of the “performing characters” are needed to be taken into con-
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system is adapted and re-deployed over and over again, each time depending on 
the specific situation at hand. 

Artistic engineering; In the theatre production the main methodology is based 
on a narrative approach, which in traditional system development is only used for 
parts of the development, not for the whole process. In theatre productions there is 
an element of individual artistic creativity, that can or can not exist in computer 
based development, but is essential in theatre productions, whereas the focus in 
computer based development lies on the engineering perspective rather than 
imaginative creativity (Abelli and Révay 2004). Much of the teacher’s profession 
lies in the skill to mediate information in a performative way. Just as in a theatre 
production, this is based on a narrative approach, and the notion of the “developer 
as an artist” is very much needed in the situations in this study. 

Apart from the findings of Abelli and Révay (2004) on the development proc-
ess of theatre productions, this study has also shown the special techniques of us-
ing rhetoric in this case study when transferring information. When there’s no 
consensus in the team, the teachers rely on argumentative communication. 

Even if some of the team meetings would be possible to transfer into a com-
puter based information system, there are many contextual elements that would be 
missed, as the meetings fill more functions in the school environment than just 
passing of information. It seems more possible to automate those situations in the 
team meetings where the responsibilities are clearly assigned to individuals, as the 
responsible teacher’s role then becomes more uni-directional to the actual per-
formance, but its uni-directionality is only superficial, as each such item on the 
agenda contains moments where the teacher reverts to playwriting and directing. 
The parts least possible to automate of the team meetings are those situations 
where responsibilities aren’t clearly assigned to any individual teacher, but they 
have to come to common solutions. In these situations they use the whole set of 
skills they possess, explicit and tacit knowledge as well as their personal traits. 
Neither of the scenarios can be completely computerized, as it’s still not possible 
to completely mimic the unconsciously used body language and other means of 
expression, which gives much information in the feedback process in order to ad-
just and alter the script during the performance. 

4 Conclusions 

The study has shown that the “theatre approach” can add further value to the 
analysis of a manual information system, especially when dealing with human-to-
human interaction. Much as in historical development processes, this approach ac-
knowledge that not everything is possible to transform into its computer based 
counterpart, but through this type of analysis, it can throw new light on why some 
things can’t or shouldn’t be automated. 

As each unique situation should be considered sub-systems as well as sub-

detail. The team meetings show that the human-to-human interaction contains
organizations of the overall system, each of them must be further analyzed in
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of the context. 
Using the model from theatre productions revealed significant details on sev-

eral levels. In situations where the teachers took a more active role than as a mere 
audience to their colleagues, they also were more apt to take on the roles of devel-
opers of the information system, giving even more feedback. This type of sponta-

Another example of an explicit finding in this part of the case study was that 
the teachers in some situations had a lack of characterization. When the purpose or 
responsibilities for specific information was not clear, the teachers missed some of 
the actor’s “W’s”. A consequence of this could be to define a new premise for 

for the outcome clearer. Another option could be to accept this lack of self-
characterization, which in turn could mean that these situations very well can be 
subject for automation with e.g. computer based systems for planning and sched-
uling classes, lessons and pupils in the courses. 

Though the study is done in a specific environment and organization, a conclu-
sion from this study must be that the development model of theatre productions 
can be generalized to many contexts as the team meetings described in this study 
easily can be transferred to other types of organizations as well. The described 
types of contextual elements in human-to-human interaction, such as body lan-
guage, environment, individual behaviors and traits, etc, aren’t exclusive for 
teachers and pupils. 

Any existing manual process dealing with human-to-human-interaction that is 
subject to be automated into a computer based system, could benefit from an 
analysis made with the theatre model as base, in order to see which contextual 
elements that will pose as potentially problematic to exclude. Existing techniques 
for business analysis should benefit to be complemented with a process as this, to 
be able to conceptualize behaviors and other individual traits. It can then be a 
valuable aid to determine whether the process is suitable for transformation into a 
computer based information system or not, and give clues to what parts of an in-
formation process that needs special consideration, or as in this study, discover ar-
eas that can be improved within the manual system itself. 

At the least it can be used to discover what sacrifices must be made, when re-
placing manual processes with automated systems. If those processes were to be 
fully automated, the study shows that under certain circumstances it could drain 
the organization of tacit knowledge crucial to the information processing. With 
this type of analysis, a foundation is created for developing better manual routines, 
whether as a manual system of its own, or as manual processes supporting com-
puter based systems. 

these situations, which would involve all participants and make their responsibility 

important elements that are incorporated in the context giving enhanced meaning to 

responses are created in the specific situations with their specific sub-contexts. 

the information at hand. The personal traits of the teachers become important parts 

neous development isn’t equally possible in fully automated systems, as the
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1 Introduction 

ment. Most now proposed methodologies, approaches etc. try to make the devel-
opment process easier and still more qualitative. In order to achieve the goal in the 
approaches, a role of explicit models is considerably more important. In last time, 
the more preferable approach is Model Driven Architecture [1].  

The Model Driven Architecture (MDA) is a framework being built under su-
pervision of the Object Modelling Group (OMG) [2]. MDA separates the system 
business aspects from the aspects of system implementation on a specific technol-
ogy platform. The MDA defines the approach and tool requirements for specifying 
systems independently of platforms, specifying platforms by choosing particular 
platform for the system, and transforming business domain specification into one 
for a chosen platform. The MDA separates certain key models of systems and 
brings a consistent structure to these models. Models of different systems are 
structured explicitly into Computation Independent Model (CIM), Platform Inde-
pendent Model (PIM) and Platform Specific Model (PSM) [3].  

The MDA idea is promising – raising up the level of abstraction, on which sys-
tems are developed, we could develop more complex systems more qualitatively. 

abstraction.  

development process, which would provide fast and qualitative software develop-
One of the modern research goals in software engineering is to find a software

Fig. 1 gives the general idea of separating system aspects according to the levels of 
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Fig. 1. Levels of abstraction in the framework of MDA  

The main idea is to achieve formal system representation at the as high as pos-
sible level of abstraction. Nowadays in MDA tools, formalization begins some-
where in the middle of the PSM stage, and researchers try to “raise” it up as high 
as possible to fulfill the main statement of the MDA [1]. Unfortunately, many of 
important MDA aspects are not clear still. One of the most important and prob-
lematic stages in MDA realization is derivation of PIM elements from a problem 
domain, and PIM construction in the form that is suitable for the PSM. It is neces-
sary to find the way to develop PIM using formal representation, so far keeping 
the level of abstraction high enough. According to [4] transformations CIM - > 
PIM and PIM - > PSM are defined within different solutions [3, 5, 6, 7, 8, 9, 10, 
11], but there is no any solution, where complete transformation CIM -> PIM -> 
PSM would be defined, and the weak point is exactly PIM construction.  

 
Fig. 2. Realization levels of transformations in the framework of MDA in some 
advanced solutions 

Solutions that are focused on CIM -> PIM transformation [6, 7, 8] can’t insure 
that a PIM contains all the necessary information, and that the presentation of the 
PIM is formal enough to be able to transform it into the correct PSM [4]. More-
over, there is no defined how the PIM must be elaborated to perform PIM->PSM 
transformations. That is why these solutions doesn’t guaranteed that as a result of 
CIM - > PIM transformations we will get a qualitative PIM. The table with MDA 
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sents full formal transformation from the CIM to the PSM through the PIM.  
On the other hand, solutions that are focused on PIM ->PSM [5, 11] transfor-

mations completely define what every PIM element has to contain in order to get a 
PSM element from it, but there are not considered aspects, which are related to the 
correct PIM developing from the view of the business domain [3, 5, 7, 8]. More-
over, these solutions don’t implement the complete chain of transformations CIM 
-> PIM -> PSM -> code also [4]. 

So far the answer on the question either formal development of PIM in the 
framework of MDA is a myth or a reality can be that formal development of PIM 
in the framework of MDA now is much more realistic myth then it looked some 
years before, but to make it real still needs additional researches [4]. One of them 
can be to take the existing approach with still high enough level of formalization, 
and to try to eliminate most weak points in the circuit of MDA realization.  

The paper offers to make one of the solutions for MDA realization, exactly the 
Two-Hemisphere Model Driven (2HMD) [8, 12] approach, more formal for fur-
ther automation to try to raise up a nowadays possible level of automation in the 
framework of MDA. Several issues of graph theory, mathematics and a transfor-
mation algorithm are discussed in the paper, and are used for formalization needs 
in the approach offered by the paper. The main statements of the 2HMD and its 
formalization are described in Section 2. Practical example of applying the formal-
ized 2HMD approach is shown in Section 3. 

2 Two-Hemisphere Model Driven Approach: Formalization 
Aspects

The initial version of the Two-Hemisphere Model Driven (2HMD) approach was 
proposed in [8], where the general framework for object-oriented software devel-

mation from problem domain models into program components, where problem 
domain models reflect two fundamental notions: system functioning (processes) 
and structure (concepts and their relations).  

development has been demonstrated. The strategy supports gradual model transfor-
opment has been discussed, and its application for driving school’s software

solutions is shown in Fig. 2 [12]. The table indicates that no one methodology pre-

Conceptual scheme of the 2HMD approach is shown in Fig. 3 

27



    Natalja Pavlova 

Graphical representation of influence of several aspects of formalization on the 

formalization of system analysis and design approaches [13]. These tools were 
used for formalization, and the result is represented in this paper.  

Fig. 4. Formalization of the 2HMD approach  

The aspects, which impact the 2HMD approach, are the following:  

Transformation algorithm – an algorithm of information transformation during 
system modeling. Some additional models are included into the original 2HMD 
method to refine it with some more formalized transformations [12]. 
Graph theory – transformations of models are performed according to rules of 
graph transformations [14];  

Fig. 3. 2HMD approach 

2HMD approach is shown in Fig. 4. It is a sketch of tools, which could be useful in 
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Mathematics – using mathematics is explained the application of graph theory, 
and model transformations. 

In the current research, a use-case model is replaced by a sub-process model, 
and a transitional auxiliary model. And, as it is shown in the transformation algo-
rithm, the approach is enhanced with extra models – a collaboration diagram, and 
a statechart diagram.  

The sub-process model should be constructed for each process from a business 
process model.  

2.1 Information Transformation Algorithm 

As shown in Fig. 3, the use case diagram is one of the models included into the 
2HMD transformation algorithm. During improvement and formalization of this 
algorithm, the necessity to replace the use case model with sub-process models 
was determined.  

These problems are discussed in different publications. The most mentioned prob-
lems are the following [15]:  

1. A set of Use Cases does not provide a system developer with all of the in-
formation about client s requirements necessary for the developed system.  

2. It seems that Use Cases are very easy. Unfortunately, there is a reverse side 
of this simplicity – an analyst does not have to work very hard to understand 
the basic Use Case concepts, because of this the quality of the developed use 
case diagram falls.  

3. The concrete methods how use cases should be selected from user require-
ments are missed. And nobody may warranty that the developed use case 
diagram reflects user requirements in whole. 

According to the MDA, the CIM should provide the business system definition, 
basing on which it would be possible to make many different representations of 
the application domain (by analogy of the PIM definition – the PIM must provide 
such definitions of the application domain that could be useful to different pro-
gramming paradigms and platforms). So far, it is possible to get formal presenta-

approach), thus to solve the problem of developing the PIM to be suitable for PSM 
generation. 

combination of Conceptual model and Model of system functioning in the 2HMD 
tion of PIM by formalization of the transition from the CIM to the PIM (e.g.

The reason of use case removing is problems, which could be caused by them. 

’
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 Fig. 5. 2HMD transformation algorithms  

In the original 2HMD approach, the PIM is presented only as a use case dia-
gram. In Fig. 5 two algorithms are presented – “Original 2HMD approach” and 
“Formalized 2HMD approach”. There are selected changes performed during im-
provement of the 2HMD approach discussed in the paper. The first change is that 
in the “Formalized 2HMD approach” the PIM is presented as two models – the 
sub-process model and the transitional auxiliary model instead of the use-case 
diagram in the “Original 2HMD”. The sub-process model for each process to be 
automated should be constructed on the base of the Model of system functioning. 
This is the formal base for further system design. For facilitating of transition from 
the sub-process model to the interaction model, the transitional auxiliary model is 
used. The transitional auxiliary model is generated from the sub-process model us-
ing an approach of graph transformation. 

And the second major change is bipartition of the Interaction diagram with in-
troducing of the collaboration diagram and introducing of the statechart diagram at 
the PSM level.  

The collaboration diagram is added as a more logical sequel of the sub-process 
model for object interaction representation. The statechart diagram is needed for 
adjustment of the class diagram – the more specific definition of class operations.  

Applying this transformation algorithm the formalized 2HMD approach is re-
ceived. 

2.2 Using of Graph Theory in Formalization of 2HMD  

The theory of graphs gives us algorithms of graph transformations. For the formal-
ization of the 2HMD method, we need to apply transformation, wherein arcs of 
the first graph are transformed into nodes of the second graph, and nodes of the 
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first graph are transformed into arcs of the second graph. The scheme of this trans-
formation is shown in Fig.6 [14].  

In Fig.5, there are two graphs G1{P’, U’}, where P = {P1’, P2’, P3’, P4’, P5’}, 
and U’ = {A’, B’, C’, D’, E’, F’} and G2 {U’,..}, where U’=  {A’, B’, C’, D’, E’, 
F’} are arcs received from nodes of G1 and nodes for G2 could be received from 
arcs of G1. The receiving of G2 nodes is used and described below. 

Fig. 6. Formal transformation of graphs  

It is necessary to investigate a sub-set of models of the 2HMD as graphs in or-
der to be able to apply the graph theory. The first graph in Fig.7 - G1 (P’, U’) - 
corresponds to the system functioning model, where P’= {Pe’, P1’, P2’, P3’, P4’, 
P5’} is the set of system business functions, and U’= {A’, B’, C’, D’, E’, F’, G’} 
is the set of information flows among the processes. The process Pe’ is an external 
process. The following graph G2 (U, P) that corresponds to the transitional auxil-
iary model consists of the same sets, but therein the set of processes is the set of 
arcs, and the set of information flows is the set of nodes. This transformation was 
performed to simplify transition from the business process model (the graph G1) 
to the collaboration diagram (the graph G3). The graph G3 (P, U) contains the set 
of nodes U= {A, B, C, D, E, F, G}, which are objects received from the set U’, 
and the set of arcs P= {Pe, P1, P2, P3, P4, P5}, which are interactions between ob-
jects received from the set P’. During transition from G1 to G3 through G2 each 
process and each data flow was transferred into the collaboration diagram. Fig. 7 
illustrates this process [4].  
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Fig. 7. Model transformation in the 2HMD approach [4] 

The following stage of transition is the class diagram. This transition could be 
rated as the most important off all the transitions in the information transformation 
process. The class diagram is a final state of the analysis process. The quality of 
the whole system depends on quality and precision of the class diagram. For this 
transformation, all elements of the set P (which are interactions) should be opera-
tions of a class, and all elements of the set U (which are objects) should be classes 
or instances of classes. In the class diagram, the set of attributes is represented, 
too. First time the attributes (e.g. the set A={a1,a2}) are shown on the conceptual 
model as properties of elements of the set U. Here attributes are the same. Asso-
ciations among classes are defined basing on the graph G3 and using the following 
dependency: if there is an arc between A and B, than in the class diagram an asso-
ciation between A and B will exist [12]. 

Performing all the described transformations we could receive a class diagram, 
which is suitable for code generation.  

3 Formalized 2HMD Approach: a Case Study 

The proposed methodology could be illustrated with a practical example. The 
problem domain is Hotel room reservation [12]:  
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A system gives the opportunity to reserve a room in the hotel. Client fills a 
blank for reservation of the room in the hotel by using hotel’s Web-site. Client has 
to input his name, type of the room to reserve (single or double), and the period 
for staying in the hotel. The system updates the information about requested room 
and if a room is available for the defined period the system makes a reservation 
and sends a confirmation. If there is no available room in the hotel the system dis-
plays a message that reservation is impossible. 

When client arrive to the hotel, at the reception he has to request the room re-
served and the administrator has to check all the information. Administrator input 
all the information about client’s staying in the hotel. Every day 1 p.m. the system 
checks reservation records to define either reservation is valid (i.e. client is taking 
the room requested) or invalid (i.e. at the requested date client is not coming to the 
hotel). In the case reservation is invalid the room defined in the reservation is 
marked as free for further reservations. 

By the proposed algorithm, the first step is to receive the Conceptual model 

transition from the BP model to the conceptual model with arrows.  

Fig. 8.  Receiving of the conceptual model from the BP model 

Construction of sub-process models is not shown here. These should be con-
structed for each process from the initial model. By the proposed approach the 
next major step of model transformation is receiving of the transitional auxiliary 
model (TAM) from the sub-process model. A fragment of this transformation is 
shown in Fig.9. It is assumed that both models are graphs. As shown in graph 
transformation, nodes from the sub-process graph will be transformed into arcs of 
the TAM, and arcs of the sub-process will be transformed into nodes of the TAM.  

based on the System functioning model. Fig. 8 shows a fragment of information 
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The TAM without further transformations is a useless model. Fig. 10 presents 
transformation from the TAM to the collaboration diagram. Information on arcs 
and nodes of the TAM are minimally processed to receive more formal objects 
and operations in the collaboration diagram.  

Fig. 10. Transformation from the TAM to the collaboration diagram  

The transformation from the collaboration to interaction diagram could be 
processed automatically by different CASE-tools, therefore it is not considered in 
the research. The following is a final class diagram [12], which could be con-
structed basing on received information.  

A business process model is more formal than use case models or any similar. 
The business process model serves as a clearly defined problem domain at the 
level of the CIM [12].  

Fig. 9. Example of TAM receiving 
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4 Conclusions 

This paper is based on the previous researches [16, 17] where different software 
development methods were analyzed. All these methods could provide promising 
results in the realization of MDA statements, but quantity of the expanded effort is 
different. 

The 2HMD approach was proposed on the previous researches [8, 16, 12], and 
in the current paper it is improved with introducing of several formalism, and try-
ing to reduce required effort for software development. 

The use of graph theory for formalization of the 2HMD gives positive results. 
When software design models are considered as graphs, it becomes easier to ab-
stract system business details, and to make transformation in order to receive the 
final class diagram (the object model). The rigor rules of graph theory should be 
researched in more detail. Only after that, it will be possible to apply them in 
software design process automation.  

Formal transformation used in this research helps in receiving additional mod-
els. The approach becomes more formal with them, and makes it possible to raise 
the level of automation up to the desired level. It is possible to use outlines of 
graph theory for transformations between MDA models. 

One more innovation received during practical experiments is enlargement of 
the PIM. The interaction models are moved from the PSM to the PIM for system 
structure representation at this level. Moreover, the practical example discussed in 
the paper shows that application of the formalized Two-Hemisphere Model Driven 
approach could make the process of system analysis and design easier. If the fur-
ther formalization of the 2HMD will be successful it will be possible to automate 

The paper can be of interest for scientists and practitioners involved in the 
stream of people indented in the MDA realization ideas. 

This work has been partly supported by the European Social Fund within the 
National Programme “Support for the carrying out doctoral study programm’s and 
post-doctoral researches” project “Support for the development of doctoral studies 
at Riga Technical University” 
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1 Introduction 

The ubiquitous use of databases (DB) in information systems (IS) today is a direct 
result of complex and enormous amounts of data processing required in modern 
businesses. The complexity of the data processing requires software to support the 
organization in being competitive in an increasingly demanding business climate. 
The software must support the organization in creating business advantages, thus 
the need for robust, yet flexible software solutions is increasingly important to 
maintain or gain effectiveness [1]. Building high quality IS in short time demands 
a high level of re-use. Component based software engineering focuses the design 
of IS on assembling reusable software components. An IS should be designed to 
support an enterprise and the activities performed within the enterprise. Therefore, 
it is essential to match the enterprise architecture with the architecture of the sup-
porting IS. The values of architectural descriptions have been recognized by many 
organizations, but still most architectures are constructed for separate organiza-
tional domains [28]. Architectural approaches for domain dependent modeling 
languages include Unified Modeling Language (UML) [7] for modeling applica-
tions or technical infrastructure and the Business Process Modeling Notation for 
modeling business processes. However, the Enterprise Modeling (EM) approach 
focuses on establishing a consistent and coherent view of an enterprise from a ho-
listic perspective [14]. 

A holistic approach is important, not only for enterprise architecture, but also 
when dealing with DB consistency, since i.e. a DB transaction may consist of 
grouped updates. The responsibility for preserving DB consistency is shared be-
tween the Database Management System (DBMS) and the application developers 
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[9]. The DBMS can ensure consistency to some extent, by enforcing all con-
straints that have been specified on the DB schema. This is not sufficient for a 
complete DB consistency, since it is impossible to ensure DB consistency falling 
outside the scope of what the DBMS can control. To ensure consistency in imple-
mentation dependent constructs we need to address the consistency at a higher 
level of abstraction, which can be achieved by applying an EM approach to analy-
sis and design [13]. 

This paper is organized as follows. Firstly, we describe the semantic dependen-
cies, both static and dynamic, applied in the EM approach. Secondly, we describe 
and illustrate how to apply these dependencies for conceptual software component 
modeling and conceptual DB design. In the third section, we focus on how to 
avoid inconsistency in conceptual descriptions of databases, information systems 

ing the semantic dependencies of the EM approach. Finally, the paper is summa-
rized and conclusions are discussed and described. 

2 Dependencies in the EM Approach

The ability to describe an IS in a clear and sufficiently rich way, although still 
comprehensible and easy to use, is acknowledged as crucial in many areas includ-
ing IS and software engineering. Typically, semantic dependencies are defining 

described by the state-transition diagrams. The different semantic views are criti-

Understanding the strategic dependencies [29] is essential for reaching a con-
sensus on what the current and future situation looks like. The dependencies be-
tween various technical and organizational components involved describe the 

In EM, semantic dependencies are of two kinds: static and dynamic. Dynamic 
constituents in the extended communication flow and action dependency are rep-
resented in Figure 1. State dependencies are represented by solid arrows; defining 
semantic relationships between states (see states A and B). 

cies are stemming from various semantic models that are intro-duced in the area of 
IS analysis and design [21]. The static dependencies adapted from EM are illus-
trated in Figure 2. 

semantics in different perspectives such as the “what”, “who”, “where”, “when” 
and “how” [30]. For instance, in the object-oriented approach [21] the “what” per-

and software components and then we describe how to design for consistency us-

spective is defined using the class diagram, the “how” perspective can be defined 
by using the activity diagrams and the “when” perspective in a large part can be 

cal for bridging the gap between various kinds of people such as information 

programmers. 
technology planners, business owners, system designers, builders, users, and 

“who” perspective. 

The static concept dependencies define the “what” perspective. These dependen-
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Fig. 1. Dynamic dependencies (a) and syntactic elements (b) [17]. 

Fig. 2. Adapted and modified representation of static dependencies in EM [17]. 

It should be noted that in the EM approach, alike in object-oriented methods, all 
kind of the static and dynamic dependency links could be inherited [12]. 

3 Software Component Modeling 

Information systems are normally described using views in a high level of abstrac-
tion. There are numerous ways of describing the IS graphically. However, most of 
these use a fragmented view on the IS, with different view (diagram) types for 
static, dynamic and syntactic properties [16]. 

The software component paradigm is based on reuse of existing solu-tions. We 
need methods and techniques for reusable component engineer-ing to achieve a 
successful engineering of IS, both when designing for reuse and when designing 
by reuse [1]. Two principles are essential for a successful reuse approach: the ab-
straction principle and the variability principle [1]. Both of these principles require 
the use of a model driven approach [12] since model driven approaches are well 
suited to express the inter-relations among enterprise elements. Model driven ap-
proaches can help in alleviating the language barriers between the different do-
mains of the enterprise [28]. 

For software specifications, including software components, UML [7, 21] has 
for some time been viewed as a de facto modeling language. At the same time, 
this affects research carried out in the software specification area where one large 
research track lies in checking consistency between two or more schemata or 
schemata types [19]. 

Misunderstanding between IS users and designers is a common problem, not 
only for traditional systems, but also for component based systems. A precondi-
tion for a successful concurrent engineering process is a mutual understanding be-
tween stakeholders. It cannot be achieved without close cooperation of the actors 
involved. One of the problems in most conventional system engineering 
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to the organizational system requirements. Enterprise Modeling [13] and integra-
tion can be used as a possible solution to the problem. 

Software architects, whether they construct IS from scratch or assembling a 
system from software components, often require the flexibility to create cross-
domain views to ensure inter- as well as intra view consistency. Thus, there is a 
need for a well-defined meaning of concepts and a possibility to keep consistency 
between different views and schemata. A modeling technique with support for in-
tegrated views covering syntactic, static as well as semantic properties and de-
pendencies is therefore needed. 

4 Conceptual Database Design 

To be able to design a DB that is consistent and fulfills the customer’s require-
ments, a DB design method has to be used. A DB design method has at least three 
phases: conceptual database design, logical database design and physical data-
base design [9, 11] and the first phase is the most critical phase [3, 10]. During 
conceptual DB design, the designer focuses on what information the stakeholder 
wants and needs to store in the DB. For conceptual DB design, the Entity Rela-
tionship (ER) modeling language [8] or some extensions of it [26] has been seen 
as a de facto standard [25]. In this paper, conceptual DB design is seen as divided 
into two distinct parts: view design and view integration. During view design, 
views for each end user or user group are defined (see Figure 3a and 3b). During 
view integration the defined views are integrated into one global conceptual DB 
schema (see Figure 3c). 

Fig. 3. Identification and resolution of inconsistency in view integration. 

The primitives used in Figure 3 are illustrated and described in Figure 2. In 
EM, the static dependencies are used not only to define and illustrate what is 
stored in the DB but also to illustrate what data that is needed by the IS. This 
means that the data structure illustrated in Figure 3c is used to store not only the 

approaches is that it is impossible to bridge from the technical system specifications 
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persistent data in the DB but also to store temporal data in the software compo-
nents.  

In [6], a generic and integrated EM approach is described and proposed. One 
advantage with this approach is that it can be used, not only for databases and 
software components, but also for static and dynamic dependencies during both 
view design and view integration. 

View integration is a critical [27] and important [18] part of conceptual DB de-
sign since inconsistencies and conflicts are identified and resolved in and between 
views, and finally the views are merged into one conceptual schema (see Figure 
3c). Inconsistencies and conflicts arise because there is often semantic heterogene-
ity between the views [20]. One of the most quoted definitions of schema integra-
tion, the origin of view integration, defines schema integration as “[…] the activity 
of integrating the schemas of existing or proposed databases into a global, unified 
schema.” [3]. In this definition, the concepts, view and schema should be treated 
as synonyms. 

Summing up, to reach a consistent conceptual DB schema we need to define 
and design views for each end user or user group, identify and resolve inconsis-
tencies in and between these views and finally merge the views into one global 
and final conceptual schema. Therefore, there is a need for modeling languages 
that not only bridge the shortcomings of the traditional modeling languages (e.g. 
ER or UML) but also cope with all the described challenges. A modeling language 
that that is suitable for this is the EM approach [17]. 

5 Avoiding Inconsistency 

To understand and to be able to reach a consistent DB we have to understand and 
deal with its opposite – inconsistency. This section describes and discusses the in-
consistency concept in connection with two perspectives. The first perspective 
concerns DB inconsistency in connection with transactions executed on an imple-
mented DB, the use of the developed and implemented DB and IS. The second 
perspective concerns inconsistency in the designed conceptual schema including 
both the static and dynamic dependencies of the chosen modeling language, the 
design of the DB and IS. 

A consistent implemented DB is defined as “[…] a database is consistent if and 
only if it contains the results of successful transactions.” [15]. This definition fo-
cuses on the states of consistency such as state Order[Stored] and state Or-
der[Updated] in Figure 4. However, another definition [9] concerns not only the 
states, but also the transformation between two consistent states (see for instance 
state transformation (action) Update in Figure 4) as follows: “A transaction must 
transform the database from one consistent state to another consistent state.”. This 
definition is closer to our perspective on DB consistency. 
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Fig. 4. Illustration of transaction consistency definitions. 

As previously mentioned, to reach a consistent DB we also have to reach con-
sistency in the global conceptual schema that on a high level of abstraction repre-
sents the DB and IS with its software components. The problem of inconsistent 
descriptions of databases and IS has been a headache for both DB and IS research-
ers for many years. For instance, identification and resolution of inconsistent 
specifications during view integration in conceptual DB design [4, 5, 6] are two 
research areas. However, in the DB research area, inconsistencies are instead 
called conflicts [20, 23].   

Identification and resolution of inconsistent specifications [19] in software de-
velopment [22] is another research area that deals with the inconsistency problem.  

Nevertheless, starting from the end users perspectives and defining smaller 
schemata, user views, of a DB and IS is important because these preserve and 
highlight differences between the end users views of the organization while a 
global schema may instead mask these [24]. Sometimes it is even desirable or 

may not only prevent premature design decisions but also ensure that all stake-
holders (end users) views of the organization are taken into account. Even so, the 
final result of conceptual DB design and conceptual software component design 
should be a set of consistent views (diagrams) if UML is the applied modeling 
language and one final and global consistent schema if EM is the applied model-

semantic dependencies of EM simplifies the integration process and reduces the
risk of semantic loss occurring. 

Summing up, the concept of inconsistency is henceforward used in con-nection 
with conceptual design of DB, IS and software components and is therefore in this 
paper defined as: a state of inconsistency may occur if two or more different de-
scriptions are used for one phenomenon in the system specification views. For in-
stance, using two or more concept names for the same concept, or using different 
pre- and post conditions, which are contradicting, for the same action. 

6 Designing for Consistency 

Design of software components and databases, that are supposed to co-exist in the 
same IS require design principles and tools for analysis that support a holistic and 
integrated approach to the design process. It has been shown that EM can be used 
to achieve a generic and integrated approach to designing databases and compo-

ing language. The EM approach is an appropriate approach to apply when identify-

necessary to tolerate inconsistency in and between different descriptions [22]. This 

ing solutions to the inconsistency problem in conceptual DB design and conceptual
software component design [13]. Finally, as also argued in [5] using the

42 



Designing Software Components for Database Consistency  

nents [6]. Some consistency issues can be resolved by the DBMS, but far from all. 
All transactions that may transform the DB from a consistent state to a state of in-
consistency must be addressed by the DBMS or the component communicating 

components and database, has been defined [6]. 
Since we need to be able to analyze the DB states and the actions generating the 

state changes (static and dynamic behavior) we need to use a modeling technique 
supporting joining the static and dynamic properties into one view. Figure 5 shows 
the integrated schema on the transaction for storing an order in a DB in a sales 
system (5a) and a schema describing updating an existing order (5b). The inte-
grated schema is representing the system in a high level of abstraction, showing 
what should be addressed by the system, but not how. Using this schema as a 
starting point for defining the interaction between the User – Software Component 
– DB illustrates some rules on the global level for the system. 

Fig. 5. An integrated schema on storing and updating an order in a sales system. 

with the DBMS. Furthermore, a design procedure containing the steps, 1: Cus-
tomer requirements, 2: Database view modeling, 3: Software component modeling,
4: Conceptual database integration, 5: Conceptual software component integra-
tion, 6: Conceptual model integration into global schema containing software 
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In Figure 5, end user interaction in the system is illustrated in terms of user in-
terface screens (SalesSC1, Order Stored and Re-Enter Order). The pre- and post 
conditions shown in Figure 5b corresponds to the state transitions shown in Figure 
4. This means that we can and should use the state transitions as pre and post con-
ditions for the software components to ensure consistency. The synonym relation-
ship between Order[Created] and Order[Not Stored] in Figure 5a illustrate that the 
two states are representing the same state from different perspectives, Or-
der[Created] as temporal, and Order[Not Stored] as persistent. In this example the 
Sales Component attempts to create an entry in the DB, and the result of the trans-
action (successful or not) is returned from the DBMS to the component.  

The static description of the DB, defined during the conceptual DB design, is il-
lustrated in Figure 3c. In Figure 5, we have defined that in order to store an order 
we need only some of the items from the global DB schema. This is illustrated by 
the Order concept with its connected properties.  

In Figure 5b, the user initiates an update operation on an order stored in the DB 
using SalesSC2. The DB-state Order[Stored] is used as precondition for changing 
an order. Order[Changed] is an intermediate non-persistent state in the software 
component, while Order[Updated] is a DB-state. Thus, Figure 5b illustrates the 
transition from one consistent DB-state (Order[Stored]) to another consistent DB-
state (Order[Updated]). 

The synonym relationship between Order[Changed] and Order[Not updated] in 
Figure 5b has a similar meaning to the synonyms in 5a, and generally, the interac-
tion loop in 5b is identical to the interaction loop in 5a. The concepts Order Line 
and Product.Id, connected to the Order[Changed] state indicate that the user is 
manipulating these properties of an order. Possible manipulations on these proper-
ties include deletion, addition and changing a specific order line.  

This means that the responsibility for the transaction lies on the DBMS – the 
Sales Component cannot take any responsibility for the consistency of the transac-
tion. However, the Sales Component can make sure that the Order is created as a 
temporal state (precondition) but not yet stored (persistent) in Figure 5a. In Figure 
5b, the software component must ensure that a specific order exist in the DB prior 
to changing an order. Furthermore, the software component is responsible for the 
state Order[Changed], and that an update is initiated in the DB. The DB is respon-
sible for reverting to the state Order[Stored] if the update process goes wrong after 
the software component has initiated the update process. Finally, the software 
component is responsible for notifying the result of the transaction to the user. 

7 Summary and Conclusion 

Databases are today serving companies with data that are interpreted to informa-
tion and used not only by the end users in their daily work but also during critical 
decision-making. This indicates that a DB needs to deliver correct data when an 
end user is making a request for it. Database consistency is therefore a critical is-
sue because an inconsistent DB may deliver erroneous data to an end user which 
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in the long run may influence how profitable a company is. Therefore, when de-
signing an IS and DB, we first of all need to address consistency on a high level of 
abstraction using a modeling language and approach that is suitable for this. 

In this paper, it is argued that EM is one such modeling approach. By applying 
EM during conceptual design of both software components and databases, incon-
sistencies may be identified early in the design process. This is the case since EM 
allows us to integrate both static and dynamic dependencies into one conceptual 
schema which at the same time gives us a holistic schema of the future IS and DB. 
In addition, by applying the EM approach during conceptual DB design the view 
integration process is simplified because the only primitives that are given names 
are concepts.   

It this paper it has also been illustrated that pre- and post conditions used in the 
dynamic software component views corresponds to state changes in a DB. Not 
only can we use the DB states in a dynamic modeling process, but we should do 
so in order to maintain consistency in and between views. 

Using this approach it is possible to clearly identify the responsibilities between 
software components and DBMS, since this is dictated by the DB-states as well as 
the pre- and post conditions for the software components. In addition we are able 
to create consistency between the different views used for the IS design as well as 
DB design, ensuring a consistent modeling of IS properties and interactions. 

Finally, by applying the EM approach for designing software components for 
DB consistency, as illustrated in this paper, the inconsistency problem is reduced. 
This is because the designer is able to illustrate both the state changes and the 
properties that are needed by state changes in one schema. At the same time the 
EM approach helps the designer to better fulfill that the final conceptual schema is 
not only consistent but also coherent and complete. 
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Abstract: With the advent of e- and m-commerce and inter-organizational business proc-
esses, the notion of trust is becoming increasingly important. Yet, the trust-related require-

fix requirement defects at later stages than fixing them during analysis, it would be useful 
to handle trust requirements early. But the notion of trust requirements is so far weakly un-
derstood. This paper provides a taxonomy of trust-related requirements and also discusses 
possible styles for expressing them. Such a taxonomy may be useful for teaching and train-
ing requirements engineers, and may be a starting point for developing guidelines and 
checklists that can be used during requirements analysis of systems where trust is essential. 

1 Introduction 

With the advent of e- and m-commerce, inter-organizational business processes, 
and novel system architectures consisting of independently operating agents or 
services, security and privacy is becoming increasingly important even for the or-
dinary IT user. In the same vein, the notion of trust is also growing in importance 
(Grandison and Sloman 2000), and has become the focus of a task group within 
the INTEROP1  project. Trust is clearly related to security and other dependability 

                                                      
1 INTEROP (IST-508011, 2003-2007, http://www.interop-noe.org/) is an EU 

Network of Excellence project with 47 partners from 15 countries, coordinated 
by University Bordeaux 1, France. The main focus of the project is semantic in-

design and coding. Since general experience shows that it is significantly more expensive to 
ments to a system are seldom addressed in early development phases, rather delayed to

Trust-Related Requirements: A Taxonomy 
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requirements, but whereas security concerns a system’s objective capability to 
withstand malicious attacks, trust concerns the subjective beliefs among users or 

application in question, but also towards other banks running different applica-
tions. An application could also be highly insecure, yet receive undeserved trust 
from its users – bogus applications used for phishing attacks being among the cru-
elest examples. Such attacks may in turn lead to undeserved distrust of genuine 
applications in the same business domain. 

Customers need to trust applications to be willing to proceed with business 
transactions, and in e-commerce customer distrust in the applications is seen as a 
major cause for loss of business (Lowry et al. 2005). On the other hand, applica-
tions also need to make trust decisions about customers, or about other applica-
tions they are cooperating with. One major motivation for thorough requirements 
engineering is that it is cheaper to correct defects in early phases of development 
than if these defects are carried onwards through later phases or into the fielded 
system (Boehm and Papaccio 1988). Often, reworking in late development phases 
defects that originated in the requirements phase can consume as much as 40-50% 
of the project budget (Jones 1996). 

Hence, the importance of dealing with requirements early is gradually being 
recognized, also for issues that have traditionally been dealt with during design or 
coding, such as security (Firesmith 2003). But the notion of requirements relating 
to trust is currently poorly understood, for instance there are yet no accepted tech-
niques for specification of trust (Grandison and Sloman 2000). If this situation 
does not improve, there is a danger that future software development projects will 
suffer a lot of rework because the delivered systems have shortcomings related to 
trust. 

It will be beyond the scope of this paper to solve the entire problem of trust-
related requirements specification, which would include complex issues of formal 
analysis techniques, supporting tools, trust management, standardization of trust 
models and protocols. But a valuable initial contribution could be to provide a sys-
tematic discussion of what can sensibly be required of a software system in rela-
tion to trust, and how this can be expressed, as a first step, in natural language, and 
present the outcome of this discussion as a taxonomy of different types of trust-
related requirements. 

The rest of this paper is structured as follows: Section 2 discusses various re-
lated work which form a baseline for our taxonomy. Section 3 then develops the 
taxonomy itself. Section 4 discusses various usages of the taxonomy, and draws 
conclusions. 

                                                                                                                          
teroperability of information systems, combining expertise in ontologies, soft-
ware architecture, and enterprise modelling. 

system may have good security and privacy and yet be distrusted. For instance, a 
successful and highly publicized criminal attack against an internet banking appli-
cation would be likely to reduce customer trust not just towards the particular 

collaborating systems that the system is secure enough to be trusted. Hence, a
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2 Related Work 

The most relevant baseline for making a taxonomy of trust-related requirements 
can be grouped into two categories of related work: 1) some which present classi-
fications, taxonomies or ontologies of some aspects of trust, but which do not di-
rectly deal with requirements related to trust, and 2) some that present taxonomies 
for other types of requirements (e.g., security, usability) but not for trust-related 
requirements. In the following two subsections we will review works of both these 
categories. 

2.1 Taxonomies and Ontologies of Trust

In general trust can be seen as a relationship between a trustor (the party who 
trusts or needs to decide whether to trust) and a trustee (the party being trusted, or 
for whom trustworthiness is being evaluated), where a party might be an individ-
ual human, an organization, or an automated system or component. McKnight and 
Chervany (1996) make a thorough discussion of the meaning of trust, focussing 
primarily on human trustors, arriving at a classification in 6 dimensions: 1) Trust-
ing Intention: the trustor is willing to depend on the trustee in a certain situation, 

situation, again with a relative feeling of security although negative consequences 
may happen. 3) Trusting Beliefs: the extent to which the trustor believes that the 
trustee is trustworthy (i.e., willing and capable of acting in the best interest of the 

contracts, guarantees, regulations. 5) Dispositional Trust: a trustor has a consistent 
tendency to trust other parties, across different situations. 6) Situational Decision 
to Trust: an intention to trust in certain situations, more or less independently of 
who might play the role of trustee. 

Grandison and Sloman (2000) make a survey of trust in internet applications, 
arriving at 5 different types of trust: 1) Resource access trust: the trustor allows 
the trustee to access a resource, feeling confident that the trustee will do this in an 
appropriate manner. As the authors observe there might be different levels of trust 
here depending on the nature of the resource, for instance you need higher trust to 
let someone run code on your workstation than to let someone read a specific file. 
2) Service provision trust: the trustor trusts the trustee to provide a service which 
does not imply access to the trustors resources. 3) Trustee certification: the trustor 
trusts the trustee based on certificates presented by the trustee, granted by an ap-
propriate third party. 4) Trust delegation: the trustor delegates responsibility to the 
trustee, i.e., trusts the trustee to act on its behalf. 5) Infrastructure trust: the trustor 

Zhang et al. (2004) make a classification of trust functions in reputation-based 
trust management along 4 different dimensions:  

2) Trusting Behaviour: the trustor voluntarily depends on the trustee in a certain 
with a relative feeling of security even if negative consequences are possible.  

first party). 4) System Trust: whether the trustor believes that there are impersonal/ 
institutional structures in place to ensure the success of a future endeavour, e.g., 

local servers and network). 
needs to trust his own infrastructure (e.g., PC hardware and operating system, 
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1. Subjective vs. objective, i.e. based on opinions of previous users or 
objectively measured from log data. 

2. Transaction-based vs. opinion-based, i.e., based on information about 
individual transactions or on stated opinions of previous users. 

3. Complete info vs. localized info: whether the trustor has the needed 
information or needs to broadcast requests for it to other nodes in the 
network.  

4. Rank-based vs. threshold-based: whether various service providers are 
ranked, or it is only determined if each is above or below a threshold. 

Ruohomaa and Kutvonen (2005) provide a survey of the field of trust manage-
ment. First they look at Trust Management Models, considering certificates, secu-
rity policy systems and reputation systems. Then they look at Trust Information 
Models, i.e., what information a system needs to make trust decisions. Finally, 
they discuss the tasks of a Trust Management System, which are summarized as 1) 
initializing a trust relationship, i.e., the trustor decides to trust the trustee, after as-
sessing the risk vs. the potential gain, based on policies and available information. 
2) observation while the trust relationship is ongoing, e.g., controlling whether the 
trustee behaves in accordance with the trust agreement, and 3) evolving reputation 
and trust, changing the reputation information of various trustees based on the 
above observations. 

Viljanen (2005) defines an ontology of trust. Her first step is to make a taxon-
omy of existing trust models, finding that they are based on various criteria. For 
instance, the trustor can trust the identity of the trustee, its actions, the business 
value of the planned transaction, the capability or competence of the trustee in per-

tory, or on third party information. Based on this, the ontology is proposed in the 
form of a UML class diagram. The top of the diagram shows a Trustor trusting a 
Trustee, this trust association may then have several aspects: context, confidence, 
action (risk, benefit, importance -> business value), competence, 3rd party info 
(reputation, recommendation, or external credentials), history, capability – as elic-
ited from the survey of trust models. 

Finally, Jøsang et al. (2005) look at security functions that need to be in place 
for trust to be justified in web service applications, in particular identity manage-
ment. They concentrate mostly on solution aspects, not on the formulation of trust-
related requirements for new systems. They discuss trust issues for various types 
of identity management: isolated, federated, and centralized. 

2.2 Taxonomies of Other Related Types of Requirements 

While there are many categories of non-functional requirements that might be 
relevant to look at for inspiring a taxonomy of trust requirements, it would be too 
exhaustive for a single paper to look at all of them. Here we concentrate on secu-
rity and usability requirements, because trust is closely related to security since 

confidence in the trustee, and this will often be based on the context, the trustee’s his-
forming this transaction. Furthermore, the trustor will have a certain level of 
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distrust often comes from fear of lacking security, and usability, while less directly 
related to trust, has similar aspects of subjectivity as trust, and just as trust 
emerges as a relationship between the user and the system, rather than just being a 
property of the system itself. 

For security requirements, the most comprehensive taxonomy has been devel-
oped by Firesmith (2005). Based on a previous taxonomy of safety-related re-
quirements, his taxonomy of security-related requirements distinguishes between: 

security requirements, which are the “pure” security requirements, indicating a 
wanted level of security without specifying how this should be achieved.  
security-significant requirements: these are requirements in other quality 
categories than security but which are believed to affect security positively. 
security system requirements are requirements for certain subsystems to deal 
with various aspects of security, for instance an antivirus program. 
security constraints are requirements that go even more into detail about the 
solution, for instance demanding the use of passwords of a certain length and 
containing both upper and lower case letters as well as numbers and special 
signs, whereas a pure security requirement would only say that users should be 
authenticated. 

As for usability (Lauesen and Younessi 1998) identify six styles of usability re-
quirements. Performance style and defect style requirements give a quantified 
measure for how well the user should perform with the system (or opposite: how 
many defects can be tolerated). Subjective style requirements demand that the sys-
tem should make a certain score when users are asked about their satisfaction with 
the system. All these three types correspond to pure security requirements above. 
Design style and guideline style requirements go into detail about the solution, 
rather than focussing on pure requirements, e.g., prescribing certain screenshots or 
the following of certain UI guidelines. These correspond to security constraints 
above. Finally, Lauesen and Younessi discuss process style requirements, such as 
demanding the use of iterative prototyping during development of the system. This 
has no obvious counterpart in Firesmith’s taxonomy, but prototyping is more rele-
vant for usability than for security. 

3 The Taxonomy 

An initial high level taxonomy is given in figure 1. Since trust-related require-
ments can be almost any kind of requirements, as also observed by (Firesmith 
2005) for security-related requirements, one can expect that the normal subtypes 
of requirements such as quality, function, data, interface, constraints, and process 
requirements may be of relevance. The five first are also used in the Firesmith-
taxonomy for security-related requirements, while the sixth is mentioned by 
(Lauesen and Younessi 1998) as highly relevant for usability requirements. Apart 
from this, a first obvious division of trust-related requirements will be between re-
quirements for the new system as trustor, and as trustee. In many respects, these 
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will be quite different: trustor requirements will be concerned with the system’s 
capability to make correct trust decisions, while trustee requirements will be con-
cerned with its capability to achieve trust from its human users or from computer-
ized agents. The distinction between trustor and trustee is orthogonal to the one 
about quality, functional, data etc. requirements, as both the trustor and trustee 
may have all kinds of requirements posed towards them. 

Trustor-related 
requirements

Trust-related 
requirements

Trustee-related 
requirements

 

Function-
al reqs 

 

Fig. 1. Initial high-level taxonomy 

3.1 Trustor-related requirements 

Trustor-related requirements are about the system’s ability to make correct trust 
decisions. As (Firesmith 2005) does for security requirements, one could talk 
about 

“pure” trustor quality requirements, specifying wanted levels of perfection in 
the trust decisions made by the system 
trustor-significant requirements – which are requirements belonging to other 
quality types than trust, but which have an impact on trust decision quality. For 
instance, security may have significance here – with lacking security, it might 
be possible for malicious attackers to tamper with the system’s trust evaluation 
functions, hence reducing the quality of trust decisions. 
trustor-subsystem requirements, e.g., requirements posed towards a trust 
management subsystem within the system (or possibly even outside the system, 
as one might envision outsourcing not only certification or reputation 
management but the entire trust decision process to a third party) 
constraints, which are design choices lifted to the requirements level. 

In figure 2 the “pure” trustor quality requirements are investigated in further 
detail. One important observation coming out of the background literature is that 
trust implies risk, so some trust decisions will turn out to be wrong in the end. 
Hence, 100% requirements like “The system should always make correct trust de-
cisions” would not be useful. Moreover, different levels of precision will be 

Quality Data Const-
raints reqs

Process
reqsreqs

Interface
reqs
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needed for different kinds of trust decisions that the system is supposed to make, 
based on factors such as the amount of information available and the difficulty of 
the decision. Hence, the requirements for quality of trust decisions may have to 
mention  

various trust challenges that the system needs to deal with, in the lower part of 
the diagram, inspired by (Viljanen 2005; Grandison and Sloman 2000),  
various types of trust decisions (outcomes) wanted, shown top and left in the 
diagram, inspired by (Zhang, Yu et al. 2004).  
various quality measures that can be given for the trust decisions of the system 
(right side of the diagram).  

These are orthogonal to each other, e.g., one could make subjective or objective 
trust decisions, and rankings or threshold-based trust decisions, for any of the 
given trust challenges. Moreover, all of these are also orthogonal to the quality 
measures, for which we have identified three different possibilities: 

Internal validity presumes the existence of some rules (policies) prescribing 
what information must be present and how it should be evaluated to decide 
whether to trust or distrust. The quality measure then becomes the extent to 
which the trust decisions are correct wrt. the given rules and the information 
available. Example: “The business value trust decisions made by the system 
should be consistent with the given policies in 99.9% of the cases”. 
External validity, on the other hand, would be the much more ambitious 
concern whether the trust decisions made are really correct (e.g., if trusted 
parties indeed turn out to be trustworthy throughout the trust relationship, and if 
distrusted parties indeed were not trustworthy). Example: “Objective threshold-
based trust decisions on service provision should turn out to be correct (i.e., 
service is acceptably provided) in at least 90% of the cases.” 
Feasibility would consider not only the degree of validity of trust decisions, but 
also the economic effect of the decisions. The rationale for formulating 
requirements in this way would be that often it is not the number of trust 
mistakes which is the most important, but the losses associated with the 
mistakes. Hence, a system could be accepted to make a substantial number of 
trust mistakes as long as the loss associated with each mistake is minor, 
whereas on the other hand, one single trust mistake could be disastrous if the 
loss was huge. Example: “The economic loss resulting from incorrect service 
provision ranking decisions should be maximum 50% of the gain resulting from 
correct service provision ranking decisions.” 
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Fig. 2. Trustor quality requirements, more detailed taxonomy 

For the internal validity of objective decisions, traditional 100% requirements 
can sometimes make sense, e.g., “The system shall always make correct identity 
trust decisions according to the policies in situations where all the needed informa-
tion is available”. Still, it is not certain that a 100% requirement would be prefer-

would need to be based on more information, possibly gathered for a cost, because 
the calculation would take longer and perhaps lead to unacceptably slow perform-
ance of the system, etc.). Hence, even for internal validity one might want to allow 
defects, and this would be unavoidable when moving to external validity and fea-
sibility requirements. Indeed, requirements related to external validity or feasibil-
ity may be very hard to test or evaluate, and in many cases it may be beyond the 
scope of the system alone to ensure them – hence, ambitious statements regarding 
the external validity and feasibility of the trust decisions made by the system may 
in some cases better be considered goals than requirements. For a distinction be-
tween goals and requirements, see for instance (van Lamsweerde 2004). 

In addition to the trustor quality requirements, we will also briefly discuss other 
kinds of requirements for the trustor: 

Trustor functional requirements could have subclasses like 1) trust initiation 
functionality, 2) trust monitoring functionality (logging what happens during 
the trust relationship, and potentially for discovering whether the behavior of 
the trustee is such that trust should be modified), trust evolution functionality 
(updating information about single trustees) and trust policy evolution 

Trustor quality 
requirements

Trust decision 
internal validity 

Trust decision 
external validity 

Identity 
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Service 
provision 

Resource 
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Bus.Value
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compared to a less accurate trust decision (for instance because the trust evaluation 
able, as the cost of achieving this might be higher than the losses avoided 
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functionality, i.e., functionality for changing the encoded policies of the system. 
The first three are taken from (Ruohomaa and Kutvonen 2005), the fourth 
added on our own accord. 
Trustor data requirements describe what data the trustor needs to store (or 
access from third parties), e.g., information about the context and history 
(Viljanen 2005), various kinds of identification data for the potential trustees, 
as well as reputation data, recommendation data, service quality data. 
Trustor interface requirements would, e.g., describe which interfaces the trust 
management subsystem needs to perform its necessary communication with 
trustees and third parties. 
Trustor constraints would be design choices elevated to the requirements level, 
such as a requirement to use one particular standard for trust evaluation, one 
particular trust management system, or particular approaches for trust 
decisions. 

All of these would belong to the category of trust system requirements if taking 
an approach analogous to the one (Firesmith 2005) has used for security require-
ments. In addition, one might consider trustor process requirements such as de-
manding an iterative development process with early prototyping. As shall be seen 
later, process requirements may be more interesting for trustees, but if the trustor’s 
ability to deal with trustees is considered one of the most complex and risky parts 
of the project, one might be interested in clarifying this early to reduce the risk, 
i.e., prototype the trust decision functionality to be tried out with potential trustees. 

3.2 Trustee-related requirements 

Trustee-related requirements are about the system’s ability to achieve trust from 
prospective users and collaborators. Naively, the system owner might want the 
system to be trusted by every potential user in all possible situations. But this 
might mean that the system is trusted even in situations when it is not trustworthy 
(e.g., believed  by the user to have capabilities that it does not have). Such a de-
ceptive system (or its developer or owner) could be considered unethical, cf. code 
of ethics by ACM/IEEE (1999), in particular principles 1.03, 1.04, and 1.06. 
Moreover, while an over-trusted system could bring initial gain by increased busi-
ness, it could also easily backfire financially by causing badwill for its owner by 
dissatisfied users. 

Hence, our taxonomy will be based on the more ethical assumption that the ob-
jective for the system is to be trusted when it is indeed trustworthy, and to be dis-
trusted when it is not. This makes trustee quality requirements quite symmetrical 
to trustor quality requirements in that they can be evaluated for their degree of va-
lidity, in terms of false positives and false negatives. The same symmetry could 
apply for types of trust decisions. The trustee wants to be trusted both for identity, 
actions, business value, and capability, wants to pass threshold-based decisions as 
well as achieve high placement in trust rankings, whether these are subjective or 
objective. 
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Yet there are also important differences. Pure quality requirements relating to 
validity or feasibility of trust decisions are even harder to state on the trustee side 
than on the trustor side. First of all, it is the trustor that chooses whether or not to 
trust, hence the fulfillment of any validity or feasibility requirement would be 
mostly beyond the trustee’s control. With a changing array of potential trustors, 
and the irrationality of human users, pure quality statements make sense only as 
higher level goals. Moreover, a trustee necessarily needs to adapt to the prefer-
ences of the persons or systems it wants to be trusted by. Some issues that were 
design-oriented constraints for the trustor, could be pure requirements for the trus-
tee. For instance, if the systems you need to be trusted by demand certificates, you 
need to provide certificates.  

 
Trustee quality 
requirements

 

Figure 3 shows a partial taxonomy for trustee quality requirements, emphasiz-
ing the parts that are different from the previous taxonomy for trustor quality re-
quirements. The leftmost “External validity of trust achievement” is symmetrical 
to the external validity for the trustor – but note that requirements of this style may 
be hard to state (and even harder for developers to take responsibility for) since 
trust decisions are made by the trustors and therefore often beyond the control of 
the trustees. Also note that Internal validity is not relevant on the trustee side since 
the trust decision is made by the trustor, and feasibility type requirements are also 
less relevant as it is primarily the trustor who loses money on a bad trust decision. 
Instead, various new subtypes of quality requirements have been shown for the 
trustee: 

Certification achievement. This would be requirements stating that the system 
should satisfy criteria to be certified, either by certain named certification 
agencies, or more generally for instance by certification agents together 
controlling at least 90% of the market for 3rd party certification in the domain. 
Reputation achievement. This is more difficult to specify as a direct 
requirement than certification achievement, as a new system initially has no 
reputation. If at all, such requirements must therefore be specified with a time 
perspective, e.g., that after a certain number of usages of a service offered by a 
system, it should have achieved a reputation so and so. 

External validity of Reputation 
trust achievement

Recommendation 
achievement

achievement 
Trustor 

comprehension 

Certification 
achievement 

Fig. 3. Trustee-quality requirements, partial taxonomy 
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Recommendation achievement. This could be specified for instance as a wanted 
minimum percentage of users (human or computerized agents) who are willing 
to recommend the system after having used it. Again, however, this is hard to 
establish during development or even at acceptance testing but needs some time 
of usage before one can know whether the requirement was met. 
Trustor comprehension. To avoid both false positives (system over-trusted) and 
false negatives (system under-trusted) it is important to communicate the 
capabilities and limitations of the system to its users. Comprehension 
requirements would state acceptable levels for the trustors’ understanding of 
the trustee system. Examples: “At the point where credit card number is 
requested, at least 90% of the users shall have understood that this is 
transmitted through a secure channel.”; “At least 80% of the users shall have 
understood that the name and address is transmitted through an insecure 

Some of these subtypes of requirements will be hard to accept by developers 
except maybe for in-house development. In contract development, it would be un-
reasonable for a developer to promise that the system should achieve a certain 
level of reputation or recommendations within a certain time since this is depend-
ent on a lot of factors beyond their control. Hence, other classes of trustee-related 
requirements would also be important: 

Trustee-significant requirements, i.e., requirements that belong to other qual-
ity types but contribute to trust achievement. Security and privacy would be obvi-

Process requirements such as prototyping with users to establish that the sys-

ability can be tested with a mock-up prototype, it is uncertain whether trust could 
be addressed in a similar manner. For instance, if users try out a mock-up interface 
of an internet banking application, they would just be toying with money transfers, 
not run any risk of losing money or disclosing information about their economy to 
outsiders. Hence, their answers to questions whether the application seemed trust-
worthy might be unreliable. 

4 Discussion and Conclusions 

Two main types of usage can be envisioned for a requirement taxonomy: 1) train-
ing and 2) development projects. While taxonomies exist for many other types of 
quality requirements, there are no existing ones that deal with trust-related re-
quirements. In training (for instance in a course in requirements engineering) a 
taxonomy of trust requirements may give more detailed insight into what trust is 
(in the IT meaning of the word) and what can possibly be required of a system 

channel in the web page for requesting more information by ordinary mail.” 

ous examples, as would usability and performance. Also, a requirement that 
company logos be clearly visible on all web pages – while primarily being con-
sidered a branding requirement – could also have a positive impact on trust. 

requirements than for trustor requirements. But while it is well understood how us-
tem is found trustworthy by humans would also be more relevant for trustee
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with respect to trust. Perhaps most importantly, it can help the students distinguish 
between the requirements level, stating WHAT should be achieved by the system 
in making trust decisions (system-as-trustor) and achieving trust from others (sys-
tem-as-trustee), and the design level, concerning various solutions that are known 
or believed to solve trust problems. 

In industry projects, a taxonomy can be used to generate checklists of quality 
requirements to consider, this can for instance be used to evaluate whether a speci-
fication is complete or not. Unlike functional requirements, trust requirements 
may be unlikely to pop up directly from traditional elicitation techniques such as 
user interviews or workshops – unless the analysts are conscious to address trust 
issues. 

While the taxonomy presented here is a contribution to a better understanding 
of the field of trust-related requirements, it must be admitted that this field is still 
in an early phase, and more work is needed on the taxonomy, both theoretically 
and gaining practical experience with its use, before it can result in clear guide-
lines to system developers on how to handle requirements related to trust in indus-
trial projects. 
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Abstract: Most existing agent-oriented methodologies ignore system extensibil-
ity, interoperability and reusability issues. In light of this, we have developed 
MOBMAS – a “Methodology for Ontology-Based MASs” which makes use of 
ontologies as a central modeling tool, utilising their roles in facilitating interop-
erability and reusability. As part of an ongoing validation of MOBMAS, we dem-
onstrate in this paper its use on a peer-to-peer (P2P) community-based information 
sharing application. MOBMAS is used by an experienced software developer, 
who is not an author of the methodology, to guide the development of the P2P ap-
plication. 

1 Introduction 

Ontologies are an explicit formal specification of a shared conceptualization 
[10] 1. They have been successfully used to enhance extensibility, reusability, in-
teroperability and verify various products of software development e.g. [5, 13, 16]. 
Few prominent agent-oriented methodologies use ontologies in the design process 

                                                      
1 Conceptualization is the way a domain is perceived and this is expressed in a 

collection of terms and a set of relations between the terms. When formally de-
scribed they constitute an ontology. 
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[15]. When they do, their use tends to be confined to the early phase of the devel-
opment (the analysis phase). For example, GRAMO [9] specifies how a domain 
model that includes goal and role analyses is developed from an initial ontology. 
Another example, MASE [3] uses ontologies to mediate the transition between the 

tions in an MAS e.g. [4].  
Towards enhancing reusability and interoperability of MAS components, our 

new framework [14] supports the creation of methodologies supporting and mak-
ing use of ontologies throughout much of the development lifecycle. To illustrate 

tensively investigates the diverse roles of ontology in MAS development and pro-
vides support for these roles. It has an ontology-based MAS development process 
and ontology-based MAS model definitions. MOBMAS provides support for the 
following key areas of MAS development:  analysis, agent internal design, agent 

the existing agent-oriented methodologies, by reusing and enhancing their tech-
niques and modeling definitions where appropriate. It endeavors to combine the 
strengths of the existing methodologies into one methodological framework .  

This paper is part of ongoing validation of MOBMAS. Specifically, the test 
case shown in this paper examines the effectiveness of MOBMAS as a tool to 
guide a developer in producing an analysis and design of an MAS based on a 
given set of requirements. The verification of the reusability of the outcome of 
MOBMAS is the next step of the verification and is not the current focus of the 
paper. 

2 MOBMAS Methodology 

Using MOBMAS, the MAS development starts with a domain ontology which is 
initially used to identify goals and roles of the system to index an appropriate set 
of problem solving capabilities from an appropriate existing library of capabilities. 
Individual ontologies corresponding to the knowledge requirements of each capa-
bility are then extracted from the initial common ontology, to provide knowledge 
representation and allow reasoning by individual agents. Those ontologies form 
the basis for an iterative process to develop a common communication ontology 
between all agents and verify the knowledge requirements of chosen capabilities. 
Individual localised ontologies may also require incremental refinement during the 
iterative process. Appropriate ontology mappings are needed between local on-
tologies and the communication ontology.  The development of MAS using 
MOBMAS has five activities. Each focuses on one of the following key area of 
MAS development: Analysis, Organization Design, Agent Internal Design, Agent 

verification of models during the analysis phase. Outside the analysis phase, onto-

interaction design and MAS organizational design. MOBMAS takes advantage of 

closest to recent work in [1] which recognizes the role of using ontologies for 

logies currently are mainly used to express a common terminology for agent inter-

MOBMAS – a “Methodology for Ontology-Based MASs”  that explicitly and ex-

goal and the task analyses. Our use of ontologies in developing MAS is perhaps 

our ideas, we developed an ontology based agent-oriented methodology, 
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Interaction Design and Architecture Design. The development process of 
MOBMAS is highly iterative. MOBMAS activities are detailed as follows:  

Analysis Activity: This activity aims to form a conception of the target MAS 
from the domain ontology and the system requirements, giving a first-cut identifi-
cation of the roles and tasks that compose the MAS. This activity consists of de-
veloping the following five models:  System Task Model, Organizational Context 
Model, Role model, Ontology Model and as well as identification of Ontology-
Management Role. The Role Model is developed in a highly iterative manner with 
the System Task Model, given the association between roles, role tasks and system 
tasks. The Ontology Model is used to refine and validate those models (and vice 
versa). This activity also specifies the ontological mappings between the MAS 
Application Ontologies.  

MAS Organization Design: This activity refines the organizational structure 
of the target MAS and identifies a set of agent classes composing the system. If 
the MAS is a heterogeneous system that contains non-agent resources, these are 
also identified and their applications are conceptualized. This activity consists of 
the following four steps: Specify the MAS Organizational Structure, Develop the 
Agent Class Model; Develop the Resource Model; and Refine the Ontology 
Model of the previous activity. The developer also specifies the mappings between 
Resource Application Ontologies and relevant MAS Application Ontologies, to 
enable the integration of these resources into the MAS application and to support 
the interoperability between heterogeneous resources.  

Agent Internal Design: For each agent class, this activity specifies belief con-
ceptualization, agent goals, events, plan templates and reactive rules. It consists of 
the following five steps: Specify Agent Class’ Belief Conceptualization identify-
ing which part(s) of the Ontology Model are needed by an agent class to concep-
tualize its run-time beliefs; Specify Agent Goals identifying the states of the world 
that an agent class aims to achieve or satisfy using the Role Model; Specify Events 
in the environment that agents need to respond to at run-time; Develop Agent Be-
havior Model specifying how each agent class behaves to achieve or satisfy each 
agent goal as planning behavior or reactive behavior;  and Update the Agent Class 
Diagram with the details identified in the previous three steps and checking Agent 
Behavior Model for consistency against the Ontology Model and vice versa.  

Agent Interaction Design: This activity models the interactions between agent 
instances, by selecting a suitable interaction mechanism for the target MAS and 
modeling the interactions. It has two steps: Decide upon which interaction mecha-
nism is best suited to the target MAS (direct or indirect); and then Define how 
agents interact depending on the selected interaction mechanism. The resultant 
Agent Interaction Model is represented by a set of Interaction Protocol Diagrams. 
The developer validates the Agent Interaction Model against the Ontology Model. 
The Agent Class Model is also checked to ensure that all communicating agent 
classes share the same application ontologies that govern their interactions. Lastly, 
the Agent Relationship Diagram is updated to show descriptive information about 
each interaction pathway between agent classes. 

Architecture Design: This activity deals with various design issues relating to 
agent architecture and MAS architecture. It has the following five steps: Identify 
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Agent-Environment interface requirements; Select Agent Architecture for the 
most appropriate architecture(s) for agents in the MAS; Specify MAS Infrastruc-
ture facilities identifying system components that are needed to provide system-
specific services; Instantiate agent classes; and Develop MAS deployment plan.  

Details of MOBMAS will be illustrated in the next section by applying it to 
develop a community based search engine. 

3 Community-based P2P Information Sharing MAS 

In this section, we illustrate the use of MOBMAS on a P2P information sharing 
application by an experienced system developer. The application and its specifica-
tions are based on Klampanos and Jose [11] and Mine et al.’s [12] conception of a 
P2P information sharing architecture.  

3.1 Application Description 

Each human user is represented by an agent in the network to act on his/her be-
half. This agent locates files and responds to queries by other similar agents. The 
collection of all these agents and agents assisting them in their tasks form the P2P 
community based searching MAS.  

An agent representing the human user has access to a knowledge base contain-
ing electronic files that the user is willing to share with other users. Each file is 
identified by its title and type (e.g. HTML, pdf, music or video). The collection of 
human users form a network of peers. A human user can pose a query to request 
files. Each query is made up of one or more keywords. The system is responsible 
for  locating sites  where files matching the queries may reside, based on the be-
havior of the users at those sites (as represented by their agents). The mediation 
between the human users is performed by the system and is initiated by the agent 
representing the human making the request. The agent of the like-minded user re-
sponds either by providing details about the files it can supply, or refusing the ser-
vice. When all responses are received, the agent combines and refines the results 
to compose a list of files that satisfy the query. The agent initiating the query can 
then select which file(s) it wants to download to the human it represents and initi-
ates the file transfer process. After a successful transfer, the knowledge base lo-
cated where the query was made, is updated to contain the received file(s).  

For all agents involved in processing the query, their knowledge base is also 
updated with additional information reflecting the interests of the agent which ini-
tiates the query. This information will be used in future queries. At each node in 
the network, each user-agent thus keeps a record of its history of information shar-
ing. The history contains two records: one of the past queries that it made on be-
half of the human user and its respective responders, and one of the past queries 
received  and their respective agent senders (acting on behalf of other human us-
ers). The former needs to be updated every time the user-agent receives a result 
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list from the system, while the latter requires update every time the user-agent re-
plies to a query sent by the system. The history is used to produce short lists of 
candidate nodes for future queries, by calculating the similarity between the cur-
rent query and a past query . If no nodes can be short-listed, or if all candidate 
user-agents do not provide the service required, the agent-user broadcasts the 
query to a wider circle of user-agents in the community, to identify new candidate 
providers. The new providers are eventually added to the history, thereby expand-

ingly, the information to be shared amongst user-agents is assumed to be movie-
related files, such as movie trailers, movie posters or movie web pages. 

The rest of this section describes the sequence of steps in the analysis and de-
sign phases of MOBMAS to generate described P2P system. The steps are too in-
volved to be completely shown. Snap shots of each model are instead presented as 
an illustration. 

3.2 P2P Analysis 

The first step of the Analysis activity constructed a System Task Model to specify 
the required system functionality and its decomposition structure. For the P2P in-
formation sharing application, the core system task was “Satisfy file-sharing re-
quest”, which was composed of two sub-tasks “Process user search query” 
and “Carry out file-transfer process”. Each of these sub-tasks was further de-
composed into smaller-grained sub-tasks. The next step in the Analysis activity 
was to investigate the organizational context in which MAS will reside and sup-
port, to elicit any existing organizational structure that the MAS may imitate. In 
this application, the target MAS does not reside within any human organization, 
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Fig. 1. System Task Diagram 

ing the user-agent’s contact circle. This strategy of information sharing can be 
applied to any domain, but we limit our application to the Movies domain. Accord-
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The developer identified roles by grouping closely related tasks in the System 
Task Model. For example, all tasks dealing with user interactions were assigned to 
a “User Interface” role (Figure 4). Similarly, all tasks related to the file-transfer 
history were allocated to a “History Manager” role. An “Information Retriever” 
role was also defined to handle all tasks relating to processing user query and file 

by identifying new information providers when required. An Ontology Model was 
then constructed to define the necessary application ontologies for the target MAS. 
At this stage, only MAS Application ontologies were examined. Resource Appli-

conceptualizing the Information Sharing domain (Figure 2 and Figure 3). 
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Fig. 2. Movie Ontology (based on DAML ontology at   http://www.cse.dmu.ac.uk/)  

All agents in the system are expected to know and use these two Application 
ontologies which are not expected to change at run-time, hence the developer de-
cides that the ontologies are stored at some publicly-accessed ontology servers and 
be accessed freely by all agents. No particular role or agent is therefore needed to 
manage or control these servers. Accordingly, no new roles are added to the Role 
Model. 

transfer. Finally, a “Portal” role is identified to act as a broker in the P2P network, 

cation ontologies were identified later in the Organization Design activity. An
information sharing MAS for the Movies domain would require two MAS Appli-
lition ontologies: one for conceptualizing the Movies domain and one for 

68 



 

1..* 

1..* 

1 

1..* 1..* 
1 

provided-by 

1..* 

UserQuery 
QueryID 
Time-received 

Keyword 

File 
Filename 
Filetype 

Provider 
Agent-name 
Address 

1..* 

file-description

1..* 1..* 

ResultList 

result_of 

0..* 

History 

1..* 

1..* 

Enquirer 
Agent-name 
Address 

3.3 P2P MAS Organization Design

The first step in this activity was to refine the initial Role Model developed in Sec-
tion 3.2 to specify authority relationships between roles. In the P2P application, 
role “Information Retriever” has a peer-to-peer relationship with role “User In-
terface” and role “Portal”, meaning that they assume an equal authority in their 
cooperation (Figure 4). However, role “Information Retriever” engages in a su-
perior-subordinate relationship with role “History Manager” (expressed by a 
“control” association in Figure 4) because role “Information Retriever” has the 
authority to delegate work to role “History Manager”, and the latter is obliged to 
perform the delegated tasks and should not reject a request from the former. 

Agent classes were then identified from roles via one-to-one mappings. As 
such, there were four agent classes in the P2P MAS, each assuming one role. A 
preliminary Agent Relationship Diagram was constructed to show the tentative 
agent classes, their roles and their acquaintances (i.e. interaction pathways) (Fig-
ure 5). These acquaintances were derived directly from the acquaintances between 
roles played by the agent classes (c.f Figure 4). At this stage, the Agent Class Dia-
gram for each agent class was mostly empty, since no internal details were yet ap-
parent. 

Non-agent software resources were also identified. In this informationsharing 
application, non-agent resources included knowledge sources containing movie-
related electronic files, e.g. web servers or directories. Each knowledge source 
needed to be managed and controlled by a specialized wrapper agent. This wrap-
per agent provides an interface to the resource when requested by other agents in 

Fig. 3. Information Sharing Ontology 
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the system. Accordingly, the Role Model was extended to add a “Wrapper” role, 
and the Agent Class Model was updated to show the newly identified “Wrapper” 
agent class (Figure 8). 
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Fig. 5. Preliminary Agent Relationship Diagram 

The ontology conceptualizing each knowledge source was defined and added to 
the Ontology Model.  

3.4 P2P Agent Internal Design 

The internal design of each agent class started with the identification of the agent 
class’ belief conceptualization; that is, the identification of ontologies conceptual-
izing the agent’s potential run-time beliefs. For example, the “Information Re-
triever” agent class in the P2P application needed to commit to two ontologies: 

Fig. 4. Role Diagram 
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“Movie Ontology” and “Information Sharing Ontology”, because the agents of 
this class would need to hold beliefs about the movie domain and the information 
sharing domain at run-time. Meanwhile, the “Wrapper” agent class should commit 
to the “MovieTrailer Resource Ontology” apart from the “Movie Ontology” and 
“Information Sharing Ontology”, because wrapper agents would have to access 
the MovieTrailer knowledge source at run-time. 

Agent goals were identified directly from role tasks. However, while role tasks 
were specified using imperatives, agent goals were specified in the form of “some-
thing is achieved”. For instance, role “History Manager” in Figure 4 has a task 
“Identify candidate providers from file-sharing history”. This task indicates a goal 
“Candidate providers are identified from file-sharing history” for agent class “His-
tory Manager”.  

Events affecting agents’ courses of actions were also identified. Example 
events concerning “Information Retriever” agents are “Reception of user query 
from User Interface agents” (which activates an agent goal “Answer is found for 
user query”), “Input of user’s file selection” (which activates an agent goal “File is 
downloaded”) and “Input of user’s cancellation” (which signals the agent to forfeit 
its active goal).  

The Agent Class Model was updated to show the listing of belief conceptuali-
zation, agent goals and events for each agent class. illustrates the Agent Class 
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Lastly, an Agent Behavior Model was developed to define agent plan templates 
and reflexive rules for each agent class to achieve its agent goals. Both planning 

Fig. 6. Class Diagram for “Information Retriever” agent class 
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and reactive behavior was considered for each agent class, in respect of each agent 
goal. For example, the “User Interface” agent class employed reactive behavior to 
achieve the goal “User query is accepted”. Meanwhile, the “History Manager” 
agent class required planning behavior to fulfill the agent goal “Candidate provid-
ers are identified from file-sharing history”. The Reflexive Rule Specification is il-

During its construction, the Agent Behavior Model was validated against the 
Ontology Model, to ensure that the datatypes of all variables in the agent plan 
templates and reflexive rules were equivalent to the ontological concepts defined 
in the “Movie Ontology”, “Information Sharing Ontology” and “MovieTrailer Re-
source Ontology”. For example, variable “q” in has a datatype “UserQuery”, 
which is a concept in the “Information Sharing Ontology” (Figure 3). The Agent 
Class Diagram was also checked to ensure that the agent class’ belief conceptuali-
zation contained the ontology involved (in this case, the “User Interface” agent 
class should specify the “Information Sharing Ontology” in its belief conceptuali-
zation). 

 
 
 
 
 
 
 
 
 
 
 
 

Display “Please wait” mes-
sage 

Input of q: UserQuery 

Forward [q:UserQuery] to 
“Searcher” agent 

Agent-goal “User query is accepted” 

 

3.5 P2P Agent Interaction Design 

Fig. 7. Reflexive Rule Specification for “User Interface” agent class 

The first step in this activity was to select a suitable interaction mechanism for 
the P2P MAS. The “direct” interaction mechanism (using ACLs) was chosen
over the “indirect” mechanism (using tuplespace/tuple-centre), because the
speech-act performatives provided by ACLs were expected to support a higher 
level of communication semantics than Linda-like primitives used by the

72 

lustrated in Figure 7.



 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Protocol Diagram W 
Ontology: Movie Ontology,
Information Sharing Ontology 

agent class 
User Interface+ /  

User Interface role 

agent class 
Information Re-

triever+/ 

agent class 
Mediator+/  
Portal role 

agent class 
History Manager+/ 
History Manager 

Protocol Diagram: Y 
Ontology: Movie Ontology, 
Information Sharing Ontology 

Protocol Diagram: Z 
Ontology: Movie Ontology,
Information Sharing Ontology

agent class 
Wrapper+/  
Wrapper 

Protocol Diagram X 
Ontology: Movie Ontology, 
Information Sharing Ontology 
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cols between agent instances. Each protocol was depicted by an AUML Inter- 
action Protocol Diagram (not shown here for lack of space). The developer also

An Agent Interaction Model was then developed to define interaction proto-

”

checked the Agent Interaction Model against the Ontology Model, to make sure
that the datatypes of all variables in the interaction protocols were equivalent to the

” ontological concepts in the “Movie  Ontology  or “ Information Sharing Ontology
(except for basic datatypes like string and integer). After constructing the 
Agent Interaction Model, the Agent Relationship Diagram was updated to show

tuplespace mechanism. The target application can also reuse many interaction
protocols provided by the existing catalogues, such as FIPA’s Protocal Library.

various descriptive information about each interaction pathway between agent
classes (Figure 8). The descriptive information specified were:

the name of the ontology used to define the interactions’ semantics.  

the name of the Interaction Protocol Diagram depicting the protocol governing 
the interactions; and 
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3.6 Architecture Design 

The characteristics and requirements of agent perception, effect and communica-
tion mechanisms were firstly identified. With regard to perception and effect, the 
environment of the target information sharing MAS did not contain any physical 
objects. Thus, the agents’ sensors and effectors did not need to connect to, or con-
trol, any hardware sensoring and effecting components. However, the sensor and 
effector of the “User Interface” agents should be connected to an elaborate user-
interface component, since this is the only means of getting inputs and providing 
outputs to human users in this application. The “Wrapper” agents should also be 
equipped with an ability to connect physically and virtually to its wrapped knowl-
edge sources. With regard to communication, the implementation platform should 
be able to support the exchange of binary data such as rich multimedia files. An 
Agent-Environment Requirement Specification was constructed to document these 
characteristics and requirements. The developer then decided upon which agent 
architecture was appropriate to the target MAS. Since agent classes in the system 
adopted both planning behavior and reflexive behavior for achieving their goals, a 
hybrid architecture was required. Various hybrid architectural solutions are avail-
able for use, for example TouringMachines [6], RAPs [7], ATLANTIS [8] and 
Prodigy [2].  

The target MAS would require basic network facilities such as agent naming 
service, agent creation/deletion service and security service. Common coordina-
tion facilities such as agent directory service and message transport service were 
also required. Necessary knowledge facilities were ontology servers, protocol 
servers and problem-solving methods servers. 

The instantiation cardinality of each agent class was also determined. All agent 
classes in the P2P application were instantiated with a “+” cardinality; that is, each 
class has one or more agent instances at implementation time. The Agent Class 
Diagram was updated to show this instantiation configuration (Figure 8). Finally, 
a MAS Deployment Diagram was constructed to show the physical configuration 
of the system (Diagram is omitted for lack of space). 

4 Discussion, Conclusion and Future Work 

We demonstrated MOBMAS – a methodology for ontology-based MAS develop-
ment – on a P2P community-based information sharing application. The use was 
conducted by an experienced software developer, who was not an author of the 
MOBMAS methodology but was given detailed documentation of the methodol-
ogy. The developer’s responses to a detailed questionnaire regarding the usage of 
MOBMAS, indicated that he valued the step-by-step development process of 
MOBMAS and the provision of many heuristics and techniques to support each 
step. MOBMAS also provided verification and validation: The steps of 
MOBMAS enforce consistency checking amongst the major model kinds. For ex-
ample, the Ontology Model is used to verify and validate the System Task Model, 
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Agent Class Model, Agent Behavior Model and Agent Interaction Model. Cur-
rently, we do not have a tool to enforce this checking. We are in the process of 
formalizing the current manual checking. This will be usable as a stepping stone to 
develop a tool. 

This paper confirmed the ease of use of MOBMAS and its support for valida-
tion and verification. We still need to confirm that systems developed with 
MOBMAS are interoperable and extendible. We plan to deploy a completed P2P 
system in a heterogeneous environment to validate its interoperability.  With re-
spect to extensibility, we are intending to develop a webportal using MOBMAS 
and then vary the initial requirement of the system and assess how easy it is for 
developers to modify the original portal. We anticipate that because new knowl-
edge sources and agents can be easily added to the MAS shown in this paper, and 
since in any application core models of MOBMAS are composed of ontologies 
and ontological concepts (namely, Agent Belief Conceptualization, Agent Behav-
ior Model and Agent Interaction Model), a design can be adapted to a new appli-
cation by changing the ontologies involved. However, some further details in 
MOBMAS need to be worked out in order to manipulate ontologies within the de-
velopment process. For example, in case two ontologies with different conceptu-
alization of the same domain are used during the requirement changes, then ontol-
ogy mappings would be required. 
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1 Introduction 

In the field of information system (IS) design and modeling the topic of integrat-
ing different views and schemata to a common conceptual schema is a central is-
sue. Integration of two schemata means that they are compared, conflicts between 
them are identified and resolved, and finally the schemata are merged. Integration 
is often based on a global ontology that provides the valid concepts and interde-
pendencies of a domain. In this paper we adapt the definition of ontology [8]: “An 
ontology is an explicit specification of a conceptualization.”. Traditional integra-
tion techniques are often based on concept name comparison which even more 
motivates the use of an ontology as a domain lexicon. 

The goal of any integration process is to create a correct, complete, minimal 
and understandable unified common schema. Mismatches in schema integration 
can be ascribed to naming, semantic, structural and data model conflicts. In this 
paper we propose a number of methods that support the integration of generic 
modeling approaches through the recognition and resolution of linguistic conflicts. 
These methods will be discussed on the basis of two exemplary user-near model-
ing approaches, namely the Klagenfurt Conceptual Predesign Model (KCPM) ap-
proach and the Karlstad Enterprise Modeling (EM) approach, that were developed 
at University of Klagenfurt, Austria, and Karlstad University, Sweden, respectively.
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This paper is structured as follows: firstly we present and compare our light-
weight modeling approaches, that both work on an end-user-near level. Secondly, 
we show the principal integration problems, in particular regarding linguistic 
problems. We propose a selection of integration techniques that suggest being 
generally applicable for user-near modeling languages like KCPM and EM. The 
paper is concluded by a preview on future research. 

2 Two user-friendly Modeling Approaches 

2.1 KCPM – The Klagenfurt Conceptual Predesign Model 

KCPM was developed at the University of Klagenfurt as a part of the NIBA1  pro-

sive and complex modeling languages by acting as an interlingua between end 
users and systems designers. It presents an intermediate schema between natural 
language texts and common, more complex conceptual schemata like UML. Only 
the domain relevant concepts are modeled, whereas design decisions and imple-
mentation details are left for the succeeding design phase of the conceptual model-
ing process [9]. 

KCPM comprises static as well as dynamic schemata. Static schemata (Figure 
1) consist of thingtypes, connectiontypes and perspectives. Thingtypes are similar 
to entities in UML static schemas (though classes and attributes are not distin-
guished) and connectiontypes represent relationships between thingtypes. For each 
connectiontype two perspectives exist: one for each involved thingtype. 

Dynamic KCPM schemata are defined by operationtypes, cooperationtypes and 
pre- and postconditions. Operationtypes describe the operations that are possible 
in the modeled IS and constitute a link between dynamic and static KCPM sche-
mata, since each operation can be assigned an executor and several callers and pa-
rameters, which are all modeled as thingtypes from the corresponding static 
KCPM schema. 
                                                      
1 NIBA is a German acronym for “Natural language requirements analysis”. The 

NIBA project was financed partly by the Klaus-Tschira-Stiftung Heidelberg. 

refers to a modeling approach that tries to counter the trend of increasingly exten-
ject [5]. It is an acronym for the Klagenfurt Conceptual Predesign Model and

After comparing our modeling-, recognition- and resolution approaches we point 
out commonalities and possible synergies.  
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Fig. 1. Example of static KCPM schema. 

When operationtypes can be executed concurrently and have the same precon-
ditions, they are grouped within cooperationtypes. Conditions are used to structure 
dynamic KCPM schemata by defining sequential processes. Operations can only 
be executed if the preconditions of their cooperationtype are true. Postconditions 
apply after the operations of a cooperationtype have been executed. In this paper 
we focus on the integration of static KCPM schemata, though subsequent publica-
tions will deal with dynamic KCPM integration (see [15]). 

Although the NIBA project focuses on the treatment of German texts, KCPM 
itself is language independent. Thus we prefer integration-techniques that are ge-
neric regarding the schemata and the language. 

2.2 EM - The Karlstad Enterprise Modeling Approach 

Karlstad Enterprise Modeling approach (EM) refers to a modeling approach de-
veloped to address the pragmatic, semantic and syntactic aspects of an IS or some 
part of it. EM focuses on defining and integrating the business processes of the or-
ganization in focus [14]. Another way of describing EM is as a generalization and 
extension of system analysis when modeling the three previously mentioned levels 
of an IS and database (DB) [6]. This means that EM takes a broader perspective 
than traditional modeling languages such as the Entity-Relationship (ER) model or 
some object-oriented method. However unlike schemata defined with traditional 
modeling languages the EM views are independent of implementation. 

The pragmatic part is represented by a set of pragmatic dependencies used to il-
lustrate goals, problems and opportunities. Besides these three both positive and 
negative influence dependencies can also be defined. 

The semantic part is represented by a set of semantic dependencies which in-
cludes both a set of static and a set of dynamic dependencies. The static depend-
encies are used not only to define and illustrate what is stored in the database but 
also to illustrate the data that is needed by the IS. In EM every concept is illus-
trated as a box. This means that two concepts that have a dependency are illus-
trated by means of boxes with a special kind of dependency drawn between them. 
At the same time this means that while defining the static database views the only 
primitive that is given a name is a concept. The dynamic dependencies are divided 
into state and communication dependencies. Communication dependencies are used 
to illustrate relations between different actors and their actions and communication
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The syntactic part is represented by a set of syntactic primitives. It represents 
an implementation perspective and should be viewed as the CASE tool-dependent 
part for defining the future DB and IS. 

Since this paper focuses on integration on static views the static dependencies 
used in EM are illustrated in Figure 2. 

 

Fig. 2. Adapted and modified representation of static dependencies in EM [6]. 

The main idea behind EM is to define a consistent, coherent and complete 
specification of the future IS and DB [6] using the same schema type [7]. This is 
important since recent studies have indicated and proved that it is more confusing 
to have several schema types and switch between these than keeping them in one 
schema type [13]. 

Finally, it has also been argued that the use of the EM semantic dependencies 
simplifies the integration process and reduces the risk of semantic loss [3]. 

2.3 KCPM and EM – A Comparison 

KCPM supports static modeling by providing exactly one relationship-type be-
tween two static concepts (the connection-type), while in EM nine (see Figure 2) 
different types of static relationships exist. The EM-relationship-types are not 
named, but when mapped to the respective KCPM connection-type they can all be 
represented by a distinct name. In KCPM entities and attributes are all represented 
as thingtypes and not distinguished, and in EM all concepts are also treated 
equally and illustrated as boxes. 

Most current conceptual modeling languages allow no explicit modeling of 
business goals, but the EM-approach provides a set of explicit relationships for 
representing business goals, problems, influences and opportunities. KCPM on the 
other hand has currently no specific connectiontypes for this purpose, since it is 
kept as simple as possible. The representation of business goals may however be 
possible in future KCPM versions. 

Despite the obvious differences KCPM and EM also have similarities. Both 
KCPM and EM are considered light-weight modeling approaches that abandon the 
inclusion of more complex design and implementation issues in their static sche-
mata in favor of better end user understandability: they describe only the essential 
concepts and dependencies of a given domain. A mapping from static EM to 
KCPM schemata is definitely possible: all EM concepts are mapped to KCPM 
thingtypes, and all EM dependencies are mapped to KCPM connectiontypes that 

flows. State dependencies are used to illustrate state changes together with pre-
and post-conditions for an action.  
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are given a fitting name. An exception would be the EM-dependency instance-of, 
since instances are not modeled as connectiontypes in KCPM but as a feature of 
thingtypes. The inverse mapping from static KCPM to EM schemata is trickier 
because static KCPM schemata may include connectiontypes described by agen-
tive verbs which would be treated as actions in dynamic EM schemata. In KCPM 
such connectiontypes usually mean that an additional dynamic KCPM schema ex-
ists, that describes the respective operation in detail. Dynamic KCPM and EM 
schemata have common features: the state changes in EM correspond to opera-
tions that have pre- and post-conditions in KCPM. The actor-communication 
however can only be mapped to KCPM by explicitly defining a corresponding op-
eration where the involved actors are modeled as executors or parameters.    

Although having a different focus – EM is tailored for the modeling of enter-
prises and its processes while the main goal of KCPM consists of modeling re-
quirements of IS – both KCPM and EM deal with similar integration conflicts. In 
the following chapters we present and compare the abilities of our approaches for 
linguistic conflict recognition and resolution, which should be generic regarding 
the modeling language, meaning they should also be adaptive to both modeling 
approaches. 

3 Dealing with Linguistic Conflicts in KCPM and EM 

3.1 The Concept Determination Method (CDM) 

Automatic schema integration is still a largely unsolved problem. CDM (Figure 3) 
supports the partially automatic recognition and resolution of linguistic conflicts 
based on domain-specific ontologies. It was inspired by similar view integration 
attempts based on semantic dictionaries [11] and currently focuses on the integra-
tion of KCPM schemata.  

We propose ontologies that contain the concepts of a particular domain, their 
semantic meaning and the relationships between them. A domain-independent 
base ontology can be used optionally to identify word similarities when the do-

Fig. 3. The concept determination method (CDM). 

main ontology yields no results. While domain ontologies are constructed gradually
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CDM supports both schema generation and integration. Schema integration 
with CDM has the following steps: synchronization with the domain ontology, re-
duction of the source schemata, concept name comparison, concept environment 
comparison, generation of integration proposals, integration of the source sche-
mata, expansion of the integrated schema. 

In the first step the noun concepts of the source schemata are synchronized with 
the domain ontology in order to reduce linguistic conflicts by minimizing ambigu-
ity. For all redundant concepts within one source schema, the user is asked to 
specify the respective meanings. Noun concepts that are hitherto unknown in the 
domain ontology are proposed for insertion in the ontology. These proposals have 
to be approved by ontology supervisors, who must possess comprehensive domain 
knowledge. The ontology quality would rapidly deteriorate if all new data would 
be incorporated, regardless of being correct and consistent for the domain. If the 
noun concept is already known in the ontology, a significance score for the noun 
in the domain ontology is calculated (based inter alia on concept features like be-
ing a composite or being a verb nominalization). If the significance score lies 
above a threshold value, the noun concept is immediately accepted, else the stan-
dard domain ontology meaning is proposed and the user is asked whether to ac-
cept it or not. 

In the second step, the source schemata are reduced, in order to decrease their 
complexity. This is done by temporarily removing noun-concepts that are no cen-
tral parts of the schema and therefore not relevant for integration, though they 
might bring forward naming conflicts if they were left in. In the case of KCPM, 
attribute candidates can be removed, which are identified based on KCPM-UML-
mapping heuristics [9]. 

In the third step the noun concepts of the source schemata are compared by 
their names and the results interpreted as the similarity of the noun concepts them-
selves. Based on the ontology data matches, similarities and mismatches are iden-
tified and each concept is assigned similarity scores in regard to concepts of the 
other schema. Three results are possible, namely equivalence (i.e. the concepts 
have the same names or are definite synonyms according to the domain ontology), 
similarity (i.e. any other relationship is defined between the concepts in the do-
main or base ontologies, e.g. meronymy or hypernymy) or dissimilarity (i.e. there 
is no relationship defined between the concepts in the domain and base ontolo-
gies). 

In the fourth step a checkup is performed that determines whether two noun 
concepts are really equal or similar. Thus their surroundings are compared, i.e. all 
relationships of the schemata were the controlled noun concepts are involved, plus 
the involved adjacent noun concepts. This is necessary since noun concepts with 
equal names might have different environments, which indicates homonyms. On 
the other hand concepts with different names but similar environments indicate 
synonyms. The environment comparison results in a reliability score for the simi-
larity scores from step 3. If the compared noun concepts have the same environ-

through projects, the base ontology is automatically extracted from a linguistic
lexicon, e.g. WordNet. It therefore contains universal, non-specific word meanings
and relationships. 
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ment, a lower familiarity of the connection verb concept indicates an even higher 
reliability of the similarity scores. 

In the fifth CDM step the possible conflicts, their reliability and the resolution 
proposals are displayed and in the sixth step the identified linguistic conflicts can 
be manually resolved or an automatic resolution is attempted by the CDM tool 
based on the proposals. The following actions are proposed based on the compari-
son results: 

• If the noun concepts are equal or definite synonyms, then they should be 
merged to one concept in the target schema. 

• If a similarity exists between the noun concepts, then both should be 
transferred to the target schema and they should be connected by the ap-
propriate similarity-relationship from the ontology. 

• If the noun concepts are independent and no similarity exists, then they 
should both be transferred to the target schema but no new relationship is 
introduced. 

• If the noun concepts have the same name but different meanings, then 
one of the names should be replaced with a synonym from the ontology 
or the concept should be renamed manually. 

In the seventh CDM step, the reduction of the source schemata is reversed and 
the integrated schema is extended with the previously removed noun concepts. 
These are usually attached to their original neighbors. If a non-attribute-type noun 
concept with an equal name already exists in the integrated schema the concepts in 
its vicinity are inspected in order to decide whether the nouns concepts are equal. 

CDM also supports creating new schemata from scratch, with the goal to re-
duce ambiguity and possible linguistic conflicts already in the schema creation 
phase, which leads to easier schema integration later on. Any new schema is syn-
chronized with the domain ontology as described above. 

Parts of the CDM tool have already been implemented as a prototype. English 
and German base ontologies were constructed as MySQL databases and automati-
cally populated from the WordNet and GermaNet lexicons respectively. New 
KCPM schemata can be constructed with a graphical development and visualiza-
tion tool [10], but no tools exists yet to support schema integration. The CDM pro-
totype currently allows identifying semantic dependencies for nouns. The creation 
of domain ontologies and the implementation of further functionality of the CDM 
tool are currently in the works. 

Since in requirements analysis based on linguistic techniques the results depend 
on the quality of the underlying texts, the University of Klagenfurt also researches 
a form based text processing approach in the context of dynamic KCPM schema 
creation and integration. The approach was inspired by [12] and demands struc-
tured sentences without unnecessary subordinate clauses. This poses an alternative 
to the non-formalized natural language texts from which KCPM schemata are 
usually generated, while improving the requirements text quality and allowing 
machine interpretation of the standardized texts without prohibiting their readabil-
ity. The occurrence of linguistic conflicts is also reduced, particularly when CDM 
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is used in order to prevent ambiguous concepts in the current domain. This in turn 
later facilitates partially automatic schema integration. 

In the form based approach, only conditional and/or temporal sentences are 
supported, which follow the structure of IF-THEN clauses. The words “IF” and 
“THEN” are provided by the requirements-form and the user has to complete the 
sentences by building correct clauses. These sentences can be seen as procedural 
rules, where the IF-clause then represents pre-conditions for a succeeding action 
or activity and the THEN-clause describes the corresponding action. While this al-
lows building chunks of pre-conditions and succeeding actions it doesn’t solve the 
problem of relating these chunks. It must therefore be possible to mark certain ac-
tions’ preconditions as other actions’ post-conditions. The form based approach 
will be investigated and implemented in further research. 

integration while applying the static dependencies of EM [2]. However, in this pa-
per we extend DA in order to apply it also to manual identification of synonyms, 
hypernyms and hyponyms. 

The first step in DA is the comparison of concept names from two views. If 
they are equal the connected concepts and dependencies are compared, because a 
homonym conflict actually hides two distinct concepts with different meanings

cepts. In EM the homonym conflict is resolved by introducing the dot (“.”) nota-
tion [2]. This means that an additional concept is created and placed between the 
two original concepts (see Customer.Name and Product.Name in Figure 4). When 
introducing the new concept the dependencies between the concepts also change. 
The dot notation gives the concept a new name that includes its context and at the 
same time retains the original concept name.  

Fig. 4. Example of EM views and schema. 

A synonym occurs if two or more concept names are used for one concept, a 

and a hyponym occurs if one concept name is defined as a specialization of an-
other concept. Identifying synonyms, hypernyms and hyponyms is a bit trickier 
than identifying homonyms and therefore external specifications, i.e. more infor-

figure 4 and DA moves on to study the dependencies between the identified con-

DA was first developed for manual identification of homonym conflicts in view 

behind one concept name. For instance two Name concepts were identified in

hypernym occurs if one concept name is defined as a generalization of another one 
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mation about the concepts, are needed. One way to gain information regarding a 
concept is to study their surroundings. This means that not only the concept names 
but also the dependencies between the concepts are studied in DA. Therefore one 
way to identify a synonym conflict is to identify a name match where the concepts 
are equal and then study the concepts’ surroundings. In Figure 4 Order Line is 
used in both views and both concepts are equal. The next step is to study the de-
pendencies of the Order Line concept. In view one we identify a surjective de-
pendency (1,1; 1,*) between Product and Order Line and in view two we identify 
the same dependency between Article and Order Line. This dependency together 
with the different concept names (Product and Article) indicates a synonym con-
flict. In EM the synonym conflict is resolved by introducing the mutual inheri-

Sometimes two concepts from different views seem to be synonyms at first but 
upon studying them a bit closer differences between them can be identified. These 
differences can indicate another type of dependency between the concepts such as 
a hypernym and hyponym dependency. View one in Figure 4 contains the Order 

nected to the Order Line concept in the views and if they are not analyzed deeply 
enough they might be marked and treated as synonyms. However, upon deeper 
analysis of the concept names it can be found that the Order concept is a more 
general concept than the High Priority Order concept which is a more specialized 
concept than Order. This also indicates that the Order concept should be viewed 
as a hypernym and the High Priority Order concept as a hyponym. Hypernym and 
hyponym dependencies are not really conflicts; instead they express that two con-
cepts are related to each other by certain constraints. In EM the hypernym and hy-
ponym dependencies are resolved by introducing the inheritance dependency 
(“ ”) between the two concepts [3]. In Figure 4 this resolution technique is il-
lustrated by introducing the inheritance dependency between the Order and the 
High Priority Order concepts and connecting all other concepts to the Order con-
cept which is the most general one. 

In the integration example in Figure 4 there is no problem regarding the aggre-
gation dependencies between view one and view two. However, it is important to 
note that this type of inter-schema property might in principle occur in and be-
tween other views. In Figure 4 the Order concept should be viewed as a holonym 
and the Order Line concept as a meronym. In EM the holonym and meronym de-
pendencies are resolved by introducing the aggregation or composition depend-
ency. 

Finally, by applying the recognition and resolution techniques described above 
all concept names are retained. This is a strength of DA since otherwise the lan-
guage used in the views or schemata can impoverish when several concept names 
are compressed into one [1]. Concept name compression has also been defined as 
“a state which may occur if several concept names are merged (compressed) into 
one concept name […]” [3]. However, retaining all concept names at the same 

tance dependency (“ ”) [2][3]. This means that a new dependency is

concept and view two the High Priority Order concept. Both concepts are con-

introduced and placed between concepts that are identified as synonyms (see
Product and Article in Figure 4). 
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time means that an over-specification for the resolved name conflicts may still ex-
ist [4]. 

4 Conclusions and Future Work 

In conceptual modeling there is a trend to offer increasingly powerful modeling 
methods. As their complexity increases, it gets harder however to identify incon-
sistencies and to verify that a schema is complete and coherent. KCPM and EM 
are two more light-weight modeling methods that both concentrate on describing 
domain concepts and their relationships rather than implementation and design de-
tails. 

In this paper we first compared those modeling methods and indicated that 
view and schema integration is an important research topic for both approaches. 
When integrating user-near pre-design-schemata like KCPM or EM structural 
conflicts become less of an issue while linguistic conflicts are prevalent. We gave 
an overview about various generic methods that can be used to identify and re-
solve linguistic conflicts in light-weight-models. While CDM was presented for 
the first time, DA was extended to also be applicable for recognition of synonyms, 
hypernyms and hyponyms.  

This paper has illustrated differences as well as commonalities and possible 
synergies between the KCPM and the EM integration approaches. Integration of 
EM models is currently done manually following DA, while CDM is currently re-
searched, which allows automatic schema and view integration, but still includes 
user feedback in the integration process. Another difference is that CDM aims to 
provide a preferably general process for doing semi-automatic integration without 
specifying the source and target schema language and specific integration rules. 
DA on the other hand contains specific integration rules that describe how to iden-
tify and resolve semantic conflicts in EM. It is clear however that the domain-
ontology-based semi-automatic integration proposed by CDM could be applied to 
EM also. For KCPM schema integration CDM could be extended by adapting in-
tegration rules of the EM approach. DA is a specific conflict recognition method 
that could replace steps 3 and 4 in CDM or be performed additionally to them. We 
plan to analyze these possible synergies in greater detail in future publications. 
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Abstract: Information systems development (ISD) methods are commonly engi-
neered by integrating method components from existing methods into a new or a 
current methodical body. Finding suitable components and integrating them into a 
coherent, consistent and applicable ISD method requires that the purposes and con-
ceptual contents of method components are described in a strict manner, typically 
through metamodeling. In this paper we present a contextual view of method com-
ponent which, based on the contextual approach, expresses, more closely than ear-

integration can be carried out based on this contextual information of method com-
ponents.  
Keywords: method engineering, method component, method integration, contex-
tual approach 

1 Introduction 

Despite the existence of numerous methods for information systems development 
(ISD) more methods, generic, organization-specific and project-specific, are con-
tinuously engineered. There are three main strategies of method engineering 
(ME): engineering “from scratch”, engineering by adaptation, and engineering by 
integration. Here, our focus is on the latter. Method integration means an ME 
strategy according to which an ISD method is engineered by assembling compo-
nents of existing methods.  

Method components, or method fragments (e.g. [5]), may be models, such as 
the ER model, techniques, such as the normalization technique [1] and the use 
case technique [7], or structured conceptual constructs, such as generalization/ 
specialization structure [22]. Applying the integration strategy in a practical situa-
tion means that suitable and compatible method components are searched for and 
extracted from a method base, prepared for integration, and then integrated, 

involved by method components. We also show, with a large example, how method 
lier presentations, semantic features of those parts of an ISD context which are
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streamlined and checked for coherence, consistence and applicability. To be suc-
cessful, the purposes and contents of the method components should be described 
in a comprehensive and exact manner. Only this way, suitable method components 
can be identified and the process of integration can lead to the establishment of a 
coherent, consistent and applicable ISD method. 

The ME literature suggests a variety of integration strategies and procedures 
with different conceptions of method components [24, 6, 25, 9, 23, 5, 21, 26, 13, 
29, 8, 20, 27, 19]. Common to them is that the views reflected by method compo-
nents about ISD are quite narrow-scoped. They only recognize features related to 
ISD deliverables (i.e. products [25, 5, 4], artifacts [24], data [29]) and ISD actions 
(i.e. processes [5, 4, 23], actions [24], activities [6, 25]). There are only a few 
presentations in which method components recognize ISD actors (Who is doing?), 
ISD purposes (Why is it done?), facilities, locations, etc. in ISD. The limitations in 
scopes and manners in which the conceptual contents of method components are 
described make it difficult to identify suitable components and to engineer a de-
sired method by integration.  

The purpose of this study is first to present, based on the contextual approach 
[14], a contextual view of a method component which brings out, in a more com-
prehensive and accurate manner than the current presentations do, features of 
those parts of ISD contexts which are to be supported by the method component. 
Second, our purpose is to describe, with a large example, the process by which the 
integration of this kind of method components can be carried out. This process of 
method engineering is called contextual method integration. 

The rest of the paper is organized as follows. In Section 2 we define the notion 
of method component, present categories, elaborate the notion of contextual view 
of a method component, and derive a contextual interface of a method component. 
In Section 3 we describe three method components in meta models and show how 
they can integrated based on their contextual interfaces. The paper ends with a 
summary and conclusions.  

2 Contextual Method Component 

2.1 Method Component: Notion and Categories 

Reuse is an essential objective towards which software engineering has strived for 
the last few decades. The most effective means to achieve this objective has been 
the construction of compatible components or modules that are general enough for 
reuse. The component-based paradigm has also been deployed as a means to con-
struct ISD methods. A reusable part of a method is called a methodology compo-
nent [11], a method component (e.g. [24, 4, 29, 27]), a method fragment (e.g. [5]), 
a method chunk [19], a building block [25], or a task package [6]. We prefer to 
use the term ‘method component’ and define it as follows: A method component 
means a well-defined part of a method that can be integrated to other ISD method 
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components to form a meaningful, coherent and consistent ISD method. A method 
component is reusable if it is specifically developed for reuse (cf. [29]).  

Method components can be classified according to several dimensions [14]. 
First, components may involve different ISD phases and ISD workflows [24, 29]. 
Second, method components may reside on different meta levels [29]. A code 
component, for instance, is on the type level, and so is the normalization technique 
[1]. The ER model specifying the concepts and constructs allowed in ER schemas 
is on the meta level. Some components may contain parts on more than one level. 
A data flow diagramming technique, for instance, comprises one part that pre-
scribes ISD actions and ISD deliverables (i.e. the type level) and the other part that 
specifies the concepts and constructs allowed in the data flow diagrams (i.e. the 
meta level). Third, method components can be situated on various granularity lev-
els [29, 5, 4, 23], such as the levels of method, stage, model, diagram, and concept 
[7]. Fourth, method components can be differentiated based on the contextual fea-
tures they recognize in ISD. Commonly, method components recognize aspects of 
ISD actions and ISD deliverables, as mentioned in Section 1. 

2.2 Contextual View of a Method Component 

Based on a large literature review about the notion of context in several disci-
plines, such as knowledge representation and reasoning, pragmatics, computa-
tional linguistics, sociolinguistic, organizational theory and information systems, 
we have selected semantics (e.g. case grammar [3]), pragmatics [18], and activity 
theory [2] and defined, based on them, seven domains which serve concepts for 
specifying and interpreting contextual phenomena. These contextual domains are: 
purpose, actor, action, object, facility, location, and time. To structure the concepts 
within and between these domains, we have specified the Seven S’s Scheme: For 
Some purpose, Somebody does Something for Someone, with Some means, Some-
times and Somewhere. According to the contextual approach, individual things in 
reality are seen to play specific roles in a certain context, and/or to be contexts 
themselves. The contexts can be decomposed into more elementary ones and re-
lated to one another through inter-context relationships.  

We have previously applied the contextual approach to enterprises [15], infor-
mation systems development [17] and method engineering [16]. Here, we apply it 
to the integration of ISD method components. Based on the contextual approach, 
we see information system development as a context in which ISD actors carry out 
ISD actions to produce ISD deliverables contributing to a renewed or a new IS, by 
means of ISD facilities, in a certain organizational and spatio-temporal context, in 
order to satisfy ISD stakeholders’ needs. As seen from above, the notion provides 
an extensive view on the contextual aspects of ISD.  

Implied from the above, we state that in order to be comprehensive an ISD 
method has to reflect, to a large extent, the contextual features of all the ISD do-
mains. A method component concerns, naturally, only a fragment of the whole 
ISD context, but in order to ensure that the assembly of method components suc-
cessfully forms a comprehensive and useful method, it is of high importance that 
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the purpose and contents of the method components are described, in an compre-
hensive manner, about the fragments of the ISD context they refer to. We argue 
that applying the contextual approach to describing method components helps sat-
isfy this requirement.  

The application of the contextual approach to the method components benefits 
method integration in many ways. First, the concepts of method components can 
be classified according to the contextual domains. Second, based on the kinds of 
concepts included in the method components, we can categorize them into single-
domain components and multi-domain components. Examples of the single-

domain). The classifications of concepts and method components help finding and 
integrating method components. Third, the contextual domains can be used to de-
fine the interfaces of method components. We consider this in the next section.  

2.3 Contextual Interface of Method Component 

In software engineering (SE) a reusable component must have a well-defined in-
terface. The interface shows the services the component provides for the other 
components and the services it demands from the other components. In the object-

rameters. Converting this directly into the contextual viewpoint it would mean that 
an interface is specified by concepts of the action domain (cf. operation call) and 
the object domain (cf. parameters). When the component-based paradigm has been 
applied in ME, this kind of conception has survived (cf. [9, 20]). Consequently, it 
is common to think that two method components can be integrated if one compo-
nent receives a specific piece of data from the other component and conducts the 
next actions for the data in the pre-defined order (cf. [9]). Although this kind of 
conception is adequate in SE/ISD, and for technical artifacts, components in ME 
are much more multifaceted and require a more elaborated notion of interface. 

Based on the contextual approach we argue that each of the seven contextual 
domains may be of importance to revealing the real nature and meaning of the in-
terface of a method component. Therefore, we define the interface of a method 
component as follows: A contextual interface is a white-box like description of 
those contextual relationships through which a method component can be inte-
grated with other method components. The contextual relationships are inter-
domain relationships and/or intra-domain relationships. Figure 1 illustrates the 
contextual interface of a method component. The component C has the interface 

tual relationship by which concepts of the method component should be connected 
to concepts of other method components.  

 
 
 

oriented paradigm the services are specified through operation signatures with pa-

action domain) and a genre-based classification of ISD deliverables [28] (ISD object 
organizational structure (ISD actor domain), a normalization procedure [1] (ISD
domain components are a goal model [12] (ISD purpose domain), a model of

that is composed of seven ‘threads’. Each of them specifies an important contex-
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Fig. 1. Contextual interface of a method component 

3 The Process and an Example of Contextual Method 
Integration 

In this section we illustrate the notions of method component and contextual inter-
face and demonstrate the importance of the contextual approach to the integration 
of method components. We consider three method components, two of which are 
modeling techniques (i.e. the use case technique and the sequence diagramming 
technique [7]), and one that is a description model (cf. the goal model adapted 

known and suitable to the consideration of integration. Next, we first presents 
models of the method components, then discuss the nature and properties of them, 
and finally describe the process of integrating the components based on their con-
textual interfaces. 

The use case technique is “a systematic and intuitive way to capture the func-
tional requirements with particular focus on the value added to each individual 
user or to each external system” ([7], p. 131). Requirements capture in the use 
case technique produces two kinds of ISD deliverables: a glossary and a use case 
model. A glossary defines common terms used to describe a system. A use case 
model is a “model of a system containing actors and use cases and their relation-
ships” ([7], p. 133). The use case model is composed of two parts: a use case dia-
gram and use case descriptions. Because the technique contains the specification 
of a description model and prescriptions for how to make an instance of that 
model, the model of the technique consists of models at two levels (see Figure 2). 
The upper model, presented in a data flow diagram extended with ISD actors, pre-
scribes the context in which an IS model is to be produced. The other models, 
called the IS meta data models, describe the concepts and constructs with which 
the use case model can be created. These are presented in UML. In Figure 2 the IS 
meta data model on the left side specifies the conceptual contents of a use case 
diagram. The IS meta data model on the right side specifies the conceptual con-
tents of structured descriptions of use cases.  

A sequence diagram describes interaction between the system and its actors, as 
well as interaction between the parts of the system [7]. An (human) actor interacts 
with the system by manipulating and/or reading interface objects. Interaction

from [12]). These method components are selected because they are commonly 
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sequence diagram emphasizes logical or temporal ordering of messages. The IS 
meta data model of the sequence diagramming technique is presented in the lower 
part of Figure 3. Sequence diagramming proceeds with the steps seen in the upper 
part of Figure 3.  

 

System

Actor

use case

1
interact * Include

*

*
*extend

CIS action

IS action IS object

System Actor

HIS action

1..*

1..*

carryOut
1..*

performs

1..*

input

Temporary Permanent

1..*

output

IS purpose

1..*

1..*

strivesFor

IS action structure

Control structure Decomposition structure

1..*
1..*

Use case model

Find actors and
use cases

Prioritize
use cases

Detail a use
case

Structure the use
case model

Prototype user
interface

Glossary

Systems
analyst Architect Use-case

specifier
User-interface

designer

1..*

1

1..*

1..*

1..*

1

 
Fig. 2. Models of the use case technique 

The goal model is a description model for conceiving, structuring, classifying 

 
 

and representing goals and relationships between them (cf. [12]) (see Figure 4). A  

between the parts of the system occurs through sending and receiving messages. A 
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 Fig. 3. Models of the sequence diagramming technique 
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Fig. 4. Meta model of the goal model 

goal is a required or desired state of affairs [10]1 . The goals are classified into 
rigid goals and soft goals, as well as into functional goals and non-functional goals 

                                                      
1  A goal is defined as in [10], because Lee et al. do not provide any definition for this notion. 

[12], and interrelated through the refinement relationships. The refinement
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The use case technique and the sequence diagramming technique are multi-
level method components because they contain concepts for prescribing ISD ac-
tions and ISD deliverables (i.e. the type level), and specify the concepts and con-
structs (i.e. the meta level) allowed in a use case model and in a sequence diagram, 
respectively. They are also multi-domain components comprising concepts and 
constructs within several contextual domains. The goal model is a general-purpose 
construct that can be associated to a methodical body at any processing layer. It is 
a single-domain component containing concepts and constructs of none but the IS 
purpose domain.  

Now, let us assume that there is a need to have a methodical support for speci-

a manner, which enables to obtain a structured view of interaction between the 

ior of the system. Based on the knowledge on the purposes and conceptual con-

integration. Next, we describe the integration process: 

Check the match between the purposes of the method components 
The use case technique forms a core of the methodical body. It supports to 
produce general descriptions of actions that the system performs in interaction 
with actors. The goal model is used to present, more explicitly, goals toward 
which actions in each of the use cases aim. Sequence diagrams are deployed to 
specify, in a more detailed and structured way, actions in the use cases. Hence, 
from the viewpoint of purposes the method components are compatible and 
integration is justifiable. 
Check the match between the presentation forms of the ISD deliverables in the 
method components 
Use cases are presented in easy-to-read diagrams supported by descriptions in 
structured English. These presentation forms enable the understanding of the 
deliverables for non-IT-experts as well. Sequence diagrams and goal models 
are presented in a semi-formal form. The former are constructed and used by IS 
analysts and IS designers. The latter are specified to advance the discussion 
between users and IT-professionals. The variety of presentation forms used in 
the method components and their match with the skills and profiles of the 
intended ISD actors strengthen the view that the components are suitable for 
integration.  
Relate the contents of the ISD deliverables in the method components 
Based on the meta data models in Figures 2, 3 and 4, we can find counterparts 
in several IS domains: (a) an actor in the use case model roughly corresponds to 
an actor in the sequence diagram; (b) a system in the use case technique is 
decomposed into objects in the sequence diagram; (c) an IS action, or more 
specifically a computerized action, in the use case technique is realized by 
actions requested by messages in the sequence diagrams; (d) a computerized 

relationships establish a goal hierarchy, meaning that a goal can be achieved when 

system and the environment, as well as some conception about the internal behav-

the goals below it in the hierarchy are reached.  

diagramming technique and the goal model are selected as potentially suitable to 

fying functional and non-functional requirements for a new information system in 

tents of desired method components, the use case technique, the sequence
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action is composed of operations of one or more object; (e) a human action in 
the use case technique can be seen as a pro-action or reaction of a human actor 
in the sequence diagram; (f) an IS object in the use case technique is embedded 
into attributes of objects (cf. permanent IS objects) or transmitted via messages 
(cf. temporary IS objects); (g) purposes of the use cases can be made more 
explicit by relating the concept of a goal, and its sub-concepts and 
relationships, to the concepts of a use case. It is also possible to refine the use 
case diagram by defining one more specialization of goals yielding actor-
specific goals and system-specific goals. Actor-specific goals are objectives of 
IS actors, and system-specific goals are requirements on services the system 
must provide. Relating the actor-specific goals to the IS actors enables to 
explicitly specify the goals of the actors of the system. To conclude, the three 
method components are highly inter-related also through concepts of several IS 
contextual domains.  
Relate the ISD actions in the method components 
There are many ways to structure and associate the actions of constructing use 
case models, sequence diagrams and goal models. Most commonly the actions 
are performed partly in parallel. For each use case it is considered whether it is 
useful to make one or more sequence diagrams. Especially in situations where 
textual descriptions are written about complex use cases, it may be beneficial to 
sketch, in parallel, sequence diagrams to find out what kinds of actions and 
events there actually are and an order in which they occur in the use case. The 
identification of objects and actors for sequence diagrams is based on the use 
case descriptions (see Figure 2). Checking the coverage and consistency of 
sequence diagrams is carried out by comparing them to the corresponding use 
case description(s). Working with the sequence diagrams increases the 
understanding of the textual descriptions of the use cases and may, in turn, 
cause changes in them. Likewise, goals and requirements related to use cases 
can be elaborated and structured with the concepts and constructs of the goal 
model.  
Relate the ISD actors in the method components  
The ISD actors are clearly defined in the use case technique (see Figure 2). In 
contrast, the sequence diagramming technique does not provide exact 
specifications of ISD actors. We can, however, assume that the ISD actors 
concerned are IS analysts and IS designers. Integration of these techniques for 
the part of ISD actors can now be done, either (a) by including the 
responsibility of making sequence diagrams in the role of the use-case 
specifier, or (b) maintaining the roles of IS analyst and IS designer and 
including the responsibilities of the use case specifier into the role of IS analyst.  

The result of the integration of the three method components is presented in 
Figure 5. Due to the page limit it only covers the IS meta data models. Lines in 
bold show the original boundaries between the IS meta data models. Integration 
has been done through shared concepts (i.e. an actor) and by defining contextual 
relationships between concepts of the meta data models. The more relationships 
cross the boundaries, the more complicated is the way in which the interfaces of 
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the method components are utilized in the integration. The use case technique and 
the sequence diagramming technique are integrated through four relationships: 
partOf (Object, System), partOf (Computerized action, Operation), isA (Message, 
Temporary IS object), and isA (Attribute:value, Permanent IS object). The goal 
model and the use case technique are integrated through four relationships: 
strivesFor (System, System-specific goal), strivesFor (Use case, Goal), strivesFor 
(Actor, Actor-specific goal), and partOf (IS purpose, Goal). The inter-related con-
cepts represent five different contextual domains. 

Fig. 5. Meta data model of the integrated method components 
 
To conclude from the above: The method components can appear in various 

types, sizes and forms. Small components, such as the goal model, can be speci-
fied through a simple interface. But integration of larger method components must 
be based on the explicit specification and consideration of the conceptual contents 
and contextual interfaces. For instance, the ISD techniques considered above ex-
tend to two levels (i.e. the type level and the meta level) and to eight contextual 
domains (i.e. ISD actor domain, ISD action domain, ISD object domain, IS pur-
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pose domain, IS action domain, IS actor domain, IS object domain, and IS facility 
domain). An approach commonly suggested in the ME literature (e.g. [25, 5]) to 
manage the integration is to attach attributes as some kinds of “contextual proper-
ties” to the method components. This approach does not, however, provide speci-

provides a natural and well-defined means to structure and realize those “attrib-
utes” and thus furthers the right interpretation of the nature and contents of the 
method components and the use of this knowledge in the method integration. 

4 Summary and Conclusions 

In this paper we have applied the contextual approach to define the notion, catego-
ries and contextual interface of a method component. According to the contextual 
approach, ISD is seen as a context in which ISD actors carry out ISD actions to 
produce ISD deliverables contributing to a renewed or a new IS, by means of ISD 
facilities, in a certain organizational and spatio-temporal context, in order to sat-
isfy ISD stakeholders’ needs. As a method component is a fragment of an ISD 
method, it should closely reflect features of those parts of the ISD context, which 
it is intended to support. In order to help finding and integrating method compo-
nents these contextual features should be clearly expressed in the purposes and 
contents of the components. 

We have also presented the process to carry out contextual method integration 
by modeling method components with contextual concepts and constructs, by 
searching for method components that fulfill generic and compatibility require-
ments, and finally by connecting the components to one another with intra-domain 
and inter-domain relationships. We have illustrated this process with the large ex-
ample of three method components.  

An ME is commonly experienced as extra work that unnecessarily burdens the 
budget of the ISD project. For this reason, there is a need to find means to accom-
plish ME work as systematically and efficiently as possible, preferably with the 
support of a CAME (Computer-Aided Method Engineering) tool (e.g. [5, 4]). To 
ensure the efficient use of such a tool it is necessary to describe ISD components 
in a semantically rich manner and carry out the process of integrating compatible 
components with steps that are based on these descriptions. We argue that the no-
tion of contextual interface of a method component and the procedure of contex-
tual integration help make the descriptions of method components richer and the 
process of integration more structured.  

Our work differs favorably from the previous works in many ways. In most of 
the existing presentations views about the method components are narrow-scoped, 
simply referring to ISD actions and ISD deliverables. In only a few works ISD ac-
tors (e.g. through ‘discipline’ in [6]) and ISD purposes (e.g. through ‘rationale’ in 
[27]) are involved. None of the presentations provide a comprehensive view of the 
contextual features of the ISD context. Due to these limitations in the conceptual 

another in the integration process. Our way of specifying contextual interfaces 
fications that would be detailed and structured enough to be matched with one
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basis of method components, integration processes suggested involve only part of 
those features that affect the compatibility of method components.  

In the research to come, we aim to elaborate our contextual concepts and con-
structs in order to enable semantically richer descriptions of methods, and parts 
thereof. In addition, we will specify in more detail the process of method integra-
tion such that some of the steps could be presented in algorithms for the future use 
of a CAME tool.  
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1 Introduction 

Information systems (IS) are socio-technical, man-machine systems that are used 

taken in object systems in a number of environments by a development group to 
achieve objectives. To facilitate the exchange of thoughts, opinions, and beliefs 
about the IS development process and its objectives, the development group con-
structs representation forms of the object system. Conceptual modeling is consid-
ered to be a suitable means for creating such representation forms (Frank 1999). 

IS development process to form a consistent picture of the subject matter and the 
objectives. Different domains and different purposes of modeling have to be re-

as well as a project or company specific level (Harmsen 1997). The controlled ad-
aptation of a more generic modeling language by the means of meta modeling 
seems to be a promising approach (Marttiin et al. 1995; Rossi et al. 2004). Hence, 
the research question is: What is the shape of a framework for situational and evo-
lutionary language adaptation? Addressing our research objective, the research 
method chosen is that of conceptual and interpretive design research. Hence, we 
will provide logical arguments rather than empirical ones. However, our argu-
ments will (where applicable) also refer to empirical research results. 

According to Hirschheim et al. (1995) IS development is a change process under-
Olsen 1985), similarly (Hirschheim et al. 1995; Checkland and Scholes 1999)). 

The design of these modeling languages has to precede any other phase of the 

to provide effective support for the management and coordination of information 

garded differently (Luoma et al. 2004; Becker et al. 2006), both on a more general 

and communication while maintaining economical efficiency (cf. (Davis and



The structure of the paper is as follows: In Section 2 we motivate why there is a 
need for meta modeling tools that facilitate modeling language adaptation. In Sec-
tion 3 we elaborate on evolutionary language development as a major factor in the 
sophistication of modeling languages. We present a framework for situational and 
evolutionary modeling language adaptation as well as a suitable repository with 
means to define and adapt modeling languages. Accordingly, we present tool sup-
port based on the repository. The paper concludes with as summary and the ongo-
ing research agenda for the development of the approach and prototype. 

2 Meta Modeling in Information Systems Development 

Conceptual models are language artifacts that are expressed by using a conceptual 
modeling language (Wand and Weber 2002). The modeling language itself can be 

crucial role in the IS development process in a twofold way. 
First, a language (natural or artificial) is used by a development group in order 

to create representation forms of an object system (the system to be implemented 
or changed). The model is an instantiation of a modeling language. Second, the 
modeling language itself is an instantiation of a meta model depicted in a meta 
modeling language (Strahringer 1996; Holten 2003b). If the capabilities of the 
language are considered to be imprecise or in any other way unsuited, two alterna-
tives are conceivable: the development of a new modeling language or the adapta-
tion of an existing one. 

An approach concerned with adaptations is called (situational) method engi-
neering (cf. for instance (Odell 1996; Harmsen 1997; Brinkkemper et al. 1999), 
for an overview of related approaches cf. (Aydin et al. 2004)). Thus, modeling 
languages can be characterized to be rather specific (situational methods) or gen-
eral in nature. There has been a strong tendency of researchers in the past to pro-
pose new modeling languages. This proliferation of modeling languages resulted 
in a bewildering variety of modeling languages which are often lacking a sound 
justification and scientific background. Oei et al. (1992) characterize this situation 
by coining the term YAMA syndrome (Yet Another Modeling Approach). Hence, 
some researchers argued that existing modeling approaches should be evaluated 
before new ones are proposed (cf. for instance (Wand et al. 1999; Wand and We-
ber 2002)). 

As a consequence of this discussion, we argue that there is a permanent need 
for developing, adapting and abolishing modeling languages. The environment in 
which conceptual modeling takes place is in constant flux: Technologies, lan-
guages, social factors, and goals are changing permanently. Perception of reality is 
elusive and subject to the limitations of our languages, whether they are natural or 
artificial. Like natural languages, modeling languages are changed in an evolu-
tionary process that constantly redefines, revokes, and recreates concepts that rep-
resent phenomena. A prominent example of evolutionary language development is 
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modeled. A model of a language is a so-called language-based meta model (Oei et al. 
1992; Strahringer 1996; Tolvanen 1998). It is obvious that language plays a 
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the Entity-Relationship Model (ERM) language (Chen 1976) which was extended 
to the eERM (Smith and Smith 1977; Scheer 1998) and adapted to different appli-

Consequently, modeling approaches have to change as well if they are sup-
posed to serve as tools for achieving a mutual understanding. It is neither possible 
nor desirable to develop the “ultimate” modeling language. If, however, the neces-
sity of developing and adapting modeling approaches is accepted, it becomes nec-
essary to outline means which allow doing so in a sensible and understandable 
way. Two alternatives of adapting modeling languages can be distinguished. 
Firstly, the representational aspect of a language can be adapted for instance by 
using a different graphical representation but the same underlying grammar 
(Strahringer 1996). This adaptation does not change the linguistic means. Sec-
ondly, the grammar itself can be adapted which changes the language’s capability 
to express phenomena, for instance by introducing new concepts. 

Depending on the philosophical background, a radical redesign of modeling 
approaches or a smooth transition to another dialect can be desired (order versus 
conflict). We propose to change modeling approaches cautiously in order to avoid 
disorientation and confusion of modelers and model users. An approach to achieve 
this can be the usage of certain patterns. Patterns describe general structures that 

consistently applied, they can evoke a certain familiarity with a modeling lan-
guage even if it is adapted. 

In the following, we propose a framework for situational and evolutionary 
modeling language adaptation using meta modeling. Furthermore, we introduce a 
meta modeling tool that is particularly suited for modeling hierarchies. A general 
purpose meta case tool such as MetaEdit+ (Kelly et al. 2005) was not found to be 
suitable for this matter since the modeling of extensive hierarchies requires built-
in model navigation and management features to efficiently access the models. A 
hierarchy is understood as a transitive, irreflexive, and asymmetric relationship of 
entities. It is represented as a connected directed acyclic graph with a designated 
initial (root-)node forming a tree structure. Hierarchies represent an inherent con-
cept of abstraction and have been found to be intuitively understandable for users. 
Gordon (2000) argues that learning processes are dependent on prior knowledge. 
In a broader sense this means that cognition is hierarchical because the under-
standing of new knowledge often relies on the prior understanding of existing 
knowledge, thus, strengthening the statement above. 

biology, physics, mathematics, linguistics, ethics, and theology and are therefore 
part of a prospective user’s general education. The Linnaean taxonomy, the order 
of living beings, in biology is a prominent example from other sciences. 

The definition of hierarchical modeling languages is tool supported and consid-
ered to be a social process which is supposed to achieve a mutual understanding of 
the linguistic means that are necessary to create appropriate representation forms 
for the focal domain. Therefore, the primary purpose of the tool and the modeling 
languages created therein is the support of communication and domain analysis. 

A Framework for Situational and Evolutionary Language Adaptation

cations (e.g. SERM (Sinz 1988) or ME/RM (Sapia et al. 1998)). 

are used to model phenomena (e.g. hierarchies, graphs, tables, and sequences). If 

Common examples for hierarchies can be found among other sciences as e.g. 
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3 Towards Situational and Evolutionary Modeling 
Language Adaptation in IS Development 

3.1 Framework for Situational and Evolutionary Modeling 
Language Adaptation 

As stated above, a framework is needed that facilitates situational and evolution-
ary modeling language adaptation by using meta modeling. Most generic lan-
guages fail to provide sufficient support in a rapid changing environment. They 
need to undergo an evolutionary development process or fade away (for further 
justification cf. (Rossi et al. 2004)). Hence, we propose a framework that ac-
knowledges the need for adaptable languages that supports both, the development 
of new conceptual languages and, more importantly, the adaptation of the existing 
languages within this evolutionary process. 

Since we do not favor a YAMA approach, an existing general purpose model-
ing language is taken as a basis whenever possible. We believe that a certain fa-
miliarity with the core of the modeling language fosters the effective and efficient 
use of any adapted form thereof. This familiarity is achieved more easily with 
purpose-spanning and/or domain-spanning languages that are generally available. 
The language is adapted regarding the context and specific case in which it is to be 
utilized. There are basically two courses of action: Firstly, the representation can 
be changed. Secondly, the language’s grammar can be adapted. Here, we propose 
to adapt both, representation and grammar. Furthermore, certain patterns can be 
chosen to facilitate the application of the language. The steps I. to V.b depict this 
process of modeling language adaptation. For an overview of the approach cf. 
Figure 1. 
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Fig. 1. Framework for Situational and Evolutionary Language Adaptation 

If no suitable general purpose language is at hand, it has to be explored whether 
parts of existing modeling languages can be utilized to develop a new conceptual 
language. The concept of contexts (for the basics on this idea cf. the repository in 
the subsequent section) is an approach to aggregate and integrate meta model 
fragments of modeling languages to facilitate this task. 

trees) as patterns that are found to be intuitively understandable for users (cf. Sec-
tion 2). Thus, a choice would be to take into consideration only general purpose 
modeling languages that can be visualized in tree structures (I.). Depending on the 
situational context, the choice of other patterns might be sensible. The selection is 
not limited, combinations or no choice of patterns occur. 

Following that the language of choice has to be adapted (II.a) regarding a par-
ticular purpose such as the development of data warehouse systems or web infor-
mation systems (IV.a). New or altered language constructs and relationships may 

different to those of organizational modeling although both could be performed 
with the same general purpose modeling technique (Becker et al. 2006). In addi-
tion to that, the domain of interest has to be taken into account (IV.b): Users in a 
banking environment face a different set of issues/ areas of concern in comparison 
to users in retailing. The enrichment of modeling languages with domain knowl-
edge facilitates a mutual understanding of the problem domain and fosters com-

fit to the requirements of a purpose and domain specific language. 
aspects of IS development. Summarizing, these two steps are necessary to ensure the 
munication (Holten 2003a). This task in particular serves the socio-technical

A Framework for Situational and Evolutionary Language Adaptation

As mentioned before, in the example we focus on hierarchical structures (i.e. 

be necessary to ensure the proper fit. The requirements of data modeling e.g. are 
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tively to suit the company where it is to be employed (V.b). Since the “one-size-
fits-all” approach does not work at the purpose/ domain level, it surely does not 
work for the application in a specific case: Every project, every company is differ-
ent (Aydin et al. 2004) as is every software application. Since often the project’s 
aim is to set up standard software rather than to develop a new software, specifics 
of the target software can be added to the modeling language to provide a better 
basis for the subsequent reuse of the models in a model-driven environment. 
Moreover, with an adaptation of the modeling language – even if it is only of su-
perficial nature and importance or covers solely a change in object type represen-
tation – the acceptance of the modeling can be greatly increased. The demands of 
the (future) users are picked up and they feel involved in the project. 

knowledge gained from project and case work, helps to improve the modeling 
language and should therefore be generalized and added to the core of the lan-
guage on a more general level (III.b and II.b). Depending on the specifics of the 
adaptation, the alterations can be of use to the domain or purpose and can be inte-
grated at this level. If the alterations are of general significance, they can even be 
integrated in the original general purpose language. This feedback is the main 
driver in the continuous and, thus, evolutionary improvement and sophistication of 
the general purpose modeling language. 

Still, this framework can only provide hints to feasible procedures to ensure the 
proper fit of a modeling language to a specific problem situation. Not all of the 
steps have to be taken in this particular order. For example, it is possible to work 
with a domain-independent modeling language as well as to neglect company-
specific issues to make the results comparable for other subsidiaries or for further 
applications like cross-company benchmarking. Besides, it has to be kept in mind 
is that evolution tends to be an unforeseeable process. Consequently, few to no es-
timation can be made on the frequency and/ or the quality of the adaptations al-
though proper guidance of the process can prevent the oversight of beneficial 
change. 

3.2 Repository of a Meta Modeling Software 

els to allow for the adaptation of the meta models even during the modeling proc-
ess (Bernstein 1997). Consequently, the repository consists of two parts. The first 
part represents a container to create language specifications (meta model) 
(Strahringer 1996). The second part represents actual models that are instances of 
a certain language which in turn are the models related to the real world. 

A language consists of several elements called ObjectTypeDefinitions. These 
ObjectTypeDefinitions represent real world constructs. Between ObjectTypeDefi-
nitions respectively their instances there are relationships. These are represented 
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towards a situational language (III.a) to serve a certain project goal (V.a) respec-
For the application in a real world context, the language has to be adapted

repository is needed that contains both language specifications and the actual mod-
To enable tool support for situational and evolutionary language adaptation a

The experience of how to overcome obstacles that arise only in practice, i.e. 
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by ContextRules. Several ContextRules set up a so-called Context. A Lan-
guageDefinition represents a modeling language and consists of several Contexts. 
Therefore, this part of the repository’s schema can be seen as a language based 
meta meta model that describes the conceptual part of meta modeling languages 
used to define models of actual modeling languages. These models of modeling 
languages are meta models related to the real world. 

The instances of ObjectTypeDefinitions are called ObjectDefinitions. Object-
Definitions are part of a model and represent real world objects. Relationships be-

(every root element in a Context including the subsequent sub tree make up a Con-
textInstance). Hence, the same ObjectTypeDefinition can have several relation-
ships. Consequently, on instance level ObjectDefinitions can be part of several 
ContextInstances. Thus, different views on the same element can be expressed. It 
is possible to define rules concerning a Context’s structure. These rules can either 
be related to the Context in general or to a ContextInstanceGroup that is a set of 
ContextInstances. ContextInstanceGroups have to be defined during the modeling 
of the instances. Properties for the groups can be defined. 

Figure 2 shows an excerpt from the repository’s data model discussed above in 
ERM notation. AttributeTypes and Attributes have been omitted for the sake of 
simplicity. They can be assigned to any shaded entity type or they can be modeled 
explicitly as an ObjectTypeDefinition. Other entity types that are left out include 
but are not limited to HierarchyLevels to further describe ObjectOccurrences, 

views of models, and AccessObjects for user administration. 

Fig. 2. Excerpt from the Repository’s Schema 
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tween two ObjectDefinitions are represented by ObjectOccurrences. Any Object-
Occurrence is based on a certain ContextRule and is part of a ContextInstance 

EdgeTypes to type edges (e.g. with cardinalities), ConfigurationObjects to create 
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This repository is flexible enough to fulfill the requirements concerning situ-
ational and evolutionary language adaptation as stated above. Though the imple-
mentation of this repository that is presented in the subsequent section is focused 
on languages that describe models with hierarchical structures, generally, it can be 
used for other types of languages as well. 

3.3 Prototypical Tool Support for Modeling Language 
Development and Adaptation 

In the following, we introduce a prototypical implementation of the repository de-
scribed above, the H2 Toolset. It allows for the definition of various modeling 
languages as well as for the actual modeling and management of models. H2 con-
sists of a meta modeling editor, the so-called language editor to define modeling 
languages, an attribute editor to define attributes and attribute groups independ-
ently of the modeling constructs used, a so-called hierarchy level editor to define 
hierarchy levels that can be used to structure the trees created, and a model editor 
to create actual models in a particular language. The latter will not be covered here 
in more detail. For a screenshot of the toolset cf. Figure 3. 

 
Fig. 3. Main Window of the Toolset with Opened Model Editor 

The language editor consists of two main components. The object type editor 
allows for the definition of the language’s object types. Each element type can be 

  Jörg Becker et al.110 



given a name, description, and a graphical representation. Previously defined at-
tributes and attribute groups can be assigned. The context editor puts multiple ob-
ject types into relation with each other and thus constructs different sets of rules 
that are part of a particular language. One such set of rules is called a context. 
Within each language multiple contexts can be created. Furthermore, one object 
type can be used in more than one context. While CreateDefinition rules enable 
the modeler to create new objects, CreateOccurence rules enable the modeler to 
create new occurrences of an existing object. There is a third type that is called 
Create DefinitionExplicit. Context rules of this kind trigger two actions. Not only 
a new occurrence of an existing object is created but also the relationships of the 

groups can be assigned to object types. 
As mentioned above, besides the language editor with its components there is 

an attribute editor as well as a hierarchy level editor: The attribute editor provides 
an interface to define attribute names, attribute types and default values independ-
ently for object types, contexts, and context rules. Single attributes can be ar-
ranged in attribute groups. The hierarchy level editor provides a means to name 
levels in the hierarchical trees created with the defined languages in the model edi-
tor. Hence, hierarchy levels help to structure models and provide a means to facili-
tate navigation within the trees. 

models into an application specific exchange format that can be used to configure 
and set up standard software, as well as the integration of configuration mecha-
nisms to create user specific views on models are currently being investigated. 

4 Conclusion and Further Research 

Following an interpretive design research approach we argued that conceptual 
modeling is an appropriate means in IS development. Any development process 
has to be preceded by a systematic reconstruction of the linguistic means. Since 
organizations and requirements vary and/or change over time, different needs for 
languages to develop IS exist. A smooth transition to another dialect is preferred 

proaches cautiously in order to avoid disorientation and confusion of modelers and 

quests based on project and organizational issues. The process of language evolu-
tion proceeds in the reverse direction and enables the experiences made on the 

The prototypical software is a specialized meta modeling toolset that allows for 
the definition of languages to construct hierarchical structures of elements. This 
particular pattern was identified to be easily understood by both, modelers and 
model users. Consequently, the software does not enable the modeler to create any 

domain and purpose level and on a situational level that incorporates specific re-
model users alike. This process of adaptation is conducted on two levels: on a

rather than the invention of YAMA. Thus, we propose to change modeling ap-

situational level to be included for domain languages as well general purpose
languages. 

A Framework for Situational and Evolutionary Language Adaptation

object’s origin, i.e. the corresponding sub-tree, are copied. Attributes and attribute 

The development of modeling language specific modules, e.g. to transform 
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possible modeling language. On the one hand this limits the scope of the tool to a 
certain group of languages. On the other hand it aims at supporting this group of 
languages by a meta modeling language that comprises different constructs such 
as Contexts and ContextRules. These concepts have been identified to be useful 
for the construction of these languages. A model editor enables the user to create 
and browse models consisting of hierarchical structures. Hence, the tool aims at 
finding a balance between the flexibility of general purpose concepts and specific 
features that support particular modeling domains. 

Further immediate sophistication is necessary in defining a proper theory of 
contexts as well as the improvement of the general usability of the software. Lan-
guage specific modules are a promising way to allow prospective users and espe-
cially prospective customers to see the benefit of a meta modeling solution that is 
able to adapt models to the changing needs of any organization as well as 
(semi-)automatically reuse them for system specification. Their design and im-
plementation will be one of the next steps to follow up in the development of the 
toolset. 
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1 Introduction 

Quality of Experience (QoE) metrics describe the service usability from the end-
users’ point of view. In a networking environment QoE metrics are very close to 
Quality of Service (QoS) metrics, except the fact that end-user experience is sub-
jective in nature, moreover, it is also influenced by the access capabilities of end 
users and the used service path. Our ultimate aim is to find methods determining 
QoE by passive measurements on an aggregated network link. One step towards 
this is determining the correlation between network overload and QoE. There can 
be several scenarios where the experienced service quality becomes less than sat-
isfactory. 

The roughest QoE degradation is the unavailability of a service. This actually 
happens more regularly than one might expect. Examples of temporal and/or regu-
lar service-unavailability include an unsuccessful paying procedure at a webshop, 
a broken download, or a “webpage unreachable” message [1]. These cases are 
very hard to measure from a central site, since continuous application monitoring 
and data processing is not always feasible. 

Another type of QoE violation is tied to network QoS, hence can be correlated 
with some kind of QoS metrics. Network-related QoE-degradation can manifest 
itself as extended response time, decreased download speed, less enjoyable audio 
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and video streaming. This is usually caused by one or more network bottlenecks, 
where packets get congested, queued, then delayed or dropped. In this paper we 
describe our experimental results on correlating the severity of a network bottle-
neck and the experienced service quality.  

There can be several link properties applied to characterize the presence of bot-
tlenecks in packet data networks [2]. Since we carry out our measurements on ag-
gregated links (rather than at the user’s end terminal), we focus on packet level 
measures utilizing packet interarrival times, packet size information and packet 
loss information for their calculation. 

2 Bottleneck metrics 

Usually in a networked-service environment the overload of the network immedi-
ately causes QoE degradation. Traffic congestions appear at the bottlenecks, 
where the network is lack of some resources. Bottlenecks could be defined 

where traversing packets experience continuous, severe queuing and even being 
dropped due to the finite queue-lengths that as a rule results in user satisfaction 
degradation. 

In order to satisfy network users and achieve a high QoE in a network, all cor-
responding network parameters, such as loss, throughput limits, high utilization, 
significant delay, etc. should be interpreted end-to-end [3]. 

2.1 A metric on packet interarrival times 

Monitoring passively a network link and capturing the packets with correct time-
stamps would give the operator plenty of data to analyze. One way to detect bot-
tlenecks is to order the packets by their arriving time, and analyze their interarrival 
times. Our investigations showed that the 4th central moment (kurtosis) of the 
packet interarrival times (PIT) probability distribution function (PDF) could pro-
vide valuable information about existence of bottlenecks and their severity [4]. 

The theory behind this observation is the following. In case a node aggregates 
numerous links with various capacities (and there are actually no queuing), the 
PIT PDF at that node should appear to be flat. This is due to the fact that packets 
are traveling on network links with absolutely random interrarrival times. Once 
the link gets busier, the relevant network node must queue some packets, and 
place them on the line right after the previous packet (back-to-back). The more of 

at the interarrival times where queued packets has followed each other back-to-
back [5]. 

Generally it can be said, that if there is a narrow aggregated link on a path in 
front of that some queuing occurs, the shape of the PDF of interrival times of 
packets will suggest it: the PDF will have spike(s) at typical time values. There are 

through a number of traffic-properties. Our paper considers a link as “bottleneck” 

this queuing is applied, the less “flat” the PDF becomes: spikes starting to appear 
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a number of different queuing cases with corresponding PDF patterns are dis-
cussed in [5]. As a rule of the thumb we found that the examined link is congested 
if the first spike of the PDF is the highest, while the other lower spikes indicate 
queuing somewhere in front of that link. This kind of “spikeness” of the packet in-
terarrival times PDF can be characterized by its 4th central moment (kurtosis). Our 
studies show that PIT kurtosis value is positive for traffic that crosses bottleneck 
links, and negative for traffic flowing with its own pace [6]. 

2.2 Delay factor calculus 

The end-user often decides a network-service unusable if he/she experiences long 
delays. 

By definition, delay factor (DF) could be calculated as the ratio of the ideal and 
the measured sojourn times (“traveling times”) of a traffic flow that traversing on 
a network path. Delay factor, however, can be derived from the interarrival time of 
flows as well, with the help of M/G/R–PS arrival model. According to the model, 
the transmissions will be served by a number of servers (R), which could be de-
rived in the following way R = [C/rpeak], where C is the capacity of the specific 
aggregated links, and rpeak is the maximum transfer rate of the flows, determined 
by the access rates of the users. According to our assumptions and experiences 
(detailed in [7]), calculating the delay factor for one server (R=1) still gives satis-
factory result. The calculation of the M/G/R-PS-based delay factor then could be 
simplified the following way: 
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In Equation (1),  stands for the link utilization of the measured link. This 
could be specially derived from the flow arrival rate ( e), the average flow size 
(xmean), and the capacity (C) of that link: =( e xmean)/C. 

According to original definition of delay factor in a non-congested situation the 
delay factor is around one (the ideal and the measured sojourn time is roughly 
equal), and reaches higher values if there is some congestion. 

Our flows supporting delay factor estimation (DFest) share the following at-
tributes [8]. Flows are identified merely by their source and target IP addresses, 
have a maximum size limit, furthermore have a limitation on the interarrival times 
of the packets they contain. Flows can be broken due to finished capture. Some 
flows started close to the end of the capture are not finished, hence usually under-
sized. 

2.3 Loss based metric 

Both users and network operators tend to think of packet loss as the ultimate QoS 
metric. This is not necessarily correct. Since packet loss for streaming services 
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cannot be easily and correctly calculated at the core network, performance man-
agement systems usually log packet loss for elastic traffic (where entities are using 
acknowledgements e.g. with TCP) only. Packet loss in TCP, however, shows little 
correlation with the service quality, since TCP controls its throughput by minimiz-
ing the congestion window – until the packet loss falls into a range that TCP im-
plementation is satisfied with. This means that the actual volume of the lost TCP 
packets under high congestion is similar to what is observed at normal traffic con-
ditions. In [9] the authors describe various types of retransmissions, making clear 
that no all retransmissions are really caused by packet loss. They found that there 

ous timeouts). This paper, however, also state that analyzing retransmission-
volume can be useful when done in a focused way, but misleading when applied 
in general. We will demonstrate this effect when evaluating packet loss as a possi-
ble QoE metric. 

2.4 Simple throughput calculation 

Throughput of the users’s access link may give valuable information about the 
provided networking service for applications such as ftp or peer-to-peer download. 

trollable factors – including link capacity, number of users, active service-
requests, average packet size, application distribution and many more – influences 
throughput, which makes it unsuitable for being an absolute metric for QoE. Nev-
ertheless, comparing throughput of various links at different times could provide 
information of the network status – which can be correlated with user satisfaction. 

3 Methodology 

Our aim is to correlate the end-user experience with measurable properties of the 
traffic. The metrics that correlate better with the end-user experience will be more 
effective QoE measures than the ones that do not show direct correlation. To reach 
this aim we had set up a configurable DSL-like environment in a segment of our 
university department, where the department staff was the suffering object of our 
QoE testing.  

errors (i.e. some radio channel misbehavior of GPRS networks may cause of spuri-
can be applications where some retransmissions is caused by special types of

nature, since the throughput of such a link is an accumulated value. Various uncon-
On an aggregated link, however, throughput looses its QoE-like informative
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Fig. 1. Measurement architecture with marking the formation of download vol-
umes after the two artificial bottlenecks 

Altogether about 50 end-user machines were involved in the test. We have de-
graded the usual 100 Mbps Internet access to 1Mbps DSL-like lines. Moreover, 
we have introduced an artificial bottleneck for the department segment. Later this 
bottleneck was changed from 7 Mbps to 2.5 Mbps in six steps. To avoid loosing 
the users’ nerve, the downgrade was not linear; sometimes we have upgraded the 
service – pretending as if it was going to be normal. We have allowed each of 
these bottleneck scenarios to last 30 minutes. During the tests we have captured 
the traffic at two measurement points, and made notes on our experiences as net-
work application users. The measurement scenario is depicted by Figure 1.  

4 Experiences and measurement results 

We have extensively used various networking applications and services during the 
test. Applications included audio and video streaming, web-browsing, ftp and 
peer-to-peer downloads, Internet-telephony (Skype), database access and many 
more. Our experiences – in function of the bottleneck-severity – are as follows. 

Table 1. Perceived quality of network services at different bottleneck scenarios 

 Video stream Audio 
stream 

Skype P2P trafficWeb 
browsing 

7.0 Mbps perfect perfect perfect 33-95 
kBps 

good 

5.0 Mbps occasional squares in perfect perfect 33-90 good 
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picture   kBps 
4.5 Mbps playing pauses at key-

frame changes 
perfect perfect 33-88 

kBps 
slow 

4.0 Mbps sec-long pauses at key-
frame changes 

perfect perfect 12-14 
kBps 

slow 

3.5 Mbps bad; squares and 
pauses are regular 

short 
pauses  

scratching 3-10 kBps unbearably 
slow 

2.5 Mbps very bad; not enjoyable longer 
pauses 

scratching 3 kBps extremely bad 

Table 1 shows our experiences under loose and tight bottleneck conditions. The 
perceived quality (the actual quality of experience) is subjective, so as its catego-
rization. Both the network operator and the service provider are interested in these 
end-user experiences. Since interviewing significant amount of users about their 
QoE is not feasible, the operators have to rely on QoS-like measures, collected on 
their aggregated network links. In the following we show how some of these 
measures performed in our tests. 

4.1 Delay factor – to show how much the user has to be patient 

In this section we present the results of two network-performance parameters: the 
delay factor (DF) and the measured throughput. Delay factor was calculated as we 
described in Section “Delay factor calculus”, while measured throughput was de-
rived by the packet level information. Each, approximately 30 minutes long meas-
urement periods were chopped into 180 seconds long intervals for which the two 
parameters were calculated for. Figure 2 and Figure 3 depict our results. On the 
horizontal axes the elapsed time can be seen continuously. Since the changes be-
tween different scenarios took a few minutes (during which the packet capture had 
been stopped), there are some gaps in the processed results – which can clearly be 
identified in the graphs. 
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Fig. 3. Measured throughput level (in Mbps) in function of elapsed time 

In Figure 2, delay factor values are presented at specific bottleneck scenarios in 
function of elapsed time through the seven scenarios. Figure 3 depicts the meas-
ured throughput - generated by users - during the same time intervals as delay fac-
tor was calculated for. Considering the results the following deductions can be 
made: 

1. 100 Mbps Available Bandwidth (ABW) – in this scenario there were no 
bandwidth restrictions. This measure was taken to get to know the properties 
of traffic under normal conditions. The delay factor was a very little higher 
than 1 (maximum of 1.04) – indicating no congestions on the examined link. 
Checking the measured throughput properties at the same interval in Figure 
3 shows that the user-generated aggregated traffic volume has not exceeded 
even the volume of 4 Mbps. 

2. Next, the available bandwidth was diminished as far as 5 Mbps. Although it 
was a huge jump, the delay factor has not changed significantly at the first 
part of this period (2.2 on average). In the second part of the interval the 
throughput exceeds 4.5 Mbps, which causes an increased delay factor value 
up to 11. Although this value generally should be considered as a congested 
situation, in this case there was very little service quality degradation 
perceptible from the users’ view. 

3. At 4 Mbps ABW the network link was working at around its maximum: the 
packet level throughput was about 3.8 Mbps. At this point the web browsing 
response time was significantly higher then previously, and also the 
throughput of P2P traffic had decreased. Delay factor values now fluctuate 
between 22.6 and 14.3, indicating a severe bottleneck. 

4. Decreasing the ABW down to 3.5 Mbps caused transferring errors for all 
kind of examined applications. Delay factor reflects the congested situation 
properly: it reaches its highest value at 25.9 during the whole measurement. 
The user-generated throughput (at packet level!) was 95% of the physical 
link bandwidth. 

5. At this point the ABW increased by 1 Mbps to help the users regenerate their 
traffic a little. As Figure 3 shows, the user-generated throughput 
immediately jumped up to 4.2 Mbps, but the DF has decreased down to 14.8. 
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At the second part of this interval some users may have given up using the 

significantly down to 2.5 Mbps. This of course impacts the delay factor: its 
value at the end of the period was around 2.5 – indicating some network 
overload (not significant). 

6. The 7 Mbps ABW allows a little easier breathing. The average measured 
throughput has not changed (comparing to the previous interval), so the 
broader link capacity allows easier transmission of the offered traffic. Delay 
factor gets a value as low as approximately 2, indicating a lower network 
congestion comparing to the previous two periods. 

7. In the last period the ABW was decreased to 2.5 Mbps. The user-generated 
throughput (being 2.4 Mbps) has almost completely utilized the link. Delay 
factor exceeded values as high as 24.8, again. In this scenario the network 
was actually halted, all the network applications had stopped. After a while 
users has stopped trying to reach any network service, thus at the end of the 
period the measured throughput broke down, causing the delay factor 
dropping down to 5.5, then 2.8. 

We can conclude that DF is significantly higher for cases when the end-user 
was dissatisfied; hence DF is an informative QoE metric. 

4.2 Analysis of cumulated traffic properties 

This section provides some aggregated measurement results on the same captured 
traffic that was analyzed in the previous part of the paper. Figure 4 depicts the re-
sults, calculated for each of the seven scenarios described previously. The hori-
zontal axes in the graphs show the ABW for the seven scenarios, while the vertical 
axes are the values of the specific metrics. 

Figure 4.a presents the measured throughput in Mbps, calculated as the ratio of 
the sum of the transferred bits and the length of the whole measurement interval. 
According to this graph we can assume that in the first two cases the network link 
was underutilized (below 50%) – of course this average hides the occasional 
higher throughput values. This metric alone cannot be used for determining end-
to-end QoE, however, it is a good complementary metric to make the other sug-
gested metrics more accurate. 

The packet loss ratio (PLR) for the whole measurement is shown by Figure 4.b. 
As in our previous works [2] we have found that the calculation of an average 
packet loss ratio cannot reflect the severity of the congestions. In the presented 
real case the relative PLR was the highest when the link was least of all used (100 
Mbps ABW). A weak correlation can be noticed between PLR and the degree of 
congestion at ABW values of 4.5-2.5 Mbps, although the lower value of PLR at 
4.5 and 4 compared to PLR value at 5 cannot be explained. 

The average delay factor values are presented in Figure 4.c. The metric reflects 
properly the degree of congestion almost in all cases (100 to 3.5), but at 2.5 Mbps 
ABW the relatively lower average delay factor values does not show the real 

Internet, because after a time the measured throughput decreased 
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situation: actually the network was halted. This forced the users to give up using 
the Internet – causing the drop of DF. We have already analyzed this metric in the 
previous section. 

Average PIT kurtosis values for specific ABW scenarios are depicted by Figure 
4.d. As we described in [4], PIT kurtosis should be below zero in uncongested 
situations, while positive values suggest certain heavy loads. As one could expect 
the lower the ABWs are, the higher the kurtosis values become. The metric sug-
gests properly the more and more congested situations, showing positive correla-
tion with the service quality experienced by the users. Nevertheless in the last 
three scenarios there could be no data presented because the artificial bottleneck 
realization (CBQ queuing method in a Linux-based bridge) biased the shape of the 
PIT PDF, which led to false kurtosis values. 
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5 Conclusion 

This paper investigated network performance metrics and aimed to correlate these 
with the end-users perception of network-service quality – the so-called Quality of 
Experience. Our standpoint is that the metrics used for detecting bottlenecks are 
able to reflect QoE as well. In order to prove our ideas we presented a number of 
measurement scenarios in real network with looser and tighter bottleneck condi-
tions. 

Delay factor – as a QoE metric – calculates the network utilization from the 
packet interarrival times and the packet sizes, based on the M/G/R Processor Shar-
ing arrival model. Our method works on packet-level data and provides a delay 
factor value between one and infinity, suggesting more and more severe network 
congestion. 

PIT kurtosis – the 4th central moment of packet interarrival times probability 
distribution function can be handled also as a QoE measure. It characterizes cer-
tain peakedness-pattern of the PDF; its value is negative if service performance is 
satisfactory, but its positive values suggest QoE degradation. 

We have also discussed the throughput of the examined links and found that it 
should be handled only as a simple QoS measure. We propose to use measured 
throughput as a secondary, informative metric, since it could easily mislead the 
observer. Its lower values does not mean congested network situation, usually it is 
caused by lower amount of user-generated traffic in the network. 

Similarly, packet loss ratio gives no information about congestions. In a net-
work environment active TCP flows always have a certain level of PLR, and its 
values could even higher at low network loads as well than at certain congestion. 

The presented measurement results reflected clearly, that the QoS and QoE 
network service parameters should handled separately, and although QoE is a 
genuine subjective metric, it can be estimated by special performance measures. 
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1 Introduction 

In information systems (IS) research major problems are discussed in literature, 
often regarded as crucial for the identity and existence of the discipline itself 

mas that the IS discipline is confronted with:  
Rigor vs. relevance. The rigor vs. relevance debate had strong impact on the 

discourse in the discipline and is a long way from being solved (cf. Darke et al. 

puts’ versus b) ‘Relevant research has not been carried out in a rigorous way’ (Lee 
2000). This means that, on the one hand, some researchers claim to conduct rele-
vant research, while others argue that it lacks scientific rigor in terms of, for in-
stance, generalizability or traceability. On the other hand, some researchers claim 
to conduct rigorous research, while others argue, for instance, that this research 
would address trivialities and the knowledge gained would be too marginal to 
have an impact, especially on IS practice.  

Reference discipline vs. independent discipline. A major issue affecting the 
field is the discussion whether the IS discipline is an independent discipline or not 
(cf. Keen 1980; Banville and Landry 1989; Galliers 1997; Benbasat and Zmud 
2003). While referring to other disciplines as reference discipline would undercut 
the IS identity, however, a clear set of expectations and blueprints which would be 
a prerequisite for being an independent discipline is not available yet (Lee 2000). 
In consequence, an ongoing effort on defining the core properties of the IS disci-
pline can be observed (Benbasat and Zmud 2003). 

Technology vs. behavior. The discussion of technology vs. behavior is closely 

dilemma can be simplified as: a) ‘Rigorous research has not produced relevant out-
Markus and Davenport 1999; Benbasat and Zmud 2003) while the angles of the

(Benbasat and Zmud 2003). Lee (2000) summarizes and describes major dilem-

1998; Applegate and King 1999; Benbasat and Zmud 1999; Lyytinen 1999;

connected to the discussion of IS being an independent discipline. Lee (2000)
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be taken, IS would be not different from the engineering or computer science dis-
cipline, a solely behavioral approach would make IS not different from other be-
havioral fields, such as sociology or psychology (Hevner et al. 2004).  

These dilemmas have strongly affected the discussion in the IS discipline. In 
accordance to Lee (2000) we argue that particular concepts which are already 
known to the IS field can very well address the problems mentioned above. Most 
importantly these concepts are:  

Systems thinking. System theory has long been known and applied to IS studies 
(Churchman 1979; Beer 1985; Checkland and Scholes 1990). It foremost provides 
the means to identify, to render, to analyze, and (preferably) to change a phe-

tems and sub-systems as well as to analyze interrelationships between them. Here, 
especially the socio-technical approach emphasizes that information systems com-
prise behavioral sub-systems, for instance people or culture, as well as technologi-
cal sub-systems, for instance hardware or software (cf. Bostrom and Heinen 1977; 
Mumford and Weir 1979; Walls et al. 1992; Heller 1997; Markus and Davenport 
1999). Thus, focusing on socio-technical systems can very well render the IS dis-
cipline independent from related disciplines which focus on either one of the sub-
systems (cf. reference vs. independent discipline). Socio-technical system thinking 
also suggests that a prerequisite for successfully studying IS is to address behavior 
and technology in unison (cf. technology vs. behavior). While Lee (2000) argues 
that the systems approach itself is rigorous and relevant, we emphasize that focus-
ing on the relevant system – the social and the technical sub-system – is a neces-
sary precondition for conducting relevant research (cf. rigor vs. relevance). Hence, 
socio-technical system thinking provides a valuable perception of the phenomenon 
of interest, information systems, also with regard to the major problems the IS dis-
cipline is facing.  

Design science. Several research endeavors have been undertaken in order to 
conceptualize design science (Simon 1981) in IS research (cf. Boland 1989; 
Nunamaker et al. 1991; Walls et al. 1992; March and Smith 1995; Rossi and Sein 
2003; Hevner et al. 2004). While a research process can comprise diverse stages 
(Mingers 2001), understanding and acting being major categories, design science 
focuses on the latter being a “problem solving paradigm” (Hevner et al. 2004). 
The complementing “problem understanding paradigm” is often referred to as 

is a shared perspective with IS practice (cf. relevance). However, literature pro-
vides us with particular guidelines how to conduct and to evaluate design science 
in IS research (Hevner et al. 2004). While it is argued that behavioral and design 
science are two complementary views on IS research (March and Smith 1995; 
Hevner et al. 2004), this interconnection provides a perspective for differentiating 
the IS discipline from either only behavioral or only design oriented disciplines 
(cf. reference vs. independent discipline). 

It becomes clear that the concepts of system thinking as well as design science 
are vital to the IS discipline. However, an integrated view, especially from the de-

argues about the dilemma as follows: If a just technology-oriented approach would 

nomenon of interest, i.e. a system. The system perspective allows to define sys-

natural science or behavioral science (Simon 1981; March and Smith 1995; Hevner
et al. 2004). Design science focuses on problem solving, which, undoubtedly, 
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sign science perspective, is not yet to be found to a sufficient extent. Though sev-
eral efforts were made in order to theorize design science (cf. Nunamaker et al. 
1991; Walls et al. 1992; March and Smith 1995; Lee 2000; Hevner et al. 2004) an 
explicit socio-technical stance has not yet been taken. Here, we can observe a sig-
nificant shortcoming in understanding the concept of design science with regard to 
socio-technical concerns. The shortcomings also become obvious regarding the 
debate on IT artifacts (Weber 1987; Walls et al. 1992; March and Smith 1995; Or-
likowski and Iacono 2001; Weber 2003; Hevner et al. 2004). Often the goal of de-
sign science is described as “creating new and innovative IT artifacts” (Hevner et 
al. 2004) which implicitly contrasts to an integrated design of behavioral and 
technical sub-systems. Therefore, we seek to address the following research ques-
tion within this paper: How does the concept of design science in IS research and 
how does the understanding of IT artifacts alter when taking an explicit socio-
technical stance? 

standing). This research method is dedicated to identifying, scrutinizing, and ques-
tioning the presuppositions of research approaches in order to determine their 
scope, applicability, possibilities, and limits towards a given research objective 
(Kant, 1929). We will hence provide philosophical-logical arguments rather than 
empirical ones. However, our arguments will (where applicable) also refer to em-
pirical research results. Furthermore, we will present additional evidence by giv-
ing examples of socio-technical design science. 

2 Design Science and Information Systems Research  

A widely used logic to systematize distinct IS research approaches is the differen-
tiation between behavioral science research (BSR), also referred to as natural sci-
ence, and design science research (DSR) (March and Smith 1995; Hevner et al. 
2004). DSR has its roots in engineering and other applied sciences. An important 
foundation is “The Sciences of the Artificial” (Simon 1981) which has been taken 
up and further developed (Nunamaker et al. 1991; March and Smith 1995; Rossi 
and Sein 2003; Hevner et al. 2004). Here, the design science approach has con-
secutively become more IT-specific, meaning that what is supposed to be the core 
of the discipline. While it was first associated with, for instance, the schools of 
engineering, architecture, and medicine (Simon 1981) in the IS field the object of 
design is argued to be information technology (IT) in terms of IT artifacts (cf. 
Figure 1). 

conceptual/philosophical research, in particular that of critique (in the Kantian under-
Addressing our research objective, the research method chosen is that of

129



  Jörg Becker, Björn Niehaves, Christian Janiesch 

Fig. 1. Development of Design Science Thinking in IS  

While, following the IS research-specific approach (March and Smith 1995; 
Hevner et al. 2004), behavioral science is primarily focusing on development and 
justification of theories on human-computer-interaction, design science seeks to 
create IT artifacts intended to solve existing problems. The former is called a 
problem understanding paradigm, the latter is titled as problem solving paradigm 
(Hevner et al. 2004). Therefore, the primary aim of behavioral science is to pro-
duce ‘true knowledge’ while design science seeks to take this knowledge into ac-
count building IT artifacts. 

Moreover, behavioral science and design science are understood as two com-
plementary parts of IS research (March and Smith 1995; Hevner et al. 2004). Ac-
quiring knowledge about IS employed in an organizational context requires the 
application of both research paradigms: Starting from pre-scientific observation of 
IS usage in practice, theories about IS-related issues are developed by behavioral 
researchers (cf. Figure 2). 
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Fig. 2. Information Systems Research Cycle 

Behavioral science theories are supposed to primarily explain and predict hu-
man behavior, information system function, and issues interrelated with both of 
these aspects. By justification, these theories are considered to be true or valid. 
Thus, they provide a basic understanding of the (real world) problem situation de-
scribed as a primer. This understanding then presents the basis for designing one 
or more IT artifact(s) which address(es) a given problem situation. By actually ap-
plying them, IT artifacts are supposed to become useful in terms of problem solv-
ing. Thus, they change present IS usage in practice and, for that reason, provide 
new impulses for theory development. As a consequence, IS research is a process 
which comprises both behavioral science as well as design science (March and 
Smith 1995; Hevner et al. 2004). Thus, these two approaches are not only com-
mensurable; they are calling for each other (Niehaves 2005). 

3 Socio-Technical Reflection of Design Science  

System theory is fundamental to the field of information systems (IS), not only re-
flecting in its name. It has long been known and applied to IS studies (cf. 
Churchman 1979; Beer 1985; Checkland and Scholes 1990). System theory pri-
marily provides the means to identify, to render, to analyze, and to change a phe-
nomenon of interest, i. e. a system. At this juncture, socio-technical approaches 
emphasize that IS comprise behavioral sub-systems, for instance people or culture, 
as well as technological sub-systems, for instance hardware or software (Bostrom 
and Heinen 1977; Mumford and Weir 1979; Heller 1997; Markus and Davenport 
1999). Within this socio-technical context, also the political nature of information 
systems implementation becomes highly important (Hirschheim and Newman 
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1991; Knights and Murray 1994; Markus and Davenport 1999). Furthermore, 
socio-technical design approaches have been discussed as a branch of critical re-
search in IS (Brooke 2002; McGrath 2005). 

The current discussion of design science research in IS reveals a significant 

information system [, but that] they are inseparable,” one can observe a strong 
emphasis on technology-oriented design. “We focus primarily on technology-
based design although we note with great interest the current exploration of or-
ganizations, policies, and work practices as design artifacts” (Hevner et al. 2004, 
pp. 77-78). As a consequence, the perception of an information system design 
process is a two-step approach: first, one designs an IT artifact and, second, this IT 
artifact is applied in a certain organization. “An IT artifact [is] implemented in an 
organizational context” (Hevner et al. 2004). For that reason, behavioral science is 
understood to take into account organizational as well as technical issues, while 
design is foremost technology-oriented (cf. Table 1). 

Table 1. Behavioral vs. Design Science: System in Focus 

 Information Technology Organization 
Behavioral Sci-
ence Research the analysis, design, implementation, management, and use 

 

Design Science 
Research 

“We focus primarily on 
technology-based design” 
(Hevner et al. 2004) 

--- 

It is legitimate that the authors focus their research approach. However, we ar-
gue that, according to the socio-technical approach, the purely technology-
oriented perspective on design science only provides an incomplete perspective on 
the topic (Bostrom and Heinen 1977). Also from a theoretical perspective, a solely 
technology-oriented understanding of design science is questionable. While BSR 
analyses organization and technology, design science creates (only) technology. 
Regarding this presentation of thoughts, the question arises, if designing organiza-
tions and especially designing organizations and technology integratedly would or 
would not be a part of IS research. Consequently, we consider the socio-technical 
viewpoint on design science research as a further contribution to the stream of 
thoughts of design science. We understand this as a special focus which, however, 
is crucial for a successful design of information systems. 

et al. (2004, p. 77) argue that “technology and behavior are not dichotomous in an 
shortcoming regarding the socio-technical design perspective. Though Hevner

BSR studies “organizational human phenomena surrounding 

of information systems” (Hevner et al. 2004) 
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4 IT Artifacts and Socio-Technical Design 

The processes of DSR are inextricably connected to IT artifacts: Both form the 
noun and verb of design science (Walls et al. 1992). It is therefore necessary to 
consider both, the research cycle as well as its output. 

Theorizing the IT artifact has been a major research effort in recent years. Em-
phasis has been laid – desperately so to speak – on the conceptualization of the 
creation itself, its relation to theory and on rigor and relevance in and of the de-
sign. IT artifacts are “things that serve human purposes” (March and Smith 1995) 
or more casually spoken are “those bundles of material and cultural properties 
packaged in some socially recognizable from such as hardware and/or software” 
(Orlikowski and Iacono 2001). As mentioned, the process steps of artifact crea-

tification, learning, theorizing (Walls et al. 1992; Rossi and Sein 2003). This 
supports the notion of IS research described in the previous section(s). 

According to March and Smith (1995) and Hevner et al. (2004), IT artifacts are 
of four types: constructs, models, methods, and instantiations. Constructs are the 
vocabulary of a domain, a specialized language and shared knowledge of a disci-
pline or sub-discipline. Models are a set of propositions or statements expressing 
relationships among constructs. Methods are goal directed plans for manipulating 
constructs so that the solution statement model is realized. Instantiations (also im-
plementations) operationalize constructs, models, and methods resulting in spe-
cific products. 

March and Smith (1995) observe that IT artifacts serve human purposes, that 
they have utility and value, and that they are perishable. Orlikowski and Iacono 
(2001) extend this list by arguing that artifacts are not natural, neutral, universal or 
given but shaped by interests, values, and assumptions. They are embedded in 
time, place, discourse, and community, made up of components which require 
bridging and integration. They are not fixed or independent but emerge from so-
cial and economic practices and are not static or unchanging but dynamic. 

Combining and integrating the above, the following can be summarized about 
IT artifacts: They are not of monolithical design. IT artifacts contain other IT arti-
facts. They are either loosely coupled or tightly integrated but nevertheless there is 
more to it than just one element. IT artifacts are commonly divided into aspects of 

implementations that then are objects of the real world. IT artifacts have certain 
capabilities which can be divided into managerial, methodological, and techno-
logical aspects (Benbasat and Zmud 2003). Similarly the practices in the design 

ing, and implementing the artifact). Furthermore, an IT artifact is always the prod-
uct of its time. Cf. Figure 3 for an overview of these key facets. 

artifact (Hevner et al. 2004). However, further steps have been proposed: need iden-
tion and artifact evaluation are commonly associated with the design of the IT

knowledge, i.e. constructs, models, and methods, into instantiations or situated 

operational character (whereas design in this case does include planning, construct-
process of artifacts can be considered to be of managerial, methodological or
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Fig. 3. Facets of the IT Artifact 

Definitions of the IT artifact’s relevant environment or context differ greatly: 
The context can be as mathematical as the dependent variable and as abstract as 
simply structures (Orlikowski and Iacono 2001). Hevner et al. (2004) state that the 
organizational context is of importance only to the behavioral aspect of IS re-
search and thus neglects the necessity of explicitly incorporating the context into 
design science. Thus, people or parts of organizations are not understood as parts 
of IT artifacts since the capabilities of any artifact are regarded as the crucial as-
pect of design science. 

IT artifacts, however, are intended to solve organizational problems. Any situ-
ated implementation can only function properly when embedded in its social con-
text. Furthermore, a common understanding of the constructs, models, methods 
and instantiations used has to be reached. As (Fischer et al. 1995) argue different 
stakeholders perceive objects differently. Thus, a common socio-technical ground 
has to be found or rather founded. The explicit consideration of this common 
ground either has to be part of the process of artifact creation or has to be estab-
lished before the artifact is placed into the application context. Walls et al. (1992) 
argue that the processes of design are inextricably entwined with the artifact itself 
supporting the first point. We argue that all (change) processes concerning the IT 
artifact are part of the matrix concerned with socio-technical IT artifact design 
and, thus, have to be taken into consideration explicitly. 

To operationalize our findings we provide a comprehensive example in the fol-
lowing section. We utilize the Architecture of Integrated Information Systems 
(ARIS) (Scheer 2000) to support our argumentation. 
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5 Socio-Technical Design and Business Reengineering 

As new software is to be introduced, a work group is redesigned. By means of 
roles, organizational units, and hierarchies (constructs) organigrams (method) are 
created. These models depict the to-be state of the work group (model). Its imple-
mentation is a new structure of work in the work group (instantiation). 

An early step in the design of this new software is to select a technique for the 
conceptual specification of the final artifact. Thus, a modeling language – a 
method – has to be chosen. At this point UML is a common choice but to better il-
lustrate our point we select the Event-Driven Process Chain (EPC) of the ARIS 
framework to focus on the modeling of the processes that are to be carried out by 
the software. The core constructs that are used are functions and events. The result 
of the modeling is an EPC model depicting the control flow of the new software. 
The final implementation of these control flows is the instantiation. Its capabilities 
may be efficient and effective given the technological perspective but without the 
integration of the organizational perspective its efficacy is hardly given. 

Utilizing an integrated socio-technical perspective it is possible to design or-
ganizations and IS concurrently so that both designs are not at cross-purposes. The 
Architecture of Integrated Information Systems (ARIS) is an example of a frame-

tions, events, organizational units, roles, and hierarchies) can be combined in an 
integrated modeling technique (method) that is called the Extended Event-driven-
Process Chain (eEPC). In this way it is possible to link the organizational as well 
as the technical models so that an integrated understanding and design of a to-be 
specification of the IS is possible. The final result, i.e. the instantiation, is an 
aligned software and structure of work and/ or organization that incorporates both, 
organizational as well as technological aspects of IS development and, thus, fos-
ters a more efficacious system application. Cf. Table 2 for an overview of the dif-
ferent IT artifacts created. 

integrated socio-technical perspective. All constructs mentioned in the above (func-
work that offers researchers and practitioners the possibility to model in an
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Table 2. Distinct Perspectives on Design Science 

Design Science 
Artifact 

Technological/ IT 
Perspective 

Organizational 
Perspective

Integrated Socio-Technical 
Perspective

Overall Aim 
 
 

Designing IT/ sys-
tems 
 

Designing 
Organizations 
 

Integrated design of or-
ganizations and IS 
 

1. Construct 
 
 
 

Functions, events 
etc. 
 
 

Org. units and hi-
erarchies etc. 
 
 

Functions, events, organ-
izational units, and hierar-
chies etc. 
 

2. Method 
 
 

EPC 
 
 

Organigram 
Modeling 
 

eEPC 
 
 

3. Model 
 
 
 

EPC model 
(control flow) 
 
 

Organigram 
(To-be model) 
 
 

To-be eEPC model: con-
trol flow, business flow, 
and org. responsibilities 
 

4. Instantiation 
Software 
 

(New) structure 
of work 

Aligned software and 
structure of work 

6 Conclusions 

The concepts of system thinking as well as design science and natural/ behavioral 
science are vital to the IS discipline. However, an integrated view, especially from 
the DSR perspective, is not yet to be found to a sufficient extent. This shortcoming 
is especially present in the discussion about IT artifacts as their design primarily 
focuses on technological capabilities. 

As a starting point we identified BSR and DSR as two complementary parts of 
IS research. IS research is a process or rather a cyclic action which comprises both 
behavioral science as well as design science. Based on this understanding, the 

design science is not properly aligned. These findings were underpinned by the 
analysis of the IT artifact as the central construct in design science: The inclusion 

sideration of further organizational factors to improve to the design and applica-
tion in research and practice. An example based on the ARIS framework 
underpins this conclusion. 
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Abstract: The paper discusses the problem of dynamics in conceptual models. The paper 

dynamics of objects on one hand (their life-cycles) and their behavior on the other hand 
(business processes). Possibilities of modeling object life-cycles are analyzed specifically 
regarding the UML. The rules for mutual consistency of different objects life cycles are de-

1 Introduction 

This paper discusses the problem of dynamics in conceptual models. 
Conceptual model is traditionally regarded as a static image of the reality. In 

such a view the dynamics of the Real World seems to be an exclusive matter of 
the process modeling. This paper argues for the idea that also the conceptual ele-
ments of the reality should be viewable dynamically – as a process.  Such process 
is really conceptual one, and as such it is substantially different from which ones 
called “business processes”. The paper also argues for the idea that such view is 
very important for understanding the conceptual  substance of the Real World – it 
is the way to understanding the basic process constrains of the Real World which 
is critically important for the correctness of business processes design. 

The paper is organized, except of this Introduction, into the four main chapters. 
In chapter “Conceptual modeling in the OO age” the nature of the conceptual 

modeling is discussed with specific respect to the object-oriented paradigm. 

argues for the idea that also the conceptual elements of the reality should be viewable 
dynamically – as a process. Such view is the way to understanding the basic process 

processes design.Two basic types of dynamics in the Real World are discussed – internal 
constrains of the Real World, which is critically important for the correctness of business 

fined with the use of the structural coherency rules according to the theory of M.A. Jackson. 



In chapter “Modeling Object Life Cycles with UML” the possibilities of mod-
eling objects dynamics in the UML are analyzed. As the structural view on the 
process is very important in this case, together with the absence of this view in the 
UML, the differences between State Chart versus Structure Diagram are discussed 
in detail. 

Chapter “Mutual consistency of objects life cycles” contains definition of the 
rules for mutual consistency of different objects life cycles. The basis for these 

Chapter “Consequences and conclusions” foreshadows some important contex-
tual topics in the area of information systems development as well as in the area of 
business processes analysis and modeling. 

2 Conceptual modeling in the OO age 

The concept “conceptual” has been first used in the area of data modeling. It ex-
presses the fact that the database should describe the essential characteristics of 
the Real World: objects and their mutual relationships. This origin is still visible in 
common understanding of the adjective “conceptual“ in the sense of modeling 
with the UML: 

Object-oriented analysis and design materials written by Craig Larman for Ob-
jectSpace describe conceptual modeling such as: 

Classes represent concepts from the real-world domain.  
Binary associations describe relationships between two concepts.  
The concepts can have attributes but no operations.  

Cris Kobryn [Kobryn 2000], Co-Chair UML Revision Task Force, takes con-
ceptual model into the account speaking about “Structural Model“ as a  view of a 
system that emphasizes the structure of objects, including their classifiers, rela-
tionships, attributes and operations. The purpose of such a model is to show the 
static structure of the system. 

the entities that exist, 
internal structure, 
relationship to other entities. 

Roni Weisman [Weisman 1999] from Softera also speaks about the “concep-
tual system model“. He distinguishes three types of objects: 

Entity (object which hold the system’s data) 
Boundary Object (interface objects which directly interact with the external 
world - actors) 
Control Object (objects which manage the system operations) 

As visible from previous paragraphs, there are several approaches to the con-
ceptual modeling in the area of object-oriented methods. Each of them reduces the 
Object Model (represented by the Class Diagram) to the model of objects and rela-
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rules are structural coherency rules expressed by M.A. Jackson in  [Jackson 1975].  



tionships between them, represented by their attributes, but not by their methods. 

regards besides “Entities” also “Control Object”. Just the fact  of distinguishing 
between “static” and “dynamics ensuring” objects is the best demonstration of 
such a reduction. The common understanding of the term “conceptual” thus tends 
to the synonym for “static”. 

However such an approach contrasts with the basic principle, and the main 
contribution, of the object-oriented paradigm – unity of data and operations. This 
principle evokes the idea that it is necessary to model not only static aspects of the 
Real World but also its dynamics. The existence of the object as the collection of 
data (attributes) and functions (methods) is to be the right reason for data process-
ing operations control (strictly speaking: the object life cycle) - see Figure 6 at the 
end of this article. 

Regarding the conceptual point of view together with principles of object ori-
entation it is impossible to take the object’s methods just as a heap of procedures 
usable for communication with other objects. It is necessary to find the deeper 
(conceptual) sense of them as a whole (the substance of their synergy). Such a 
conceptual meaning of the object’s methods is represented by the object life cycle. 

Figure 6 illustrates the object life cycle as a complement to the Class Diagram. 
The object life cycle is described in the structural manner by the tool called Struc-
ture Diagram, which is explained in more detail in section 2.2 of this paper. It is 
visible that all methods of the conceptual object should be ordered into one algo-
rithm which describes for each method its place in the overall process of the ob-
ject’s life. This placement of the method defines the conceptual meaning of it. In 
this sense it is obviously absurd to take into the account such methods as 
“give_list” or “send_status” as well as it is absurd to speak about “sending mes-

2.1 Dynamics of objects versus Real World behavior 

The last paragraph argues for recognizing the dynamics inside the conceptual 
model. The problem of dynamics in the Real World model is usually closely con-
nected with the phenomenon of business processes. Hence the model of business 
processes is usually regarded as the only significant description of the Real World 
dynamics. Consequently the conceptual model is usually regarded as clearly static 
description of the Real World. Another extreme opinion regards the Class Dia-
gram as the sufficient tool for business process description and reduces the natural 
need for describing the process dynamics to the description of the business proc-
esses global attributes, and relationships among them (the standard UML profile 
for BP modeling, for example). 

Experience shows that above stated opinions inadmissibly reduce the substance 
of the problem of the Real World dynamics and finally lead to the incorrect con-
clusions. 
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This reduction is present also in Roni Weisman’s approach (see above) even if he 

sages” between objects (discussion between the Order and the Goods in this 
example). Such a point of view is suitable for the model of objects in a program 
system but in case of conceptual objects it is obviously improper. 



the structure of the Real World (the view on the Real World as a set of objects 
and their relationships), 
the behavior of the Real World (the view on the Real World as a set mutually 
connected business processes). 

Real World 
Structure

(Object Model)

State Chart 
Class DiagramProcess Diagram 

Attributes 
and 

Methods

Events
and

Actions

Data Structures

Events / 
Methods

States / 
Attributes

Conceptual Real World Model

Real World 
Behavior 
(Business 
Processes 

Model) 

 
Fig. 1. Two Types of Real World Dynamics 

and data structures, also typical dynamic aspects as events, methods, and object 
states. Thus the description of dynamics is not just the matter of the behavioral 
model. It is the matter of the conceptual model as well.  

Obviously there are two types of dynamics in the Real World: 

dynamics of the Real World objects, represented by their life cycles, 
behavior in the Real World, represented by business processes. 
Some argumentation for the above stated ideas follows. 

The Real World objects cannot be regarded as business processes because: 

objects are not behaving – their life cycles are rather the description of business 
rules in a process manner, 
the process of the object life has no goal (except the “death” of the object), nor 
product, it is rather the expression of the objective necessity, 
although we describe the process of the objects life-cycles, that description still 
remains the structural one – whole context is described statically (structurally), 
it is subordinated to the Real World structure, 
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Figure 1 describes two main dimensions of the Real World model: 

At the figure it is clearly visible that the concept of “behavior” cannot be 
regarded as a synonym to the “dynamics”. Both dimensions have common inter-
section. Even inside the Real World structure it is thus necessary to regard some
dynamics – the intersection contains, besides the static object aspects as attributes



objects are typically taking different roles in different processes giving them the 
context (Real World rules). 

From the opposite viewpoint the business process is quite a different kind of proc-
ess than the life-cycle of the object because: 

business process has the goal, and the product, it is typical expression of the 
human will, 
business process typically combines different objects giving them the specific 
meaning (roles of actors, products, etc.). 

For detailed discussion of the main differences between object life cycles and 
business professes see [Repa 1996], [Repa 1999], [Repa 2000] and [Repa 2003]. 

The above mentioned facts support the need for modeling the dynamics of the 
conceptual objects as something different from the behavior of the Real World, 
which is traditionally represented by business processes. Although in both cases 
we regard the modeling of processes, at the same time we have to take into the ac-
count the fact that modeling of the conceptual objects dynamics has its specific 
logic, different from the logic of the modeling business processes. This logic pri-
marily reflects the specific nature of the object life cycles, discussed above. 

Roots of the idea of structural coherency are in ideas of Michael Jackson, formu-
lated in his method “JSP” [Jackson 2002]. 

By the words of the author the fundamental idea of JSP was: program structure 
should be dictated by the structure of its input and output data streams [Jackson 
1975]. If one of the sequential files processed by the program consisted of cus-
tomer groups, each group consisting of a customer record followed by some num-
ber of order records, each of which is either a simple order or an urgent order, then 
the program should have the same structure: it should have a program part that 
processes the file, with a subpart to process each customer group, and that subpart 
should itself have one subpart that processes the customer record, and so on.  

The execution sequence of the parts should mirror the sequence of records and 
record groups in the file. Program parts could be very small and were not, in gen-
eral, separately compiled.  

The resulting structure can be represented in a JSP structure diagram, as in 
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2.2 Structural coherency - approach of M.A. Jackson 

Figure 2: 
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Fig. 2. Structure of a File and of a Program [Jackson 2002] 

The structure is simultaneously the structure of the file and the structure of a 
program to process the file. As a data structure it may be verbalised like this: 

“The File consists of zero or more Customer Groups. Each Customer Group 
consists of a Customer Record followed by a Customer Group Body. Each Cus-
tomer  Group Body consists of zero or more Orders. Each Order is either a Simple 
Order or an Urgent Order” [Jackson 2002]. 

Based on the above stated idea Jackson proposed the process of designing the 
program which consists of the following steps: 

1. Draw data structures for program input(s) and output(s). 
2. Form program structure based on the data structures from the previous step. 
3. List and allocate operations to the program structure. 
4. Create the elaborated program structure with operations and conditions ad-

ded to the basic program structure 
5. Translate the structure diagram into structure text or program code. 

The result of applying JSP is a program that reflects problem structure as ex-
pressed in a model of its inputs and outputs (see Figure 3). If changes to the pro-
gram are required that only affect local components, the changes can be easily 
made to corresponding program components. A program’s structural integrity – its 
correspondence with the problem’s structure – is the primary way that we can re-
duce errors and costs in software maintenance. 

144      Vaclav Repa 



IN

a

IPAIR

*

*

OUT *

*

IBODY OBODY

b c

OPAIR

f

d e

IN&OUT*

*

i&OBODY

I&OPAIR

f

b&d c&e

a

1:1

1:1

1:1

 
Fig. 3. Two File Structures and a Program Structure [Jackson 2002] 

The crucial moment of the design process is the first step and the transition 
from the first to the second step. In fact, the root of the problem is solved by merg-
ing data structures together – it requires making the set of crucial decision about 
the correspondences of particular data structures parts and their merging into the 
resulting structure (which is, in fact, the structure of transformation process from 
the input structure(s) to the output one(s)). Therefore Jackson determined the set 
of rules for merging structures together. In addition to this set of rules he defined 
the concept of the “structure clash”:  

If there are two not corresponding components of the corresponding iterations, 
and if it is not possible to merge them as a sequence, or as a selection, nor to ex-
press the first component as an iteration of the second ones (and vice versa) than 
there is the structure clash existing between both structures. (see Figure 4). 
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Fig. 4. Structure clash 

The structure clash means that it is impossible to express the substance of the 
problem as a simple structure. The process of the problem solution consequently 
requires several parallel solution processes, each targeted on separate, and rela-
tively independent, part of the whole problem (sub-problem). For instance, in the 

company organization out at first, and then building the new organization which is 
harmonized with the project management requirements. It is because the division 
organization and the project organization are mutually independent in so far that it 
is not possible to make any compromise or to subordinate one structure to the sec-
ond one. 

Thus the structure clash (from the Jackson’s theory) is the precise technical de-
finition of the natural parallelism in the process, coming from the nature of the 
problem itself and therefore present substantially. 

3 Modeling Object Life Cycles with UML 

Unfortunately, the Structure Diagram, used in previous paragraphs, is not the 
regular diagram of the UML. While using the UML it is necessary to use the State 
Chart for description of the object life cycles. 

so called “real-time processing”. But the concept of the state machine in general is 
not substantially reducible just to the area of real-time processing. Also in the area 
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example at the Figure 4 the solution (i.e. transformation of the company from
the division-oriented organization to the project-oriented one) requires breaking the 

State Chart is not primarily intended for the description of life cycle, its roots 
are in the area of state machines theory, and it is closely connected with the concept of 



of data processing there is the need for recognizing states and transitions among 
them. The best proof of this idea is the concept of the object life cycle itself – once 
we think about the objects generally (i.e. in terms of their classes), than we have to 
strongly distinguish between the class and its instance. In the case of the object 
life this requires to determine those points in the life of all objects of the same 
class, which we will be able to identify, and which it is necessary to identify in or-
der to describe the synchronization of the object life with life cycles of other ob-
jects. Such points of the object life are its states. So each object instance lives its 
own life while the lives of all instances of the same class are described by the 
common life cycle. 

Fig. 5. Structure Diagram versus State Chart 

“Filling”) which serves as the way of understanding the problem. Such a possibil-

business (i.e. real world behavior) who typically sees the process in detail. The 
very serious problem is that unstructured description often leads to creating sub-
sidiary abstract concepts which have nothing to do with the real world (i.e. con-
cepts which are not “conceptual”). In our example there is the problem with the 
presumption that the same event “Exemption” occurs two times what is impossi-
ble in the real world. The reason for it is the impossibility to express needed com-
bination of actions connected to this event in given situation (object state). 

At the end of this chapter let us resume some limitations of the state-oriented 
description: 
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ity is missing in the case of State Chart. On the other way State Chart allows
reverse point of view on the object life cycle – in terms of states and transitions
between them. Such a view is very close to the position of a real attendee of the 

It is visible on Figure 5 that the difference between these two styles of describing 
exactly reflects basic difference between structured and unstructured style of view. 
In structured view there is the need for creating abstract higher units (as “Living” and 



unstructured view on the process requires the need for the additional reader’s 
abstraction in order to recognize structures, 
for the description of generalized processes it is necessary to use the hierarchy 
of diagrams (compound states). When we describe the life-cycle of the object 
class, this necessity is warranted because such process is generalized by defini-
tion. 

On the other hand the main limitation of the operation-oriented description is 
the fundamental need for the reader’s abstraction – the reader needs to generalize 
sets of operations in order to recognize basic structure types (iteration, sequence, 

sequences of models. 

4 Mutual consistency of objects life cycles 

Jackson’s rules for merging structures, described at the sub-chapter 2.2, allow tak-
ing the structure as a common denominator for both the data and the process and 
use of this structure as the basis for mapping deeper conjunctions among data 
structures and processes.  

Moreover, there are some other general analogies which would be usable for 
use of Jackson’s ideas for reflecting the natural consequences in Real World mod-
els, which follow from the nature of the relationships among the Real World ob-
jects. In the following text I call them “structural consequences”.  

The main and the most important general analogies, mentioned above, are: 

The sequence type of structure is an analogy of the aggregation type of hierar-

ration that the iteration type of structure is just the special case of the sequence 
(where all its parts are of the same structure), hence it is an analogy of the -

aggregation. 
The cardinality of the relationships among objects is an analogy of the aggrega-
tion (as the aggregation reflects the quantity and says nothing about the quali-
ty), while the optionality of the relationship is an analogy of the generalization 
(as the generalization reflects the quality and says nothing about the quantity 
(including the ordering)). 
Similarly, the generalization (inheritance) type of relationship in the class dia-
gram should be reflected by some kind of selection, while the aggregation 

lowing from it. 

Jackson’s theory does not describe the rules for merging structures together 
only. It also leads to the important idea that the structural coherency is the crucial 
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and selection). Such a need is not present in the state-oriented view on the life-cycle,
where the description strictly follows particular state transitions. Nevertheless
this abstraction is the necessary way to recognizing deeper – structural – con-

chy, while the selection type of structure is an analogy of the generalization 
type of hierarchy. In connection with this it is necessary to take into the conside-

(composition) by some kind of sequence/iteration, with all consequences fol-



point for modeling basic relationships between the static dimension of the Real 
World (what it consists of), and its dynamic dimension (how it is doing). Each 
point of view on the Real World, including the conceptual model, has these two 
dimensions. In the conceptual model of the Real World the static dimension is 
modeled by the conceptual object classes and their relationships, while the dynam-
ics of them is modeled by their life cycles. 

Concluding from previous paragraphs we can  formalize basic rules for the 
structural consistency of  objects in the conceptual model as follows: 

1. Each association between two object classes must be reflected by the speci-
fic operation in each class life cycle. 

2. The cardinality of the association must be reflected by corresponding type of 
structure in the life cycle of the opposite class: cardinality 1:n by the iterati-
on of parts, cardinality 1:n by the single part of the structure. 

3. The optionality of the association must be reflected by corresponding selec-
tion structure in the life cycle of the opposite class. 

4. Each generalization of the class must be reflected by corresponding selection 
structure in its life cycle. 

5. Each aggregation association between classes must be reflected by cor-
responding iteration structure in the life cycle of the aggregating class (con-

model. Class diagram represents the static contextual view on reality, while the 
object life cycle describes the “internal dynamics” of the class. The internal dy-
namics of the class should be subordinated to the context (i.e. substantial relation-
ships to the other classes), therefore each  class contains specific operation 
(method) for each association (it is obvious that some associations to other classes 
are missing in this example). The life cycle determines the placement of each  par-
ticular operation  in the overall life history of the object - the internal context of 
the operation. The internal context must be consistent with the external one, which 
follows from relationships described between classes in the Class Diagram (asso-
ciations to other classes, generalizations etc.). Dashed arrows indicate basic con-
sequences of  described associations and their cardinalities in life cycles of both 
classes: 

Optionality of the association (goods may not to be ordered at all) is reflected 
by the existence of the possibility that the whole sub-structure, representing  
ordering of goods may be idle in the Goods life cycle. Also the fundamental 
conditionality of the delivery is the reflection of this fact. 
Multiplicity of the association (one Order may contain several items) is reflec-
ted by the iteration of the structure “Filling” in the Order life history which ex-
presses the fundamental fact that the order may be created, fulfilled by several 
supplies, or changed several times, separately for each ordered item. 
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tainer/composite class). 

Figure 6 illustrates some examples of structural coherences in the conceptual 



Order

Orders

Class 
Diagram

Goods

0..1

1..n

Part No.:.......
Name:.......

Order No.:.......
Name:.......

CreateOrder()

DeleteOrder()

Delivery()
ChangeAmount()

OrderCancel()

Create()

Delete()

OrderChange()

................

................

Delivery()
ChangeAmount()
Exemption()

Order

Creation DeathLiving

Filling

Delivery Change Cancel

until  
Fulfilment or 
Cancellation

Goods

Manipulation

Delivery Change

Taking 
Into the 

account of 
Store 

until Removal 
from the  

account of Store 
or  Exemption  

Removal

ValuableIdle

Exemption Otherwise  (Taking 
into Account)

Creation DeathLiving

Step of 
Life in 

account  

until  
Exemption 

In account 
of Store

Removed 
from the 

account of 
Store 

Exemption

*

o o o o

o o

*

o o oIs Ordered 
by

*
Creation 
of item

*

 
Fig. 6.  Structural Coherency of Objects and their Life Cycles 

The knowledge of structural consequences helps the analyzer to improve the 
Real World models concerning their mutual consistency as well as their relative 
completeness (as the completeness is a main part of the problem of consistency). 

5 Consequences and conclusions 

This paper discusses the problem of dynamics in conceptual models. The paper 
just outlines some basic contingences which follow from the inspiration by the 

nificance of the description of objects internal dynamics, as it is the only way to 
ensuring the full respect of their structural consistency. 

The aim of this paper is not to introduce some new language, nor to add the 
new diagram into the UML. As stated at the section 3 the Structure Diagram, used 
in previous paragraphs in order to emphasize the structural consequences of the 
process and object models, is not the regular diagram of the UML. While using the 
UML it is necessary to use the State Chart for description of the object life cycles. 
This fact just means that we are forced, while using the UML, to use the language 
which do not allow to emphasize the structural consequences. It does not mean 

quences we just need to perceive the algorithm of the object life in terms of struc-
tures, no matter if the tool helps us or not. This paper argues for such way of 
thinking at first without discussing the problem of the language. 
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theory of M.A. Jackson in the area of conceptual modeling. It points out the sig-

that we are not able to respect them. State Chart is the tool strong enough for
description of the life cycle of any object. In order to respect the structural conse-



The paper also outlines several basic rules for the structural consistency of con-
ceptual objects. This enumeration cannot be regarded as complete. More complex 
and more formal view on this problem offers the “business system meta-model”, 
which is accessible at the web page http://opensoul.panrepa.org. In addition, the 
detailed elaboration of the rules should be the subject of the further development 
of the methodology. For instance, the phenomenon of structure clashes together 
with the general possibilities of their solving, which are excellently elaborated in 
the JSP [Jackson 1975] and JSD [Jackson 1982] could significantly move forward 
the theory of conceptual modeling in the future. 
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1 Introduction 

Interoperability is defined as “the ability of Enterprise Software and Applications 
to interact” (Interop, 2005). We claim that it is impossible to provide one universal 
method for interoperability problems solution and we propose to define a knowl-
edge base of reusable method chunks each of them addressing one or more specific 
interoperability problems. In order to support situation-specific method construc-
tion and application, a collaborative tool must be developed supporting method 
chunks construction and storage as well as their selection and reuse in different 
projects. The specialisation of such a knowledge management tool for the interop-
erability domain requires the creation of a mapping from the method chunks to the 
interoperability problems, i.e. an indexation mechanism associating each method 
to one or several well-defined interoperability problems. The definition and classi-
fication of interoperability problems is necessary for interoperability situation as-
sessment and selection of the method chunks satisfying this situation.  

In this paper we view information systems development as knowledge work 
(Iivari, 2000; Backlund, 2004) with the aim of exploring an interoperability classi-
fication framework for a Method Chunk Repository which can be used to solve in-
dustry relevant interoperability problems. We propose method engineering as a 
means for dealing with some aspects of interoperability. However, in order to 
make an interoperability method chunk repository useful we must supply a classi-
fication of interoperability problems which can be used to guide the repository user 
in composing methods. The proposed repository should deal with interoperability 
problems within information systems development; hence we will anchor the clas-
sification scheme in the information systems body of knowledge (Iivari et al., 
2004). 

The focus cannot be placed on the applications alone. In order to achieve mean-
ingful interoperability organisations must be interoperable on, at least three levels: 
a business layer, a knowledge layer and an ICT systems layer (Chen and 
Doumeingts, 2003). This includes the business environment and business proc-
esses on the business layer, the organisational roles, skills and competencies of 
employees and knowledge assets on the knowledge layer, and applications, data 
and communication components on the ICT layer. Similarly, but from a more 
software-architecture oriented view, Schulz et al. (2003) conclude that interopera-
bility is achieved on the following levels: inter-enterprise coordination, business 
process integration, semantic application integration, syntactical application inte-
gration, and physical integration. According to these authors interoperability 
should be analysed from an enterprise view (i.e. interoperability between two or 
more organisations), an architecture & platform view (i.e. between two or more 
applications/systems) and an ontological view (i.e. the semantics of interoperabil-
ity). 

As can be seen from the above descriptions, interoperability is a multifaceted 
concept. In order to be able to match a specific problem situation of a particular 
case to method chunks enabling the problem solution, we need a mechanism sup-
porting method chunks indexation on the one hand and situation assessment on the 

Per Backlund et al.154 



other hand. This mechanism is referred to as a matching/classification framework. 
It must bring diverse bodies of knowledge together and extend them with interop-
erability concepts. 

The remainder of this paper is organised as follows. In section 2 we introduce a 
collaborative Method Engineering platform based on a method chunk repository 
for interoperability. The building blocks of the Method Engineering platform and 
the roles involved in platform use are presented. In section 3 we briefly analyse in-
teroperability problems in an enterprise context and present a framework to clas-
sify interoperability problems and method chunks. Section 4 illustrates how the 
classification framework is applied to an industrial case. The paper ends with a re-
view of this work, and outlines future research. 

A collaborative platform for situational method engineering must support two 
main activities: situation-specific method construction and method application in 
the corresponding system development project. The method construction activity 
requires capabilities for reusable method chunks definition, storage and classifica-
tion with respect to the problems they help to solve. It also aims to support the 
characterisation of each project situation and selection and assembly of method 
chunks fitting the situation at hand. The method application requires services for 
the obtained method enactment and evaluation of its applicability in the corre-
sponding situation. The knowledge about positive or negative experience of 
method application is captured in terms of best practices and/or experience reports. 
These features are especially important since we know that methods are never used 
as is in practice (e.g. Fitzgerald and O’Kane, 1999; Fitzgerald et al., 2002). Even 
though we don’t address these issues in particular in this paper we would like to 
point out that best practices and experience reports may help in method applica-
tion. 

An Interoperability Classification Framework

for Interoperability 
2 Collaborative Method Engineering Platform

usage, service and data.  
Figure 1 illustrates the architecture of our platform divided into three layers: 
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Fig. 1. Architecture for a collaborative method engineering platform 

The data layer concerns the knowledge repository, called the Method Chunk 
Repository (MCR), used by the platform. This repository contains two types of in-
terconnected knowledge: the method knowledge expressed in the form of reusable 
method chunks and the knowledge related to the experience of method chunks ap-
plication in specific industrial cases. A method chunk is an autonomous, cohesive 
and coherent part of a method providing guidelines and defining related concepts 
to support the realisation of some specific information system development activ-
ity in a particular context. Within the scope of the Interop NoE (Interop, 2005), our 
objective is to define and store method chunks providing solutions for various in-
teroperability issues. The metamodel of a method chunk can be found in (Ralyté 
and Rolland, 2001; Mirbel and Ralyté, 2005). Furthermore, the MCR collects the 
practice and experience of using the method chunks in terms of application cases. 

Each case included exhibits a number of interoperability issues that instantiate 
the interoperability issue types identified in the classification framework. In order 
to match the problem situation of a particular case to method chunks thus enabling 
a solution, we need a mechanism supporting method chunks indexation on the one 
hand and situation assessment on the other hand. This mechanism is referred to as 
a matching/classification framework. In this work we focus our attention to the 
classification part of this framework. Each method chunk stored in the MCR is ex-
plicitly related to one or several interoperability issues defined in the classification 
framework. 

The service layer of our platform provides several services supporting method 
engineering and method usage activities including: construction of method chunks 
and related services, classification framework management (construction, exten-
sion, and adaptation), method chunks selection, adaptation and assembly for spe-
cific cases, and case-specific method enactment and validation.  
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Finally, the usage layer defines different categories of platform users including: 
method chunk engineer, classification manager, situated method engineer and case 
user. The method chunk engineer is an expert in the method engineering domain. 
His/her role is to populate the MCR with method chunks, which can be extracted 
from existing traditional methods or defined from scratch on the basis of domain 
knowledge and experience. The method chunk engineer will also develop services 
for method chunks application and provide a descriptor (Ralyté and Rolland, 2001; 
Mirbel and Ralyté, 2005) for each method chunk characterising, with the help of 
the classification framework, the context of its application and the interoperability 
issues it helps to solve. 

The classification manager is responsible for defining and managing the 
method chunk classification framework. Such a framework should be extensible 
and evolutionary. Good knowledge about the information systems development 
domain and some selected application or problem domain, such as interoperability 
in our case, is required to enact this role.  

The situated method engineer is in charge of constructing a case-specific 
method for each case. His/her work consists of three main tasks: characterising the 
case situation by using the classification framework, selecting method chunks sat-
isfying this situation and assembling retrieved method chunks in order to provide a 
coherent and complete method for the specific case.  

Finally, the case user will apply the case-specific method in the development of 
a corresponding project and will provide an experience report including the evalua-
tion of the applied method chunks and their fitness to this case. 

The interoperability classification framework forms an important part of the 
MCR structure since it is used for method chunk classification as well as for case 
assessment. Therefore, we focus our attention to a set of interoperability problems 
in order to illustrate its applicability in an industrial case. However, it may be 
noted that the framework itself comprises a broader scope. 

3 Classification of Interoperability Issues 

Based on a survey of literature (Rahm and Bernstein, 2001; Xu and Newman, 
2006; Botta-Genoulaz et al., 2005; Domínguez and Zapata, 2000) and collective 
industrial experience in NoE Interop (Interop, 2005) and IP Athena (Athena, 2005) 
we identify and characterise a set of interoperability issues in enterprise informa-
tion systems (section 3.1) prior to proposing a classification framework in section 
3.2. 

3.1 Interoperability Classes 

Interoperability issues can be summarised to comprise five different classes: 

Business Management, 
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Process Management, 
Knowledge Management, 
Software Management, and 
Data Management. 

In general, they reside in the various levels of the framework presented in 
(Schultz et al., 2003) including: communication (interconnection and protocols), 
data (access to and change of information), service (access to and exchange of ser-
vices/functions), processes (sequences of activities and rules), knowledge (knowl-
edge assets and organisational roles) and business (method of work, legislation and 
contracts) level. In the following we briefly illustrate these classes in order to char-

The utilisation of repetitive business processes across multiple organisations 
constitutes a potential area for improvement throughout the entire supply chain. 
Many aspects are generic and involve repeated periodic processing of similar or 
identical orders. Business decision-making activities are of paramount importance 
to enterprises, affecting day-to-day operations as well as medium and long-term 
planning and execution of activities. Therefore, an integral mechanism is required 
to support the decision-making process at various levels, by considering results 
coming out of daily operations. The provision of (near) real-time aggregated views 
of key business information in relation to the above business decision-making ac-
tivities can be done by accessing and integrating data in existing legacy systems. 
Such aggregated views will enable actors to take more accurate and timely deci-
sions, exploiting to the full extend the capabilities of existing ICT systems. 

The time from order to delivery could be shortened by better process interop-
erability. This can be achieved by the ability of a process to make its requested and 
offered services/interfaces “visible”. Shortening the time between different proc-
esses, e.g. from raw materials suppliers, has a direct effect on the delivery date. In 
this context we identify the fact that applications focus on transactions as opposed 
to processes as an issue to take into account. 

The knowledge associated to a product over its entire lifecycle needs to be 
shared between stakeholders. This entails an adequate and common understanding 
of product and process information rather than merely transferring information be-
tween stakeholders. Knowledge can be organized according to domain standards.  

To make knowledge sharing efficient there is a need for support for stake-
holders’ collaboration. This implies communication/collaboration infrastructure in-
tegration by using standard middleware and communication protocols, which al-
low the seamless communication and interoperability of model-generated 
workplace applications. We identify two critical issues in this matter: shared data 
integration and data access synchronization. Shared data integration entails recon-
ciliation of business level information exchanged between the stakeholders that 
support collaboration and common understanding.  

As enterprises are more and more using commercial of the shelves software 
(COTS), the used solutions are highly generic and require an important parame-
terisation/customisation and administration to adapt the solution to the business 
context. This customisation should be as easy as possible by operators, without 
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implying modification of technical interfaces by software engineers. This fact 
makes easy customisation of software products and automatic reorganisation of the 
technical interfaces even more important. The need for documented publication of 
applications and software product services increases. 

Data format interoperability is the ability of a process/application to exchange 
data with one/more partners by means of a common data format or via a mapping 
between the proprietary format and an intermediate common format. Hence the en-
terprise architecture has to take the support of the main technical middleware 
frameworks in a coherent way into account. 

3.2 Interoperability Classification Framework 

Recently there has been an increasing interest in creating a body of knowledge for 
software engineering (Swebok, 2004) and information systems development (Iivari 
et al., 2004) respectively. These efforts aim to structure relevant knowledge within 
the areas that they are to cover. Notably, neither of them explicitly deals with the 
concept of interoperability. 

Iivari et al. (2004) propose five ontological domains (in the terminology of 
Bunge (1983), each of these domains merges both ontological and epistemological 
aspects) for information systems experts.  

The organisational domain refers to the knowledge about social contexts and 
processes in which the information system is used. The application domain refers 
to the knowledge about the application domain for which the information system is 
intended. The development process knowledge refers to the methods and tools 
used in systems development. The IT application domain refers to the knowledge 
about typical IT applications and their use in a certain application domain. The 
technical domain refers to the hardware and software of an information system. 
Fig. 2 indicates relationships between the IS ontological domains (first column) 
and the classes (third column) of interoperability issues (examples in fourth col-
umn) identified in section 3.1. In the technology and IT application domains we 
find issues of data management and software management, hence relating the IS 
field closely to the field of software engineering. Application domain knowledge 
includes issues concerning business management and process management, i.e. 
how typical applications work in a particular domain. Finally, organisational do-
main knowledge has to do with knowledge management in a general sense even 
though certain issues may be refined to specific application domains. 

The software engineering body of knowledge (Swebok, 2004) refines the tech-
nology and systems development process knowledge domains of the IS body of 
knowledge (Iivari et al., 2004) by identifying the following knowledge areas: 
(software) requirements, design, construction, testing, maintenance, configuration 
management, engineering management, engineering process, tools and methods 
and quality. Even though we do not use those exact terms in Fig. 2 we note that, in 
Swebok (2004), interoperability is seen as an emergent property, which is depend-
ent on the system architecture, with the focus set on software interoperability. 
Apart from that, not much attention is paid to interoperability. Hence we may add 
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an interoperability aspect to all knowledge areas of Swebok (2004) as well as the 
IS body of knowledge. 

The Enterprise Ontology (2003) is a collection of concepts and their definitions 
from the business domain. It is subdivided into the aspects activities and processes, 
organisation, strategy, and marketing. The Enterprise Ontology can be used to fur-
ther characterise the business domain in a similar way as Swebok (2004) can be 
used to characterise the ICT development domain. 
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Fig. 2. Interoperability Classification Framework 

As indicated in Fig. 2 we bring together the IS domain and the interoperability 
domain to provide a structure for classifying interoperability issues. Interoperabil-
ity is not only a problem concerning software and technologies. It is also a problem 
that concerns knowledge and business references that must be shared in order to 
achieve interoperability (Chen and Doumeingts, 2003). Thus the interoperability 
domain comprises knowledge about business/organisational as well as technical 
aspects (Wainwright and Waring, 2004). Development process knowledge, as de-
scribed by Iivari et al., (2004), resides in both spheres since the total of all aspects 
has to be taken into account in IS development. 

We envisage an approach to understand the technical, strategic and organisa-
tional behaviours from a holistic perspective. That is, organisations are complex 
and any effort has to handle multiple aspects in order to achieve interoperability 
between systems. Furthermore, interoperability is a strategic issue; hence interop-
erability has to incorporate strategic planning for the entire system. To conclude, 
interoperability between two organisations is a multifaceted problem since it con-
cerns both technical and organisational issues, which are intertwined and complex 
to deal with. 
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We also make it possible to incorporate the knowledge areas of the software en-
gineering body of knowledge through the software management and data man-
agement interoperability classes. Hence, we propose an extensible classification 
framework, which is anchored in the information systems body of knowledge and 
the software engineering body of knowledge. Moreover, we cater for the possibil-
ity to allocate problems to the epistemological domain that has the proven methods 
and knowledge available to solve them. This is particularly useful since real world 
problems typically concern a combination of ontological areas. The method chunks 
stored in the MCR are indexed by the classification scheme allowing for better 
support to all roles identified in the usage layer of Fig. 1.  

4 Applying the Classification 

A typical case from the real world contains multiple interoperability issues. We use 
as an example the experience from the public utility sector, here the water sector 
consisting of organisations that supply fresh water, organisations that process sew-
age water, and local municipalities that raise taxes on both, in particular wrt. the 
sewage water. In the Netherlands, fresh water supply and sewage water processing 
are done by organisations that have no need to exchange data since the cost for 
fresh water supply is based on consumption whereas the cost for sewage water is 
based on the number of persons in a household. A European guideline stimulates 
countries to base the sewage water invoice on consumption as well. Since there are 
no metering devices installed for sewage water per household, the only way to do 
so is to rely on the metering for the fresh water consumption of the household. To 
complicate the situation further, the local municipalities use to include taxes on the 
sewage water invoice that are currently based on sewage water price. As the com-
putation of the sewage water price changes, the tax calculation has to change as 
well. In the following, we analyse the interoperability problems occurring in the 
case and classify them into our framework.  

IP1: The business models of the three organisations are incompatible. The fresh 
water organisation raises income based on the consumption. The sewage water or-
ganisation and the local municipalities use number of persons in a household as 
basis for their invoice. Moreover, the participating organisations have different 
concepts for the addressee of the invoice. The fresh water organisation has a con-
cept of a customer linked to a fresh water supply end point. The other two organi-
sations use the concept of a household with a number of citizens associated to it. 
To integrate the business models of the three organisations, one needs to come up 
with calculations on a common data basis that fulfils the expectations of the three 
organisations.  

IP2: The business processes of the three organisations are not aligned. In par-
ticular, the invoicing processes are taking place at different points of time. Specifi-
cally, the time when a fresh water invoice is printed is completely independent 
from the time when the sewage water invoice is printed. The processes for main-
taining the customer and citizen data sets in the participating organisations need to 
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be aligned since it may well be that a person is still in the customer data set of the 
fresh water organisation while already being removed from the citizen data set.  

IP3: The three organisations use completely heterogeneous IT infrastructures. 
The data exchange between the local municipality and the sewage water organisa-
tion is done by physically sending spreadsheet files on computer-readable media. 
The fresh water organisation relies on an ERP system to manage all its data and 
processes. It is unclear whether to use a common platform to which all three or-
ganisations supply data, or to send data directly to each other, or for one of the 
three organisations to play the role of a data integrator.  

IP4: The data structures are heterogeneous. That holds for all fields relevant for 
creating the invoices, e.g. the address field, the date field etc. The heterogeneity is 
resolved by ad hoc procedures to reformat the exchange files. For those parties that 
do not yet exchange data, the problem of heterogeneity is not yet analysed. 

IP5: The cultural background and habits in the three organisations is different 
und difficult to harmonise. The non-profit character of the local municipalities may 
clash with the more commercial attitude found in the fresh water company. The 
challenge is to make the right people communicate and exchange information 
about their respective goals and capabilities. A further complication is that the co-
operation is forced upon the participating organisations by the European directive. 

Table 1 classifies the five identified interoperability problems into the frame-
work represented in Fig. 2. The classification of the case problem is a manual 
process and is the first step of the MC enactment and cases solutions service of the 
MCR. The classification limits the scope of applicable solutions as well as the type 
of change to be expected from the solution. We applied the following approach for 
the classification of the case problems: 

1. Determine the IS domain of the case problem: The IS domain is 
characterising the type of knowledge that is necessary to understand the case 
problem. For example, IP4 belongs to the IS domain Development process . 
Here, the Swebok (2004) knowledge base can be used to characterise the 
field. 

2. Determine the interoperability domain: This classification characterises the 
type of interaction that causes the case problem. For example, IP2 is about 
the alignment of business processes of operational users at different 
enterprises.  

3. Determine the interoperability class: This class is specifying which type of 
management activity is related to the interoperability problem. It also 
specifies which expert is to be consulted to solve the problem.  

4. Determine the interoperability issue: The set of issues is build upon 
experience, i.e. whenever a case problem occurs one looks up whether there 
is a similar issue in the method chunk repository. The issues are the most 
specific abstractions of past case problems. The interoperability issue is the 
item that is linked to the potential solutions in the method chunk repository. 

This stepwise approach focuses the case user (see Fig. 1) towards the most rele-
vant interoperability issue for the case problem to be classified. By linking the case 
problem to the respective categories, the case user also pre-selects the group of 
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people to be involved in solving the problem at hand. The closer the case user de-
scribes the case problem along the 4 categories, the easier is the classification 
process. We plan to support the classification by a user interface that provides 
questions for classifying the case into the first 3 categories and then proposes the 
most applicable interoperability issues. If no issue is found, an update request for 
the classification manager of the method chunk repository is formulated.  

Table 1. Case classification 

Case prob-
lem 

IS Domain Interoperability 
Domain 

Interoperability In
Class 

teroperability 
Issue 

IP1 organisational business/strategic business 
management 

incompatible busi-
ness 
models 

IP2 organisational busi- pr
ness/operational 

ocess  
management 

business process 
alignment, bp in-
teroperability 

IP3 IT application ICT/execution data  
management 

heterogeneous IT 
infrastructures 

IP4 development 
process 

ICT/development data manage-
ment 

data integration, 
data format inter-
operability 

IP5 organisational business/ 
operational 

knowledge 
management 

organisational cul-
ture 

We note that a case like the one discussed above touches multiple interoperabil-
ity issues, which need to be tackled in an orchestrated effort. An open problem is 
still whether the solution to a complete case should be regarded as a whole, be-
cause the solutions to the interoperability problems highly depend on each other, or 
whether the individual solutions to the individual interoperability problems should 
be regarded as stand-alone.  

5 Conclusion 

In this paper we have outlined a generic architecture for an interoperability method 
chunk repository. One important aspect of such a repository is a classification 
framework, which can assist in selecting appropriate method chunks for resolving 
multifaceted interoperability problems. We note that neither Swebok (2004) nor 

An Interoperability Classification Framework 163

Out of the five identified case problems (see Table 1), three originate from the 
organisational domain, i.e. require a solution that is not just a technical one. Only 
problem IP4 apparently requires to change the IT systems, namely to provide the 
required data in the right format at the right time. By this example we show how 

in the repository. 
the outcome of the case classification is used to search for applicable method chunks 



Iivari et al. (2004) address interoperability explicitly. Hence, we introduce this as a 
new aspect to take into account. Our results are summarised as follows: 

1. We propose a generic architecture for a method chunk repository. 
2. We propose an application of method engineering concepts to organise 

interoperability knowledge for management and interaction. 
3. We define a framework consisting of the IS domain, the interoperability 

domain, interoperability classes, and interoperability issues. 
4. We show how this framework can be applied to a real world case. 
5. We propose a stepwise procedure designed to focus the MCR user towards a 

suitable interoperability issue matching the problem at hand. 

The strength of the proposed classification framework is that it incorporates the 
business/organisational domains as well as the technical domain. Furthermore, the 
current framework is extendible to comprise more detail. 

In order to show the applicability of the framework we have used it to classify a 
set of interoperability issues in a real world case. In a future application of a simi-
lar scheme, we claim that it will be possible to guide a method chunk user in the 
selection of relevant method chunks. This selection process will be particularly 
useful in the orchestration of method chunks resolving intra and inter organisa-
tional interoperability issues. 

Related work concerning tool and platform independence aims to develop a ge-
neric platform, which caters for the combination of tools. This is considered an in-
teroperability problem between modelling tools, whereas our work is more focused 
on domain specific interoperability problems. Hence our work is considered to be a 
practical utilisation of such a platform. Future work within our project will include 
the construction of a method chunk repository prototype using the Metis platform 
(Troux Technologies, 2005). We propose using existing technology to build the 
repository in order to enhance the utilisation in practice for the proposed approach. 
To ensure the usability of the proposed approach we include a value and risk 
analysis in the architecture description of the method repository. Our ongoing 
work indicates that the utilisation of existing modelling tools is a feasible approach 
for future work. As a first step, this will lead to a practical application of method 
chunks within the NoE Interop (2005). 
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1 Introduction 

It is frequently the case that at early stages of the requirements engineering proc-
ess, critical decisions about what the system should provide are taken. Stake-
holders and developers must evaluate alternatives and conflicts among the system 
requirements. In addition, a great deal of work must be done through focused 
brainstorming, validation, negotiation, and decision-making associated to vague or 
not completely defined requirements. In this context, Goal-Oriented modeling 
techniques emerge as a suitable way of defining and analyzing requirements, but 
also as an effective way to provide the necessary traceability towards other de-
rived software artifacts.  

This work aims at introducing a framework for exploiting Goal Models that al-
lows the analyst to customize the analysis mechanisms according to the project 
needs. Our approach is based on the propagation algorithm proposed by (Giorgini 
et al. 2003), which establishes the essential computation of propagation. Using 
metamodeling techniques we provide the analyst with extensibility and customiza-
tion mechanisms to modify the computation according to particular Goal Model 
elements, application domain, business rules, etc. These facilities are supplied by 
MORPHEUS, a tool we have developed for supporting our proposal. 

                                                      
1 This work has been funded by the Spanish CICYT project DYNAMICA 

TIC2003-07776-C02-02. 
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The remainder of this work is structured as follows. In section 2 a brief intro-
duction to Goal Models and their analysis capabilities for requirements is pre-
sented. Section 3 describes our proposal presenting the integration of metamodel 

2 Background 

A Goal Model is built as a directed graph by means of a refinement from the sys-
tems goals (or concerns). This refinement lasts until goals have enough granularity 
and detail so as to describe an operationalization, i.e., a solution that provides the 
target system to meet users’ needs and expectations. This refinement process is 
performed by using AND/OR refinement relationships. An AND (OR) relationship 
between a goal GoalX and a set of sub-goals G1 … GN is established if the whole 
set of (at least one) sub-goals has to be satisfied in order to satisfy GoalX. In addi-
tion, operationalizations are associated to the requirements (leaf goals) by means 
of contribution relationships that denote how they collaborate to achieve a goal.  

Once a Goal Model is defined mechanisms can be used to analyse its satisfi-
ability. The satisfaction (denegation) of a goal means that it will (will not) be pro-
vided by the system-to-be, i.e., user’s needs and expectations will (will not) be 
met. The propagation to carry out this reasoning about goal satisfaction is ad-
dressed by means of two approaches: 

Qualitative approach. The idea is to establish positive or negative influence 
(for instance, by means of ++, +, #, -, -- symbols) of contributions from 
operationalizations to goals in the Goal Model. These operationalizations can 
be designs, agents, events on the market, etc., depending on the specific Goal 
Model that is being used. In this sense, the degree of satisfaction does not have 
a precise interpretation, i.e., it is not based on domain or system properties but 
on the analyst criteria. (Chung et al. 2000) and (Giorgini et al. 2003) are 
examples of this approach.  
Quantitative approach. In this case, weights are set to contribution 
relationships describing the satisfaction degrees that goals have among them. 
The propagation is performed in a similar way to the previous case, but now a 
specific value of satisfiability is achieved. Those weights can be assigned 
according to quite different criteria: 

1. Subjective assignment where only the analyst criteria is used to decide, as for 
instance (Giorgini et al. 2003)’s proposal. 

2. Objective assignment, which is based on domain properties. Some proposals 
are that presented by (Letier and Lamsweerde 2004) for reasoning about par-
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elements in rule description that are used in a propagation algorithm. Section 4 
describes MORPHEUS, a tool developed to give support to our framework and 
especially an add-in incorporated to exploit the Goal Model by means of satis-
faction/denegation propagation. Eventually, in section 5 conclusions and future
work are presented. 
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tial satisfiability of requirement; or (Hansen et al. 1998) to analyze safety 
constraints of system-to-be with fault-trees. 

within the European project Environmental Friendly and cost-effective Technol-
ogy for Coating Removal (EFTCOR, 2003). Its aim is to design a family of robots 
capable of performing maintenance operations for ship hulls. On the left of the 
image, it can be observed how goals are refined from a high level goal (suitability) 
towards requirements (operationalizable goals) and operationalizations. For in-
stance, it can be observed that to achieve a suitable system-to-be both “Ap-
proachRobot” and “CatchObject” have to be satisfied; or how “MoveUsingMUC ” 
positively contributes to “MoveStepArms”. In addition, on the right side of the im-
age the result of the propagation for that selected operationalizations is shown. 
The explanation of the used rules is presented in the next section. 

Currently, there is no standard notation for goal-oriented specification but sev-
eral proposals have appeared that address different activities and perspectives in 
the Requirements Engineering Process2 . In this sense, Goal Models are mainly 

 

Similarly, the propagation of satisfaction/denegation through the Goal Model
depends on the application domain and the expressiveness of the Goal Model 
(provided by its elements such as kinds of refinements, artefacts and associated at-
tributes). Furthermore, the propagation rules could also be specific for the project 
or could even be modified in the same project in order to reflect some additional 
consideration during the analysis. This required flexibility is missing in the current 

Fig. 1. Propagation of Satisfiability/Denegability(Selected Operationalization , 
Satisfied Goal or Requirement , Denied Goal or Requirement ) 

exploited for evaluating alternative designs such as those described by (Chung
et al. 2000) (Letier and Lamsweerde 2004), business goals (Giorgini et al. 2003),
etc. However, there is no consensus on which the most appropriate mechanism or 
proposal should be. For this reason, it is the analyst who finally has to make the 
final decision about which should be used for a specific project. 

Figure 1 shows a summary example of a Goal Model which has been defined 

                                                                                                                           
2 (Kavakli and Loucopoulos 2004) offer a detailed comparative framework 

about these proposals and their role in Requirements Engineering 
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Model. 

3 Our proposal 

Our proposal took shape in the context of the ATRIUM methodology, presented 
by (Navarro et al. 2003), that guides the analyst through an iterative process, from 
a set of user/system needs to the instantiation of a Software Architecture. This 
proposal employs a Goal Model which is based on the (Dardenne et al. 1993) and 
(Chung et al. 2000) proposals. This Goal Model was extended by (Navarro et al. 
2004) integrating the Aspect-Oriented approach, in order to achieve both the effi-
cient management of crosscutting and the correct organization of the SRS (Soft-
ware Requirement Specification). A set of techniques have been also incorporated 
to identify and specify variability, from the requirements stage, so that product 
lines and dynamic architectures can be dealt with. In this context, mechanisms for 
exploiting the ATRIUM Goal Model had to be defined and developed that do not 
only deal with specific expressiveness of the model but customize these tech-
niques according to other specific needs. 

In order to facilitate this customization a proposal for requirements metamodel-
ing was developed and introduced in (Navarro et al. 2006). In this work, the most 
widely known notation for requirements specification (use cases, goal models, etc) 
were studied so as to identify the essential terms and concepts of each of them. 
Taking into account this study a metamodel for the essential concepts was defined 
that allows one to deal with generic expressiveness. The core concepts and their 
relationships are shown in Fig. 2. The first topic to consider was to define the 
metamodel is the description of artefacts. It allows one to describe any element to 
be included in the SRS. In this sense, any needed artefact can be described by in-
heriting from Artefact metaclass.  

In addition to the artefact concept, it is also necessary to establish the artefact 
relationship with other artefacts of the SRS. Therefore, two kinds of relationships 
were identified. An artefact can be refined through other artefacts, forming a hier-
archical structure. The basic kind of refinement included is Refinement that allows 
the analyst to define hierarchies of alternative specializations from the same parent 
and to relate one child to more than one parent by multiple inheritance. In addition 

Fig. 2. Core Metamodel for Requirements Engineering 
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proposals and constitutes an important obstacle while applying a specific Goal 
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the dependency relationship has also been included in the metamodel. Perhaps this 
is the most conflictive relationship for consensus. For this reason, it is represented 
in its most generic form, i.e., by means of Dependency metaclass which is appli-
cable to artefacts in the core. This metamodel has to be tailored according to the 
specific needs of expressiveness. With this purpose in mind, several steps were 
suggested to adapt and/or extend the metamodel. They need not be applied se-
quentially but in accordance with the analyst’s preferences to describe new kinds 
of artefacts, relationships, attributes, constraints, etc, extending that described in 
the core. 

In order to allow the analyst to customize the rules to be used during the propa-
gation process an extension to the algorithm proposed by (Giorgini et al. 2003) has 
been developed. In this sense, the customization allows the analyst to include any 
kind of relationship and artefact along with their attributes to describe the propa-
gation rules.  

 132, GGG and  12 GG S  12 GG S  12 GG S
12 GG S  

sat(G1) 
  

N sat(G2) N 

den(G1) N N sat(G2) 

Fig. 3. Qualitative Propagation rules described by (Giorgini et al. 2003), where 
S , S

(Giorgini et al. 2003) have described a set of rules to specify how the propaga-
tion has to be compute that Fig. 3 depicts. Sat(Gi) and Den(Gi) specify the satisfi-
ability and deniability, respectively, of the goal Gi, whose value is taken from the 
ordered set {“++”,“--”,“+”, “-”, “#”}. For example, let G2 and G3 subgoals of G1 
refined by using an AND relationship, the satisfiability of G1 is set to the mini-
mum of satisfiability of its subgoals. This means that G1 is undefined, partially 
satisfied or totally satisfied depending on which minimum value between G2 and 
G3 is. As can be observed in Fig. 1 “ApproachRobot” is fully satisfied because 
each one of its subgoals is satisfied. Regarding contribution relationships, Fig. 3 
depicts that an asymmetric propagation is performed. For instance, 12 GG S  

means that if G2 is satisfied, then there is some evidence that G1 is satisfied, but if 
G2 is denied, then nothing is said about the satisfaction of G1. On the contrary, if 
the relationship is 12 GG S  then there is some evidence that G1 is denied whether 

G2 is satisfied, but if G2 is satisfied, then nothing is said about the satisfaction of 
G1. But Giorgini et al.’s have also described the rules for symmetric propagation. 
In that case, these rules consider the propagation of both satisfiability and deni-

ability. An example could be the relationship 12 GG that means that if G2 is 

satisfied (denied), then there is some evidence that G1 is satisfied (denied). 
 

P

Gsat ),(
min 2

P

Gsat ),(
min 2

, etc. are describing contribution relationships 
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Table 1. Propagation algorithm based on (Giorgini et al. 2003)’s proposal 

Table 1 shows how Giorgini et al.’s algorithm has been modified for customi-
zation purposes, highlighting the added pseudo-code with shadowed text and the 
dropped pseudo-code with a grey text. Two main functions were initially de-
scribed by Giorgini et al.’s: “Label_Graph” which iterates through the goal model 
until there is no changes in the satisfibiality and deniability; and “Update_Label” 
which apply the appropriate rule, from those described in Fig. 3 and depending on 
the kind of relationship, to compute the satisfibiality and deniability of each node 
of the graph. As can be noticed, the initial proposal only describes the valuation 
for two attributes (sat and den) with a fixed set of rules (Fig. 3). However, with 
our proposal this set and attributes can be customized according to the specific 
needs of the project, as will be described below. 

It is shown in Table 1 that whenever a rule has to be applied two steps must be 
performed. First, applicable describes which state or situation has to be satisfied in 
order to apply a specific rule. Second, valuate specifies the propagation computa-
tion when a rule is applied. In view of this, the grammar for defining both quanti-
tative and qualitative rules is introduced by using the Backus-Naur Form (BNF). 
Table 2 and Table 3 show how applicable and valuate can be described, respec-
tively.  By using this grammar the rules defined by (Giorgini et al. 2003) can be 
easily described as shown in formulae (1) and (3). 
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Table 2. BNF for describing condition grammar 

<condition> ::= ‘(’<condition>‘)’<relational_op>‘(’<condition>‘)’  
 | not ‘(’<condition> ‘)’ | <node> <logic_op> <node>  

<node> ::= <identifier>|<expression>| <function>‘(’<identifier> ‘)’  
<identifier> ::= <id_kind_artefact>‘.’<id_attribute>  
   | <id_ kind_relation>‘.’<id_attribute> 
<function> ::= max | min | count | avg 
<relational_op>::= ‘&&’ | ‘||’ | ‘%%’
<logic_op>::= ‘>’ | ‘>=’ | ‘=’ | ‘!=’ | ‘<=’ | ‘<’ | ‘>’ 
<expression> ::= ‘‘’<string>‘’’ | <number> 

Table 3. BNF for describing valuation grammar 

<valuation>::=id_kind_artefact>‘.’<id_kind_enum_attr>‘=’ <val_enum>
  | <id_kind_artefact>‘.’<id_ kind_numb_attr> ‘=’ <val_ numb> 
<val_enum> ::= <id_kind_artefact>‘.’<id_ kind_enum_attribute> 
 |<expression_enum>  
 |<funct_enum>‘(’<id_kind_artefact>‘.’<id_ kind_enum_attribute> ‘)’   
<funct_enum> ::= max | min 
<val_ numb>::=‘(’<val_numb>‘)’<op_numb>‘(’<val_numb>‘)’| <ident_num>
     | <funct_num> ‘(’ <ident_num> ‘)’| <expression_num> 
<funct_num> ::=  max | min | count | avg | sum | prod 
<ident_num> ::= <id_kind_numbered_artefact>‘.’<id_attribute>  
     | <id_ kind_relation>‘.’<id_attribute> 
<op_numb> ::= ‘+’ | ‘-’ | ‘*’ | ‘/’ 

 
For instance, considering how the CONTRIBUTION relationship ( 12 GG label ) 

is evaluated by Giorgini et al. we can appreciate that both the state of this relation-
ship and the Goal source (GS) are used to determine if the rule can be applied or 
not. In this sense, the condition could be described as: GS(satisfied) && label=--S, 
i.e., GS has an attribute that describes if GS is satisfied. It is similarly applied to 
label, i.e., CONTRIBUTION relationship needs an attribute for specifying --S as 
its current state. In these terms, the best alternative is to represent these attributes 
following a syntax as described in Table 2 for <identifier>, i.e., by prefixing the 
attribute name with the name of the artefact or the relationship (see (1)). 

In addition, when refinement relationships are considered, for instance an AND 
relationship (

D
and

n GGG1
), some functions may be needed to determine the 

condition being applied to the set of artefacts G1 to Gn. For this reason, an easy 
alternative is to use group functions as <function> describes in Table 2. 

Furthermore, it is worthy of note that conditions can be combined to express 
other more complex ones. This will be described by using relational operations. 
This means that it would be possible to describe conditions such as: 
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In a similar maner, the syntax for the valuation is described by using the BNF 
(Table 3). As was stated in section 2, both quantitative and qualitative valuation 
should be described. For this reason, we have to distinguish between the two in 
order to make the peculiarities inherent in both kinds of valuations available. 
While describing qualitative valuations only enumerated attributes are made 
available to the analyst. This restriction is straightforward so that possible 
valuations are always constrained to a set of values. For instance, when 
considering the satisfiability, as described by Giorgini et al., the set {Full, Partial, 
None} is used. It also facilitates the valuation of this kind of attributes by 
describing functions for enumerations (<function_enum>). This requires that the 
set be defined as an ordered set in order to be able to properly apply these 
functions (min and max). This means that the valuation for an AND relationship 
(Fig. 3) could be easily described as appears in (3). 

Related to the artefacts involved in a refinement relationship, aggregated 
functions (<function_num>) can be used for its treatment as described in:  

Some specific rules had to be introduced since ATRIUM Goal Model was de-
fined to facilitate the analysis of variability. For instance, it has to be considered 
that whenever a variation point is described, its multiplicity must be defined, i.e., 
how many variants must exist at the same time in a product or architecture when 
the variability is being removed. Table 4 shows how rule OR relationship has been 
modified for dealing with variability. 

 
Table 4. Defining rules for variability analysis 

-S ION.label)(CONTRIBUT and )Full.satisfied(GoalS  

2)Full.satisfiedmin(Goal

 and )High.priority(Goal and )Peformance.type(Goal 

i

ii  

).satisfiedmin(Goal  .satisfiedGoal iD  (3) 

).satisfiedprod(Goal -).satisfiedsum(Goal  .satisfiedGoal iiD  (4) 

 Relationship Condition Valuation 
Giorgini 
 et al. 

Satisfiability 
( ORGn GD…G1 ) 

 GoalD.Sat =  
max(Goali.Sat) 

Variability Satisfiability 
( ORGn GD…G1 ) 

(count(Goali.Sat== +S”) + 
count(Goali.Sat== ++S”)) >= 
OR.multiplicity.min)  && 
(count(Goali.Sat== +S”) + 
count(Goali.Sat== ++S”)) <= 
 OR.multiplicity.max) 

GoalD.Sat =  
max(Goali.Sat) 
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4 Morpheus: Using dynamic compilation techniques 

With the aim of supporting this proposal a tool called MORPHEUS has been used. 
Due to the fact that it has to manage each model defined by ATRIUM (Require-
ments Model, Scenarios Model and Software Architecture Model) three different 
environments are provided by MORPHEUS (Fig. 4). Related to the Requirements 
Model, MORPHEUS is able not only to define both new kinds of artefacts and re-
lationships but also to instantiate and exploit them, in such a way Goal Models 
with different expressiveness can be defined. For this reason, the Requirements 
Model environment has been split into two different working contexts. The first 
one allows analysts to establish the requirements metamodel to be used by means 
of the Metamodel Editor; and the second provides analysts with facilities for mod-
elling according to the defined metamodel by using the Model Editor. 

 

 

Fig. 4. Describing MORPHEUS capabilities MORPHEUS capabilities 

In addition, MORPHEUS has been developed with capabilities to extend its 
functionality with analysis techniques. The main reason is that as new metamodels 
are defined, their related techniques can also be included and exploited. An exam-
ple of this capability has been the development and integration of an add-in for 
Goal Model analysis based on satisfability propagation. Fig. 5 shows how this 
add-in has been designed. It has been split into three main components: a Rules 
Editor, a Code Compiler and a Propagation Processor. 

 

 
Fig. 5. A sketched view of the propagation add-in 
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For its development several alternatives were evaluated. However, the usability of 
the proposal was one of the main characteristics to be achieved. For this reason, a 
user interface (Rule Editor in Fig. 5) that allows the analyst to introduce the rules 
in a simple and comprehensible manner was developed. The Rule Editor is split 
into three main parts: a browser, a rules descriptor and an editor. The browser al-
lows one to navigate through the relationships and the artefacts connected by 
them. The rules descriptor displays the applicable rules, for a selected relationship 
and source and destination artefacts. It can be appreciated that the when text box 
describes the condition and next to it appears the valuation. Below the rules de-
scriptor, a visual control permits to edit the condition and the valuation. This pro-
vides the analyst with several buttons and capabilities that prevent him from 
knowing any detail about how his/her metamodel is described in the repository or 
how rules are internally implemented. 

 

 
Fig. 6. MORPHEUS while loading the Rule Editor 

In addition, a syntactic checking is performed when a rule is being defined 
thanks to the capabilities provided by (GOLD 2005). This is a free parsing system 
that can be used to develop one’s own programming languages, scripting lan-
guages and interpreters by previously writing your grammar using BNF. The 
BNF, which was described for the condition (Table 2) and the valuation (Table 3), 
was introduced in GOLD. Then, the GOLD Parser Builder was used to analyze 
this grammar and create the Compiled Grammar Table file (CGT) used by a com-
pilation engine. It uses this CGT file to generate a C# skeleton program with a 
custom parser class that acts as a template for parsing any source satisfying the 
BNF grammar. By means of this template, the specific compilation to the objec-
tive code can be described. In this case, a translation to C# code was performed to 
make available artifacts and relationships from the repository, and that computa-

  Elena Navarro et al.

Figure 6 shows what MORPHEUS looks like whenever the Rule Editor is loaded. 
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tion which was needed for both condition and valuation. So, for each rule its 
valuation and condition description along with their respective compilation to C# 
is stored in a XML rules file to be lately used for the Code Compiler. The per-
formance could have been seriously compromised due to the necessity of repre-
senting these rules as code for its use in run-time. For this reason, the approach of 
dynamic compiling, while it is more complex, provides us with a proper solution. 
Microsoft .NET Code Document Object Model technology, as described by 
(Harrison 2003), has been used for this purpose for the implementation of the 
Code Compiler.  

By using Code Compiler (Fig. 5) a set of assemblies, containing both the rule 
code and other functionality, is generated at run time. For each rule, which is 
saved in a XML rule file, a C# class is generated which inherits from IRule.  It is 
an abstract class with two abstracts methods to override for each inherited class: 
applicable function, which checks if the rule can be applied; and valuate function, 
which performs the propagation computation. This class also has a set of functions 
to perform the minimum, maximum, etc. So, while generating code, each rule C# 
class is going to override the abstract methods with that code stored in the XML 
rule file. Other classes are also used for the management of the generated classes 
which are previously pre-compiled to speed up this process.  

Afterwards, these assemblies are accessed by the Propagation Processor to per-
form the propagation on a specific goal model and generate the results. In terms of 
integration, Propagation Processor makes use of the MORPHEUS API to access 
the model and will pass through the relations and artefacts retrieved from the re-
pository. 

5 Conclusions and further work 

Goal Models are a very promising technique to improve requirements elicitation. 
Thanks to their special capabilities to analyze goals/requirements, they can be 
used at early stages of requirements engineering process, when alternatives are 
explored, conflicts are identified and, in general, the project is in the phase of re-
quirement negotiation. However, Goal Model techniques must face a common ob-
stacle in requirements engineering: the diversity of proposals with an evident lack 
of integration; and the specific needs of the project (or domain), which usually re-
quires a customization of the requirement method and its notation. 

We have presented a framework to cope with the integration and customization 
problem in requirements engineering techniques. In this work, we have used our 
framework to provide customizable support in Goal Model propagation analysis. 
We have illustrated how the propagation rules can be defined according to a spe-
cific metamodel. In this way, we can not only establish propagation rules for 
analysis but also redefine the propagation rules whenever it is necessary. This 
functionality was provided by means of dynamic compilation techniques using 
CodeDom. MORPHEUS, a tool we have developed to give support to our approach,

177



Following this line of research, our ongoing work covers several issues. First, 
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Cookie-Chain Based Discovery of Relation 
between Internet Users and Real Persons 

Csaba Legány, Attila Babos, Sándor Juhász 

1 Introduction 

It is very important for Internet content providers to keep track of the amount of 
visitors of their sites. The content of the pages and advertisements can be im-
proved by knowing statistical properties of the visitors. 

The amount of visitors is not easy to be estimated because the human user can-
not be identified and distinguished directly on the servers. In order to solve this 
problem, instead of real persons Internet users are used. An Internet user is essen-
tially a browser related session of a user logged in to a specific computer. These 
sessions can be identified on server-side by cookies. Unfortunately more Internet 
users can belong to the same real person (e.g. a businessman uses his home and 
office computers) or more real persons can belong to the same Internet user (e.g. 
public access at school). 

The number of Internet users can be estimated by providing each client a 
unique identifier. The most common method for identifying Internet users is based 
on client-side cookies. There are two different types of cookies used, the 3rd and 
the 1st party cookies [1, 2]. The main difference between these cookies is that 
while 1st party cookies are provided by the page browsed currently, 3rd party cook-
ies are placed by foreign, third party sites. This third party site in our case belongs 
to a web-auditing company [3, 4, 5]. Since web pages often contain advertise-
ments from foreign sites, they can also set 3rd party cookies on the clients, so cli-
ent-side security software might remove them periodically. Servers-side web logs 
are used to track the client activity by recording the pages visited by Internet us-
ers. These log records usually contain the user identifier stored in the cookie, the 
client IP address, the URL of the visited pages and other statistical data. 

In this paper we provide a method that helps to estimate the relation of Inter-
net users and real persons. This method requires the efficient management of web
log entries, so we developed a new data structure called Linked Reversed Tree
(LRT). The LRT has been optimized for both building and searching the user data.
The rest of the paper is organized as follows. Section 2 introduces our basic nota-
tions (cookie-chains and nets), while Section 3 discusses common data structures
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2 Cookie-Chains and Networks 

The web log entries in server side web log files contain detailed information on 
the whole user activity. As the log is written in chronological order records of sev-
eral users are interleaving. In order to estimate the number of visitors during a 
time period the information belonging to a given user must be separated. Let an 
entry sequence in the web log be called a cookie-chain (noted by CC) if these en-
tries belong to the same Internet user. 

A cookie-chain is built based on the user ID-s carried by the 3rd party and 1st 
party cookies. If these cookies are removed from a computer, all the cookie-chains 
on the server side will be closed. If the user continues to browse the web, new 
cookies will be set, and the new server-side log entries will belong to a new 
cookie-chain. If a person uses multiple computers for browsing, he/she will have 
entries in several cookie-chains, because he/she will be identified as a different 
Internet user. In order to join these cookie-chains (and Internet users) in both 
cases, a non-cookie based identification method is required. Websites having reg-
istration database (e.g. e-mail providers) identify their users with special unique 
login identifiers (noted as UID-s). These sites can track their users independently 
from the computer they use. Cookie-chains can be connected with each other by 
common UID-s to form cookie-networks. There are two cookie-chains visible in 
Figure 1, having three UID-s each. They can be joined to a cookie-network be-
cause they have one UID in common (filled gray on the figure).  

 
Fig. 1.  Joining cookie-chains 

allowing to handle them. Section 4 contains the description of our new data struc-
ture. LRT. In Section 5 we provide measurements to compare the new approach
to the other data structures. We conclude by summarizing our results. 
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The cookie-networks are disjoint sets of log entries having no connection to the 
other networks (no common 3rd or 1st party cookie, or UID). Figure 2 shows typi-
cal cookie-networks. 

 
Fig. 2.  Cookie-networks 

The disjoint sets of cookie-networks are the starting point of further processing 
since the size of them is much smaller than the total size of web log entries, which 
means that more complex business rules can be run much easier on them. The 
business rules making possible to find the ID-s belonging to the same visitors and 
discovering the number of real persons behind the Internet users are out of the 
scope of this paper, here we only concentrate on the first step, the efficient separa-
tion of cookie-networks. 

3 Theory of Disjoint Sets 

Section 2 introduced how web log entries can be joined to form cookie-chains and 
how they can be connected into disjoint cookie-networks. The algorithm for creat-
ing disjoint sets is made up of the following steps [6, 7, 8, 9]: 

1. In the beginning we create a set separately for each CC and for each UID, 
containing only the given element. 

2. We iterate through all the CC-s. We find the set containing the CC and the 
sets containing the UID-s belonging to this CC, and we join the found sets. 

Necessary operations highlighted above will be implemented by the following 
operations: MAKE-SET, FIND-SET and UNION. 

Sets should be represented by a data structure, which allows the previous algo-
rithm to run with the smallest possible amount of memory load and execution 
time. Every set will be accessible through its representative element, which must 
be the same until the set changes. 
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Three functions should be supported by the data structure according to the algo-
rithm [7, 8, 12]: 

MAKE-SET(x): creates and returns a new set containing only x which is also 
chosen to be the representative element. 
FIND-SET(x): returns the representative of the set containing x. It should al-
ways return the same result if a set has not been changed. 
UNION(x, y): unifies the sets containing x and y. 

As it is obvious, this basic data structure does not support listing of the ele-
ments of a set, so this feature should also be added in order to enable further proc-
essing. 

3.1 Linked List 

This data structure models a set by a linked list (Fig. 3.), where the representa-
tive of the set is the first member of the linked list. Each item of the list contains a 
Data value, a pointer to the next item of the list (Next), a pointer to the first item 
(Head). There are two special fields that are only valid in the representative ele-
ment: a pointer to the last element (Last) and the size of the set. 

Head

 
Fig. 3. Linked List 

Implementation of basic functions: 

MAKE-SET(x): Creates a new list element containing only x, Head points to it-
self, Next is NULL, and Size is 1. Return value is a pointer to the only member 
of the list. 
FIND-SET(x): Returns the Head pointer of x. 
UNION(x, y): Finds the Head pointers of x and y. If the pointer are the same, it 
indicates that x and y belong to the same set, so nothing further is to do. If not, 
append the shorter list to the end of the longer. 

Since we have to change the Head pointer of each element in the appended list, 
it is worth to join the shorter one to the longer. 

Data 

Next Next

Head

Data 

Last

Data 
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It is vital that MAKE-SET and FIND-SET are of (1) complexity, while 
UNION takes (k) time if k is the length of the shorter list. It has been proven that 
a sequence of m MAKE-SET, UNION, and FIND-SET operations, n of which are 
MAKE-SET operations, takes  

(m + n * log n) (1) 

time [8, 11]. 

3.2 Reversed Tree 

Compared to the linked list, the representative of each set is the root of the tree. 
Every node contains a Data value, a pointer to the parent node (Parent). The size 

Data 

 
 

Fig. 4. Reversed Tree 

Implementation of basic functions: 

MAKE-SET(x): Creates and returns a new node containing only x, whose Par-
ent pointer is NULL, and the size is 1. 
FIND-SET(x): Returns the root of x by moving upward in tree along the Parent 
pointers. Each node’s Parent pointer should be set to the found root (path com-
pression, [9]). 
UNION(x, y): It finds the roots of x and y. If the pointers are the same, x and y 
belong to the same set, so nothing more is to do. If not, then the smallest tree’s 
root should be added to the other tree as a child (size-based unification). 

MAKE-SET is of constant time, but the other two operations depend on the 
depth of the trees. Without path compression and size-based unification it would 
be slower than the operations of the linked list. It has been proved that a sequence 
of m MAKE-SET, UNION, and FIND-SET operations, n of which are MAKE-
SET operations, takes 

(m (n)) (2) 

time where (n) is the inverse-Ackermann function, which is constant in practice 
(if n<=1080, 1<= (n)<=4) [8,9]. 

Data Data 

Parent Parent 
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of the set should be stored in the root (Fig. 4). 
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4 Linked Reversed Tree 

Cookie-networks can be found with the reversed tree quite fast, but we cannot list 
the items of the sets efficiently because we do not have any pointers from the root 
downwards since the tree is reversed. It is very easy to enumerate the items of a 
linked list however the unification of sets takes long. We suggest using a new data 
structure that combines the advantages of the above mentioned ones. The new data 
structure named Linked Reverse Tree (LRT) contains a Data value, a pointer to 
the parent node (like the reversed tree), a pointer to the next value (like the linked 
list), the size of the set and a pointer to the last item (like the linked list). Size and 
Last pointer are only valid in the representative item. The items should be linked 
in a way that the root of the tree should be the head of the list, so we will get the 
same representative handling independent from handling it as a simple reversed 
tree or a linked list. LRT is displayed on Figure 5. 

Data 

  
Fig. 5. Linked Reversed Tree 

Implementation of basic functions: 

MAKE-SET(x): Same as the function of reversed tree 
FIND-SET(x): Same as the function of reversed tree. Note, that path compres-
sion does not harm the linkages. 
UNION(x, y): Like the function of the reversed tree, but the Last and Next 
pointers should be set. 

UNION contains only constant time operations but for the two FIND-SET 
function calls. These increase a bit the creation time, but the members of the sets 
can be listed quickly from the root along the Next pointers. 

The LRT can be used for finding disjoint sets as follows on Figure 6, suppos-
ing that the UID-s belonging to each cookie-chain are available directly (these lists 
can be made during the pre-processing phase, when the cookie-chains are discov-
ered). 

FOR EACH cc IN CCList 
  ccs.Add(cc,MAKE-SET(cc)); 

Data Data 

Parent Parent

Size 

Next

Next

Last
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FOR EACH uid IN UIDList 
  uids.Add(uid,MAKE-SET(uid)); 
FOR EACH cc IN CCList
  FOR EACH uid IN cc.UIDList 
    UNION(ccs.GetByKey(cc),uids.GetByKey(uid)); 

Fig. 6. Use of LRT-s to make disjoint sets 

The algorithm creates a new 1-element set separately for each CC and for each 
UID, containing only the given element. It iterates through all the CC-s. It finds 
the set containing the selected CC and the sets containing the UID-s belonging to 
this CC, and joins the found sets. Due to efficiency reasons, the pointers returned 
by MAKE-SET will be stored in hash tables, separately for CC-s and UID-s (ccs 
and uids), because later we need these reference. The Add function of ccs and uids 
adds a new cc-set pair to the hash table, while the GetByKey function returns the 
set for the input key. Note, that if the structure representing a cookie-chain is cre-
ated by ourselves, then we can reserve a field in it for the reference to an LRT 
element instead of using hash table. The UID is typically a number, therefore the 
other hash table is always needed. 

Cookie-networks can be listed by finding root elements and listing the nodes of 
the trees by following the Next pointers. Each CC network will be listed once with 
this algorithm. 

The memory required by the algorithm depends on the size of the data to be 
stored in the trees. As we mentioned in 3.2 if we have a sequence of m MAKE-
SET, UNION, and FIND-SET operations, n of which are MAKE-SET operations, 
it takes (m (n)) time to build a reversed tree. If Linked Reversed Tree is used 
and we have n cookie-chains, m UID-s and p CC - UID pairs, creating the disjoint 
sets requires n + m MAKE-SET and p UNION operations and listing all the 
cookie-nets is linear. So the whole time complexity is 

((n + m + p) (n + m) + n + m) = ((n + m + p)  (n + m)) (3) 

5 Experimental Results 

The building time of CC networks was been measured with different types of syn-
thetic data. There is a measurable difference in the building time for each data 
structure even when relatively few cookie-chains are used. Single cookie-networks 
containing 1023…16383 cookie-chains were generated, each of them contained 
two real persons. 

As expected from the theory, the building of the tree took the smallest amount 
of time, the LRT s building time was only a bit greater, while the building time of 
the list should be the largest since we had to change the Head pointer frequently 
because of the high number of UNION calls. Our results are detailed on Figure 7 

Cookie-Chain Based Discovery of Relation 

and it can be stated that the difference in building time between the list and
the tree-based data structures increases with the size of the cookie-chains. The 

’
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Figure 8 contains the results of listing the elements of the sets. As expected, the 
use of  tree data structure is the slowest, and there is no significant difference be-
tween the results of the list and the LRT. 

 
Fig. 7.  Comparison of creation time of cookie-networks 
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building time of the tree is only a bit smaller than the building time of the LRT.
However, if there are only a few CC-s in the network, there is no significant dif-
ference between the building times of the different data structures. 

Fig. 8.  Comparison of listing time of cookie-networks 
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6 Conclusions 

This paper presented an optimization method for cookie-based estimation of the 
relation between the number of Internet users and real persons in a given scenario. 
Without detailing the actual business rules, we focused on speeding up the prepa-
ration step, namely building the disjoint cookie-networks out of cookie-chains be-
longing to different Internet users. After a short description of these concepts we 
gave a detailed description of a new data structure, the Linked Reversed Tree 
(LRT) developed for their efficient management. The new approach combines the 
advantages of the two well-known data structures (linked list and reversed tree). It 
has been shown by measurements that with LRT it takes only slightly longer to 
build the cookie-networks than with the reversed tree however it proved to be as 
efficient in listing the elements as the list structure was. These experiments 
showed that in processing large web logs LRT has a considerable advantage. Per-
formance measurements and comparisons on real web logs  in the near future is 
important part of our plans. 
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1 Introduction 

Conceptual modeling and MDA is becoming more and more important for Infor-
mation Systems (IS) development. Tools which support code generation are al-
ready on the market. However, the problem still remains, that end users who are 
not familiar with these models do not understand them. As a result, the communi-
cation is still on a very concrete level based on the natural language description of 
requirements with all it’s deficiencies (e.g. ambiguity, incompleteness and huge 
requirements documents).  

To overcome this problem a requirements modeling language which is some-
thing in between pure natural language specifications and conceptual modeling 
languages seems to be necessary. Such a language must achieve certain criteria. It 
must be handled easily. As any other modeling language it must deal with struc-
tural, behavioral as well as non functional aspects. Simple basic notions should be 
used.  

Several methodologies have been developed so far which focus on different 
concepts and techniques to improve the communication (e.g. goal modeling [6], 
scenario based approaches [12],[13] and story boarding [14]). Furthermore the 
need for a controlled natural language as a meeting point between natural and 
formal languages was proposed in [2]. 

To encourage the communication between end users and designers, KCPM 
(Klagenfurt Conceptual Predesign Model) focuses on a user centered representa-
tion concept and a small set of modeling notions. The representation concept of 
KCPM is based on a glossary notation which was introduced firstly in [1]. In our 
opinion, the glossary notation provides the possibility to make checks for blanks. 
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If there is no entry in a line/column, then it seems that some information is miss-
ing. Since end users often work with tables and glossaries (e.g. EXCEL sheets) 
communication during requirements analysis can be improved. However, also a 
graphical notation for more visual oriented users was developed. 

Concerning the modeling notions, KCPM restricts itself to some basic notions 
which will be described in detail in section 2. 

A requirements modeling language should also provide at least transformation 
heuristics to models of later IS development phases. KCPM does not provide 
source code generation but it provides transformation heuristics to generate con-
ceptual models (e.g. UML). To provide a continuous modeling support from re-
quirements to source code, thus it is obvious to combine KCPM with a MDA tool 
available on the market.  The OLIVANOVA1 modeling toolset with its modeling 
language (herein after referred to as OLIVANOVA model or target model) was 
chosen for the conceptual modeling phase and the source code generation. This 
combination has the following advantage for the communication between end-
users and designers: End users can directly check the glossaries and they can see 
the resulting system sooner. Thus designers/system analysts and end-user can talk 
with each other using only well known and familiar representations. 

In this paper we describe the combined approach by presenting both models 
and the mapping from KCPM to the target model for the notions thing type, con-
nection type and operation type. Therefore these notions are introduced in section 
2. Then the OLIVANOVA modeling paradigm is described (section 3). Whereas 
in the fourth section similarities and differences of KCPM and OLIVANOVA no-
tions are discussed, in the fifth section the mapping methodology is explained in 
detail. The paper is concluded with future directions for this approach. 

2 KCPM

An important aim for the development of KCPM was to provide both developers 
and end-users with an interface for their mutual understanding. The most impor-
tant modeling notions of the static part of the approach are: thing-type and connec-
tion-type.  

Thing-type is a generalization of the conceptual notions class and attribute. 
Thus, typical thing types are e.g. author, book, contract as well as descriptive 
characteristics like customer name, product number, product description. It seems 
to be easy to decide, which of the above examples is a class and which one is an 
attribute, but what about a notion used in a domain which is not well known by the 
designer (e.g.  the notion ICD10 in the medical domain). Using KCPM the ques-
tion whether the notion is a class or an attribute will not be the main question since 
this will be supported during the mapping process. Instead the system analyst can 
concentrate on gathering additional information for that notion, which is much 
more important during requirements analysis. Meta-attributes which name the 

                                                      
1 OLIVANOVA is a registered trademark of CARE Technologies, Spain. 
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glossary columns (e.g. Examples, Synonyms, etc.) give hints to ask the right ques-
tions (see Figure 1). 

 

…
ICD10120

SourceQuantiy
description

Value-
Constraint

SynonymsExamplesDescriptionNameID

…
ICD10120

SourceQuantiy
description

Value-
Constraint

SynonymsExamplesDescriptionNameID

Can you define/describe „ICD10“? Can you  give me some examples
for this notion?

Do we have to consider synonyms
for this notion – which one?

How many examples can exist
(minimum, maximum, average)?

Which document is the
requirements source?

?? ?? ?? ??????

Is there any restriction on
the values of the examples?

 
Fig. 1. Thing type glossary 

This glossary approach works similar for all the other KCPM notions (connec-
tion type, operation type etc.) using other specific meta-attributes. 

Things are related within the real world. To capture this, the KCPM model in-
troduces the notion of connection-type. Two or more thing-types can be involved 
in a connection-type. This corresponds to the NIAM object/role model [8]. A Sen-
tence (business rule) leading to a connection type could be the following:  Authors 
write books.  

The model is open for specific semantic connection-types (possession, compo-
sition, generalization, identification etc.) e.g. An ISBN number identifies a book. 

For modeling behavior in the context of requirements analysis of business in-
formation systems, it proves to be useful to concentrate on the following princi-
ples:  

actors are capable to execute tasks/services, 
the execution of a task depends on some pre-conditions, 
the execution of a task results in some post-conditions, 
objects are related to pre- and post conditions. 

Therefore, KCPM is restricted to the following main concepts: operation type, co-
operation type and condition. 

Operation types are used to model services as described in [3]. As such they 
may be seen as a generalization of the conceptual notions such as use case, activ-
ity, action, method, service. Each operation type is characterized by references to 
so-called thing types, which model the actors (executing actors and calling actors 
of the resp. operation type) and service parameters. For instance an ATM could be 
the executing actor which provides a service give money.  A customer is the call-
ing actor of that service. The thing type money could be an outgoing service pa-
rameter. Thing type customer-code could be the ingoing service parameter. 

UoD dynamics emerge from actors (thing types) performing operations under 
certain circumstances (pre-conditions) and thus creating new circumstances 
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(post-conditions). This is captured by the KCPM concept of co-operation type, a 
term which was adopted from object oriented business process modeling [4].  

UoD aspects that cannot be modeled using the above notions are captured by 
(textual) constraints.  

3 OLIVANOVA

Starting with a conceptual model, OLIVANOVA is a modeling tool, which pro-
duces executable source code. It has four modeling aspects. A static model, a dy-
namic model a functional model and a presentation model. Within the scope of 
this paper only an overview can be given and we will focus on the static aspects 
which will be needed for the mapping approach described in the next sections. For 
a more detailed description we refer to [9],[10],[11]. The static model consists of 
classes, attributes, associations and services. For each attribute the designer can 
specify features like the attribute type (constant, variable, derived), the data type 
it’s size and a default value. Associations between classes have multiplicities as 
well as a static and a dynamic part. The static and the dynamic part of an associa-
tion express how strong the relationships between objects in this association are. A 
service can have inbound and outbound parameters. Special classes (agents) can 
access attributes of other classes either directly or by the use of the services of 
these classes. A service itself can be categorized either as an event, an operation 
or a transaction. An event is an atomic service. Operations and transactions are 
complex services with the following distinction: transactions have a commit/roll-
back feature whereas operations have not. The OLIVANOVA modeler automati-
cally generates three events for inserting, changing and deleting instances of a 
class.   

In the functional model the designer can specify how attribute values are 
changed if an event is executed.  

The dynamic model describes the behavior of the instances for the classes. 
Therefore state transition diagram and object interaction diagrams are used. For 
each class a standard state transition automatically is generated describing the 
necessary states of each instance of that class. 

The presentation model is an abstract definition of how the user interface 
should look like. 

4 A Comparison between the two models 

Both described models have some similarities. However they have also differ-
ences, thus a 1:1 mapping is not always possible. Before the mapping process is 
described in the next section these differences have to be highlighted and dis-
cussed. Since this paper is a first proposal for the mapping, it is restricted to the 
most important structural aspects of both models.  
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4.1 Classes, attributes vs. thing types 

This is the main difference between the two models. The target model uses the 
classical paradigm that each universe of discourse (UoD) has several objects with 
properties. Objects with the same properties are modeled as classes. This para-
digm is essential for all the later stages of information system development. 
KCPM follows the principle that during requirements analysis the main task is to 
find concepts. It is not necessary to find out, which of them are classes or attrib-
utes. Therefore each named concept in the UoD has the same valence and hence is 
categorized as a thing type. Nevertheless, according to the collected information it 
is possible to map thing types to classes or attributes. Thus the designer can con-
centrate on collecting concepts and facts without thinking on such details. 

4.2 Association vs. connection type 

A connection type is a more general concept than an association. It will become an 
association, if both involved thing types are mapped to classes. If a connection 
type becomes an association we can derive the multiplicities from the cardinalities 
given in the KCPM schema. 

For the static and dynamic part of an association default assumptions must be 
applied (e.g. each association has only dynamic parts).  

There is one remaining problem: KCPM allows more than two involved thing 
types (e.g. ternary connection types with three involved thing types). If these en-
tire thing types will become classes, there is currently now way, how such a ter-
nary association can be presented in the target model. This problem will be dis-
cussed in section 5.2.  

4.3 Service, event, transaction, operation vs. operation type 

The target model provides three kinds of services: Event, Transaction and Opera-
tion. KCPM only offers the notion operation-type. The following mapping is pos-
sible 

Operation-types are mapped to services. 

Thus it is open which kind of service it will become.  
In both models, parameters for services, respectively operation-types exist. 

Thus a 1:1 mapping can be applied: 

Ingoing and outgoing Parameters of operation types in the source model 
(KCPM) are mapped to inbound respectively outbound parameters of services in 

the target model (OLIVANOVA). 
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4.4 Agent, classes vs. calling actor and executing actor 

The target model distinguishes between classes that provide a service and classes 
(agents) that use a service or can access the attributes of the other kind of classes 
directly if they have agent-relationships to those classes. In KCPM the concept 
agent relationship does not exist.  However KCPM has the concept of the calling 
actor and the executing actor. The executing actor is a thing type to which an op-
eration type belongs and the calling actor is a thing type which uses the provided 
operation type of an executing actor. Agents and agent-relationships can be de-
rived at least by mapping calling actors to agents having an agent relationship to 
the services which were derived from the called operation type. Thus the follow-
ing two mapping hints can be applied: 

A calling thing type in the source model (KCPM) is mapped to an agent who 
calls a service in the target model (OLIVANOVA) 

An executing thing type in the source model (KCPM) is mapped to a class that 
provides a service in the target model (OLIVANOVA) 

5 The Mapping Process 

From the comparison of the two models and the first mapping hints, it should be 
clear that the main task of the mapping process is the derivation of classes and at-
tributes from thing types. Afterwards a 1:1 mapping is much easier although some 
remaining concepts must be restructured. As already shown in the previous sec-
tion, this mapping process is based on the idea to get a valid schema of the target 
model. Thus the mapping has two steps. 

In the first step the thing types should be detected which can be mapped to 
classes or attributes.
In the second step concepts which cannot be mapped directly (e.g. ternary asso-
ciations) must be restructured manually (restructuring step).

5.1 First step – mapping to classes and attributes. 

The first step is based on a method which was developed to map KCPM notions to 
UML class diagrams [7]. This method is based on the idea, that classes and attrib-
utes can be derived from thing types, if all the collected information for each thing 
type in the KCPM schema is analyzed. The rules were divided into laws and pro-
posals. Proposals give a hint that a thing type will become a certain target concept 
(e.g. a class) because of certain information collected in the KCPM schema. A law 
forces a certain target concept since otherwise the target schema will not be syn-
tactically correct. Furthermore the rules are divided into direct and indirect rules. 
In a direct rule a KCPM concept can be mapped to a target concept (class, attrib-
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ute) only with the given KCPM notions. An indirect rule can be applied to a 
KCPM concept which is currently not mapped but has some relationships to con-
cepts which were already mapped to a target concept.  From the definition of an 
indirect rule it follows that the first step itself has two sub-steps. Firstly, the map-
ping process tries to apply all direct rules for each thing type. The results are two 
sets. A set R of classes and attributes derived from thing types and a set T of thing 
types that could not be mapped for the moment. Secondly indirect rules are ap-
plied to the set T. In particular each element (thing type) t of T is determined if a 
rule can be applied because t has a specific connection to at least one element of 
R. This step is done iteratively until no more rules can be applied. The results of 
the second sub step are two sets: T’ and R’. In the optimal case the set T’ is empty 
which means all thing types could be mapped and thus belong to the set R’. For a 
non empty set T’ the elements of T’ must be mapped manually by the decision of 
the designer. 

Meta rules are used to handle the priorities between the rules. In particular that 
means: A law overrules a proposal. If two contradicting laws can be applied for 
the same thing type t (e.g. one law says that t is a class where as the other says t is 
an attribute) then this contradiction must be solved manually by the designer. 

Below a list of the most obvious rules is given in order to demonstrate the idea. 
There are also other rules but these rules require more specific knowledge of 
KCPM than can be presented in this paper. 

Rule 1 (Law/Direct) 
If a thing type is an executing actor in an operation type then it is a class. 

Rule 2 (Law/Direct) 
If a thing type is a calling actor in an operation type then it is a class. 

Rule 3 (Law/Direct) 
If a thing type is involved in a generalization as the general or the special thing 
type, then it is a class. 

Rule 4  (Law/Direct) 
If a thing type is involved in an aggregation or in a composition as a part or an 
aggregate then it is a class. 

Rule 5 (Proposal/Direct) 
If a thing type is involved with minimal cardinality 0 in a connection type then it 
may be mapped to a class. 

Rule 6 (Proposal/Direct) 
If the name of a thing type has endings like “…type”, “...number”, “...date”, “ti-
tle” etc. then it may be mapped to an attribute. (Remark: the given examples 
…type, …number, …date as well as the others must be stored in a domain specific 
dictionary) 
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If thing type t is connected to a thing type x (via a connection type) and x was 
mapped to an attribute in a former mapping iteration then t must be mapped to a 
class. 

The rules 1 – 4 represent specific situations which appear only with classes in the 
target model. Only classes can provide and use services (rule 1 and 2 since opera-
tion types will be mapped to services). Only classes can be involved in aggrega-
tion and generalization relationships in the target model. Therefore, thing-types 
involved in KCPM notions equivalent to generalization and aggregations must 
also be classes. Rule 5 is a proposal which means that the designer may overrule 
it. This proposal considers the minimal cardinality of a perspective as an existence 
dependence indicator: if the minimal cardinality is 0 then an instance of a thing-
type may exist without a connection to the instance of another thing-type.  Such a 
situation in our opinion is a hint that the thing-type might be mapped to a class. If 
the name of a thing type ends with the examples given in rule 6 then in a specific 
domain this thing type could be a candidate for an attribute. Rule 7 is an example 
of an indirect rule expressing that no two attributes should be connected directly. 
In other words the target schema must always consist of connections between a 
class and an attribute but not of connections between attributes only.  

At the end of this step, all connection types where at least two classes have 
been derived from the involved thing types will become associations. 

5.2 Restructuring 

Although the mapping has produced associations, attributes, classes, services, 
agent and agent relation ships so far, there is still the following problem. What 
happens with n-ary associations, attributes in associations and association 
classes. These possibilities can be derived also from the KCPM schema but they 
are not legal in the target model. For all these three cases the same solution is pro-
posed. The association itself is mapped to a class with connecting binary associa-
tion to the classes which where involved in that association.  

5.3 Tool support 

To demonstrate the feasibility of the rules and the mapping process described in 
the previous sections, a mapping prototype was developed (see Figure 2). A spe-
cific project (diagram) can be selected and with the “Start mapping” button rules 
mentioned in section 5.1 are applied to each thing type of that project. The map-
ping result can be saved, imported and presented in the OLIVANOVA tool set. In 
order to import the mapping result into the OIVANOVA tool, the prototype trans-
forms it to a XML representation of the OLIVANOVA model. 

Rule 7 (Law/Indirect) 
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Fig. 2. Prototype which supports a first mapping from KCPM to OLIVANOVA 

6 Conclusion 

In this paper a combined modeling approach with KCPM and OLIVANOVA has 
been proposed. Functional requirements are collected and categorized first with 
KCPM. They will become thing types, connection types, operation types etc. The 
concepts can be presented in glossaries or graphically for validation. Then a map-
ping process transforms the KCPM schema to a first cut schema readable for the 
OLIVANOVA tool.  

A prototype was developed for a feasibility study of the mapping approach. 
One future research task will be the definition of mapping rules to generate behav-
ior models from the dynamic aspects of the KCPM model. 
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Moral Problems in Industry-Academia 

Tero Vartiainen 

Turku School of Economics, Pori Unit, P.O. Box 170, FIN-28101 PORI, 
Finland 

Abstract: Industry-academia partnerships are common in the IT field because they benefit 
both parties. Research on moral issues in these relations is scarce, and this case study is 
aimed at increasing knowledge in this area by investigating moral problems in a form of 
partnership, a collaborative IT project with a university. Twenty-one client representatives 
from IT firms or organisations were interviewed during a project course in information sys-
tems. The analysis was inspired by phenomenography. The results show that concern for 
the beneficial objectives of the client organisations typically conflicts with concern for stu-
dents and their learning objectives. A two-dimensional structure constituting six types of 
moral problems was determined. The results are compared with the existing literature, and 
recommendations for practice and research are presented. 

1 Introduction 

Industry-academia partnership benefits both parties, and there are several forms of 
co-operation. These include training programmes, research centres, and industry 
advisory boards (Watson and Huber 2000; Keithley and Redman 1997). The main-
tenance of inter-organisational collaboration is based on two fundamentals: for the 
industry it provides opportunities to acquire human resources, and for academia it 
ensures that research and teaching activities are relevant. Collaborative student 
projects are a common feature in the IT field (e.g., Bergeron 1996). They benefit 
industry by providing it with project results and contacts with students –possible 
future employees - and the students reap benefits by learning communication 
(Fritz 1987), team-building, and interpersonal skills (Roberts 2000), for example. 
Indeed, project work is recognised by computing disciplines (information systems, 
software engineering, computer science) as an essential component in the educa-
tion of future computer professionals (Gorgone et al. 2002). Although academia-
industry relationships are common in the IT field, research on the underlying ethical
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ethical dilemmas from the viewpoint of academia, but studies from the perspective 
of industry are lacking. The aim of this study1  is to fill this gap by investigating 
morally relevant decision-making situations, i.e. moral problems, perceived by cli-
ent representatives involved in a project course, and formulating the means to 
tackle these problems. Although there are various definitions of a moral problem 
(e.g., moral conflict/dilemma; Gowans 1987), for reasons of simplicity the term 
moral problem is used here to mean any morally relevant issue (cf. the definitions 
of a moral dilemma in Audi 1995). 

Information about moral problems was collected through interviews, the analy-
sis of which was inspired by phenomenography. As the study focuses on investi-
gating individuals’ subjective interpretations, and on how they interact with the 
world around them, it is interpretative in nature (Trauth 2001). The results show 
that the beneficial objectives of the clients (the results and the employment of stu-
dents) and concern about the effects of the project on the students were the most 
significant determinants of moral problems. 

The article is organised as follows. After the introduction, the research design 
and results are presented, the results are discussed and evaluated, and finally, rec-
ommendations for both academia and industry are offered.  

2 Research Design 

Twenty-one client representatives involved in a project course were interviewed, 
and the analysis followed the ideas of phenomenography to some extent. The aim 
of the phenomenographical method is to identify and describe qualitative variation 
in individuals’ experiences of their reality (Marton 1986). What is characteristic of 
it is the endeavour to capture conceptualisations that are faithful to individuals’ 
experience of a selected phenomenon. These conceptions, which are typically 
gathered through interviews, are then categorised, and relations between the cate-
gories are further explored (Francis 1993). A phenomenographic researcher seeks 
qualitatively different ways of experiencing the phenomena regardless of whether 
the differences are between or within individuals.  

The selection of the course was based on my presence at the Department of 
Computer Science and Information Systems at the University of Jyväskylä, 
Finland, which arranges a project course entitled Development Project (DP). Dur-
ing the course, groups consisting of five students implement a project task defined 
by a client, typically an IT firm such as a software house or the IT department of 
an organisation such as an industrial plant. Each student is expected to use 275 
hours in implementing the project task, and 125 hours to demonstrate project-work 

                                                      
1 This article is a partial report of a study investigating moral conflicts per-

ceived by clients, students, and instructors involved in a project course (Vartiainen 
2005). 

issues is still an untouched area. Scott et al. (1994) and Fielden (1999) reported 
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skills in areas such as project leading, group work, and communications. In total, a 
five-student group uses 1,375 hours planning and implementing a client project. 
Each student is expected to practice the role of project manager for about one 
month during the project, which spans from five to six months. The project tasks 
range from extreme coding to developmental work and research. Client organisa-
tions pay the university €8500 (ca. FIM 50 000) for the co-operation.  

Client representatives were interviewed during 2000-2001 and 2001-2002. The 
interviewees were presented with the following task: “Describe the moral prob-
lems and issues worth noticing from the moral viewpoint that are related to the 
fact that you act as a client in the Development Project.”  

In the analysis I coded the main issues that emerged from the interview extracts 
in order to acquire understanding of the matters that were raised by the subjects. 
Then I started to group similar problems shared among them, that is to say I pro-
duced “pools” of moral conflicts. This coding phase was repetitive in nature, and I 
studied the extracts numerous times. I used flap boards and the network views 
supplied in Atlas.ti software (Muhr 1997) to visualise the categorisation proce-
dure. It is worth noting that the phenomenographic researcher does not question 
the validity of the subjects’ perceptions, but faithfully produces categorisations in-
corporating them all. In sum, I found two dimensions of moral conflict: the exter-
nal and the internal. These dimensions were based on my interpretation of the 
source material – except that I applied moral-psychology theory in defining the 
latter. The results are presented in the following section. 

3 The Classification of Moral Problems 

Six categories of moral problems perceived by the client representatives were 
identified (Table 1). They are presented next in the order of the external dimension 
(see Vartiainen 2005 for full descriptions with the interview extracts). As far as 
the internal dimension was concerned, the analysis was inspired by Piaget’s 
(1977) finding on children’s development from egocentrism to perspective taking, 
i.e., to the ability to take others into account. 

Category 1: “How do we avoid aiding our competitors?” A client represen-
tative confronts a moral problem in which her concern and care are targeted and 
restricted to the utility of her organisation, and which relates to external parties. 
The possibility for the client’s competitors to benefit from the particular co-
operation with the student group is a moral problem for clients. They face this 
problem when making decisions about providing students with something that 
could benefit competitors in cases in which they are hired by them. The client 
faces a risk in disclosing confidential corporate information to students, and in 
putting resources into their education because this could also benefit  competitors. 
For example, one client representative said that in order to get the maximal utility 
from the project clients should be aware of the students’ plans, and should refrain 
from educating them if they did not want a job in the client organisation. The fact  
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Table 1. Moral problems perceived by client representatives involved in a project 
course. 

Self-centred Other-directed  
The internal dimension 
 
 
 
 
The external dimension 

Motivation and con-
cern are based on the 
utility of a moral 
agent’s organisation. 
The moral agent’s de-
liberation and con-
cern are restricted to 
her organisation. 
 

Motivation is based 
on caring and con-
cern for other par-
ties. 
A moral agent’s de-
liberation and con-
cern extend to other 
parties. 

External 
rela-
tions 

Relations with par-
ties outside the pro-
ject collaboration 
(educational insti-
tutes, vendors, soci-
ety) 
 

Category 1: “How do 
we avoid aiding our 
competitors?” 

Category 2: “How 
should we fulfil our 
social responsibili-
ties?” 

Project 
task 

Attaining the objec-
tives of the parties 
in the project co-
operation and im-
plementing the tasks 
when attaining the 
objectives. 
 

Category 3: “What do 
we get from collabo-
ration with universi-
ties?” 

Category 4: “How 
should we take into 
account the objec-
tives of our part-
ners?” 

Interper
sonal 

Treatment of the in-
dividuals who are 
participating in the 
project. 

Category 5: “How do 
we benefit from the 
students’ efforts?” 

Category 6: “How 
should we take into 
account the effects 
of the project on stu-
dents?” 

 
that educated students may be employed by other (possibly competing) IT firms 
affects future-oriented decision-making. 

Category 2: “How should we fulfil our social responsibilities?” A client rep-
resentative confronts a moral problem in which her concern and care are extended 
to others, and which relates to external parties. External parties include educa-
tional institutes and other actors in the business field. As far as educational insti-
tutes and society in general are concerned, client representatives deliberate on 
whether there are social responsibilities towards them, and if so, whether the cli-
ents should fulfill them. This moral problem emerges in the two following cases: 
the selection of an educational institute, and contributing to the development of an 
educational institute. Selecting an educational institute incorporates a moral prob-
lem related to contributing to the local community surrounding it. When the firm 
selects the institute, it contributes to the community in which it is located. As far 
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as other actors in the business field are concerned, clients deliberate about the ef-
fects of exercising power over outside parties: by exercising power one is able to 
cause detrimental consequences.  

Category 3: “What do we get from collaboration with the university?” A 
client representative confronts a moral problem in which her concern and care are 
targeted and restricted to the utility of the organisation, and which relates to the 
objectives of the project. The results of the project, together with the employment 
of students, are the main motives and objectives driving the clients in the collabo-
ration. There is the possibility that potential clients will provide the university 
with false information beforehand in order to be accepted as a collaborating part-
ner. Prioritising between student-project and other business-project-related work 
tasks is also considered a moral problem. During the project the client representa-
tives confront decision-making situations in which they produce cost-benefit 
analyses. A client may observe that the co-operation may be a failure if they do 
not reach the objectives. The reasons for failure may lie in the overall co-operation 
and in the functioning of the student group, for example. Presenting arguments for 
quitting the project, and also the timing of quitting, were considered moral prob-
lems.  

Category 4: “How should we take into account the objectives of our part-
ners?” A client representative confronts moral problems in which her concern and 
care are extended to others, and which relate to the objectives of the project. Re-
specting the objectives of the university and the students is such a moral problem: 
clients adhere to their own objectives but they also show respect for those of the 
university and the students. They  also see a moral problem in the possibility that 
they might not respect the learning aspects of the project co-operation. However, 
they are ready to give up some of their utility-based demands because of the stu-
dents’ status as students. Client representatives confront prioritisation decision-
making situations in which the decisions may harm students or the employees of 
the client organization.  

Category 5: “How do we benefit from the students’ efforts?” A client repre-
sentative confronts a moral problem in which her concern and care are targeted on 
and restricted to the utility of the organisation, and which relates to individuals in 
the project. Client representatives believe that their utility-based objectives could 
be safeguarded by not being open, by refraining from telling the truth, or by being 
dishonest about various issues to do with the project task or their attitude towards 
the functioning of the student group. Getting a good team for the project, keeping 
up the spirits of the student group, and employing students are the benefits the cli-
ents are aiming for by refraining from telling the truth or by lying. Client represen-
tatives also make decisions in which the students are the objects, and which are 
made to safeguard results. According to the clients, making demands on students, 
giving them feedback, and employing them during the co-operation process con-
stitute moral problems. 

Category 6: “How should we take into account the effects of the project on 
the students?” A client representative confronts a moral problem in which her 
concern and care are extended to others, and which relates to individuals in the 
project. Client representatives consider it a moral problem if some of their acts 
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harm the students: proper feedback, offering employment, and excessive guidance 
are considered in some cases to have harmful effects. They deliberate about carry-
ing out their duties towards the students, and about safeguarding their rights and 
treating them in an impartial and equal way. These issues relate to keeping prom-
ises, ensuring that students get real-life experience in the project, giving them 
feedback about their abilities, and teaching them to respect other individuals and 
parties.  

4 Discussion 

This study revealed that client representatives involved in a project course con-
front moral problems and, according to the interpretation taken in the analysis, the 
problems are divided along two dimensions (external and internal). Clients enter 
the collaboration in order to benefit from the results and to find potential employ-
ees.  However, the results of a student project may be at stake when the represen-
tatives are forced to find a balance between their regular business-critical and stu-
dent-project-related work tasks. The more the client invests in guiding the student 
project the better the results, but other critical work tasks may suffer. It is common 
for the student project to be overridden in such a situation. Some client representa-
tives were confused about their role as clients. On the one hand, they perceived 
that they had a significant role in making demands on the students, but on the 
other hand they felt that they did not know how they should relate to the students, 
who are not professionals and are not paid for the work, and who cannot be ex-
pected to engage in professional practice. 

There are counterparts of the three major themes along the external dimension 
in different studies on IS and management (e.g., Brittain and Leifer 1986; Culnan 
1987). For example, Semprevivo (1980, 114) states that project managers engaged 
in information-systems development need skills in external relations and 
task/project management, along with considerate leadership. Starting with external 
relations, Boddy (2002, 31) defines the context of a project as including the con-
temporary setting within and beyond the organisation. In this study, social respon-
sibilities towards educational institutes and the local community around them be-
came visible, as did the effects of the collaboration on vendors and of taking 
competitors into account. Project-task and interpersonal problems find counter-
parts in the management (concern for production) and leadership (concern for 
leadership) orientations in the classical managerial grid produced by Blake and 
Mouton (1978).  

The internal dimension describes the mental intention in the descriptions of 
moral problems, and it finds its counterparts in the literature on management and 

comes) and distribution (concern for others’ outcomes). Self-centredness is visible 

social psychology. Krebs and Denton (1997) reported that when people engage
in moral decision-making they anticipate the consequences for themselves and
others. Greenberg and Baron (1995) state that organisational conflicts have been
recognised to include two key dimensions: integration (concern for one’s own out-
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in Category 1: “How do we avoid aiding our competitors?”, Category 3: “What do 
we get from collaboration with the university?”, and Category 5: “How do we 
benefit from the students’ efforts?” In these categories the client representatives 
emphasise the interests of their firms, and indeed, profitability, and the production 
of goods and services at a profit (Buchholz and Rosenthal 1999, 303) is a funda-
mental motive in these deliberations. The results of student projects are typically 
preliminary inputs for business projects, or they otherwise support the attaining of 
the objectives of the client organisation. The traditional interest of industry in aca-
demia is based on the supply of an educated workforce (Louis and Anderson 1998, 
87). During the research period, this interest was a significant determinant for cli-
ents to start their collaboration.  

The decision taken in this study to interpret both self-centred and other-directed 
deliberations as moral problems may face two objections. First, it runs contrary to 
the strictest philosophical definitions of a moral problem, such as that found in 
Audi (1995, 508): “A situation where an agent morally ought to do each of two 
acts but cannot do both”. Choosing between an egoistical impulse and moral value 
is not a moral problem in this sense. However, egoistical impulses are recognised 
in moral psychology as possible factors in moral conflicts (Packer 1985; Hoffman 
1982). An egoistic impulse may override a moral value, and as the findings of this 
study show, the flouting of the moral value of honesty emerged when client repre-
sentatives negotiated with the university on potential collaboration, or when cli-
ents marketed their project tasks to student groups (categories 3 and 5). As far as 
honesty is concerned, Vitell et al. (2000) reported similar results as they found that 
professionals in small businesses confronted honesty-related ethical problems such 
as honesty in contracts and agreements, and in their external and internal commu-
nications. According to my interpretation, withholding self-centred deliberations 
from the resulting framework would only partially represent the moral problematic 
faced by client representatives. Secondly, given that client representatives are 
bound to the interests of their employers, in other words private firms, self-centred 
moral problems are closely tied to the fact that it is the client representatives’ loy-
alty as employees that makes them adhere to the objectives of their employers 
(Johnson 1995, 565): describing their deliberation as egoistic would therefore be 
misleading and wrong. As there is a point to this objection, as I see it, the depend-
ency and loyalty relation between the client representative and her employer 
means that they both have similar interests in benefiting from project co-operation. 
Thus, the self-centred moral problems reported in this study are self-centred in na-
ture, although they arise from the self-centred interests of the employer (firm).  

Other-directedness is visible in Category 2: “How should we fulfil our social 
responsibilities?”, Category 4: “How should we take into account the objectives of 
our partners?”, and Category 6: “How should we take into account the effects of 
the project on the students?” Here concern is extended to societal actors, partners 
and students. Social responsibilities in business, summarised by Carroll (1999, 
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142)2,  include engaging in ethical practices and philanthropy, which are visible in 
these other-directed categories. As far as concern for others is concerned, it is 
noteworthy that even though the client representatives confronted pressures in 
terms of gaining benefits from the co-operation, they were genuinely concerned 
about how it affects the parties involved. As it takes place in close contact with the 
students, the client representatives were concerned about how the project and the 
attainment of beneficial objectives would affect them. Employing students may 
prolong their studies, giving harsh feedback may discourage them, and the col-
laboration may provide them with a false image of working life. The conse-
quences of projects on employees in the organisation and on vendors were also 
found to be of concern.  

4.1 Recommendations for Practice and Research 

First, for academia, it is recommended that the objectives of collaboration are 
clearly articulated, and that the position of the students and their treatment are dis-
cussed. The co-existence of the two objectives, the beneficial objectives of clients 
and the learning aspect upheld by the university, should be included in critical dis-
cussion among all parties. Guidelines for the collaborative project should be pub-
lished. The external dimension of moral problems may be used as a sense-making 
tool to introduce clients involved in a project course to the moral problematic of 
this co-operation. Secondly, for industry it is recommended that collaboration with 
educational institutes is planned for, and that adequate resources are allocated in 
order to prevent prioritising problems. Thirdly, as this study is a case study, the re-
sults cannot be generalised to other courses, and conducting comparative studies 
in other environments, such as in other countries or other disciplines, might reveal 
differences. Fourthly, the results suggest that participants in other forms of indus-
try-academia co-operation may be prone to moral problems. Fifthly, as business 
IT projects are known for their turbulence, it is assumed that participants in IT 
projects will confront moral problems. More in-depth studies in this area are 
needed. Finally, in Rest s (1994) terms, moral behaviour can be studied from the 
perspectives of “knowing” (moral sensitivity and judgment) and “implementation” 
(moral motivation and character). This study concentrated on the moral-sensitivity 
component by identifying moral problems as perceived by the subjects. Accord-
ingly, future research should focus on the moral judgments produced in these de-
cision-making situations, and on how individuals implement the decisions. 

4.2 Evaluation of the Study 

I evaluated the study according to the principles put forward by Klein and Myers 
(1999). Some critical points are presented here, while the full evaluation is to be 

                                                      
2 Carroll (1999, 142) states that the four social responsibilities in business are 

profitability, legal obedience, engaging in ethical practices, and philanthropy. 

’
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found in Vartiainen (2005). As far as the interviews were concerned, the dangers 
concerning rationalisation, lack of awareness, and the fear of being shown up 
(Fielding 1993) are significant. Interviewees might consider interview situations 
stressful or shameful, because they might disclose thoughts that may not be credit-
able or honourable. It could be argued that the client representatives agreed to the 
interviews because of the stated and beneficial objectives to maintain good rela-
tions with the university. Because I was not just a researcher, but also a staff 
member of the project course, client representatives’ participation in the inter-
views might have been interpreted as a goodwill gesture towards collaboration and 
the university. It is impossible to know why the subjects agreed to take part, but it 
is noteworthy that the moral problems they described included non-honourable is-
sues such as the possibility of lying.  
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1 Introduction 

We present a complex function that we argue enhances the usefulness of so-called 
Privacy-Enhancing Technologies (PETs [4]). The background for this conceptual 
development is PRIME, Privacy and Identity Management for Europe – an inte-
grated EU project within the Information Society Technology track of the 6th 
Framework Program [12]. The project is directed towards a holistic architecture 
and framework for identity management where data processors and citizens alike 
will be able to engage in secure and privacy-friendly communication over the 
Internet and mobile phone networks. 

Fundamental in the architecture being elaborated is the use of network pseudo-
nyms to allow users to be anonymous and digital credentials to allow users to 
prove their identity or parts thereof, such as being 18 years old or older. Other fea-
tures involve aid to the users to gauge the privacy policies of service providers and 
to negotiate about policies. All such functions are important parts of a privacy-
friendly Internet and Mobile Phone data communications, and, indeed, there are 
already products that, to various extents, incorporate such functions. 

To further improve users/citizens privacy rights, we argue that users should 
have a method to keep track of their releases of personal data. We call this method 
and all the concomitant functions “Data Track”. The Data Track has already been 
partially implemented in some prototypes within the project. In our presentation 
we go beyond these implementations and discuss the wider conceptual framework 
for Data Track. 

The Data Track should serve as the base for several functions which users so 
far have been in complete lack of. It stores transaction records comprising per-
sonal data sent, date of transmission, purpose of data collection, recipient, and re-
cipient’s privacy policy. We furthermore see the Data Track as a base for users to 
exercise their legal rights and to get information on how to go about if something 
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seems to be wrong with how their personal data have been treated. It should con-
tain help on how to rectify and revoke data sent. It can also help to maintain ano-
nymity: by helping the user to reuse pseudonyms the user can identify himself as a 
previous contact but still be anonymous.  

It is not only user side application developers that need to take this into consid-
eration. Information system developers working for service providers must know 
of privacy-friendly identity management architectures to build systems meeting 
the requirements of data processing laws and their client organisations’ commit-
ments to customers, business partners, and employees. Furthermore, service de-
velopers, including ‘back-end’ developers, must realise that such tools will in the 
near future also be available to customers of their client organisations. 

1.1 Outline of the presentation 

To provide the background for the ideas we present, we briefly bring up some di-
rectives from the European Union concerning privacy requirements on data proc-
essing, and after that we give a snapshot overview of the PRIME system architec-
ture. The emphasis of this presentation is on how such an architecture can affect 
ordinary people, especially how the history function that such an architecture sup-
ports can be employed by ordinary citizens to manage their privacy rights in the 
networked society. We expound on functions of the Data Track (we concentrate 
on computer usage, not mobile phones); especially important is to assist people 
who have low trust in or are unfamiliar with the technology. Finally, we acknowl-
edge that handling the transaction records constitutes a problem in itself – people 
are in general unfamiliar working with huge data pools – and give a glimps of our 
work in progress on this matter. We conclude by pointing to the uniqueness of the 
broad technological scope of the PRIME identity management system but empha-
sise the utility of the history function it provides for privacy-enhancing end-user 
data maintenance. 

2 Legal requirements on data processing 

A fundamental privacy principle is transparency: a user must be able to see who is 
processing his personal data and for what purpose. The EU Data Protection Direc-
tive 95/46/EC aims to guarantee transparency by providing a set of rights to indi-
viduals, such as Art. 12 (a): information about recipients or categories of recipi-
ents to whom the data are disclosed; communications in an intelligible form to the 
individual about the data undergoing processing. In addition, the EU Directive en-
hances user control by, for instance, Art. 12 (b): the right of individuals to obtain 
from the controller the rectification, erasure, or blocking of data concerning them 
each time the processing does not comply with the requirements of the Directive; 
Art. 14: the right to object to the data processing (especially for direct marketing). 
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3 Architectural PET requirements 

Privacy-enhancing identity management technologies are built on architectures 
satisfying at least the following requirements. They should support anonym-
ity/pseudo-anonymity, unlinkability and provable linkage, tools and protocols for 
data request/disclosure and last but not least privacy policy driven data storage. 
Beside these major requirements we may find various other important topics. A 
description of the details can be found in publicly available PRIME documents 
(e.g. [12] [6]). 

3.1 PRIME architecture 

The PRIME architecture is based on a symmetric interceptor approach, intercept-
ing the existing applications to add the privacy supporting functionality as shown 
in Figure 1.  

This approach enhances existing solutions. The PRIME architecture is based on 
an anonymising communication layer to fulfil the anonymity requirement. With-
out this basic element no valuable privacy and identity management is possible 
because of the IP address capabilities (similar for mobile phones and WAP). On 
top of this layer the supplementary elements of the system including interceptor, 
data bases, etc. are placed. The interceptor is an optional component to address the 
need of adopting legacy applications to PRIME solutions. If applications become 
PRIME-enabled, the application communicates directly through the PRIME sys-
tem and the interceptor is not longer necessary. 

The PRIME middleware receives the application requests and responses, tracks 
and verifies the privacy implications and communicates with the whole PRIME 
system to effect the storage and delivers requests for entities’ personal data. It is 
possible to let the application-to-application  
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communication bypass the middleware and the communication may still be ano-
nymised, but privacy-aware communication cannot be guaranteed. 

The PRIME system adds properties like anonymity and pseudonymity, linkabil-
ity evaluation functionality, digital evidence by usage of digital signatures for all 
transactions and the possibility to track/trace the transactions. This approach al-
lows keeping the data history. The architecture is beneficial to business-to-
business communication in that data handling policies are interchanged as swiftly 
as data is interchanged. Moreover, in the PRIME architecture, one of the entities 
in Figure 1 could equally well be an end-user, i.e. a citizen with ownership rights 
to personal data processed by other entities. What is called “Logs” in Figure 1 can 
be (the base for) “Data Track” on user side (and “Policies” would more likely be 
called “Preferences” in user interfaces for end-users). 

4 Related work 

Borking and Raab [5] argue that feedback and control is a good way to safeguard 
the rights of the parties involved when personal data is processed. To compare, ex-
isting technologies are somewhat incomplete. Web browsers can keep trace of 
contacts made and the browsers provide user interfaces for history functions, but 
they are far from the kind of record keepers needed for users to exercise their legal 
rights. E-mail applications are interesting in that they naturally provide history re-
trieval by allowing users to do different kinds of sorting and searching, but they 
are far from an aide in legal matters, except merely as writing tools.  

Fig. 1. Architecture Overview 
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The PISA project [4] continued the ideas expressed by Borking and Raab and 
addressed how legal privacy principles derived from the EU Data Protection Di-
rective can be mapped to HCI requirements and further to possible UI design solu-
tions. The Art. 29 Working Party has discussed guidelines for how legal require-
ments for providing information to a person when requesting personal data from 
him can be satisfied by a layered UI design [2] but not explored how users would 
keep record of their data releases. The recent InfoCard initiative from Microsoft 
strives to present an architecture-independent protocol to serve the user with a co-
herent user interface [7]. PRIME functions may well appear in the InfoCard dress 
in the future, but the Microsoft initiative does not go far in addressing the tasks we 
assign to Data Track.  

To set also the PRIME architecture in perspective, we note that the W3C Plat-
form for Privacy Preferences project, P3P [10], is in its current form ‘passive’ as it 
only checks if people’s preferences are matched against promises made by the en-

tion Language, EPAL [17], triggers rule executions by authorization rules while 
the PRIME solution relies on an event-driven model for rule representation (in-
cluding time events, system and trust-based events, contextual events etc. [8]). 

5 Data track functions for privacy protection 

Inspecting one’s own data transactions is a basic function of the Data Track and, 
as we argue, it is sensible to group other functions under the same umbrella, be-
cause the transaction records will constitute the basis for actions performed by 
other functions. We present here four functions starting with the logging function 
and then connect to the legal requirements with functions for exercising legal 
rights and assisting the worried user. We finally mention a function for raising the 
user’s privacy awareness.  

5.1 Logging function 

As mentioned before, our point is that users should have a method to keep track of 
their releases of personal data. It is not enough to have privacy-friendly technol-
ogy for gauging privacy policies and minimizing data releases. In many situations, 
personal data have to be released. Therefore, the user side PET system should col-
lect the data releases and allow the users to inspect their own transactions. 

The legal requirements for requesting data from a data subject is, as noted 
above, that information about the request is available to the data subject before 
data disclosure. With an active PET system mediating data releases, no data 
should be released if such information cannot be obtained. This makes it also pos-
sible to record this information at the user side. We also make the point that it is 
not only the ‘basic’ information – personal data, recipient, and purpose – that 
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users on the on-going execution of policy rules. The Enterprise Privacy Authoriza-
terprise; it is not about letting users edit policy rules or providing feedback to 

219



  John Sören Pettersson, Simone Fischer-Hübner, Mike Bergmann  

should be recorded but also the privacy policy issued by the collecting party. This 
policy should contain the premises for how the collected data is used and stored. 
For this reason, it would constitute a valuable document in case a user feels that 
something is wrong with how his data has been used. Presently, people may in-
spect privacy policies published on web sites but if they later on come back to 
these web pages, they cannot be sure that the same version is still available. This 
severely restricts transparency.  

For the project in which we develop the concept for the Data Track, it is also 
considered how specific obligations within a privacy policy can be negotiated. If 
the purpose for a data collection is to send marketing information, the person sub-
scribing to this might not only give away his e-mail or physical address, but might 
like to set certain conditions, such as “delete my address after six month” or “no-
tify me whenever my address is sold to another organisation” and “let any third 
part organisation use my address only once”. Such negotiated obligations should 
be added to the stored privacy policy. It might be questioned if people would like 
to and be able to set such conditions. However, for the few obligations that could 
be of interest in any specific situations, our (as yet unpublished) pilot tests show 
that most first-timers are able to set obligations and furthermore like the sense of 
control this obligation management gives them. 

In additions to these items that have to do with the involved parties as legal en-
tities, it should be recognised that in order to make the log files useful for a user, 
some other information should also be added. First, as our project elaborates on 
anonymous communication and therefore the use of communication pseudo-
nyms, it will be convenient in some situations for the user to refer to the pseudo-
nyms used by his system during the transactions. By referring to pseudonyms a 
user can in principle identify himself as a previous contact but still be anonymous, 
or if he was not anonymous at the previous contact, he can at least use the pseudo-
nym employed at that time to demonstrate that it was he who previously released 
personal information.  

This authorisation can also be achieved through the use of digitally signed 
credentials disclosed during the previous contact. These credentials may be gen-
eral, perhaps issued by the government, and used many times, or they may have 
been given by the company at the previous data exchange as a password. In any 
case, the credentials disclosed or received are as important to store in the transac-
tion record as other types of personal information. They will, at a later time, facili-
tate the re-identification of the user, and as such belongs to a well-functioning 
identity management system even without a history function such as the Data 
Track. But for exercising legal rights using the Data Track, users need to have re-
cords where individual items are stored in relation to the conditions of each trans-
action. 

There should also be a possibility for users to label transmission records in 
order to group them in a meaningful way (“Holiday 2006” includes both travel 
and hotel bookings) and add comments (“I phoned them to make clear that all our 
children are under 12”). This is not necessarily performed at transaction time, and 
thereby not purely a logging function, but from the user’s perspective it makes 
sense to see this information as part of the transaction records. 
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5.2 Rectifying data and changing obligations 

The PRIME architecture, with nearly identical user side and services side systems, 
will make it possible for users to authorise themselves versus the service side sys-
tems and then to directly exercise their rights to inspect, correct, block their data, 
and change the conditions for data use; cf. [13] where the rights vs. architecture 
topics are also discussed. (The right to change conditions derives from their right 
to withdraw consent for data processing – if a company would not agree to the al-
tered condition, the user would anyhow have his right to block any further use of 
his data.) A full-blown obligation management component should give access to 
metadata about when different obligations have been employed for each individual 
data item, and when and why certain obligations have not been followed. (Within 
the PRIME project, a demonstrator for service side is under development; PRIME 
partner HP Labs has furthermore implemented a prototype in HP Select Identity 
[9].) A full-blown Data Track function should be able to access services side’s ob-
ligation management systems, and also to compare their data with the locally 
stored data track, for the user to be assured that obligations displayed by services 
side are the ones he put there in the first place. Naturally, this could be automated, 
so that the user would only have to react on alerts from Data Track when it has 
spotted fulfilment failures. 

Of course, there may be many cases when there is no PRIME system on the 
service side. Contacting organisations that have collected information about one-
self might be done by other means than by directly connecting to a service side 
PRIME system. If the user’s Data Track contains information about the data re-
leases and recipients, it can also help users to contact the recipients and provide 
standard messages for users’ request for inspection, correction, etc. 

5.3 Taking care of worried users 

Many user surveys show that people are not trusting networked data processing to 
preserve privacy (for an overview, see [14]). Therefore the question of potential 
users’ trust in a PET system such as the PRIME system is important. 

Given a systems such as the PRIME user side system, users may think that 
“Internet is insecure anyway because people must get information even if it is not 
[traceable by the PET application]”, to partly quote one test participant in an early 
PRIME usability test [16]. Of course, information about this person might be re-
leased by someone else, but if his Data Track has not recorded any agreement 
from his side to the data processing, this should encourage him to claim that a spe-
cific occurrence of his personal data has not been granted by him. 

To continue with user data and the trust problem, the above citation demon-
strates that even if users understand that they have special software on ‘their’ side, 
they will not necessarily believe that it will be able to help them. The test subject 
just quoted continued by saying about the Data Track function, “And even if it is 
good to see what information has been sent it is too late anyway because you can-
not undo it.” This is only partly true. Possibly, one cannot always directly from the 
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user-side system withdraw information sent to a data processor, even if ‘PRIME-
enabled’ service providers are capable to allow such actions, as outlined above; 
tax / bookkeeping regulations for instance may prevent deletion. But a function 
such as the Data Track should inform users about rights to actions such as rectifi-
cation and erasure (or blocking) of their data. The Data Track should furthermore 
help the user to, e.g., immediately write an e-mail letter to the data processor about 
this request, as also outlined above. We have in various usability tests on proto-
types seen that ordinary Internet users may not be aware of their rights, as exem-
plified by the citation, but in later pilot experiments when seeing links or buttons 
to such function, test subjects have appreciated the possibility to be helped with 
such tasks. 

In another test, one participant commented that it is very fine to see what in-
formation has been released but remarked that: “On the other hand, I don’t know 
what I would have done if I had seen a list of strange places that had received my 
data…” Hopefully, the PRIME technology should prevent users from releasing 
data to ‘strange places’. Nevertheless, a prospective user is obviously able to con-
ceive such a situation and to doubt that the system would help in such a case. 
Thus, there must be conspicuously placed information ensuring worried users that 
they will find helpful instructions within the system. We have exposed test users 
in pilot studies to a simple design with only a few entry points for the most needed 
assistance situations, and such a design seems promising, but several further steps 
might be needed in some cases.  

Help functions could also inform about external help to enhance people’s trust 
in PRIME – compare the user request that e-commerce companies provide “Ac-
cess to helpful people” found in a study by Nielsen and co-workers [15]. For a 
user-side PRIME system there could be updated information on consumers’ or-
ganizations, data protection authorities, police, and possible helpdesks if it is made 
clear that they help with legal issues and not only with software support. No-one 
who sees a demonstration of the program should think that they are left alone with 
the PRIME software system if they start to rely on it. They may doubt that the sys-
tem per se can help them all the way through all conceivable situations but the 
within-system help functions should also refer external help systems. ([1] discuss 
‘trust’ both from a socio-psychological perspective and from the perspective of 
user interface design.) In the section “How the user meets the Data Track” we out-
line a user interface start page for an active user guide. 

5.4 Linkability computation function 

The Data Track can also serve as a basis for finding out possible connections be-
tween different releases of data sets: “If company A buys company B, what does 
the joint company knows about me?” From the recorded obligations the user 
should also have the possibility to find out if the joint company really has the
right to have this more complete view. However, this legal aspect of linkability
computation will be harder to automate depending on how much privacy policy
information is in plain text and how much has been subordinated to an automated
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Nevertheless, such computations may be illustrative and promote users’ interest 
in privacy management and in particular the Data Track. 

6 How the user meets the data track 

While the previous sections have dealt with requirement areas for a user-side pri-
vacy-friendly data tracking function, we finally outline how a user interface can be 
designed for such a complex function (used in probing usability tests, but not 
tested on a large scale yet). 

For the Data Track, where the basic function is record keeping, it could be 
natural to leave the window area for search facilities and put help functions in the 
menu bar, but indicate already in the main window that Data Track provides more 
than merely a database search function (Figure 2). 

 
Fig. 2. Template sentences and a scrollable track 
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obligation management system. The user might have to read, and understand, two
long policy texts to derive the constraints for the data processing at the joint
company AB. 
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The Help menu is a traditional Help function to help the user with how to use 
the program, while Assistance is to help the user to deal with real world issues. 
Simulations have been envisaged in early PRIME work to make users understand 
better what has been sent (compare the data transaction animations in the Town-
Map [3]) and what could be privacy threats (compare the previous section). 
PRIME’s special activity on education might further develop the conceptual basis; 
c.f. the simulations in [11]. 

 While the functions for exercising rights is a major step in enabling people to 
take control over their personal data, there are other issues involved when users 
meet the Data Track. Searching databases is not easy for many people. In PRIME 
several ways are presently being pilot tested, such as, a simple search box, 
template sentences, and a scrollable transaction track (Figure 2). For the beginner, 
the amount of transaction records may not be very large. For the more advanced 
user, the scrollable transaction track can be used in combination with other search 
methods. 

However, the users may be so familiar with web search engine results, that an 
approach like a web search engine in a browser window might be desirable. Ex-
periments should evaluate the usefulness of such an approach.  

7 Conclusion: Data tracking by end-users 

The PRIME framework makes possible a range of opportunities, but in this pres-
entation we have concentrated on data self-management on user-side. While the 
PRIME architecture in itself constitutes advancement in PET development, we 
want to add an outline for the development of end-user data maintenance func-
tions. Naturally, the bulk of the management has to be automated – otherwise it 
will in most situations appear as an obstacle for users interacting with or via ser-
vice providers. But reliable records have to be available when the situation or the 
user calls for it. This presentation has demonstrated the complexity of the task and 
outlined the components of a privacy-friendly data maintenance approach for end-
users. 
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Improving Trust in E-Government Through 
Paralingual Web Design 

Roy Segovia and Murray E. Jennex 

San Diego State University 

1 Introduction 

Can web design improve electronic government (e-government)?  This paper pro-

was conducted where e-government web pages were converted to paralingual 
format with site visitors surveyed on their resulting trust in the content and read-
ability.  Readability was surveyed to ensure that paralingual format did not reduce 
site usability (in this case usability can only be viewed as readability as no other 
functions are possible using the web sites.)  The results of the experiment show 
that trust was improved for the minority language speakers with the majority lan-
guage speakers remaining neutral.  This is important for societies with large bilin-
gual populations with issues of trust between them and the majority speakers. 

2 Background 

Trust in government has historically been problematic; constituent citizens are 

poses that the use of paralingual web design can overcome the largest issue in
e-government, that of trust, when used with bilingual populations.  An experiment 

The impetus to implement e-government can be attributed to government’s
growing awareness of the need to attain more democratic governance (Coleman
and Gotze 2001: OECD 2001), coupled with a widespread public interest in the
potential of ICT to empower citizens and to increase government accountability
(Hart-Teeter, 2003).  Cost control and improved service to citizens is another
driver. The United States E-Government initiative targets use of improved web
technology to make it easy for citizens and businesses to interact with the govern-

tions (USOMB, 2005). 
ment, save taxpayer dollars, and streamline citizen-to-government communica-

known to have a high level of distrust in their governing bodies. Trust in government
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Hibbing and Theiss-Morse, 2002). In the state of California, a recent study ex-
posed an unexpectedly high level of distrust in government by California citizens. 
During 2004, a series of dialog-oriented seminars were held by Viewpoint Learn-
ing in various locations in California. One of the seven major findings of the study 
was that “profound mistrust of government and elected officials emerged as a cen-
tral underlying issue…” Furthermore, “this mistrust was both more intense and 
more persistent than expected, outstripping the levels that have been measured by 
polls and focus groups” (Rosell, Gantwerk, and Furth, 2005). 

There are also known issues with trust in e-government websites. This is 
clearly the effect of the general mistrust by citizens in their government bodies, as 
mentioned previously.  The main reason given for mistrust of the Web is an arti-
fact of the internet itself. Namely, the internet is now perceived to be beyond the 
control of the hosts and providers in terms of security and trust. Despite the use of 
lock icons, digital signatures, passwords, privacy policy statements, and other se-
curity techniques, internet users feel that “hosts and providers have lost control of 
the digital data transport medium as well as the software infrastructure that sup-
ports it.” This has impeded the growth of e-government (Mercuri, 2005).  

Improvement of trust in government is a critical issue. In the study by View-
point Learning, citizens voiced a strong desire to find constructive solutions to 
problems facing the state (Rosell, Gantwerk, and Furth, 2005). In a geographical 
area with a high proportion of bilingual speakers, usage of e-government websites 
may be improved in the same way as has been shown effective in electronic com-
merce (ecommerce). That is, with regard to language issues, researchers have 
found that customers are far more likely to buy products and services from Web 
sites in their own language, even if they can read English well. Furthermore, atten-
tion to site visitors' needs should be an important consideration in Web design, be-
cause such attention can help a site build trust with customers (Schneider, 2003). 

Countries with multilingual populations expect that trust will be less than single 
language countries.  This makes the challenge of providing e-government re-
sources as twofold. First, how to provide website resources that adequately ad-
dresses the language issues of the multilingual citizens; second, how to improve 
trust in the governing body from those citizens; and both must be done without 
lowering usability.  We propose that parallingual design will improve trust in mul-
tilingual nations, without impacting usability. Paralingual design involves placing 
content in both languages side by side. This allows readers who are bilingual to 
easily see both versions and readily determine if the same information is being 
provided, allowing for trust to increase through this citizen validation process. 

This research seeks to determine if paralingual website design will improve trust 
in E-government websites without lowering usability.  One hypothesis was tested: 

has been declining for more than three decades now, and has been the topic of a
substantial amount of research in political science (Levi and Stoker, 2000 and 
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3 Research Question 
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Use of paralingual web pages will increase trust in the page content and govern-
ment sponsor.  

4 Research Methodology 

This research utilizes an experiment to test the hypothesis that paralingual website 
design for E-government will increase trust in the users.  To conduct this experi-
ment several web pages of a municipality were converted to the paralingual for-
mat.  The municipality was located approximately 10 miles from the US border 
with Mexico. This municipality was known to have a 60% Hispanic population 
and a high proportion of English-Spanish bilingual residents. 

The original English content on three pages of the municipality website was 
supplemented with the equivalent translation in Spanish.  Municipality officials 
encouraged constituents and residents in the vicinity through a series of public an-
nouncements to visit the modified web pages and to complete a brief survey 
documenting their opinions on the website.  The respondents to the survey had the 
choice of filling out the survey in English or Spanish. The survey consisted of 
eight questions.  Four dealt with respondent demographics.  Two dealt specifically 
with trust.  The last two dealt with language awareness and how usable the web 
site was with respect to reading and comprehending the web page material.   Re-
sponses to the trust and usability questions were based on a Likert scale and were 
analyzed statistically for significance of differences between groups. 

Translation of the English content in the original selected web pages was per-
formed taking into account the following: 

Variations in the style and vocabulary of Spanish.  A style to reflect the local 
style was chosen. This style is mostly Mexican in its structure and vocabulary, 
so these were kept in perspective at all times.  
The level of writing was kept at approximately a high school level of 
comprehension (the same as the English version).  
The Spanish translation was written to conform strictly to correct language 
structure, syntax, and spelling. This is demonstrated by the correct application 
of diacritical marks, such as accents, tildes, and umlauts.  

The translation task was performed by a native Spanish speaker with profes-
sional training and experience as a translator. The translated content was then 
evaluated and modified by a Spanish language professor with a specialization in 
translation studies. 

5 Analysis Methods 

The significant point in selecting and using these methods is that the survey data 
being analyzed is ordinal level data requiring the use of nonparametric statistics 
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tests. Three nonparametric statistical tests are applied to the survey data. Spear-
man’s rho is applied to data from Questions 5 and 6 within each language group to 
measure the correlation of the answers to those questions. Spearman’s rho is the 
nonparametric equivalent of the typical Pearson correlation coefficient r.  The 
Mann-Whitney U test, for comparing central tendencies (means) between two sets 
of data is used to compare responses to Question 5 and 6 between the two lan-
guage groups.  The Wilcoxon T test for matched pairs is applied to the same sets 
of data as with the Spearman’s rho, and it will compare central tendencies between 

All collected surveys were used for the analysis. Data was grouped based on 
the respondent’s answer to survey question 3. This question asked the respon-
dent’s primary language for communication. The range of response choices was 
from “English only” to “Spanish only”; an additional choice was “some other 
combination of languages.” In order to generate analysis results that are more rep-
resentative of the language component of the sample data, the English sample data 
included only those who indicated English only or mostly English; the Spanish 
data included those that indicated Spanish only, mostly Spanish, or half English 
and half Spanish. This resulted in 97 English responses and 36 Spanish. 

6 Results 

6.1 Mann-Whitney U on Grouping by Language Choice 

The Mann-Whitney U test was performed first on English Question 5 and Spanish 
Question 5. This question measures the respondent’s improvement of trust in their 
understanding of the information on the paralingual page. The test determines if 
there is no statistical difference in the distribution of the answers between the Eng-
lish and Spanish respondents. The calculated z value is z = -1.907. Figure 1 shows 
the output from SPSS. 

the two sets of responses in each language group. 
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The second Mann-Whitney U test was performed on English Question 6 
and Spanish Question 6. This question measures the respondent’s im-
provement of trust in the information on the paralingual page, based on 
having the information in the two languages on the same page. This test 
determines if there is no statistical difference in the distribution of the an-
swers between the English and Spanish respondents. The calculated z 
value is z = -4.046. Figure 2 shows the output from SPSS. 

Fig. 1. SPSS Output Mann-Whitney U test English-Spanish Item 5. 
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Fig. 2. SPSS Output Mann-Whitney U test English-Spanish Item 6. 

6.2 Spearman’s rho on Grouping by Language Choice 

Spearman’s rho was performed on English Questions 5 and 6.  The correlation, 
0.504, is significant for a 2-tailed test.  Figure 3 is the SPSS output. 
 

 

Fig. 3.  SPSS Output Spearman’s rho of English Questions 5. 
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Spearman’s rho was also calculated for Spanish Questions 5 and 6. The calcu-
lated correlation, 0.563, is significant for a 2-tailed test (Figure 4). 

 

Fig. 4. SPSS Output Spearman’s rho of Spanish Questions 5 and 6. 

6.3 Wilcoxon T Test on Grouping by Language Choice 

The Wilcoxon T test was performed on data sets similar to those tested with the 
Mann-Whitney U test. In the first test with English Questions 5 and 6, the calcu-
lated z value is z = -3.188. Figure 5 is the SPSS output. 
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In the next test with the Wilcoxon T test on Spanish Questions 5 and 6, the cal-
culated z value is z = -1.034. Output from SPSS is shown in Figure 6. 

Fig. 5. SPSS Output Wilcoxon T test of English Questions 5 and 6. 

234 



Improving Trust in E-Government Through Paralingual Web Design 

 

6.4 Analysis of Question 8 

Question 8 of the survey is a measure of usability of the paralingual pages. The 
choices for responses had a range of five from “it was very difficult” to “it was 
very easy.” The percentages of the English respondents who answered “it was 
somewhat easy” or “it was very easy” is 61.3 % and the percentage of Spanish re-
spondents answering similarly is 85.7%. 

Fig. 6. SPSS Output Wilcoxon T test of Spanish Questions 5 and 6. 
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6.5 Alternative Analytical Calculations 

Performing nonparametric tests is the appropriate method for analysis of ordinal 
data. These results have been shown in the previous section. However, means and 
standard deviations are more commonly understood and therefore used more 

Item Value Range English: Mean/StdDev Spanish: Mean/StdDev 

5 1 - 7 4.2209/1.785 4.8182/1.286 

6 1 - 7 3.5930/1.811 5.0606/1.540 

8 1 - 5 3.88/1.259 4.366/0.994 

7. Discussion 

For all tests, the alpha value was chosen to be  = 0.05. For ease and uniformity of 
comparison between all tests, the z value will be used. For the chosen  = 0.05 and 
2-tailed tests, the critical z value is z = ±1.96. 

7.1 Mann-Whitney U tests on Questions 5 and 6 

The z value from Question 5 is z = -1.907. This is in the region of failing to reject 
the null hypothesis, so we conclude there is no statistical difference between the 
two groups’ answers about trust.  

The result from the Mann-Whitney U test on English and Spanish Question 6 
is to reject the null hypothesis based on the calculated z value z = -4.046. This in-
dicates that the reported levels of trust are different in the two groups when the in-
formation on the web pages contains both languages adjacent to each other. 

These results partially support the hypothesis H2 that use of paralingual web 
pages will increase trust in the page content and government sponsor. Since trust 
levels are different only when the paralingual information is considered, and the 
Spanish respondents showed higher medians than the English respondents in both 
Questions 5 and 6, the Spanish respondents show an increased level of trust based 
on the paralingual content. 

Table  1. Means and standard deviations of survey data 
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7.2 Spearman’s rho

Spearman’s rho was performed to see the degree of correlation of answeres to 
Questions 5 and 6 in each group. The rho value for English Questions 5 and 6 is 
0.504, so the correlation is “significant”. For Spanish Questions 5 and 6 the rho 
value is 0.563. Thus each of the two groups answered consistently in the trust 
questions. 

7.3 Wilcoxon T Test 

The Wilcoxon T test was performed to measure the central tendency, the mean, of 
the answers that respondents in each group provided on Questions 5 and 6. The 
calculated z value for English Questions 5 and 6 is z = -3.188. This indicates that 
there is a statistical difference in the means of the answers to each question. For 
Spanish Questions 5 and 6, the calculated z value is z = -1.034 and we fail to re-
ject the null hypothesis, therefore we conclude that there is no statistical difference 
in the means of the answers to each question. 

7.4 Question 8: Readability of the Paralingual Web Pages 

8 Conclusion 

This paper is primarily intended to provide guidance to government decision mak-
ers, e-government researchers, and e-government web designers for applying 
paralingual web page design for improving trust in government in regions where 
there is a high proportion of bilingual residents.  An experiment was performed to 
test the hypothesis that paralingual web design will improve trust in the content of 
the e-government web page.  This hypothesis was confirmed, but not quite as ex-
pected.  It was found that the paralingual format improved trust for the minority 
speaker but not the majority speaker.  Upon reflection this is an expected finding. 

Additionally, we attempted to show that usability, in this case readability as 
the paralingual pages only dispensed information and did not perform any func-
tion, was not changed.  It was found that in general respondents did not find the 
paralingual format hard to read, however, it was noted that the majority speakers 
were less enthusiastic than the minority speakers. 

Question 8 is a measure of usability of the paralingual pages as reported by how 
how easy it was to read the paralingual content. Since 61.3 % of the English
respondents and 85.7% of the Spanish respondents answered “it was somewhat   
easy” or “it was very easy”, this supports the hypothesis H1 that use of paralin-
gual web pages will not decrease usability. 
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The conclusion is that paralingual web design is useful for e-government in ar-
eas with significant bilingual populations.  There are limitations to this use as it 
appears that there is a risk of backlash from the majority speaking population.  
This suggests that paralingual web design should be used when there are known 
trust issues between majority and minority speakers. 
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Chain to investigate what factors affect people who read and forward e-mail. Specifically, 
perception of receivers and e-mail subjects are hypothesized to have positive effect on atti-

tion to forward. Web-based survey was conducted and 309 questionnaires were collected. 
The results reveal the good predictors to influence people who read and forward e-mail. Fi-
nally, gender influences one’s attitude and intention toward forwarding e-mail. Further, this 
study provides e-mail marketing strategies and offers suggestions focused on different gen-
der for marketing managers. 

1 Introduction 

A survey indicates that global Internet users have reached to 920 million by 2004, 
which also demonstrates a rapid development of e-mail. Because email has the 

also brings trouble to users. As to enterprises, spam affects productivity and in-
creases the cost. Otherwise, it creates people’s negative impression on email. 
Therefore, how to establish a correct email marketing strategy needs to pay special 
attention. 

Abstract: Nowadays, e-mail is one of the most popular Internet applications and has be-
come a useful marketing tool. However, e-mail marketing should be thought ineffectiveness
due to the rampancy of spams. In order to explore the underlying phenomenon of e-mail
marketing strategy, this study based on Theory of Reasoned Action (TRA) and TRA 

advantages of fast, cheap, able to forward to numerous people at a time, and simul-
taneously transmit voice and image, sending email has become the main activity
of using Internet (Chittenden and Rettie 2003). Recently, there is an increasing 
number of marketing executives who contact consumers by e-mail and send e-mail
arbitrarily, arising spam problem. It not only wastes internet resources but 

intention to read, e-mail content, and motivation of sharing all have positive effect on inten-
tude to read, which in turn have a significant influence on intention to read. Moreover, 
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For the purpose of e-mail marketing successes, intention to read is of great im-
portance. However, prior research failed to examine that why were people willing 
to read and to share e-mail with others? Most researches discussed read and for-
ward separately (Liao 2004). To make sure that every email is meaningful to re-
ceivers, and is transmitted by viral marketing, the study focuses on email itself, 
understanding what meaningful email to users is, being willing to read, and ex-
ploring the factors of forwarding email as well. Only by understanding what peo-
ple think, will businesses achieve marketing goals. This study is based on Theory 
of Rational Action (TRA) investigating the purposes of reading and forwarding to 
improve the marketing performance by email. In sum, the purposes of this paper 
are to investigate receivers’ determinant of reading email and to explore the fac-
tors that affect receivers to read email and forward after reading. 

1.1 Literature review 

Godin

Accor

printing technology (Hoffman 2000) and it immediately becomes the popular 
mode of communication (Chittenden and Rettie 2003). As e-mail marketing is 
growing rapidly, it turns out to be another way for marketing executives to com-
municate and establish proper relationships with customers and enable prompt in-
teraction. Chittenden and Rettie (2003) pointed out three effective marketing 
methods of email, including enticing receivers to read email, retaining their con-
sumer satisfaction, and persuading them to respond.  

 (2001) proposed the term “ideavirus marketing”. He mentioned that tra-
ditional marketer sell products to consumers directly and without any means of 
media. Ideavirus marketing creates innovative virus and establishes the environ-
ment for virus to reproduce and transmit. It is the virus itself which full fill the 
marketing task rather than the marketer. Godin s approach seeks to maximize the 
spread of information from customer to customer. Kaikati and Kaikati (2004) pos-
ited that implementing ideavirus marketing needs to ensure the delivery is of an 
appropriate nature at first. Further, the description of information should be clear 
and specific because it represents the value of products. Marketers should pay 
special attention to subject because a proper subject can give receivers a sense of 
friendliness. Last, but not least, forwarding must be made simple to receivers so 
the activities may be continued. The above factors make ideavirus marketing suc-
cessful. 

ding to Chittenden and Rettie (2003), the main question regarding email 
marketing is how to encourage receivers to read email? As shown in Chang’s re-
search (2002), the higher correlation between email subject and content, the higher 
the possibility of the email being read. Also topics, which are highly related to the 
receiver’s interest and have personal title, effectively increase the possibility of 
reading. In addition, the receiver who forwards a letter plays a critical role in viral 
marketing. Lee (2001) stated some characteristics of forwarding email, which are 
listed as follows: in marketing reason, interaction between forwarding email dra-
matically helps companies communicate with clients. As for retain human rela-

E-mail may be the most important innovation since the development of the 

’

240 



tionship, simply click the forward button, and quickly transmit message to our 
close friends and relatives, further, it does not cost much. For share message or 
knowledge, a user who forwards email to friends and relatives creates a joint shar-
ing experience. In addition, Liao (2004) argued that people are more willing to 
forward email which has plentiful content and results in a better mood after read-
ing it. Because the forwarded email circulates among acquaintances, they are more 
willing to trust and respond to the message. 

Due to the rampancy of email marketing, mailboxes flood with spam. Hence, 
enterprises need to adjust their strategies of email marketing rather than sending it 
blindly. They should stand from receiver’s point to understand the reasons why 
people are willing to read and forward. However, previous studies do not have in-
depth exploration on reading and forwarding email, thus this study is to find the 
factors regarding reading and forwarding email. 

2 Research model and method 

Theory of reasoned action (TRA) is a wildly accepted model to validate individual 
behavior in numerous contexts. The research model is based on the TRA proposed 
by Fishbein and Ajzen’s (1975), which relies on one’s attitude and intention to 
predict actual behavior. TRA presents that individual actual behavior is directly or 
indirectly influenced by ones belief, attitude toward behavior, subjective norm and 
behavioral intention. This study proposes a chain relationship between intention to 
read and intention to forward. That e-mail is read or forwarded can be affected by 
different beliefs. The concept of expended TRA and development of the TRA 
Chain is shown in Figure 1. 

 

Fig. 1.  Concept of TRA Chain 

In our research model, the email receivers’ personal cognition and the mail sub-
ject affect their attitude toward email. Further, the receivers’ attitudes toward 
email affect the willingness of reading mail. Otherwise, the users’ cognition about 
email content and their motivation of forwarding affect the possibility of forward-
ing email. Table 1 gives definitions on different variables and Figure 2 shows the 
research model. 
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Perceived risk After clicking email, the receiver anticipates and per-
ceives disadvantage and harmful result. 

Permission The receiver recognizes the extent to which receiving 
the email will not be annoying. 

Attraction of subject The receiver recognizes the extent of attraction from 
email subject. 

Entertainment of subject The receiver recognizes the extent of interest from 
email subject. 

Informativeness of subject The receiver recognizes the extent of increasing new 
knowledge from the email subject. 

Attraction of content The forwarder recognizes the extent of attraction from 
email content. 

Entertainment of content The forwarder recognizes the extent of interest from 
email content. 

Informativeness of content The forwarder recognizes the extent of increasing new 
knowledge from the email content. 

Mutual benefit The forwarder recognizes the extent of mutual benefit 
by forwarding email. 

Individualism The forwarder recognizes the extent of his benefit by 
forwarding email. 

Altruism The forwarder recognizes the extent of others’ benefit 
by forwarding email. 

Reading attitude The fondness of reading email 
Intention to read The willingness of reading email 
Intention to forward The willingness of forwarding email 

Table 1. Definition of the variables 

Construct Definition 
Sender’s relationship The extent of acquaintance between the receiver and 

the sender. 
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Motivation of sharing 

Content feature of e-mail 
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e-mail 

Sender’s 
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Attraction 
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Reading 
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Attraction Entertainment Informativeness 
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H6c H6bH6a

H5c H5bH5a

H4 

H3c 

H3b 

H3a 

H2c 

H2b 

H2a 

H1 

Informativeness 

Perception of  
receivers 

Fig. 2.  research model 

Accord

H1: On

H2a: R

H2b: R

H2c: R

H3a: S

H3b: S

H3c: S

H4: On

ing to other related literature, the addressed research hypotheses are 

e’s attitude in reading e-mail is positively associated with his reading 
intention. 

elationship with E-mail sender is positively associated with receiver’s 
attitude in reading e-mail. 

eceiver’s perceived risk of e-mail is negatively associated with his read-
ing attitude in reading e-mail. 

eceiver’s permission of e-mail is positively associated with his attitude 
in reading e-mail. 

ubject attraction of e-mail is positively associated with receiver’s atti-
tude in reading e-mail. 

ubject entertainment of e-mail is positively associated with receiver’s 
attitude in reading e-mail. 

ubject informativeness of e-mail is positively associated with receiver’s 
attitude in reading e-mail. 

e’s intention to read e-mail is positively associated with his intention to 
forward e-mail. 

A Study of E-mail Marketing  
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H5a: C

H5b: C

H5c: C

H6a: M

H6b: In

H6c: A

Web-

3 Data analysis 

By the time this survey was closed, 309 questionnaires were collected. The data of 

e internal consistency was assessed by verifying Cronbach’s . The values 
range fro

Scale Factor 

ontent attraction of e-mail is positively associated with receiver’s inten-
tion to forward e-mail. 

ontent entertainment of e-mail is positively associated with receiver’s 
intention to forward e-mail. 

ontent informativeness of e-mail is positively associated with receiver’s 
intention to forward e-mail. 

utual benefit is positively associated with receiver’s intention to for-
ward e-mail. 

dividualism is positively associated with receiver’s intention to forward 
e-mail. 

ltruism is positively associated with receiver’s intention to forward e-
mail. 

based survey was conducted by this study because the target subjects were 
e-mail users. The survey questionnaire was posted onto the most popular BBS in 
Taiwan and all e-mail users were cordially invited to support this survey. Most of 
the items were adapted from prior research, and other items were based on the 
definition of variables and then developed by the researchers of this study. 

the valid samples reveal that male outnumbers female at the percentage of 68.6%. 
More than half of people are in the age group 21 to 30, which accounts for 58.9%. 
Of all work status, students account for most of them at 62%. Further, regarding 
education background, 47.2% of people have university or college degrees. As to 
the frequency of accessing the Internet, surfing one to two hours a day is the most 
frequent at 25.9% and second is three to four hours a day at 24.9%. Moreover, a 
majority of people spend half to one hour on receiving, reading, forwarding and 
sending email, which is at the proportion of 40.8%. Most people who have three 
email accounts in average are at 32%. 28.8% of people whose email address books 
consist of 21 to 40 data and 25.2% of people receive email more than three times a 
day. 

Th
m 0.88 to 0.95. All were greater than the benchmark at 0.80. The result 

showed that all measures have adequate reliability. To evaluate the adequacy of 
the measurement items, factor analysis was performed by SPSS. Otherwise, Ex-
ploratory Factor Analysis (EFA) is used to test construct validity. The result con-
formed to the construct validity of this study and proposed 15 factors. Factor load-
ings were shown in Table 2, and those were smaller than 0.5 has not been shown 
in this table. 

Table 2. Construct validity (N=309)  
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 Items 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 

 
SR1            .778    
SR2 
SR3            .826    

           .812    

PR1 .901               
PR2 .935               
PR3 .919               
P1    .865 

.875 

.846 

           
P2               
P3               

AS1         .864       
AS2         .872       
AS3         .792       
ES1           .8

.8

.8

16     
ES 2           10     
ES3           14     
IS1        .834        
IS2        .857        
IS3        .853        

AC1             .763 
.793 
.755 

  
AC2               
AC3               
EC1     .836           
EC2     .856           
EC3     .892           
IC1          .8

.8

.8

10      
IC2          24      
IC3          09      
RA1              .735  
RA2              .741  
RA3              .761  
IR1               .747 

.737 

.759 
IR2               
IR3               

MB1   .879             
MB2   .872             
MB3   .873             

I1  .8  
.9  
.9  

84              
I2  30              
I3  20              
A1      .827          
A2      .879          
A3      .858          
IF1       .8

.8

.8

51         
IF2       32         
IF3       37         

Eigen-
values 

2.86 2.84 2.80 2.80 2.74 2.74 2.74 2.65 2.63 2.57 2.51 2.49 2.36 2.32 2.32 
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Cumula-
tive 

P e ercentag

6.  37 12 9 .6 18.94 25.16 31.27 37.37 43.46 49.37 55. 12 60.92 66. 15 72.05 77.32 82.48 87.65 

The rese n Product 
erify positive and negative coefficient hypothesis of research model. 

Table 

arch is adopted Pearso Moment Coefficient to analyze coeffi-
cient and v

3 presents the correlation coefficients among the constructs. The bi-variate 
relationships indicated that all the constructs were significantly correlated with 
each other. Therefore, all hypotheses were supported. In order to avoid collinearity 
that might influence result, coefficient between two variables should be less than 
0.8 or more than -0.8. As can be seen from the table 3, all correlation coefficient 
are less than 0.8 and collinearity is not existed. 

 SR PR P AS ES IS AC EC IC RA IR I A MB

PR -.262 
** 

P .438 
** 

-.309
**

AS .346 
** 

-.215 .324
****

ES .360 
** 

-.111
*

.360 .486
****

IS .379 
** 

-.229
**

.409
**

.284 .328
****

AC .436 
** 

-.224
**

.444
**

.415
**

.405 .269
****

EC .317 
** 

-.084
**

.234
**

.260
**

.452
**

.159 .513
****

IC .422 
** 

-.228
**

.332
**

.342
**

.312
**

.481
**

.453 .338
****

RA .480 
** 

-.302
**

.453
**

.418
**

.418
**

.389
**

.488
**

.344 .549
****

IR .488 
** 

-.311
**

.495
**

.392
**

.383
**

.392
**

.536
**

.315
**

.508 .709
****

I .126 
* 

.107
*

.101
*

.209
**

.121
*

.171
**

.228
**

.115
*

.217
**

.198 .176
****

A .286 
** 

-.238
**

.230
**

.178
**

.094
*

.236
**

.342
**

.143
**

.360
**

.335
**

.409 .268
****

MB .458 .530
**

.099 
* 

.045
*

.120
*

.159
**

.103
*

.129
*

.291
**

.137
**

.247
**

.214
**

.298
** **

IF .399 
** 

-.106
*

.242
**

.276
**

.194
**

.192
**

.460
**

.328
**

.428
**

.463
**

.482
**

.300
**

.494 .419
****

Th n n  t d d  n e 2

e x e ig ents th n i o ie
of c

e pat
o

h sig
uc

ifica
r

ce in
a

he research
d

 mo
pres

el an  the
e sta

varia
d

ce ex
z

plain d (R
e

) by 
each c nstr t w e e min . F ure 3 ard ed path c ffic nts 

onstructs. Most were strongly supported, except individualism, which did not 
have positive effect on intention to forward e-mail. The perception of receivers 
and subject feature of e-mail had influences on reading attitude (R2=0.39), in turn, 
one’s reading attitude had a positive effect on intention to read e-mail (R2=0.50). 
Intention to read e-mail, content feature of e-mail, and motivation of sharing all 

Table 3. Correlation analysis 
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influenced the intention to forward e-mail (R2=0.40). With the exception of indi-
vidual benefit, all of the other motivation of sharing affected the intention to for-
ward e-mail. 

This study also examined the path analysis of different gender. From the male 
aspect, the path from permission to reading attitude was not significant, and attrac-
tio

 *p<0.05, **p<0.01, 
***p<0.001 

4 Conclusions and implication of research results 

ich affects 
the willingness of reading email, and it conformed to TRA theory as well. Accord-

n of content was not a significant effect on intention to forward. From the fe-
male facet, the path from perceived risk to reading attitude was not significant, 
and informativeness of content was not a significant effect on intention to forward. 
Whether male or female, the result also showed that e-mail subject significantly 
and directly influenced reading attitude, and individualism is not significant. 

The results indicated that the email user’s attitude is the main factor wh

ing to path analysis, the email users’ attitude had positive and significant influence 
on “reading intention”. In other words, the more positive attitude toward email, 

 
 

Motivation of sharing 
 

Content feature of e-mail 

Subject feature of  
e-mail 

Perception of  
receivers 

Sender’s 
relationship 

Perceived risk 

Permission 

Attraction 

Entertainment 

Informativeness 

Reading 
attitude

Intention to 
read

Intention to 
forward 

Attraction Entertainment Informativeness 

Mutual 
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Individualism Altruism 

0.70
***

0.21 
*** 

-0
  

0.15 
** 

0.1
*** 

0.11 
* 

0.17
**

0.12
*

0.11
*

0.11 
* 

0.12
*

0.83
ns

0.23 
*** 

9 

0  .15
** 

.11 
* 
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the higher the willingness of reading will be. Hence, factors that affect the attitude 
of users are of great importance. The research found that increasing the sender’s 
relationship, permission, attraction of subject, entertainment of subject, informa-
tiveness of subject, and decreasing perceived risk could promote the user’s atti-
tude. The result demonstrates the first purpose of this paper that investigates re-
ceivers’ determinant of reading email. 
The users’ intentions to read have positive and significant influence on intentions 

to forward. The greater intention to read the greater intention to forward because 

variably. Thus, they should adopt adequate strategies and 
mail the 

e displayed in 
various w

good relationship with custom-
ers to gai

As spam is rampant nowadays, marketing specialists send letters that cannot
get effective results in

letters to meet people’s satisfaction. Only by doing so, will they increase 
the willingness of reading and forwarding afterward, which substantially performs 
viral marketing and reduces spam. Here are some management suggestions that 
can be taken for email marketing executives’ references: 

First, if users are willing to read the email, the next importance step is to design 
the content that people are willing to forward. Email content can b

ays unlike subject which is restrained by characters. When designing the 
email content, it is not appropriate to contain a whole text with written words, in-
serting pictures or animation will make the layout looks vivid. Otherwise, interest-
ing written language encourages readers to finish reading the complete message. 
Further, if the content is related to the reader’s interests or rights, it will foster 
substantially the willingness to forward. Second, Altruistic benefit is an essential 
factor that influences people to forward letter. It also indicates that users are self-
less and believe that the message benefits others when forwarding. Hence, when 
the marketing executives design the layout, it needs to present all the advantages 
in order to increase the willingness to forward. Third, this study found that user’s 
fondness of email had a direct effect on the willingness of reading. Therefore, 
email-marketing specialists should pay exceptional attention to the user’s attitude 
to achieve maximum marketing efficiency.  

Fourth, people are more likely to read the email sent from acquaintances. Be-
fore starting marketing, marketers need to develop 

n their trust. Once you are a friend of the receiver, it will forge success. 
However, sending too much email might result in inconvenience to others though 
they are friends. It is better to get permission before sending. This not only shows 
respect, but also reduces negative effect. Because viruses come along with spam, 
some people do not even read the email at all. Hence, marketers must assure their 
computers do not have viruses before sending to avoid damaging customers’ com-
puters and lost reliability. Fifth, whether the subject is attractive or not affects 
one’s fondness toward email. An eye-catching subject and interesting written 

willingness to forward. Moreover, attraction of content, entertainment of content, 
informativeness of content, mutual benefit and altruistic benefit are some of the
factors that contribute to forward intention. These indicate the second purpose of 
this paper, that is to explore the factors which affect receivers to read email and
forward after reading. 

the email, it represents that they accept the email to a certain extent and raise the 
reading intention depends on one’s attitude. When the users are willing to read 
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words attract readers’ attention immediately. In addition, the subject can be infor-
mative, providing knowledge to readers. Finally, if the email marketing is focused 
on males, it needs to pay special attention that the email is virus free and that the 
message is relevant and helpful. If the email marketing is designed for females, 
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Abstract: The goal of this paper is to identify the issues in information systems (IS) man-
agement expected to be the most important over the next three to five years, to assess the 
importance of these issues, and compare the results of our study to the findings of similar 
investigations, with emphasis on the study done in Slovenia in 1992. The two-round Delphi 
method was used to collect the opinions of IS managers in Slovenian companies. The Q-
method and Q-sort ranking were used for data analysis. The study showed that views and 
opinions of IS department managers in Slovenia are becoming more similar to the views of 
their counterparts from other countries, revealed by other comparable investigations. This 
indicates that the economic and cultural environment in Slovenia that was specific after the 
economic and political transition in the nineties does not deviate considerably from the en-
vironment in other countries. Compared to the earlier study, technology-related issues be-
came less important, and business-related issues appear to be more important. 

1 Introduction 

Major issues in IS management have been investigated in the USA since the be-
ginning of the eighties (for example Ball and Harris 1982; Dickson et al. 1994). 
Similar investigations have been carried out in several other countries: for exam-
ple, in Australia (Watson 1989), Poland (Wrycza and Plata-Przechlewski 1994), 
Estonia (Dexter et al. 1993), Indonesia (Samik-Ibrahim, 2002, Norway 
(Gottschalk 2001), South Africa (Berkowitz et al. 2001), Kuwait (Alshawaf and 
DeLone (2002), Thailand (Pimchangthong et al. 2003), Slovenia (Dekleva and 
Zupan i  1996). The primary purpose of these studies was to determine the IS 
management issues expected to be the most important in the next three to five 
years and thus deserving the most time and attention by the managers. 

A comparison of the results of the early studies (for example Watson and 
Brancheau 1991; Watson et al. 1997; Gottschalk 2001) showed that the impor-
tant IS management issues depend on the level of economic development and the
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rapid IT innovations and their implications on business, globalization, and changes 
in economic and legal systems. Some of the issues resolve over time, others re-
main current for a longer period of time, while new issues emerge. 

The goals of our investigation are the following: (1) to identify key issues in IS 
management, which will require significant attention in the next 3 – 5 years, and 
to rank them by importance, and (2) to compare the results of our survey with the 
outcome of other investigations, in particular with the results of the study (Dek-
leva and Zupan i  1996) which was carried out in 1992. 

2 Research approach 

Most of the studies used the methodological framework of the American Society 
for Information Management (SIM), and applied the Delphi technique, a method-
ology for organizing and prioritizing collective judgment of a group that involves 
iterative surveying of the same group (Linstone and Turoff. 2002). The initial pro-
cedure of the Delphi technique is to prepare, distribute, and synthesize a series of 
problem statements for evaluation. Communication among participants in the next 
rounds (phases, steps, …) of the investigation is based on questionnaires. Fre-

sponses and statistical or any other data describing the reflections of entire group 
with each succeeding round. It is believed that this technique leads to consensus 
on major points, but also uncovers minority opinions.  

The target group of respondents in our investigation were IS department man-
agers in companies (but not public institutions) in Slovenia. When selecting the 
sample of companies to be surveyed, consideration was given to the following: 

1. The sample had to be large enough to be able to collect a sufficient number 
of relevant responses; previous studies showed that the response rate in this 
type of investigations is relatively low (Berkowitz et al. 2001). 

2. We had to survey companies with an organized IS function; one study 
(Vehovar et al. 2003) showed that most large companies have a formal IS 
department: only 4% of Slovenian companies with 500 or more total 
employees had no IS department. 

Therefore, we asked the IS department managers in the 400 largest companies 
in Slovenia to participate in our research. We applied a modified version of the 
model for key issues selection procedure suggested by (Gottschalk 2000) that was 

To compare the results of our investigation with results of the earlier study in 
Slovenia (Dekleva and Zupan i  1996), we used the lists of key issues from other 
investigations only indirectly, as an aid in shaping the descriptions the key issues 
identified in our study. The entire list of issues was generated from the opinions of 

cultural environment. They also evolve over time, due to external factors such as 

et al. 2001), and - in an adapted form - in South Africa (Berkowitz et al. 2001).  
used in the investigation of key IS management issues in Norway (Gottschalk

quently, opinions of the participants are collected using a first open ended 
questionnaire. Participants receive feedback in the form of their own previous re-
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IS managers in companies, collected in the first round of the Delphi survey. Then, 

To assure the participation of the respondents who dislike internet-based sur-
veying, we also sent a paper questionnaire in the phase of collecting suggestions 
for key issues, together with an e-mailed invitation. Ranking of the key issues ac-
cording to the Q-methodology was done only by a web application.  

Q sort, the ranking technique in implementation of Q-methodology, enables 
that issues are rated in relation one to another, unlike most other techniques where 
issues are rated independently. It consists of the following steps: 

(1) The issues or statements to be evaluated by the respondents are identified 
and formulated. One of the main assumptions in the Q-methodology is that taken 
together, all of the issues used in Q-sort represent the possible domain of opinions 
on topic under consideration.  

(2) Depending on the number of issues, an adequate format of the Q-sort is de-
veloped: it must always be symmetrical and shaped in the form of normal distribu-
tion. For example, if 24 issues to be ranked are identified, the form of Q-sort 
shown in Figure 1 can be used.  

-4 -3 -2 -1 0 +1 +2 +3 +4
X X X X X X X X X
X X X X X X X X X

X X X X X
X 

Fig. 1. An example of Q-sort 

This shape of Q-sort forces all respondents to allocate the 24 issues to all available 
spaces and utilize the complete scale from -4 to +4. Only two issues can be placed 
in the most important (+4) and least important (-4) positions while four issues can 
be placed in the middle (neutral) position. The ranking is completed when the re-
spondent positions all the issues in the available spaces.  

For the needs our investigation, we implemented a web application using 
Typo3 (http://www.typo3.com/ and http://www.typo3.org/ - web page for devel-
opers), a Web Content management System, based on open source technologies 
(MySQL and PHP4). For the ranking of key issues, we adapted the Web applica-
tion WebQ described in Schmolck (2002). WebQ is based on code written by Rick 
Watson (Terry College University of Georgia) and is available from the web page 
http://www.rz.unibw-muenchen.de/~p41bsmk/qmethod/webq/. This application 
enables easy and clear ranking of issues according to the rules of Q-sort. It in-
cludes online help and makes possible to carry out the sorting in one step: the re-
spondent can modify and correct his or her input, but can not submit an incom-
plete or invalid response. When a respondent logs on, a list of key issues in 

we followed the model described in Gottschalk (2000) which suggests that
Q-method (Brown 1996) should be used for ranking instead of rating the key
issues using the Delphi technique. The advantage of the Q-sort over Delphi is that 
Q-sort requires simultaneous consideration of the issues and utilizes the same scale 
for all the issues (Pimchangthong et al. 2003). 
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random order is displayed. The respondent can do the ranking by a click of the 
mouse on the selected rating. 

The target organizations for our study were companies with 200 or more  employ-
ees. Forty companies (with less than 200  employees) with the highest income 
and/or assets in recent years were added. Next, all banks and insurance companies 
in Slovenia were added. This resulted in a list of 404 companies. Due to the size 
and industry of these organizations, it was expected that most of them had an IS or 
IT department. The addresses of the companies were collected from two business 
directories (PIRS  2004 and: IPIS  December 2003), using the total number of 
employees as the main criterion for selection. 

In summer 2004, the questionnaire with an accompanying letter explaining the 
goals and the procedures of the investigation was sent to the 404 IS or IT Depart-
ment managers. We asked the respondents to define three to five IS management 
issues expected to be the most important in the next three to five years, and pro-
vide short descriptions and their rationales. They were also asked to provide their 
own and their organization’s demographic data. As an alternative, we offered the 
possibility of entering the same information using a web site. Basic instructions on 
how to access the web site were given in the accompanying letter. A more detailed 
description of the investigation was published on the Web. Each accompanying 
letter included a username and password to access the application. 

In the first step of the investigation, 73 respondents provided a total of 260 sug-
gestions for key issues in IS management that were used for the development of a 
consolidated list of key issues used in the second step of the investigation. Only a 
minor number of respondents (22) used the paper questionnaire.  

Consolidating the suggested key issues into a list to be rated in the second step 
proved to be difficult and time consuming. It was difficult to shape the issues and 
their descriptions from respondents’ suggestions which were written as free text. 
In the literature, we found no detailed recommendation on how to generate a uni-
form list of issues. We used the recommendations by Linstone and Turoff (2002) 
which were included into the description of the Delphi method. First, we classified 
all the 260 suggestions into relatively general groups. Then we examined each of 
the groups separately and classified the suggestions according to the content of 
their descriptions. This procedure was repeated several times. 

Initially, we got 19 groups-issues with five or more suggestions. We consoli-
dated their names and descriptions. Because the number of issues was too small 
for the applied theoretical framework, we decided to formulate additional issues 
based on the remaining unused suggestions. The criteria for these issues were: (1) 
at least two suggestions for issues were provided by the respondents, (2) sugges-
tions didn’t refer to a specific narrow area, and (3) the issue was not a conse-
quence of recent events popularized in the media. Using this approach, we defined 
eight more issues. 
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In the final selection and formulation of key issues, we used the key issues 
identified in other investigation as examples; we didn’t directly include them in 
the final list. To generate the consolidated list of 27 key issues we used 229 sug-
gestions, and 31 suggestions remained unused.  

The second step of the investigation was carried out in September 2004. We in-
vited all the target group of 404 IS department managers to participate in the sec-
ond step of the investigation. In the invitation, we briefly described the ranking 
procedure and the access to the Web application. Each of the participants also re-
ceived a uniform username and password to log on the web application.  

Only 76 (18,8%) invited managers participated in the investigation. Only 29 
(39,7%) respondents who provided at least one valid suggestion for key issues in 
the first step of the investigation participated in the second step. This response rate 
was expected and comparable to the response rate in similar investigations; it was 
sufficient for the purpose of our investigation; Q-methodology is a subjective 
method and does not require a high response rate (Brown, 1993).  

Based on the Q-sorts that reflected the responding managers’ views about the 
importance of key issues in IS management, we first calculated basic statistical 
measures ( Table 1).  

Out of the 26 issues that were identified as the most important in 1992 (Dek-
leva and Zupan i  1996), 12 also emerged in our study (Table 2). Comparison 
among the issues was done based on the rationales. All the issues that were ranked 
as the most important in the study in 1992 also emerged in our investigation. In 
1992, most of them (11 out of 12) were ranked on the first 12 places; only one of 
the issues that emerged in the both investigations (Ensuring adequate financial re-
sources) was below the rank 12. In our investigation, most of the issues from 1992 
were ranked relatively low. 

 Key issues that had not emerged in the 1992 study are those which are a con-
sequence of changes in the IS and ICT field. Changes related to the implementa-
tion of new technologies (software and infrastructure), are generally rated as less 
important. Newly emerged key issues indicate the direction of profound change in 
the perception of the IS mission in the last ten years. They indicate the increasing 
level of integration of IS into the business system. We can identify two groups of 
issues as an illustration of two different aspects of the change:  

The first group indicates the need for a stronger influence of IS on the 
development and implementation of the business system (Incorporation of IS in 
the corporate strategic planning, Support of IS to the optimization of business 
processes, ...). 
The second group expresses the response of IS on the pressure of the business 
system, which is a consequence if its dependence on IS and IT (Ensuring 
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uninterrupted functioning of the IS, Protection of the IS against intrusions, 
viruses, spam, etc.) 

Table 1. Key issues in IS management ordered by the rated importance 

Rank Issue description Average
Standard 
deviation 

Median 

1 Ensuring uninterrupted functioning of the IS 1,841 1,903 2 

2 
Incorporation IS in the corporate strategic
planning 

1,333 1,840 1 

3 Strategic planning of IS 1,111 1,788 1 

4 Protection against intrusions, viruses, spam, … 1,048 1,708 1 

5 
Support of IS to the optimization of business
processes 

0,968 1,732 1 

6 
Integration of information subsystems into an
comprehensive information architecture  

0,905 1,757 1 

7 
Implementation of a comprehensive safety pol-
icy in accordance with standards 

0,857 1,625 1 

8 
Development and implementation of decision
support systems for senior management 

0,619 1,879 1 

8 Users’ and senior mgts’ appreciation of IS 0,619 1,853 1 

10 Ensuring adequate financial resources 0,492 1,848 0 

11 Education of IT users 0,444 1,423 0 

12 Position of IS dept. in the corporate hierarchy 0,333 2,048 0 

13 
Ensuring the users prompt (quick) access to
data and information 

0,286 1,708 0 

14 Implementation of new ITs 0,190 1,625 0 

15 
Recruiting and development of IS human re-
sources 

0,143 1,712 0 

16 Efficient telecommunications (infrastructure) -0,016 1,591 0 

17 
Use of methodologies and project approach in
system development 

-0,032 1,481 0 

18 
Consolidation and optimization of corporate
ICT infrastructure 

-0,254 1,685 0 

19 
Implementation and management of electronic 
business – b2b 

-0,365 1,954 -1 

20 Management of ever increasing amount of data -0,667 1,796 0 

21 Implementation of the data DW concept -0,857 1,703 -1 

22 Implementation group work support systems -1,016 1,661 -1 

23 Electronic documentation systems -1,063 1,564 -1 

24 Ensuring mobile access to information -1,444 1,673 -2 

25 Implementation of open source systems -1,746 2,071 -2 
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26 Implementation of ERP, CRM, SCM  -1,857 1,654 -2 

27 Outsourcing IS services -1,873 1,661 -2 

Table 2. Comparison of the results from 1992 and 2004 

Issue description 
Rank 
2004 

Rank 
1992 

Ensuring uninterrupted functioning of the IS 1  
Incorporation (inclusion) IS in the corporate strategic planning 2  
Strategic planning of IS 3 3 
Protection of the IS against intrusions, viruses, spam, etc. 4  
Support of IS to the optimization of business processes 5  
Integration of information subsystems into an comprehensive infor-
mation architecture  

6 7 

Implementation of a comprehensive safety policy in accordance with 
standards 

7  

Development and implementation of DSS for senior management 8 9 
Users’ and senior managements’ appreciation of IS 8 1 
Ensuring adequate financial resources 10 21 
Education of IT users 11 6 
Position of IS department in the corporate hierarchy 12 5 
Ensuring the users prompt (quick) access to data and information 13  
Implementation of new information technologies 14  
Recruiting and development of IS human resources 15 2 
Efficient telecommunication connections (infrastructure) 16 8 
Use of methodologies and project approach in system development* 17 4,12 
Consolidation and optimization of corporate ICT infrastructure 18  
Implementation a and management of electronic business – b2b 19 11 
Management and control of ever increasing amount of data 20  
Implementation of the data warehousing  (DW) concept 21  
Implementation of system that support group work 22  
Electronic documentation systems 23  
Ensuring mobile access to information 24  
Implementation of open source systems 25  
Implementation of  worldwide used ERP, CRM, SCM systems  26  

Outsourcing  IS services 27  
* This issue covers two of the key issues from 1992 
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The issue Implementation of a comprehensive safety policy in accordance with 
standards integrates the two groups and highlights the interdependence of the 
business system and IS. 

more, as it was when the earlier investigation was carried out. The conditions in 
the country stabilized and the country was integrated into the international stream 
of events, so IS department managers are not limited by relations which were a 
consequence of the circumstances of the time. The question if IS if useful and 
needed is not asked any more. The responding IS managers did not indicate that 
they were limited by strict IS cost controls as they were in the past. Most likely, 
they adapted to them and are able to control them more easily.  

Table 3. Key issues from the 1992 study that did not surface in our investigation 

Rang 
Issue description 

1992 
National IS/IT standards 10 
Use of modern tools for IS development  12 
Selection of information technology and equipment 14 
Stability of national regulations 15 
Implementation of relational DBMS 16 
Use of external data bases 16 
Improving IS development productivity 18 
Legal protection 19 
Evaluation and enhancement of  existing IS 20 
Substitution of mainframes with PCs an LANs 22 
Limited supply of quality IS products and services 23 
IS contribution measurement 24 
IS cost control 25 
Establishment of a national professional association for IS  26 
 
Table 4 presents a summary of the results of some recent investigations of key is-
sues in IS management carried out in other countries. We included all the key is-
sues identified in the investigations in Table 4, except from (Pimchangthong et al. 
2003) where the descriptions of only the 10 highest ranked issues were available. 
In all the investigations used for comparison, researchers started from a list of is-
sues defined in other studies and summarized from different sources. Some of 
these lists were supplemented with issues generated in the course of the investiga-
tions. In our study, we generated all the key issues only from suggestions provided 
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However, most of the issues ranked (see Table 3) at place 10 and below in 1992 
study and didn’t surface in our investigation, are no longer current. This could be 

trol and are commonly used now; therefore they are not considered as key issues any 
more. Also, the economic and regulative environment in Slovenia is not specific any 

explained by the development of IT and IS: these issues (technologies) are under con-



by the respondents, collected in the first step of the investigation. Therefore, some 
of the descriptions and rationales of the issues do not match completely with the 
issues used for the comparison. Some issues in our investigation were defined 
more broadly and can be compared to several issues identified in other studies, for 
example: Recruiting and development of IS human resources, Implementation of 
worldwide uses ERP, CRM and SCM systems and Use of methodologies and pro-
ject approach in system development. 

The comparison presented in Table 4 indicates that issues related to certain 
technological solutions or specific for a relatively narrow segment of IS activities 
did not emerge as important in our investigation; for example: Electronic business 
(business to consumer), Development and management of distributed systems, Im-
plementation and management of end-user computing, Improving IS infrastructure 
planning, and Implementation of object oriented technology. Interestingly, IS con-
tribution and effectiveness measurement was identified as key issue in three out of 
the four investigations used in our comparison, but IS managers from Slovenian 
companies did not consider it as important. This may indicate that Slovenian IS 
managers are still not as much under pressure to justify the cost of IS as their 
counterparts in other countries. 

No corresponding issues could be fund in the studies used for the comparison 
for only three issues identified in our study: Implementation of data warehousing 
concept is a merely a technological solution, therefore it might not have appeared 
important enough to the investigators to include it in the list of key issues. How-
ever, the issues Implementation of a comprehensive safety policy in accordance 
with standards (Comprehensive safety policy) and Consolidation and optimization 
of corporate ICT infrastructure are much broader. A possible reason that they 
were not identified in other investigations might be the way the lists were devel-
oped. Other researchers put together their lists on the basis of issues identified in 
earlier investigations. Therefore, it might have occurred that that these issues 
which have already become outdated, were included in the list for rating. Con-
versely, some current (up-to date) issues might have been omitted. Undoubtedly, 
the two issues stated above are topical now. 

The order of the key issues in our study in most cases does not deviate from 
that in others. Considering the issues that were rated in at least three out of four 
investigations used in the comparison, it is evident that in our study the following 
issues were ranked considerably lower: Ensuring the users prompt (quick) access 
to data and information, Implementation of new information technologies, Effi-
cient telecommunications, Management and control of ever increasing amount of 
data, and Implementation of system that support group work. 

IS outsourcing was – against our expectations – rated as the least important of 
the key issues, and it was rated low in importance also in other studies. This may 
be surprising since commercial literature and presentations by vendors of informa-
tion technology and services strongly emphasize the usefulness and advantages of 
IS outsourcing. This indicates that external services – although they are used – 
have no major influence on IS management. Another possible explanation is that 
IS managers do not recognize that the increasing adoption of outsourcing is chang-
ing their work. 
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Table 4. Key IS management issues from other studies compared to the our results  

Issue description Our 
study

Gott 
schalk, 
2001 

Alshawaf 
et. al., 
2002 

Berkowitz 
et. al., 
2001 

Samik-
Ibrahim, 
2002 

Pimchan-
gthong 
2003 

Uninterrupted functioning of the IS 1 14 1 3  8 
Incorporation (inclusion) IS in the 
corporate strategic planning 

2 1     

Strategic planning of IS 3 3 6 7 12 2 
Protection of the IS against intru-
sions, viruses, spam, etc. 

4 14 1 4   

Support of IS to the optimization of 
business processes 

5  12  11  

Integration of subsystems into an 
comprehensive IS architecture  

6 4 15 11 18 10 

Comprehensive safety policy  7      
Development and impl. of  DSS  8  9 17 9  

Users’ and mgts’ appreciation of IS 8  19 1   

Ensuring financial resources 10  21    
Education of IT users 11  5    

Position IS dept’s in the corp. hier. 12  15 5 15 6 

Ensuring quick access to information 13 5 4 2 2 1 
Implementation of new ITs 14 2 13 6   

Human resources 15 6 8 13,15 1 3 

Efficient telecommunications  16 10 7 14 5 9 
Use of methodologies and project 
approach in system development 

17 7,9 18 20 7 4 

Consolidation and optimization of 
corporate ICT infrastructure 

18      

Implementation and management of 
electronic business – b2b 

19 20  18 20 5 

Management and control of ever in-
creasing amount of data 

20 10 3 8 13 7 

Implementation of the DW concept 21      

Impl. group work support systems 22  13 19 8  

Electronic documentation systems 23  13    
Ensuring mobile access to infor. 24   23   

Implementing open source systems 25    4  
Implementation of worldwide used 
ERP, CRM, SCM systems  

26   10,22   

Outsourcing IS services 27  23 24 16  
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Analysis of the individual issues highlights the importance of security and uninter-
rupted operation of the IS. Individual technologies and technological solutions 
were ranked on the bottom of the list of key issues. From this, we can conclude 
that the information and communication technology offers considerable more pos-
sibilities and opportunities that we are currently able to exploit. 

In an earlier research, Brancheau et al. (1996) expressed the expectation that 
shift from the phase of installing and planning the IS activity towards a phase of 
implementation and use will occur. Contrary to these expectations, our study indi-
cates that integration of IS activities into the business system is perceived as im-
portant yet still insufficient by IS department managers in Slovenia. From the 
highest ranked issues in our study, we can conclude that – in the opinion of IS 
managers in Slovenia – the IS function can still essentially contribute to the in-
creased competitiveness and business success of their companies. At the same 
time, they are aware that the increasing dependence of the business system on IS 
demands a different approach to the management of IS area. 

If we examine the results of our investigation as a whole, we can conclude that 
views and opinions of IS department managers in Slovenia are approaching the 
views of their counterparts revealed by other comparable investigations. This indi-
cates that the economic and cultural environment in Slovenia is not very different 
from the environment in other countries as it was when the earlier study was done 
(Dekleva and Zupan i  1996). A comparison with this study also indicates that 
technology-related issues became less important, and business- related issues ap-
pear to be more important. Key issues arising from the specifics of the Slovenian 
environment in 1992 didn’t emerge in our investigation.  

Results of our investigation provide us with an insight into the current way of 
thinking of IS managers. Therefore, we recommend repeating such an investiga-
tion periodically. The investigations should be upgraded by identifying groups of 
managers with similar views on the topics under consideration, and common char-
acteristics of the groups.  
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1 Enterprise Information Systems – Introduction 

Companies are investing in new information systems in order to achieve higher ef-
ficiency in their business operations. But innovations in information technology 
(IT) in the form of increased productivity have still been modest. This is a well 
known phenomenon, usually called the “productivity paradox” for investments in 
IT systems within enterprises (Brynjolfsson 1993). Even if the IT investments 
made during the last ten years have successively provided improved operational 
effects, they do not fully come up to the expectations of the top managements. In-
vestments in large enterprise systems will not automatically generate improved ef-
ficiency in the organisation (Davenport 2000). The implementation in modern IT 
systems needs to be supplemented by new innovative business processes and solid 
investments in competence development to have full potential effects! 

The key issue on the top management agenda is to find out solutions for creat-

organisational collaboration over company functions (such as CRM systems). A 
challenge for future research in the area of “Management and IT” is to investigate 
the business effects of enterprise information systems in private firms as well as 
public authorities. Our main research question for this paper will therefore be: 

“What are significant conditions influencing the investment of enterprise in-
formation systems within and between organisations”? 

business processes in enterprises. EIS represents a wide range of systems that
support processes within different business functions (such as DSS systems) or
between different business functions (such as ERP systems) as well as inter-

nisation (cf. Keen 1997; Lucas Jr. 1999). We will adopt the concept “enterprise 
ing business value out of the portfolio of information systems used in the orga-

information systems” (EIS) to stand for all kind of systems applied for supporting 
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2 Enterprise Information Systems – The IS Field 

By an “information system” (or nowadays “IT system”) we traditionally mean a 
system for the collection, processing, storage, retrieval, distribution, presentation 
and use of information (Langefors 1973). An information system is part of the 
business operations that it is supposed to serve (so called “embedded system”). It 
is not an end in itself, but intentionally arranged for organising the message ex-
change or communication between people for supporting their work tasks in or-
ganisations (Langefors 1995). Information systems could also have a more offen-
sive or aggressive target for enabling or creating new business opportunities in 
companies, e.g. Internet Banking and Electronic Commerce (Earl and Khan 2001). 
In the new service economy information systems play an essential role for promot-
ing a more proactive service management (Edvardsson et al. 2000). 

Historically it has been a complex task to design usable information systems in 
organisations. In fact, this was the real background for building a new academic 
discipline or subject labelled “Information Systems (IS)” in mid 60’s (Davis 
1991). Scandinavian researchers have had a great influence on the evolution of In-
formation Systems as a scientific discipline (see Iivari and Lyytinen 1998). The IS 
subject has a tradition to be multidisciplinary in character trying to study the phe-
nomenon of “information systems” from e.g. technical, economical and pedagogi-
cal aspects. Therefore it is a need to integrate knowledge from different disci-
plines, such as computer science, business administration and behavioural science 
(Davis 1991) when studying the phenomenon of enterprise information systems. 

A significant condition is that organisations live with enterprise information 
systems in an increasingly changing world. There are a number of trends or driv-
ing forces in the society around us that will have a growing impact on investments 
in IT systems (cf. Nilsson 2004), for example: 

The structure of companies is becoming more virtual, horizontal and network-
based. 
Information systems are to a greater extent used as inter-organisational or busi-
ness-to-business (B2B) solutions between companies. 
Actors are increasingly operating on electronic or digitised markets using the 
modern Internet technology and E-business framework. 

In this light, the IS field will play an increasingly important part in the future. 
We need to invest in enterprise information systems for the professional organisa-
tions of tomorrow! 

3 Enterprise Information Systems – ERP Systems 

Enterprise information systems are based on useful IT artifacts to support some 
kind of business in organisations (Orlikowski and Iacono 2001). By IT artifacts 
we mean the use of hardware and software solutions to improve the business proc-
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esses within and between organisations. The IT artifacts can be of a varied charac-
ter – for example we can create information systems in companies by using tailor-
made (bespoke) software, standard application packages or component oriented 
architectures. Information systems often consist of a mixture of human informa-
tion processing and computer-based solutions. 

Enterprise information systems are used as advanced tools to increase the busi-
ness capacity in companies and organisations (Themistocleous and Watson 2005). 
The current trend is that a growing number of IT systems are classified as ERP-
systems  purchased from external IT vendors (Summer 2005). By ERP systems or 
“Enterprise Resource Planning” systems we refer to large integrated mega-
packages or standard application packages that fully cover the provision of infor-
mation required in a company. ERP systems are made up of extensive administra-
tive solutions comprising management accounting, human resource management, 
material and service logistics, production and sales control. An essential criterion 
is that the included parts are closely integrated with each other through a central 
data base (Davenport 1998). An advantage of ERP systems is that the vendor 
guarantees that different functions in the package are connected, with thoroughly 
tested interfaces. A disadvantage is that the different parts in the vendor’s ERP 
system are often of varying quality. 

A significant condition would be to combine an ERP system with several niche 
packages and/or migrated parts or components of in-house made IT systems. Sys-
tems integration within and between organisations is therefore a key issue on the 
top management agenda for many companies. The adoption and implementation 
of ERP systems in organisations should be adapted to the concrete situation and 
specific business conditions (Markus and Tanis 2000). 

4 Enterprise Information Systems – Business Reshaping 

From earlier experience in the IS field we have noticed that enterprise information 
systems are going through different stages or phases in reshaping the business op-
erations in companies and organisations (Ploom 1988; Mathiassen 1998):  

1. Automation and Efficiency 
2. Integration and Cooperation 
3. Transformation and Networking 

In the first stage the focus is on automating certain business operations; to do 
things right, faster and cheaper with IT systems. The primary use of information 
systems has been to increase the efficiency of different functions or activities in 
organisations, e.g. by automating jobs that earlier were carried out manually. This 
approach could lead to “information islands” in organisations more or less isolated 
from each others. 

In the second stage the focus is on cooperation between business operations in-
side companies – from this viewpoint efficient functions or activities are important 
but not sufficient. Business people often think more in terms of work flows or 

”
“
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processes for achieving expected results. Integration of information systems be-
comes a key issue on the top management agenda. This approach promotes that 
bridges are being built between “information islands” in the organisation. 

In the third stage the focus is on transforming business operations in the market 
place for creating competitive power of the IT systems. The value constellation or 
networks of business actors comprise our focal company, customers, clients, sup-
pliers and partners. Information systems from different business actors are linked 
to each others and shared databases or e-portals are used. This approach supports 
inter-organisational solutions and connect “information islands” over company 
boundaries. 

A significant condition is that all three stages: automation, integration and 
transformation, are interdependent, which means that we must work with them 
simultaneously. The “field of play” is to go through the three stages of business 
reshaping over and over again to make an improved use of enterprise information 
systems in our organisations! 

5 Enterprise Information Systems – Levels of Change 

Enterprise information systems should be viewed in a wider organisational con-
text. Business performance generally consists of different tasks which can be col-
lected into some appropriate levels. We can recognise three levels of change for 
work practices in companies with a distinct scope and focus (cf. Österle 1995; 
Nilsson et al. 1999): 

Market level; focusing on corporate strategies for improving the business rela-
tionships between our company and the cooperating actors in the market envi-
ronment. 
Operational level; focusing on business strategies for making operations more 
efficient within our company; the workflow or business processes are im-
proved. 
Systems level; focusing on IT strategies for how information systems can be 
more useful resources for running the business operations more professionally 
and competitive. 

In today’s business world, information support has become a more integrated 
part of business operations and, in many cases, a vital part of the business mission 
itself. In fact, the information systems could also create new business opportuni-
ties for companies to reinforce their competitive edge in the market place. In many 
cases development of corporate strategies, business operations and information 
support are often carried out as separate change measures and as independent pro-
jects in organisations. 

The significant condition or challenge is to have a proper organisational co-
ordination and timing between the three levels of work practices in companies. 
Strategic congruence and integrated control between organisational levels are es-
sential issues on the top management agenda in companies (Nilsson and Rapp 
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2005). Therefore investments in enterprise information systems should be in har-
mony with the efforts taken on market and operational levels in organisations. 

6 Enterprise Information Systems – Distinct Competence 

New investments in enterprise information systems such as ERP systems like SAP 
R/3 and Itentia Movex are made in a changing world, where the progress of soci-
ety moves towards horizontal organisations, virtual companies and electronic 
markets. In this connection the purchasing of ERP systems is no longer just a mat-
ter for the IT department in a company. The use of these standardised packages is 
instead becoming a strategic investment for the company, and therefore an issue of 
growing importance on the top management agenda. The users in the organisation 
also need to take a more active initiative and assume responsibility for the ERP 
system to work appropriately in the various processes of the business operation. 

When making operational changes, we need to work concurrently with the 
strategies, processes and systems of the company. Even if we are focusing on a 
specific area, we still need to make a successive adaptation to achieve a good 
overall result. According to the organisation theory, a successful company ac-
quires distinct or distinctive competence by creating a good balance between these 
three areas, thereby achieving harmony in the organisation (Nilsson 2001) (see 
Figure 1). The basic theory of distinctive competence is explained by the origina-
tor Rhenman (1973) and summarised by Stymne (1993). 

Strategy

Distinctive competence
=  balance & harmony

            Process System

 
Fig. 1. Distinctive competence achieved by a balance between three areas 

In change work, we need to combine specialist competence for strategy forma-
tion, business processes and IT support, for example in the form of ERP systems. 
A successful organisation focuses continually on improving the interaction be-
tween the three areas, to establish a bond between them, whereby the enterprise 
acquires distinctive or unique competence on the market. 

A significant condition is to make sure that the use of ERP systems is in keep-
ing with the management strategy and the business processes, with the aim to cre-
ate balance and harmony in the organisation. To create the capacity for distinctive 
competence in the company, the enterprise information system must match the 
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needs that can be understood from formulated business strategies as well as work-
ing procedures used in the business processes. Organisations can use the potential 
of enterprise coordination of “strategy, process and system” to outperform their 
competitors! 

7 Enterprise Information Systems – Business Philosophy 

How do innovations come into existence in change work? There are two different 
driving forces to create innovations in development work in organisations. We use 
the term driving forces, as the ERP system or the package either provides existing 
business support or works as an enabler to run the business in a new way. See 
Figure 2, which is based on a previously introduced frame of reference, in Tolis 
and Nilsson (1998). 

 

 

      Package

   Business process

      Package

   Business process

 

Fig. 2. The package as a business support (left) and as an business enabler (right) 

In the first approach the needs of the users are applied as a starting point. A 
specification is made of the business process, so that requirements can be made on 
both contents and structure of the package. The package should support a profes-
sional management of the business. In the second approach, the focus is on the 
potential that a new package solution represents for the organisation. We look to 
the package to provide possibilities of making the actual business process more ef-
fective and up to date. The package becomes an enabler for renewing the business. 
New technological innovations in multimedia, the Internet and electronic com-
merce can become new value-adding factors to the business. This leads to three 
different business philosophies or approaches to manage investments made in 
packages for specific business operations: 

Vision-driven approach. The design of new and changed business processes 
takes place before selection of a package or ERP system is made. 
Package-driven approach. The package or the ERP system controls the design 
of the different business processes in the company. 
Mix-driven approach. The design of some business processes is almost a matter 
of course; run the package-driven approach! Some business processes are of a 
more strategic nature; use the vision-driven approach! 
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This practical attitude is often advocated by management consultants (such as 
KPMG) at the implementation of packages in organisations. When introducing all-
inclusive ERP systems, some form of a mix-driven approach is preferable. 

A significant condition to make good use of an ERP system in organisations is 
to be able to base the purchase on a clear and deliberate business philosophy. The 
requirements specification needs to be focused on what should be vision-driven 
and what should be package-driven for the business. To what extent should the 
ERP system (package) be a professional support for the operations, and how far 
should we let the ERP system (package) steers towards new possibilities? 

8 Enterprise Information Systems – Process Management 

An attractive way to develop organisations is to use a process-oriented approach 
(Becker et al. 2003). Change work in companies by such a process management 
approach indicates that the requirements specification is important in describing 
the business situation, both for the present time (the “As Is”-process) and for the 
future state (the “To Be”-process). In this respect we consider the organisation as 
made up of a number of important business processes for ongoing change that 
need strengthening by enterprise information systems (Davenport et al. 2004). To-
day we have a trend towards development of process standards for different indus-
tries, e.g. the Supply-Chain Operations Reference-model (SCOR 2005) and the 
MIT Process Handbook Project (Malone et al. 2003). The key issue is how we 
should structure enterprise information systems so that they could fit into the busi-
ness processes (Nilsson 2001). See figure 3 below: 

 

Fig. 3. A strongly coupled structure (left) versus a loosely coupled structure (right) 

Traditionally, the ERP systems on the market have had a functional systems 
structure with a set of program modules. An ERP system may be more or less 
firmly connected to the business processes of the company. In a strongly coupled 
structure, the package will follow the complete work flow in a given business 
process, from start to finish. This may be realised in techniques for workflow sys-
tems, for example. In a loosely coupled structure, the package instead supports a 
set of activities that appear in several business processes. The package becomes an 
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tures for the various parts of the package. Nowadays vendors connect a profes-
sional method support for process mapping to their ERP systems. The translation 
between the needs of a working routine in the process and the functionality of the 
package goes via so called “lowest common” activities. A recent trend among IT 
vendors is to apply smart use of technologies for “interoperability” of ERP sys-
tems such as Web services, Enterprise Application Integration (EAI) and Service 
Oriented Architecture (SOA) for making companies more dynamic and agile. 

A significant condition is to make correctly designed requirements spe-
cifications as a basis for the investment in an ERP system for the organisation. 
When a process management approach is used in the organisation, the require-
ments specification needs to illuminate choices of structuring for the interconnec-
tion of the business processes with the package modules. 

9 Enterprise Information Systems – Systematic Ways 

Reliable experience shows that issues concerning the design and use of enterprise 
information systems in organisations need to be addressed systematically (Avison 
and Fitzgerald 2006). Nevertheless, quite often the investments in ERP systems 
are performed following ad hoc strategies. Packages are implemented into more or 
less chaotic company environments, where too much happens at once. Business 
people tend to select ERP systems by instinct behaviour (using their “heart”) 
rather than by rational thinking (using their “brain”). Some of the effects of this 
could be:  

The package is underused, or even disrupts the business. 
An increased vendor dependency, which leads to extensive extra work. 
Constant adaptations are made, both in the business processes and the package. 

Earlier research has to some degree been focusing on systematic ways of work-
ing or methodological support for acquiring, implementing and maintaining ERP 
systems in organisations. The traditional approach in the IS discipline is to support 
with general guidelines and checklists for managing enterprise information sys-
tems and standard application packages in companies (Nilsson 2001). From busi-
ness administration research we have recognised a supplemented approach with 
specific application templates for package procurement, such as the “Linköping” 
model for material and production control (MPC) systems (Olhager and Rapp 
1985) and the “RP” model for accounting information systems (Samuelson 1980). 

A significant condition is to be able to combine systematics with inspiration in 
a sensible manner, when implementing ERP systems in our organisations. We 
need appropriate “doses” of both methodology and creativity to achieve successful 
results. 

often find combined solutions, with the options of strongly or loosely coupled struc-
infrastructure for the business processes. In more all-inclusive ERP systems we 
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10 Enterprise Information Systems – Summing Up 

In this paper we have identified and described eight significant conditions influ-
encing the investment of enterprise information systems within and between or-
ganisations. We now sum up these significant conditions: 

The phenomenon enterprise information systems connected to the IS field and 
the driving forces we face in our IT society of today. 
The concept of enterprise information systems related to how investment of 
ERP systems could be achieved in a proper way in companies. 
Investments in enterprise information systems and the role of the three stages of 
business reshaping – automation, integration, transformation. 
Investments in enterprise information systems and the need for a harmony with 
different levels of change (market, operation, system). 
Creating a distinct competence out of investments in enterprise information 
systems in balance with business strategies and business processes. 
The requirements specification for investments in enterprise information 
systems with focus on its business philosophy (support, enabler or mix). 
Process management as a start up for the change work with enterprise 
information systems studying interconnections between process/system. 
A systematic way of working will guide investments in enterprise information 
systems – systematics and creativity should go hand in hand! 

These significant conditions are grounded from a series of theoretical and em-
pirical studies since the beginning of the 1980’s based on a scientific design ap-
proach called “consumable research” (Robey and Markus 1998). Besides the eight 
penetrated conditions, for example user acceptance of enterprise information sys-
tems is also an important condition for system success. Even though the eight sig-
nificance conditions are satisfied users may reject the system for many reasons 
(e.g. by affective motives). To strengthen this argument Nilsson (2005) has ex-
plained that the degree of information systems development success is a function 
of the system quality, user acceptance and the business value of the system. More-
over Hwang (2005) advocate that the motivation of end-users play an important 
role in the success of ERP systems. 

The concept “significant conditions” is sometimes more drastically labelled as 
“critical success factors” (or CSFs) as described by Rockart (1979). As a final 
point we would like to give companies a real challenge: 

“Be open to the new and interesting possibilities that modern enterprise infor-
mation systems offer. Winners are those who make the best use of the ERP systems 
in their business operations!” 
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Abstract: This paper analyses how the importance of ERP (Enterprise Resource Planning) 
implementation success factors changes across project phases. The study is performed on 
the basis of research conducted among experts working in ERP systems suppliers and deal-
ing with many implementation projects. The findings extract the most important factors and 
suggest that their significance changes as the project goes through its lifecycle. However, 
there are factors, such as balanced team composition, with noticeable importance lasting 
through all project phases. On the basis of the research, conclusions were drawn for the 
practitioners dealing with ERP implementation projects. 

1 Introduction 

The implementation of an Enterprise Resource Planning (ERP) system is a process 
of great complexity strongly involving the whole company which has decided to 
introduce such a system into its organisation. The observation of ERP market, 
where there are many projects that did not bring about expected benefits, and, 
moreover, some projects were abandoned, allows us to state that the achievement 
of success of an ERP implementation is very difficult (e.g. Holland et al. 1999; 
McNurlin and Sprague 2002). The implementation projects’ duration time and 
budget significantly exceed estimated amounts and the planned scope of the im-
plementation is limited (e.g. Parr et al. 1999). Hence, it is crucial to determine the 
factors which are necessary for a successful implementation of an ERP system. 

The number of research projects regarding ERP implementations keeps grow-
ing; nevertheless, it is still not extensive. There are several works dealing with 

relevance across ERP implementation phases is very rarely discussed. Meanwhile, 
an ERP implementation project is a multi stage process which can last for a long 
time. Naturally, the situation and conditions of such a complicated process change 

success factors in ERP implementations (e.g. Brown and Vessey 2003; Holland 
et al. 1999; Parr et al. 1999; Stefanou 1999); however, the issue of changing factor 
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over time and various issues could be of critical importance within different 
phases of the project (e.g. Markus et al. 2000a). Therefore, it is valuable to verify 
how success factors’ importance looks like in successive stages of an ERP imple-
mentation project. Among the few research works available, there are theoretical 
frameworks (e.g. Esteves and Pastor 2004) that need empirical verification, as 
well as studies based on an empirical survey (Somers and Nelson 2001). The latter 
is based on an empirical study among American enterprises introducing the ERP 
system into their organisations and provides valuable findings. 

However, an ERP implementation project usually involves two parties – a 
company introducing the ERP system into its organisation, and a supplier of the 
ERP package. Both parties have their own perception of an implementation pro-
ject and also have different experiences. The goal of this paper is to investigate the 
problem of the success factors relevance through the ERP implementation phases 
from the point of view of experts, who are people involved in many ERP projects 
from a system supplier site. Hence, they gained an insight into the conditions of 
various ERP projects in different organisations. This paper employs success fac-
tors model defined in (Soja 2004, 2006) and attempts to analyse how the factors 
importance changes over the ERP implementation phases. 

2 ERP Implementation Success Factors 

ERP system implementation is a process of great importance for an organisation, 
with a great many conditions and factors potentially influencing the implementa-
tion project. The success factors proposed by the researchers, covering a wide 
range of aspects, represent various levels of generalization; there are models with 
only 5 factors (Brown and Vessey 2003), as well as those containing more than 20 
elements (Somers and Nelson 2001). Furthermore, the success factors models em-
ploy a variety of categorisations without any generally accepted method of factor 
grouping. 

Therefore, since there does not appear to be any single commonly recognised 
success factors model, this study uses an ERP implementation success factors 
model described in Table 1 (Soja 2004, 2006). The purpose of this model is to 
cover the broad range of mechanisms influencing an ERP implementation project. 
The model was inductively created taking into account the results of previous re-
search and the author’s own experience in the business environment. The resulting 
success factors were validated by several IS researchers and professionals. The 
factors are divided into groups regarding their broader aspect. The separated 
groups consist of factors related to implementation participants, top management 
involvement, project definition and organisation, project status, and information 
systems (Soja 2004, 2006). 
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Table 1. The general model of ERP implementation success factors  

 Factor Factor description 

  Related to the implementation participants 
A project manager The project manager is the person from the enterprise who sacri-

fices most of his working time to implementation duties 
B team composition The implementation team consists of various people having high 

qualifications and knowledge about the enterprise 
C team involvement The project manager and members of the implementation team 

are strongly involved in the implementation duties 
D motivation system There is a motivation system rewarding participation in imple-

mentation and on-time task delivery 
E co-operation with 

supplier 
Good co-operation with the system supplier who is competent 
and offers a high level of services 

  Related to the top management involvement 
F top management 

support 
The top management support for the project and the management 
members involvement in implementation duties 

G top management 
awareness 

Top management awareness regarding the project goals and 
complexity, demanded labour, existing limitations, required capi-
tal investment and project inevitability  

H top management 
participation 

Top management participation in the project schedule and goals 
definition 

  Related to the project definition and organisation  
I linking with strategy The implementation project linking with enterprise strategy (im-

plementation as a method of the enterprise strategic goals 
achievement) 

J implementation 
goals 

The definition of implementation goals – defined in the eco-
nomic terms at the whole enterprise level  

K detailed schedule The definition of detailed implementation scope, plan and sched-
ule with responsibility allocation  

L pre-implementation 
analysis 

The enterprise analysis and diagnosis prior to the start of imple-
mentation, and the creation of the enterprise functioning model 
with the integrated system support 

M organisation change The change in the enterprise organisation and its business proc-
esses 

N monitoring and feed-
back 

The implementation monitoring and feedback – information ex-
change between the project team and end users 

O implementation pro-
motion 

The implementation promotion – the information broadcasting 
about the project by the implementation team members to other 
enterprise employees 

P fast effects The visible fast partial positive results of the implementation 
Q appropriate training The adequate training program suitable to the enterprise needs 
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Table 1. continued 

 Factor Factor description 

  Related to the project status 
R investment plan The formal introduction of the implementation project in the en-

terprise investment plan 
S project team em-

powerment 
The project team members empowerment to decision making and 
their high position in the enterprise hierarchy 

T financial budget The financial resources assured for during the implementation 
U work time schedule The work time assured for the implementation team members 

(work time schedule)  
V IT infrastructure The appropriate IT infrastructure assured for the implementation 

project 
  Related to information systems 
W system reliability The ERP system reliability, its user friendliness and fit to the en-

terprise needs  
X minimal customisa-

tion 
The system minimal customisation – the use of defined patterns 
and solutions embedded in the system 

Y legacy systems The legacy systems adaptation for the operation in the ERP inte-
grated system environment 

Z implementation ex-
perience 

The project team members experience gained during former in-
formation systems implementation 

3 ERP Implementation Phases 

ERP implementation, as a very complex endeavour, can take various shapes de-
pending on particular enterprise and project conditions. ERP implementation pro-
jects range from a simple introduction of an ERP system in a single plant to com-
plex multi-national implementation projects covering many branches and 
requiring many changes in organisation structure (Parr and Shanks 2000b). Fur-
thermore, there is a variety of ERP lifecycle models having various numbers of 
phases. The proposed models include three (e.g. Parr and Shanks 2000a), four

Despite many differences among ERP projects and various terminology used
by ERP researchers and system suppliers, the general framework of a model ERP 
project can be drawn. Below, the main phases of an ERP implementation project 
are described. Each phase was given a number (in parentheses) in order to ease 
further references. Some of the stages below may not be present in particular 
methodologies; other phases may be joined or mixed. Nonetheless, the given 
framework captures the main steps involved in ERP implementation project. 

Project organisation (P1) – at this stage, a Steering Committee and Implemen-
tation Team are constituted and implementation works are started. The general 
plan describing implementation tasks is prepared. 

Training how to manage a company with the use of ERP system (P2) – mem-
bers of the Steering Committee and Implementation Team are training partici-

(e.g. Markus and Tanis 2000), five (e.g. Ross and Vitale 2000) up to six (e.g.
Somers and Nelson 2001) project stages. 
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pants. The goal of the training is to prepare management personnel and ERP sys-
tem key users to manage a company with the use of the ERP system. 

Enterprise analysis (P3) – the goal of the analysis is to assess the enterprise 
condition and the possibilities of its improvement with the help of the ERP sys-
tem. The particular subjects of analysis are corporate strategy, company organisa-
tional structure, economic indicators illustrating business condition, user needs 
etc. 

Implementation design (P4) – this phase comprises the project definition and 
elaboration of the project schedule with the concrete steps of the implementation 
project with the people responsible. The implementation strategy and project goals 
with appropriate measures are defined. 

Training on ERP system use (P5) – this stage is often called “conference room 
pilot”. The implementation team is trained on the use of the ERP package. The 
training covers the whole ERP functionality being introduced. At this stage, the 
ERP package parameterisation and customisation are completed. 

Detailed project planning (P6) – the project schedule receives details respect-
ing the ERP package specificity and actual company condition. The details com-
prise project stages, dates and duration times, definition of any additional subpro-
jects, etc. 

Pilot implementation (P7) – at this stage, often called “live pilot”, the ERP 
package is being operated with the use of actual data, together with legacy sys-
tems. The goal of this stage is to prove that the ERP package is working correctly 
and is accepted by users. 

System start (P8) – in this phase, the ERP package replaces legacy systems and 
becomes the only system used within the whole company. There are several pos-
sible ways to run the system and corresponding names of approaches, e.g. parallel, 
phased, “big bang”, “cold turkey”, pilot approach etc. (e.g. Markus et al. 2000b; 
Parr and Shanks 2000b). Nevertheless, the ultimate goal of this phase is to start the 
operation of the ERP package on a daily basis. 

Post implementation review (P9) – the chosen solutions are being verified as 
regards their usefulness for the company. The project run is subject to assessment 
and the completion of implementation goals is estimated. If necessary, some 
changes in solution and complementary training are completed. 

4 Research Data Characteristics 

The research of the ERP system implementation projects was conducted from the 
perspective of ERP systems and services suppliers. The research sample was com-
prised of the consultants and experts representing various suppliers of ERP sys-
tems. 

In order to examine the experts’ opinions, the research questionnaire was di-
rected to specialists with experience in implementing various ERP systems—those 
who were leading implementation projects from the supplier perspective and tak-
ing part in many implementations. Therefore, they provide a broad view of the 
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projects’ conditions. The experts were presented with the collection of success 
factors together with the list of project stages. For each implementation phase, 
they were asked to list the most important success factors at any given stage of a 
project. 

Table 2. Respondents and their ERP experience 

Position 
Work ex-
perience 

ERP ex-
perience 

Number of 
projects 

ERP packages 

Implementation Department 
Manager 

8 6 12 
Platinum for Win-
dows 

Project Leader 3 2 5 
Platinum for Win-
dows,  
e by Epicor 

Business Development Man-
ager 

14 7 5 
MAX ICL,  
SAP R/3 

Project Leader 6 6 15 
Digitland Enter-
prise 

Consultant 7 6 10 
MAX for Win-
dows (Kewill),  
IFS Applications 

Senior Consultant, Training 
Department Manager 

40 9 15 
MAX ICL,  
Oracle Process 
Manufacturing 

Financial Consulting Man-
ager 

7 3 9 SAP R/3 

Senior Manager 16 8 3 
BPCS,  
SAP R/3 

During the research, 8 experts’ opinions were gathered. The experts represented 
7 firms supplying ERP systems and implementation services. They were involved 
in a total of 74 ERP implementation projects in Poland which gives an average 
value equal to 9.3. The ERP systems included internationally known packages 
such as SAP or IFS, as well as systems developed and known in Poland like Digit-
land Enterprise. The respondent’s experience in dealing with ERP projects ranges 
from 2 to 9 years with 5.9 average value. The information about the participants 
and their experience at the time of conducting the research is provided in Table 2. 

5 Success Factors Relevance 

Table 3 contains the numbers of respondent answers as regards their opinion about 
the subsequent factors importance in the stages of ERP implementation. The 
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stages are denoted by the numbers from 1 to 9. For each factor, the sum of all its 
indications through all phases was calculated and placed in column Total. Addi-
tionally, column Rank contains the ranks of factors calculated on the basis of the 
decreasing number of figures in column Total. Similarly, for each project phase, 
the answers as regards all indicated factors by respondents within a particular 
phase were summarised and placed in a row Total in Table 3. The success factors’ 
relevance phase by phase is described in the following. 

Project organisation (P1) – this is the most demanding phase of an implemen-
tation project with the most answers among all phases. At this stage of project run, 
the most important factors are the project manager (A) and top management 
awareness (G) – both received 5 answers from 8 experts. Other important factors 
during the first implementation phase are top management support (F), balanced 
team composition (B) and their involvement in implementation duties (C). Each of 
these 3 factors received 4 answers. 

Training how to manage a company with the use of ERP system (P2) – at this 
stage, only two factors are of great importance: balanced team composition (B) 
and appropriate training (Q), each receiving 5 answers. Apart from them, only 4 
other factors received single answers from the respondents. 

Enterprise analysis (P3) – in this phase, respondents perceive balanced team 
composition (B) as an important factor (4 answers). They also recognise the im-
portance of top management awareness (G) and, naturally, appropriate enterprise 
analysis prior to the start of an implementation (L). Each of these last two factors 
received 3 answers. 

Implementation design (P4) – this stage is very demanding and has many re-
spondent answers. The experts perceive balanced team composition (B) as a very 
important factor (5 answers) at this stage. In addition, they consider the definition 
of a detailed schedule (K) as an important factor (4 answers). The respondents no-
tice the importance of the project manager (A), implementation team involvement 
(C), co-operation with the supplier (E), top management participation (H) and the 
definition of implementation goals (J) during the process of implementation de-
sign (each factor received 3 answers). 
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Table 3. Success factors importance across ERP implementation phases 

ERP Implementation phases 
Factor 

P1
 

P2
 

P3
 

P4
 

P5
 

P6
 

P7
 

P8
 

P9
 Total Rank 

A project manager 5  1 3  3 1 1  14 4 
B team composition 4 5 4 5 2 4 4 3 1 32 1 
C team involvement 4   3 2  1 1  11 6 
D motivation system       1   1 22 
E co-operation with supplier 2 2  3 2 2 3 3 1 18 2 
F top management support 4   1 1 1  1 1 9 9 
G top management awareness 5  3 2  3 1 1 1 16 3 
H top management participa-

tion 
  2 3  1 1 1  8 11 

I linking with strategy   1 1 1     3 18 
J implementation goals 2 1  3  1 2 1  10 7 
K detailed schedule 1  1 4  4 3 1  14 5 
L pre-implementation analysis 1 1 3 1 1 1  1 1 10 8 
M organisation change          0 25 
N monitoring and feedback       1 1 2 4 17 
O implementation promotion 1         1 23 
P fast effects    1  1 2 1 1 6 14 
Q appropriate training  5   3     8 12 
R investment plan    1      1 24 
S project team empowerment 2     1 1 1  5 15 
T financial budget 1      1 1  3 19 
U work time schedule 1 1 1  2  2 2  9 10 
V IT infrastructure 1      3 1  5 16 
W system reliability        2  2 21 
X minimal customisation          0 26 
Y legacy systems     1   2  3 20 
Z implementation experience 1  1 1 1 1  1 2 8 13 
 Total 35 15 17 32 16 23 27 26 10   

Training on ERP system use (P5) – during this phase, respondents notice only 
the importance of an adequate training program (Q), which received 3 answers. 

Detailed project planning (P6) – at this stage, respondents consider balanced 
team composition (B) and definition of a detailed schedule (K) as important fac-
tors (4 answers each). They notice the importance of project manager (A) and top 
management awareness (G) in this phase of the project (3 answers each). 

Pilot implementation (P7) – in this phase, balanced team composition (B) is 
considered to be important (4 answers). Respondents recognise the significance of 
co-operation with the supplier (E), definition of a detailed schedule (K) and ap-
propriate IT infrastructure (V), giving each factor 3 answers. 
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System start (P8) – at this stage, respondents indicate many factors to be impor-
tant, however, most factors received only single answers. Only two factors: bal-
anced team composition (B) and co-operation with the supplier (E) are perceived 
as quite important (3 answers each) in this phase of the project. 

Post implementation review (P9) – in this phase respondents do not distinguish 
the clear importance of any factors, they indicate only single factors as being im-
portant at this stage. 

The number of indications of factors within individual phases can be perceived 
as a measure of particular phase importance. These numbers are present in the row 
Total in Table 3. Thus, taking into consideration the above-mentioned numbers, 
we can say that the first phase – project organisation – is the most important stage 
of an implementation project. The second most important phase is implementation 
design and, what is worth noting, it is also connected with the organisational ac-
tivities. The next phases in order of importance are: pilot implementation and sys-
tem start, followed by detailed project planning which is somewhat connected 
with project definition activities.  

Therefore, judging by expert opinions, we can say that the most important 
stages of an implementation project are those related to project definition and, in 
the next position, activities connected with the ERP system start. It is worth noting 
that the planning phase of the project is also considered the most critical by ERP 
adopters, as Parr and Shanks (2000a) concluded and what could be drawn from 
Somers and Nelson’s (2001) results. 

6 The Most Important Success Factors 

Similarly to the project phases, the number of indications of a particular factor 
within all implementation stages can be perceived as a measure of the factor im-
portance through the whole project. These numbers are present in column Total in 
Table 3. Additionally, the ranks were calculated on the basis of decreasing num-
bers of factor indications and were placed in the column Rank. According to the 
order described above, the most important factors are discussed in the following. 

1. Balanced team composition (B). It is considered as very important or important 
for almost all phases of the implementation project, except for stages related to 
training on ERP system use and post implementation review. Correspondingly, 
respondents recognise only moderate importance of this factor during the sys-
tem run. 

2. Co-operation with supplier (E). Having importance to a large extent lower than 
the first one, this factor is of moderate importance through the majority of pro-
ject stages. There is no separate phase of special importance of this factor. Re-
spondents perceive it as totally unimportant during enterprise analysis and post 
implementation review. 

3. Top management awareness (G). The respondents perceive its special impor-
tance in the first phase of a project, i.e. project organisation. They also notice 
the moderate importance of this factor within the remaining organisational 
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phases of the project—enterprise analysis, implementation design and detailed 
project planning. 

4. Project manager (A). It has, similar to factor (G), exceptional importance dur-
ing the organisational phases of a project. Respondents remark on its special 
importance in the first stage of a project and also consider it important during 
implementation design and detailed project planning. 

5. Definition of detailed schedule (K). It is important, not surprisingly, during 
‘planning’ phases of the project, i.e. implementation design and detailed project 
planning. This factor is also perceived as quite important at the pilot implemen-
tation stage of a project. 

7 Implications and Conclusions 

Taking into consideration the results of the research, several conclusions can be 
drawn regarding success factors relevance through the ERP implementation pro-
ject run and resulting consequences for the project organisation and management. 
The findings suggest that practitioners dealing with ERP implementations should 
pay special attention to particular phases of a project. They should especially con-
sider the organisational and planning stages of an implementation project, when it 
comes to the creation of a project team and the definition of implementation tasks. 
In the next order, they should take special care of the stage connected with system 
rollout and its preparation activities. 

On the basis of expert opinions, definitely the most important factor is balanced 
team composition (B) with high importance through almost all phases of a project. 
The second most important factor – good co-operation with the supplier (E) – is 
also significant in almost all phases of a project, but its importance is considerably 
lower. On the other hand, the third most important factor – top management 
awareness (G) – is especially significant in the first phase and has also some 
meaning in other phases connected with project definition. 

It is worth noting that the above-mentioned three most important factors are ex-
actly the same as the ones in the ranking made on the basis of opinions of respon-
dents from enterprises introducing the ERP system into their organisations (Soja 
2004). Moreover, in the research conducted by Somers and Nelson (2001), the re-
spondents from enterprises considered top management support as the most im-
portant factor, and project team competence, which can be treated as an equivalent 
of balanced team composition, as the second important factor. On the other hand, 
the Somers and Nelson’s factors describing good co-operation with the supplier, 
i.e. vendor support and partnership with vendor, received generally low ranks in 
overall ranking of factors importance (9 and 20 among the total of 22 factors). 

Therefore, practitioners should particularly assure top management support for 
the project and their awareness about the importance of the whole endeavour. 
They should also guarantee the proper composition of the implementation team, 
which should contain competent people from various departments. The supporting 
argument is that, on the basis of the research described, both parties involved in an 
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implementation project agree about the topmost importance of the above-
mentioned issues. 

People involved in ERP implementations should also be aware of the changing 
importance of most factors through the implementation project run. They should 
bear in mind the existence of the most important factors within phases; however, 
they must not completely overlook other less important factors according to the 
research described. The practitioners may take into consideration the above men-
tioned conclusions in planning the implementation tasks, allocating and shifting 
resources according to particular project stage requirements. 

The result of this study should also benefit the academic community, as it 
shows the need of researching ERP projects taking into account the project lifecy-
cle, in order to fully understand the ERP system implementation. It suggests that 
the mechanisms governing the ERP implementation tend to change across the pro-
ject phases. The main limitation of this study is that it is based on the opinions of 
only 8 ERP suppliers’ representatives. However, the experts involved in this re-
search comment on 74 implementations of various ERP systems, which adds 
credibility to the results. 
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1 Introduction 

Organisations today have information systems that support many tasks, such as 
decision-making, co-ordination, control, analysis and development (Pereira and 
Sousa, 2004). However, most enterprises are burdened with a vast array of com-
puters and applications that are linked together through a variety of ad-hoc 
mechanisms. 

One major challenge is to understand the overwhelming array of products, 
technologies, and services, all promising easy solutions to new business chal-
lenges (Cummins, 2002). Architecture is referred to as one of the most important 
issues for control of the interfaces and the integration of all the individual compo-
nents into one system (Pereira and Sousa, 2004), being a link between business 
problems and IT solutions (Britton and Bye, 2004). Without an appropriate archi-
tecture it would be hard to integrate stovepiped applications, electronic commerce 
solutions and commercial off-the-shelf solutions, in order to provide solutions that 
are optimised for just that enterprise (Cummins, 2002). 

1.1 Enterprise architecture 

Architecture has evolved through the years, from the standalone applications of 
the 1970s and 1980s, to today, where information is seen as a corporate resource 

necessary to implement an enterprise-wide coherent and consistent IT architecture 
for supporting the enterprise’s business operations”. An enterprise architecture 

with supporting tools and techniques (Evernden and Evernden, 2003). Kaisler et al. 
(2005) see enterprise architecture as “the set of processes, tools, and structures 
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identifies the information systems and the main components of the organisation, 
including business processes, staff, technology, information, financial, and other 
resources, and the way in which these components function together. There are 
many models, methods, frameworks and architectures on the market (see e.g. 
Whitman et al. 2001). 

Many definitions of enterprise architecture identify separate architectural disci-
plines, with the enterprise architecture acting as the glue that integrates each of 
these disciplines into a cohesive framework (Pereira and Sousa, 2004): First, the 
business architecture is the result of defining the business strategies, processes and 
requirements. The application architecture is a portfolio of the applications and 
services needed to support the business processes and functions of the enterprise. 
The information architecture is a result of modelling information and describes 
data concepts and the logical aspects of data as well as their physical aspects. 
Lastly, the technical architecture defines the computing services and platforms 
that form the technical infrastructure, e.g. standards, configurations, integration 
and security. 

The most common reasons for developing an enterprise architecture are to de-
fine the organisations’ guiding principles and standards, to develop blueprints for 
describing the business and technology at an appropriate abstraction level, to build 
common services and to create a roadmap to an IT future state (Erder and Pureur, 
2003). Enterprise architecture can also provide a good prerequisite for capturing 
requirements (Erder and Pureur, 2004). An early understanding and construction 
of architecture provides a basis for discovering further requirements and con-
straints, and determining solutions (Nuseibeh, 2001). 

1.2 Critical problems in enterprise architecture 

Investments in organisation, culture and infrastructure are required to support the 
architecture process. Kaisler et al. (2005) have identified the challenges that archi-
tects and organisations are likely to face, classified into three areas, wherein criti-
cal problems arise in the process of enterprise architecture, see table 1. Modelling 
is used to visualise the enterprise architecture and the control and data flow 
through the architecture to the stakeholders, see table 1. Management requires 
program, project and portfolio management, which is essential when developing 
and deploying the enterprise architecture. The architects face multiple challenges 
when co-ordinating interdependencies, constraints, and interoperability at interac-
tions. Maintenance addresses tensions between the continuing operations and the 
introduction of changes or new systems. This requires careful scheduling and inte-
gration of changes to the architecture. 

Table 1. Critical problems in enterprise architecture (Kaisler et al., 2005) 

Modelling Management Maintenance 
Business view representation 
and alignment 

Managing the integrated en-
terprise life cycle 

Continuing technical innova-
tion 
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Limited modelling tools 
Stakeholder’s perspectives 
Representing dynamics 
 

Assessing technical architec-
ture maturity 
Assessing infrastructure stress
The system architect’s value 
proposition 
Virtual enterprises 
Evaluating enterprise architec-
ture maturity 
Assessing the enterprise archi-
tecture 
Scalability 
Enterprise architecture metrics
Best practices 

Evolving business models 
Mobility 
Integrity 
Security 

2 Purpose and research method 

The purpose of the present paper is to identify current issues in the architecture 
process and in the vast range of problems, i.e. what factors are most important in 
the enterprise architecture process? 

The present study is based on a series of interviews with eight enterprise archi-
tects, IT-architects or business developers, possessing an enterprise-wide over-
view, from seven Swedish private and public organisations. A qualitative research 
method has been employed (Hartman, 1998) with a total of seven semi-structured 
interviews carried out between December 2005 and January 2006. The organisa-
tions were selected as follows: Three private organisations, including two interna-
tional corporations of Swedish origin (31700 to 64000 employees) and one small 
consultancy company working with enterprise architecture for its clients, and four 
Swedish public organisations (ranging from 345 to 22000 employees). 

Personal interviews were carried out with individuals. Pre-interview prepara-
tion involved sending out a document describing the background to the interview. 
During each interview the background to the study was presented, and the critical 
problems from table 1 were used as a starting point and basis for questions in all 
interviews. The total length of each interview was between 1 and 1.5 hours with 
one interviewer and one interviewee (in one of the interviews there were two in-
terviewees). The interviews were recorded on paper and tape. The results have 
been analysed in relation to the critical factors from table 1 and in relation to the 
challenge outlined above. 

3 Analysis of empirical data 

3.1 The value of the enterprise architecture 

The most frequently discussed issue from the interviews is the enterprise architec-
ture’s value, i.e. that the architecture activities must reflect themselves in improved
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becomes an important issue when convincing resisting stakeholders. This issue 
was frequently discussed at all interviews and, in most, it was put top of the list. 

The major problems highlighted lie in the business organisations’ lack of un-
derstanding for the need for investment in enterprise architecture. The architecture 
covers a wide perspective across applications and often leads to infrastructure in-
vestment decisions. While this is apparent from the IT organisations’ views, the 
business organisations are considered more unwilling. Kaisler et al. (2005) see the 
architect’s value proposition as one of the critical problems, with apparent chal-
lenges being the architect’s contribution to the bottom line and how the architect’s 
activity reflects in e.g. improved productivity. 

 
 The value of the 

enterprise architecture 

A bottom-up 
initiative 

Traceability and 
alignment 

Selling the project to 
stakeholders 

 
Fig. 1. The most frequently discussed issues from the series of interviews 

Three issues were identified in the interviews as affecting, directly or indirectly, 
the enterprise architecture value and the enterprise architecture implementation 
process, see figure 1. In the following, these issues will be further explored and 
analysed. 

3.2 A bottom-up initiative 

It was stated in all interviews that, while enterprise architecture is, or should be, an 
interest for the enterprise, it is, however, in most cases, an issue that has originated 
and is pushed hard for by the IT organisations. But there is a difference in view-
point. The starting point for the IT organisations is the planning and use of the in-
formation system (IS) assets for support of IS responses to business strategies. An 
overall goal, however, should be to plan enterprise assets for support of enterprise 
transformation. 

This difference is illustrated in figure 2, originating from one of the interviewed 
organisations (which still has not reached the enterprise viewpoint). Figure 2 sug-
gests that, while the enterprise architecture evolves, it will, given time, evolve into 
something of interest from the enterprise viewpoint. Thus, it will, more or less, 
propose its own value and will eventually move out from the IS box and turn into 
a responsibility for the business organisation. This particular organisation pre-

productivity, end-to-end performance, better IT investment, portfolio manage-
ment, etc. Since the implementation of enterprise architecture is considered im-
mature in most of the interviewed organisations, enterprise architecture value 
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dicted that this could take another five to seven years. Altogether, the perspective 
evolves from the IS viewpoint and the implementation process is pushed “bottom-
up” by the IT organisation. Other change initiatives, however, often originate in 
top management decisions and the management of implementing change is a “top-
down” process. 

 
“An enterprise transformation capability that guides business 
strategies and supports their implementation through effective 

planning and use of enterprise assets” 

A transformation capability that guides business strategies 
and supports their implementation through effective planning 

and use of IS assets” 

An transformation capability that guides and supports IS 
responses to business strategies through effective planning and 

use of IS assets”

ENTERPRISE 
VIEWPOINT

IS VIEW-
POINT

 

Fig. 2. The enterprise architecture focus starting with the IS viewpoint and evolv-
ing into the enterprise viewpoint 

This leads to an explanation of enterprise architecture maturity. First, an exam-
ple from one of the other interviewed organisations illustrates the evolution of 
frameworks and processes, see figure 3. The time scale is not particularly relevant; 
in fact it may be rather un-typical. Rather, it shows an evolutionary path and that 
the emergence of frameworks, processes and models, which, all except for process 
orientation, have had their origins in the IT organisation. 

“

“
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t 

Maturity 

2001 2003 2005 2007 

Project framework 

Framework for development 

RUP 

Process orientation 

Framework for enterprise planning

Roadmap 

Mobility 

Service oriented architecture 

IT process support 

Business 
architecture

Information 
architecture 

Fig. 3. Example of a typical evolution of frameworks and processes 

Only one of the interviewed organisations has assessed the enterprise architec-
ture maturity and is considered to have come only 20-60% (depending on cate-
gory/factor) of the way. A rough estimate shows this also to be the case in the 
other interviewed organisation. In the U.S., a framework for assessing enterprise 
architectures, briefly presented in Kaisler et al. (2005), has been released by the 
Government Accounting Office. On the basis of that framework, the interviewed 
organisations have passed the initial level of creating enterprise architecture 
awareness and are struggling with building a management foundation and devel-
oping enterprise architecture products. The organisations were on their way to 
building enterprise architecture organisations; in most cases, architecture boards 
managing the enterprise life cycles. This is in accordance with the discussion of 
governance in Kaisler et al. (2005). Higher levels, like completing enterprise ar-
chitecture products and leveraging the enterprise architecture to manage change, 
however, still lie in the future. 

There seems to be no difference between the private and the public organisa-
tions. The information architecture, as seen in figure 3, is pointed out as an impor-
tant and difficult task, and is yet to be fully implemented. The interviewed public 
organisations struggle with the integration of information and systems for inter-
agency co-operation. They confessed that even what are considered to be simple 
tasks, e.g. specifying basic information such as citizens names and addresses, 
prove to be complex and time-consuming. Layne and Lee (2001) foresee that the 
full potential of IT can only be achieved by integrating government services across 
walls between organisations. Evernden and Evernden (2003) point out that the 
typical corporate budget for technology is still much greater than the budget for 
information structure and design and that the organisations need an information 
architecture and complementary technology that work together. 
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3.3 Traceability and alignment 

Another factor, contributing to the value and the business perspective of the enter-
prise architecture, is the traceability and alignment between different parts of the 
architecture, e.g. a certain business process defined in the business architecture is 
supported by a system or systems in the application portfolio, requiring certain in-
formation, and is realised in the data tier of the technical architecture. This is a 
cornerstone and is realised in many of the modelling tools available on the market. 
Actually, as discussed above, the idea of an enterprise architecture is to act as the 
glue integrating each of the disciplines (Pereira and Sousa, 2004). 

The interviews, however, point out that there are different levels of abstrac-
tions. Business requirements and customer strategy give the direction for informa-
tion and application support, which, in turn, provides needs and priorities for the 
IT strategy. This abstraction and order of dependencies is not only described in 
e.g. Knox et al. (2003) but also in the popular Balanced Scorecard (Kaplan and 
Norton, 2001). The technical architecture is, in many cases, after suggestions from 
enterprise architecture vendors, the first to be developed by the organisation em-
barking on an enterprise architecture project. Interviewees could foresee an un-
wanted situation where the IT organisations also become business modellers, with 
the implication that business models and IT descriptions are on the same level. In 
fact, in many of the organisations, this was already the case. 

A framework and tools for modelling is considered necessary for ensuring 
traceability and alignment. The interviewees disagree with the view, presented in 
Kaisler et al. (2005), that current modelling tools are limited. It was, in general, 
considered that many vendors provide reasonably well-integrated solutions. 
Rather, the need is for an easily understood business model, transferable to IT 
concepts. The tools for business modelling need not be advanced; rather they 
should be something that the business organisations feel comfortable using. Most 
businesses are used to traditional business process modelling (e.g. Rentzhog, 
1998) and should not be forced into (by what is perceived in the business organi-
sations as) “complicated” tools. UML, Unified Modelling Language (Rumbaugh 
et al., 2005), was not considered appropriate in this case; although one of the in-
terviewees showed how higher levels of conceptual modelling could be achieved 
with UML. 

3.4 Selling the project to stakeholders 

This framework for assessing enterprise architectures is not the only central gov-
ernment initiative. In the U.S., the Federal Government has mandated the need for 
enterprise architectures and, furthermore, the Clinger-Cohen act has mandated a 
Chief Information Officer (Kaisler et al., 2005). Such central government initia-
tives are missing in the Swedish perspective. 

With no outside pressure, the change has to come from inside, selling the idea 
of an enterprise architecture to different stakeholders in the organisation. Dif-
ferent stakeholders in the business organisations, system owners and purchasers of 

Building the Enterprise Architecture 293



 Hakan P. Sundberg 

but it still has a long way to go. 
The key benefits of enterprise architecture, as pointed out by one of the inter-

viewed organisations, are: 

To improve current business by enabling business initiatives, by efficient use of 
IS assets, and by improved standards’ adherence and exploitation giving re-
duced cost. 
To provide new business models by enabling the unification of the corporation, 
by a clear and visible link between strategy and IS implementation, and by im-
proved decision support and dialogue. 

Another of the interviewed organisations saw the enterprise architecture as the 
most important “mechanism” for improvement of the co-operation between the 
business and IT organisations. The enterprise architecture creates a process for 
continuous adaptation between the business and IT organisations. This view is 
shared by several of the interviewed organisations. Relations between the business 
and IT organisations are also put under stress in the popular purchaser-contractor 
arrangements. Studies show that enterprise architecture is needed for improving 
co-operation across borders and stovepiped departments (Sundberg and Wallin, 
2005). 

Table 2. Relevant questions gathered after a workshop with stakeholders 

Planning Organisation and 
competencies 

Processes Information 
technology 

Can we see patterns 
controlling the fu-
ture? 
Which investment in 
architecture is nee-
ded? 
Which processes 
should be priori-
tised? 
Where are the costs 
in the processes ? 
Which professions 
exist and which are 
needed? 
Which new IT prod-
ucts do we have? 
Which goals do we 
have for information 
technology support? 
Will there be large 
consequences for in-

How do we increase 
cost efficiency? 
Are we organised for 
cost efficiency? 
How do we develop 
the customer per-
spective and an in-
novative culture? 
Which processes 
need modelling and 
development? 
Which competencies 
are needed? 
How will competen-
cies be developed? 
Can development of 
competencies and 
training be more ef-
fective? 
Which platform is 
used for training and 

Which principles 
guide process devel-
opment? 
Which general con-
cepts and jargon are 
used? Are they 
traceable throughout 
the architecture? 
Which information is 
available? 
Which products are 
affected by which 
processes? 
Which rules control 
which processes? 
Which professions 
are available? Where 
is actual work per-
formed? 
Which external ac-
tors and processes 

Which principles 
guide the architec-
ture? 
Which resources 
are available and 
which must be ac-
quired? 
Which general 
concepts and stan-
dards should be 
used? 
How are rules 
documented? 
Who is the pur-
chaser? 
Who owns which 
system? 
Do we have a suf-
ficiently known 
development proc-
ess? 

services from the IT organisations, need to be convinced of the benefits of enter-
prise architecture, as is top management. In general, the message in the interviewed 
organisations had begun to reach to the management level, directly under the CEO, 
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formation technol-
ogy support? 
How are costs 
spread? 

competence? are interdependent? 
Which resources 
must be in place? 
Which model for 
process development 
is in use? 

How can functions 
be mapped to IT 
products? 
Which dependen-
cies exist between 
applications? 
Which applica-
tions support 
which processes? 

Still, stakeholders need to be convinced, which implies a bottom-up process for 
“change management”. When asked about how the organisations manage these 
processes, replies from merely “hard work” to more elaborated processes for 
stakeholder conviction were forthcoming. One organisation had very actively in-
volved stakeholders in a process of workshops, where questions concerning the 
enterprise architecture were gathered. An example of this is shown in table 2. 

Altogether, it takes planning, motivation and agreement on how to implement 
an enterprise architecture. Boster et al. (2000) take the top-down perspective, with 
business owners initiating and taking decisions about enterprise architecture, but 
conclude that the business owners have only a vague idea of why an enterprise ar-
chitecture should be built. Organisations assume that an enterprise architecture 
automatically adds business and technical value. 

Table 3. Business perspectives of the initial steps of the enterprise architecture 
process (Boster et al., 2000) 

Business activities Business skills Business products 
Create readiness for architecture 
Overcome resistance to change 
Identify stakeholders 
Encourage open participation and 
involvement 
Reveal discrepancies between 
current and desired states 
Make it clear to everyone why 
change is needed 
Convey credible expectations 
Communicate valued outcomes 

Ability to articulate and 
sell a vision 
Team building 
Insightful 
Investigative 
High tolerance for ambi-
guity 

Business drivers 
Performance measures 
Current business models 

When discussing the value, three contexts contribute: The architects, the proc-

and the outcomes; the products, depend on the process. Most organisations, how-
ever, lack a defined process balancing technical and business concerns. It is com-
mon to see the architecture process from a technical view only, or even, many or-
ganisations don’t see that the architecture process has a business part at all. This 
discussion of process importance and stakeholder (business) view corresponds 
well to the findings from the interviews. Table 3 summarises the business view of 

et al. (2000) see the process as the primary factor. Both the selection of architects 
ess and the final product (the architecture itself, drawings and models). Boster 
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the initial steps in an enterprise architecture process. Motivation is a big part of 
these efforts, as is the assessment and characterisation of the current environment. 

4 Conclusion 

In conclusion, the findings from the study will be summarised in relation to 
Kaisler et al. and the critical problems and factors in table 1. Permeating the find-
ings is the need for, or lack of, a business view. 

The value of the enterprise architecture relates to the discussion about the sys-
tem architect’s value and that activities must reflect themselves in improved pro-
ductivity, end-to-end performance, better IT investment, portfolio management, 
etc. What is pointed out, in the present study, is that the business view seems to be 
lacking in the organisations’ enterprise architecture efforts, or, if present, the IS 
viewpoint dominates and IT organisations act on behalf of the business organisa-
tions. 

The bottom-up perspective relates to both evaluating enterprise architecture ma-
turity and managing the integrated enterprise life cycle. What is pointed out, in the 
present study, is the apparent proactivity of the IT organisations and the enterprise 
architecture focus evolving from the IS viewpoint to the enterprise viewpoint. The 
question of maturity can provide an explanation. The business view is pointed out 
as an important part of the initial efforts, and the interviewed organisations are 
early in the architecture processes with enthusiasts advocating future needs, creat-
ing readiness and overcoming resistance. The U.S. central government initiatives 
mandating enterprise architectures can affect readiness, resistance and, gradually, 
maturity. This is different to the Swedish perspective and can explain the focus on 
business value and other stakeholder propositions. 

Traceability and alignment relates to the discussion about business view repre-
sentation and alignment, and modelling tools. The alignment between business 
processes, functions, data and information systems is considered a must for en-
compassing the organisation’s mission and strategic business, and for mapping IT 
development to stakeholder needs. What is pointed out, in the present study, is that 
disregarding the different levels of abstractions can lead to unwanted clashes and a 
predominant IT perspective. Modelling should be oriented towards the business 
organisations, and be something that the business organisations feel comfortable 
using. 

Selling the project to stakeholders relates to the stakeholders’ perspectives in 
table 1. What is pointed out, in the present study, is that taking stakeholders’ per-
spectives, encouraging participation and involvement can improve the enterprise 
architecture’s technical and business value. Workshops with stakeholders seem to 
be a good solution for enabling involvement and understanding. The business 
view is also important in the architecture process, which is implied but not appar-
ent in table 1. There are business activities, business skills and business products 
that need to be cultivated, especially in the initial phases of the process. 
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The most distinct findings from the present study are the IS perspective on en-
terprise architectures and the focus on the enterprise architecture’s value. While 
maturity still needs development and while perspectives are evolving, it is ex-
pected that these perspectives and focuses will prevail for some time. 
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1 Introduction 

Information systems development takes place within an economical context. Cost 
overruns are frequently reported and the delivery of information systems within 
appropriate time and cost limits has even been given as one justification for the 
utilization of information systems development methodologies [2]. However, the 
economical conditions, which shape systems development practice, are hardly 
ever researched and while outsourcing of IT services has been studied for quite a 
while (see f. ex. [6], [12]), an economical perspective on systems development is 
rarely applied by the information systems community.  

A number of IS-related studies (see f. ex. [1], [3], [5], [17], [20], [21]) describe 
features of contracts, contract types and pricing structures and investigate their 
economical role, but only relate them to a limited extent to systems development 
practice.  

Exceptions are [13], [14]. Considering software development as outsourcing 
and based on an economical perspective there a number of hypotheses are formu-
lated about the relationship between frequency of milestones, project risk, uncer-
tainty and price structure as determined in systems development contracts, but no 
clear results are found. 

Bjerknes & Mathiassen [4] discuss the balance between trust and control with 
regard to contracts and client-contractor relationships. In line with [18] they argue, 
while trust promotes creativity and mutual learning, necessary elements of sys-
tems development, a contract promotes decisions and monitoring of progress ac-
cording to the agreement. They conclude that it is impossible to improve systems 
development practice without changing the current form of contracts.  A case 
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study by [15] supports this argument and indicates that iterative development and 
the explicit focus on systems development as a learning process cause difficulties, 
when systems development is performed according to a fixed price contract.  

This is the background for our research question how a given price structure in-
fluences the way systems development projects are performed in practice. As our 
study is a first attempt to get an understanding of the relationship between pricing 
structure and systems development in practice it is exploratory and we have lim-
ited it to the development of new information systems for a particular customer. 

2 Research Method and Setting 

Our research question implies that we are investigating how practice behaves in-
stead of investigating if practice behaves in a specific way. Thus, our study is not 
experimental in nature and can not be made in a laboratory, because of its explor-
ative nature. Its open and emergent strategy leaves us with no specific hypothesis 
and advocates an open method. Thus, we adopted an approach with many explana-
tory variables. Without hypotheses to be verified or invalidated, the data collection 
had to be more extensive than a search for the impact of already known factors 
and implied that our study would be narrower without a number of observation 
units. We therefore opted for a multiple case study. Based on our experience from 
earlier studies [9] [11] we chose an analysis, which utilizes an approach inspired 
by the Grounded Theory methodology [8] [19]. As there exists no specific theory 
on contract types, pricing structure and systems development in practice Grounded 
Theory is particularly appropriate as it does not require an existing theory, on the 
contrary it grounds an emerging theory on the collected data.  

The data collection is based on twelve semi-structured qualitative interviews 
with representatives from 7 companies. To avoid any sector or product specific 
bias we chose organizations, which covered as diverse sectors as aerospace, bank-
ing & finance, media & advertisement, health and public administration and which 
provide content management, document handling, e-business, process manage-
ment and many other kinds of information systems. The sample includes compa-
nies with as few as 10 employees as well as 40 000 employees. The companies 
were between 6 and 40 years old. As the project aimed at understanding the im-
pact of a chosen price structure on systems development projects we were inter-

personnel, 4 project managers and 6 developers across the different companies 
with 3 to 25 years of experience in the field. The questions in the individual inter-
views were based on existing literature within the subject, and for this purpose we 

The remainder of the paper is structured as follows: Section 2 describes our
research method and setting. Subsequently, section 3 presents and discusses the
research findings and section 4 contains the resulting model for the impact of
pricing structure on systems development practice. We finish with some conclu-
sions in section 5. 

ested in data from those stakeholders involved in the tasks spanning from the 
actual sales to the delivery of the final product. Thus, we interviewed 2 sales 
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worked out interview guides for the individual interviews. As we worked with 
semi-structured interviews, the interview guide was used as a checklist for issues 
that had to be covered during the interview and not as an actual outline for the in-
terviews. The nature of the interviews had been open, and when the conversation 
moved towards new and interesting areas relevant to the subject, we pursued and 
probed the new directions. All interviews lasted between 60 and 75 minutes and 
were tape recorded and transcribed. The interviewees had the opportunity to see 
and approve the transcripts. 

With the collected data from the interviews we performed as mentioned above 
an analysis based on Grounded Theory. The Grounded Theory framework de-
scribes a way to search relevant topics and relations through three sequential steps: 
the purpose of open coding is to open the data material. This is done by looking 
for different meanings in the statements and classifying part-statements with labels 
to explain the meanings of the different parts. The result is a range of different 
codes and concepts comprising the thoughts, ideas and meanings of the text. The 
purpose of axial coding is to find the categories into which the discovered 
codes/concepts can be classified. The meanings behind the concepts are compared 
and categorized in main and subcategories or concepts, which together present 
patterns or a set of axes to explain the data material and relationships between the 
concepts. Thus, the located axes reflect the parameters that are important for the 
study’s subject. Based on the axes categories, the purpose of selective coding is to 
explain relationships and contexts to refine the overall explanation into a coherent 
picture of the observations. The overall picture is based on central categories and 
represents a complete framework of explanations for the field in focus.  

However, although no specific theory relating pricing structure and systems de-
velopment in practice exists, by taking an economic perspective, our study is of 
course informed by the existing literature and in particular by economic writings 
concerning pricing structures and theories of supplier-customer relationships. As 
such Ciborra’s [5] work on transaction cost theory with its possible implications 
for systems development builds the general background for our study. With regard 
to pricing the literature distinguishes between fixed price and time and material 
approaches and variations of these such as fixed price with payment for extra ef-
forts or time and material with an upper limit (see f. ex. [16]). With regard to the 
relationship between suppliers and customers principal-agent theory provided a 
suitable background for our study. It describes how a principal, a customer, should 
build up an incentive structure, a pricing structure or scheme, to achieve a desired 
behaviour from an agent, a supplier. Principal-agent theory is based on the as-
sumption that people not always keep the contracts and the agreements they have 
made. Such behaviour, which might lead to advantages at the expense of others, is 
called opportunistic behaviour [7]. Characteristic for opportunistic behaviour is 
that only some people, and they also only some times, exhibit it. It is difficult, if 
not impossible to distinguish honest from dishonest people before they actually 
show opportunistic behaviour. Principal-agent theory deals with the avoidance of 
opportunistic behaviour. In this context two concepts are important, namely risk, 
in particular the possibility of loss, and here especially the suppliers relationship to 
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risk, and observability, in particular the customers’ possibility to observe a sup-
plier. 

3 Findings and Discussion 

As a background for our further investigation we asked our respondents about the 
pricing structures they are using during the contract negotiations for new systems 
development projects with customers. In line with the literature we identified the 
above mentioned pricing structures and found a 5th one called framework agree-
ments. A fixed price comprises all costs of a development project and the suppli-
ers’ profit depends on their ability to provide the desired system within time and 
budget. With its origin in a given task with fixed scope, a fixed deadline and a 
fixed price, fixed price with payment for extra effort contains an explicit mecha-
nism for dealing with changed or additional requirements. Time and material bills 
the actual effort, while time and material with an upper limit sets a threshold for 
the maximum expenses. Finally, framework agreements comprise a maximum 
number of hours, which a customer can book a supplier within a given time frame. 
This might give a customer a lower price per hour and gives both parties the lib-
erty to negotiate the actual use of the hours according to all available pricing struc-
tures. 

We found that pricing structures have an embedded distribution of risk between 
both the supplier and the customer. Using fixed price as the pricing structure it is 
solemnly the supplier who carries and manages the risk. The pricing scheme fixed 
price with payment for extra efforts moves the part of the risk, which deals with 
changes of the project scope towards the customer, because these are described 
and billed for separately. The supplier carries the risk for the original project, 
while the customer carries the risk for the changes. The customer assumes the 
whole risk when a project is paid according to time and material. Every hour sup-
pliers disburse contributes to secure their earnings from a project. This means that 
the risk for delays, changes and unexpected costs is carried by the customer. When 
time and material with an upper limit is applied a part of the risk is pushed back to 
the supplier as costs which are above the determined limit are defrayed by the 
supplier. The supplier has guaranteed the customer a maximum expense, but is 
willing to let the customer get the savings in case the project is finished before the 
maximum budget has been exceeded. Both time and material with a limit and 
fixed price with payment for extra efforts are hybrids of fixed price and time and 
material. For them the exact distribution of risk between supplier and customer is 
hard to determine. However, the tendency is clear. The more a pricing structure 
resembles a fixed price, the more risk has to be carried by the supplier, and the 

3.1 Choice of Pricing Structure impacts Risk Distribution 
and Price Level
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more the structure resembles time and material the more risk has to be carried by 
the customer. A project manager and a salesman expressed this clearly “Time and 
material ... the customer’s risk. Fixed price … my risk. It’s just that simple.”  

Framework agreements differ from the others as the contract does not specify 
any task and any kind of billing. The risk is on the customers’ side as they have 
paid for some work before it is delivered. However, when a concrete project is 
performed under a framework agreement the risk can be pushed towards the sup-
plier again depending on the actual pricing structure used.  

Our investigation has also shown that the price for a project is influenced by the 
distribution of risk between the supplier and the customer. When suppliers work 
under a pricing model which induces an element of risk on them they compute a 
risk premium, which they add to the project’s price. The same project leader said 
When we give a fixed price we always add another 10-15% as contingency to 

cover unexpected costs, and then the customer gets the account as fixed price. 
That’s how we do it. If there is a high uncertainty we even put in a higher contin-
gency for that respective task, which can be up to 25%.” The risk supplement rises 
corresponding with the risk. Another project manager stated that there is a natural 
limit for how big a risk suppliers are willing to take. If a project is too risky, they 
reject fixed price as an acceptable model. 

3.2 Distribution of Risk and Price Level impact Behaviour 

As with the distribution of risk opportunistic behaviour can be found both with the 
supplier and the customer. The behaviour is however different depending on who 
is carrying the risk. 

When the suppliers carry the risk time pressure is often a consequence, as one 
developer put it “I’ll say time, whether you’re able to stay within the time, that’s 
the biggest challenge.” and as  a result the suppliers might not be able to deliver 
the desired functionality. They then just try to satisfy the minimum requirements 
and sometimes they choose to change the scope without the acceptance of the cus-
tomer. A developer admitted: “When you suddenly see that you have problems to 
deliver within the determined time frame you have two possibilities, you can 
change the scope or you can change the time frame.”  Suppliers also choose to 
deny customers the possibility to change the requirements during the project or by 
applying requirements management try to minimise their amount and extent. A 
project manager reported “One can very well keep oneself off the change of re-
quirements and say, this does not concern us: we do what the requirements speci-
fication says. As one can say, that’s what you described and that’s what you get.”  

As a consequence the customers might not get the systems they want and they 
might choose another supplier in the future. 

When suppliers do not longer have the risk, they also no longer have an incen-
tive to steer a project strictly towards a deadline. According to a project manager 
project management and project work become different, more relaxed tasks “The 
customer needs to put more effort in, it’s them who need to follow up every week. 

“
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They have to allocate time to keep track of the project. With time and material, we 
have all the time the customer wants. 

Even when the suppliers are in situations where they need personnel, material 
or knowledge from the customer to solve a problem, their effort to get these re-
sources is not that big “With time and material we clearly give the customer a 
longer leash as compared to fixed price. After all it’s them who pay when we are 
busy waiting” as one project manager put it. He also experienced more flexibility 
and fewer problems to change deadlines, if the change is caused by circumstances, 
which the customers are responsible for. 

When the customer carries the risk, projects have a tendency to slide away from 
their original scope, which sometimes leads to an extension of the scope. One pro-
ject manager reported that he has difficulties to steer projects under these condi-
tions. One developer confirmed this view. He expressed that his efforts are not 
specified and controlled in the same way as they are in projects where the supplier 
has the risk. As a reason for the lesser control he provided that a potentially inade-
quate effort does have no direct economical consequences for the supplier com-
pany: “I have much freer hands from my company when it’s not a fixed price as 
we can’t sit with any extra bills afterwards. We might get a problem, but we do not 
sit with any extra unpaid bills.” Another developer stated that he to a larger extent 
tries new things in projects where the customer carries the risk and he reported a 
concrete case where he actually together with the customer experimented with 
new things that expanded the project’s scope: “Some of the customer’s folks could 
very well see that this was exciting and asked whether we just could try this and 
that … Yes, you can well say that there is a risk that one runs a little bit too fast 
and little bit off the track to see the exciting things.” 

When the customer carries the risk, developers have a larger tendency to not 
just be content with satisfying the customer’s requirements, but to further develop 
a system single-handedly without their management’s or the customer’s accep-
tance. This phenomenon is called gold plating and all the interviewed developers 
justified their motivation with professional pride: “It should be as good as possi-
ble and there should not be any errors. And it should also be able to do this and 
that. And it would be smart if it even could do this and that. Sometimes it’s the 
technology which is interesting. One can also just do this, or just try that … .” 
However beyond professional pride, extra payment for overtime work in the eve-
ning has also been mentioned as a reason for gold plating by one developer: 
“Yeah, well then you might not be so effective during the day, because you know if 
you stay longer, your hours will count more and give you more money” 

Our respondents expressed that customers too show opportunistic behaviour. 
When the supplier carries the risk some customers might not see any incentive to 
support them. Still, the suppliers’ earnings depend on the customers’ efforts in a 
number of areas. One of these is the provision of material and devices. One devel-
oper described his experience as follows: “I am supposed to be out at a customer’s 
and there should be a computer for me so that I can carry out the project. When 
it’s a fixed price project, it might very well be that the customer does not see the 
incentive to provide the device … if you are at a customer, who has got a bill be-
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fore and the project is run with time and material, they’ll take utter care of that 
you get your screen to work at … .” 

Another challenge is to get access to the right personnel. Developers experi-
enced that often those staff members they need are also those the organisation is 
most dependant on and are not made available. As a result suppliers insist on 
specifying the customers’ efforts in the contract and - according to one developer 
“that the customers provide competent people, because when they then don’t do 
that, one can go in and say, that’s what we have a contract about.” 

The limited access to competent personnel has to be seen in a wider context. 
Often customers consider the requirements specification as a complete description 
of the desired system and are not willing to provide further more business knowl-
edge. One developer summarised his experience as “Requirement specifications 
can be a help, so that we understand each other right, but when you put them in-
stead of communication, so that’s what will go wrong. They’ll say’ haven’t we 
written down what we want to have, read it and do it’…” and concluded that this 
attitude and the limited contact to the customer is one reason why information sys-
tems do not live up to the customers’ expectations. 

When the risk for a project lies with the supplier, suppliers also experience that 
customers do not put in an effort that is oriented towards meeting a deadline, even 
if from a business perspective this would be sensible. The contributions and the 
productivity of the customers’ employees do not live up to the agreements made 
between the two parties. The respondents think that this might be related to the 
lack of a direct incentive for the employees or for the customers in general with 
regard to the particular projects where this occurs. To counteract this effect some 
suppliers specify the required customer effort even more detailed in their con-
tracts.  

pressure and shifting of deadlines. The respondents think that the customer behav-
iour is not necessarily based on a malicious exploitation of the situation. Accord-
ing to one project manager it might be the missing experience that results in cus-
tomers not being able to accept the relationship between the amount of 
requirement changes and the run time of a project.  

When carrying the risk themselves, customers pay strong attention to how and 
for what a supplier uses the hours and the suppliers need to put in extra time to 
provide the demanded evidence. As a developer put it “The customer has a larger 
focus on what you are doing and they like to have an account of what you are us-
ing your time for. They make much bigger fuzz out of this in a time and material 
project than they do in a fixed price project.”  

Customers are also less willing to accept a price for a provided effort when bill-
ing is done according to time and material especially without an agreed estimate. 

On the other hand - beyond the accepted general phenomenon that both suppliers
and customers learn more about a system’s potential during the course of a deve-
lopment project - when they are not carrying the risk, customers have a tendency
to late in a project press extra requirements into the scope of the project that might
lead to rework and extra resources. The dilemma for the project managers and
developers is that, denying the changes might have consequences for the future
co-operation with the customer, accepting them leads to extra workload, time 
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In such a situation it can be hard to collect the charges for some provided devel-
opment work. A project leader reported “When they pay for time and material it is 
their right to ask for changes. But as with all customers it is much easier for them 
to ask for something than to look at the bill afterwards. So there easily can crop 
up a conflict if one does not steer a project sharply with estimates, but even then it 
happens.” 

3.3 Behaviour impacts Distribution of Risk and Price Level  

The suppliers’ and customers’ behaviour in return has an impact on the distribu-
tion of the risk between the two parties and on the price for a project.  

The respondents have described a number of situations, which increase the risk 
for the supplier. Lacking access to customer personnel and knowledge and lacking 
customer efforts increase the workload of the supplier. This comes in form of a 
larger expenditure of hours to compensate for the customers’ missing dedication. 
The extra hours that become necessary are often not included in the official pro-
ject plan and the developers are forced to work overtime to be able to finish their 
tasks on time. A developer described the situation: “Well, the less time you have, 
the more you have to work everyday so that you can reach the goals which have 
been set, isn’t it like that. So this means automatically longer working hours.” 
Another developer had similar experiences from a project where a customer late in 
the project came up with new requirements. In this case the customer had provided 
the agreed effort, but the new requirements had not been taken into account in the 
original planning of the project. This increased the developers’ workload as they 
were bound to a fixed deadline and “Yeah well, so we simply worked more. So we 
put in these 45-55-60 hours per week, where we work until 10 or 11 pm in the 
night.” This has consequences for the supplier, especially when it is not possible 
to demand a payment for the extra effort, as it usually necessitates payment of the 
overtime to the company’s developers. As one developer said “We are so fortu-
nate here that we get fixed wages and a payment for overtime, which we so really 
get paid. So it costs the company, when we work extra.” 

On the other hand gold plating is an example for a behaviour exhibited by sup-
pliers, which has an impact on the customer’s risk and on the price for a project. It 
is often connected to projects where the customer from the outset carries the risk. 
Although the developers do not keep to the requirements as described by the cus-
tomer and develop extra functionality, suppliers still try to get a payment for that 
work by selling it as utility value. A developer said “Because when you’ve got 20 
hours for doing something and then the whole thing starts to slip, because you 
have been sitting and done some gold plating, it then gets hard to explain to the 
customer why the task took double the time.”  

To prevent such situations attuning expectations in the beginning of a project is 
important, especially with regard to the effort both parties expect from each other 
to put into the project and these expectations can then be part of the contract. One 
project leader shared his experiences in this respect: “So, there are some things 
that one should agree to settle in the start. If one gets a good balancing, one gets a 
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good project … customers like it when one agrees on things up front, they hate it 
when one comes sweeping afterwards … so in the plan, there are the things they 
should do and when I expect them ready, specified down to the week … and that is 
what they have to live up to, otherwise I can’t hold my fixed price.” 

According to the suppliers the customers’ perception of the distribution of risk and 
of the costs has an influence on their demands for the price structure of future pro-
jects with a given supplier. In the beginning of a co-operation between a supplier 
and a customer both parties are uncertain about each others capabilities to render 
an effort, which lives up to the mutual expectations of a good co-operation. There 
is also uncertainty whether the other party’s intentions are honest and trustworthy. 
New customers are quite reluctant with regard to take on risk and in general prefer 
a fixed price contract. One developer said “As a rule there is not really a choice 
between the two pricing structures, because the customer typically demands a 
fixed price project” and another confirmed “It’s nearly always the customer who 
demands a fixed price.” One project leader provided as an explanation that the 
customers are uncertain whether they can rely on the suppliers’ estimates and that 
there is no basis for trust in these earlier stages of the first contract negotiations 
due to a lack of familiarity of each other. The customers might be afraid of being 
burdened with further costs after the end of the negotiations. He described the 
situation: “When we come to a new customer, the question always is ‘will this run 
away?’ So, what shall we answer: ‘Listen I am a quite honest person, it will cost 
this and this, as this is what is written there.” All respondents confirmed this ini-
tial mistrust and some gave examples of customers’ earlier experiences where 
their trust was abused. 

It however is possible to sell time and material projects, especially when the 
supplier and the customer know each other and by virtue of their co-operation 
have built up trust to each other. This trust is built up through continuous co-
operation over a longer period of time or through many projects. One salesman put 
it that way “We have also time and material projects; it really depends on the cus-
tomer. But typically these are customers we know.” and another added: “The more 
projects we have performed, the better we know each other, the better we can also 
work in a less restricted setting.” With trust building up between the parties, it be-
comes possible for the supplier to convince the customer to take larger parts of the 
risk, which allows them to cut down the risk supplement of the fixed price offers. 
This enables the supplier to deliver a system for a lower price and thus gives them 
a competitive advantage. As one salesman concluded “Ultimately, it is about get-
ting the price down so that we have a bigger chance to get the assignment.” Ex-
perience from previous co-operation can also lead to a situation, where the cus-
tomers dare to take the larger part of the risk in future projects, however as stated 
above earlier experience can also result in the opposite reaction, namely that a cus-
tomer only wants to work under conditions, where the supplier carries the full risk. 

of Pricing Structure
3.4 Distribution of Risk and Price Level impacts Choice
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The same salesman summarised this as “If one once has been offered to do some-
thing on a time and material basis and has abused it, you’ll not get this kind of 
contract another time.” 

Our study made use of the principal-agent theory, recognizing customers as prin-
cipals and suppliers as agents, and of its significant concepts opportunistic behav-
iour, risk and to a lesser extent observability. By identifying fixed price, time and 
material, fixed price with payment for extra efforts, time and material with an up-
per limit and framework agreements it validates and extends the literature on pric-
ing structures for the field of information systems development. On this back-
ground we provide a model for the impact of pricing structure on systems 
development practice. Its main elements are choice of pricing structure, risk dis-
tribution and price level, and opportunistic behaviour (see figure 1).  

Choice of pricing structure impacts risk distribution and price level. In step 
with incorporating fixed prices in contracts the risk is allocated to the supplier. If, 
in contrast a time and material pricing structure is chosen, the risk moves over to 
the customer. The suppliers are rather risk averse, thus the price level raises in ac-
cord with the risk supplements, which correspond to the supplier perception of 
risk’s dimension. 

Distribution of risk and price level have an impact on behaviour. Both suppliers 
and customers show opportunistic behaviour. When suppliers carry the risk their 
opportunistic behaviour is derived from the time pressure to reach the deadline. 
The supplier might comprise the functionality of the product to be delivered as 
well as the customer expectations and as such the system’s quality. When the cus-
tomer carries the risk, the suppliers’ behaviour might be based on the fact that 
their earnings will be higher the longer time they use for a project. Again, the cus-
tomers might not get the systems they want and they might choose another sup-
plier in the future. The customers’ opportunistic behaviour differs depending on 
which party is carrying the risk. When the suppliers hold the risk, their earnings 
depend on the customers’ efforts, which these not always provide. Customers also 
try to press new requirements into the projects. This is a problem for the suppliers 
as denying these demands might have an impact on future business with the cus-
tomer, while accepting them results in extra hours, time pressure and changes of 
deadlines. When the customers themselves carry the risk they demand more 
documentation with regard to the hours the suppliers use in the project, which 
leads to larger administrative expenses for those. Customers also show less accept 
for the suppliers’ use of time which sometimes results in a reluctance to pay for 
the suppliers’ efforts. In that situation it can be hard to collect the charges for 
some provided development work. 

 

on Information Systems Development Practice 
4 A Model for the Impact of Pricing Structure 
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Fig. 1. The Impact of Pricing Structure on System Development Practice 

The suppliers’ and customers’ behaviour in return has an impact on the distri-
bution of the risk between the two parties and on the price for a project. As de-

deadlines might cause more billable hours and thus higher costs for the customer. 
The same is true for slippage and expansion of scope as well as for gold plating. 

The customers’ experiences from previous projects with regard to distribution 
of risk and price level have an impact on the choice of pricing structure for future 
projects. The basis for trust is created  when suppliers live up to the customers’ 
expectations, which means that the customers will be more willing to choose a 
pricing structure where they carry more of the risk. However, when suppliers 
abuse this trust either by decreasing functionality or raising prices, mistrust devel-
ops and customers will not accept the same degree of risk in future projects. 

5 Conclusions 

Our study demonstrates the merits of principal-agent theory for information sys-
tems development research and confirms the literature on pricing structures, but 
goes beyond reporting the mere distribution of the different contract types and 
pricing structures as well as abstract economic reflections. 

tems development in practice has provided new insights resulting in an explanatory
The investigation into contract types’ and pricing structures’ influence on sys-

scribed above lacking customer efforts might lead to increased workload and 
economical strain for the suppliers and relaxed project steering and handling of 
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Finally, our analysis and our model for the impact of contract types and pricing 
structures on systems development practice show that suppliers and customers are 
mutually dependant on that none of the parties shows opportunistic behaviour to 
secure that the suppliers’ earnings and the customers expectations concerning the 
systems functionality and ultimately quality turn into what was as agreed upon in 
the contract. Given the role trust plays in this process a change of relationship and 
of contract type and pricing structure as demanded by [4] and more recently by 
[15] and [10], who calls for ‘delivered-feature’ contracts where the supplier dem-
onstrates operational features to the customer at the end of each iterative delivery 
cycle, might lead to enhanced practice.  This also has to be a topic for future re-
search. 
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Abstract: This paper focuses on the relationship between Knowledge Management and 
Human Resources Management that will change the system of values in the 21st century. 
Today, the modern organisations have intelligent systems covering the technical necessi-
ties. With the help of these intelligent systems various areas of the organisation can be 
tracked: sourcing, production, quality, stocks, and human resources management. The 
methodology used in this article involved theoretical development and empirical research. 
The main idea stated that the research must identify some situations in which all research 
strategies might be relevant (Mellander, 2001, Yin, 1994).  

The research reported in this paper focused on a study of the organisational commitment 
of the employees using data from two Romanian organisations. In this context, knowledge 
management and human resources management will interweave in the analysis of organisa-
tional commitment and will contribute to the establishment of strategic priorities of the or-
ganisations. In a modern organisation, the good flexibility of informational systems offers 
the opportunity of adjustment to a more and more competitive environment based on 
knowledge.  

Taking into consideration the knowledge management – the detection and development 
of strategic human capital are made on three levels: individual – knowledge and expression; 
collective – interaction and organisational – competition. Those organisations that will stra-
tegically administrate their human resources will successfully pass through the strategic 
process. This implies a flexible model of knowledge management, model that takes into 
consideration the employees commitment and their loyalty to the organisation.  

Consequently, at the human resources level, bad knowledge management can generate 
hard feelings, lack of motivation, and even confusion, in the moments in which the organi-
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sation would need creativity and total commitment from their employees. 
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1 Introduction 

The external environment complexity is a disadvantage for the organisations, 
which sometimes cannot adjust to the changes and cannot motivate the employees; 
therefore, it needs means and instruments to rapidly control economic, social and 
political flotation. 

The economic and cultural stakes are emphasised through the acquisition and 
sharing of knowledge in due time. Consequently, the surviving organisation of the 
21st century will be a network organisation. The manager of an intelligent organi-
sation must have a strategic vision and knowledge of capturing and using explicit 
and tacit knowledge of his organisation. 

The advanced technology, incorporating various data, generates: 

changes in the traditional organisation structure; 
downsize of the firm; 
increase of  the responsibilities and personal competence;  
increase of dynamics of internal communication. 

Channelling the variety of connections among the members of an organisation 
toward a common entity is a strong point for the organisation, leading to the de-
velopment of knowledge management. 

Knowledge management is the premise of new strategic and managerial ap-
proaches, ensuring the success of initiative employees within the organisation. 

Knowledge management and organisational commitment can:  

become effective mechanisms to help avoid the disturbances that generate 
internal disequilibrium within the organisation.  
remediate the negative effects of the instability of environment.  

The information and knowledge become “raw materials” for intelligent organi-
sations; their management requires simple solutions.  

The centralised administration and the hierarchic structure are no longer com-
patible with the vision and strategy of the organisation. The flexibility of intelli-
gent information systems offers new possibilities to face an increasing competi-
tion. 

The efficiency of the organisation depends on: 
the degree in which important information and knowledge management are 
disseminated and utilised; 
the way in which knowledge passes from the employees who possess it to the 
employees that need that knowledge; 
the degree of analysing the knowledge; 

and organisational commitment 
2 The relationship between knowledge management
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the solidity of the relation between employees/organisation, and between 
organisation/clients. 

Therefore, we need to examine employees’ commitment as we have done in 
this article, in order to come to a better understanding of the impact that knowl-
edge management has on the organization. 

2.1 Knowledge management in organisation 

Knowledge Management is based on an inexhaustible capital: the employees’ 
knowledge and competence. Within the organisation framework, this capital is 
quite primitive and should be identified and channelled towards the final product 
or services to be offered to the clients (Styhre 2004). 

Knowledge exploitation is even more difficult within an IT organisation. This 
difficulty originates in the wide range of knowledge and in the complexity of the 
organisational commitment. 

IT organisations are not rare and the consequences are to be seen especially 
within the other organisations. This management faces specific problems whose 
resolution depends on the informal leader’s support (Stacey 2001). 

Knowledge management is a process of efficient administration and handling 
of knowledge within an organisation. It is important for a person to make a con-
nection between a new phenomenon and the phenomena he already knows (this 
depends on his intelligence). 

IT organisations based on knowledge management have the following objec-
tives: 

identification and protection of knowledge; 
development of knowledge and organisational commitment; 
improvement of the access to the existing knowledge. 

The intellectual co-operation can be interpersonal co-operation (more persons 
work together) and/or inter-organisational co-operation (more teams or organisa-
tions work together).  

The knowledge management must be sustained by co-operation and by a col-
lective strategy of the organisation. 

The existing intelligent information systems in the field of human resources 
management are complex and offer users a new perspective. Taking into account 
their complexity some information is useless (Brennan and Connell 2000). The 

the clients and suppliers as well. 

The efficient use of knowledge management requires an intellectual co-operation
among the team members, and the development of an external co-operation with

The elaboration of a co-operation social contract, supported by the ethics of co-
operation must state the rights and individual responsibilities based on co-operation
behaviour. 

developers of solutions for human resources management seek to adapt to the 
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2.2 Organisational commitment and it role in the management 
of organisation 

The complexity of the environment often makes the organisation unable to adapt 
to changes and to stimulate employees. Therefore, it is necessary to use instru-
ments allowing a fast approach toward the economic, social and political fluctua-
tions. 

Over time many specialists paid a special attention to the study of employees’ 
commitment, which is considered either a complex issue that cannot be repre-
sented by a mono-factor model, (Bennet and Durkin 2000), either a force that 
boosts the performance of an organization (Sulliman and Iles 2000, p. 408).    

Organisational commitment falls into three categories according to the position 
within the organisation. Allen and Meyer (1990) stated that are three types of 
commitment: affective, continuance and normative. 

Affective commitment reflects an employee’s emotional attachment to, 
identification with, and involvement in an organization (Buchanan, 1974; 
Porter et al. 1974; Mowday et al. 1982; Legge, 1995b). Employees have a 
desire to do so.  
Continuance commitment is related to the costs and benefits associated with 
staying or leaving an organization (Wiener and Vardi 1980, Allen and Meyer 
1990).  
Normative commitment reflects the view that an employee has a duty or an 
obligation to stay with an organisation.  

According to Skyrme (2003, p.157) “commitment grows through high levels of 
communication and interchange ideas”.  

His observation coincides with our approach, in that commitment can by better 
managed by making knowledge disponible in organisation.  

The commitment is part of the values of the employees, so that it is necessary 
for the organisation to adapt the strategy to the cultural values in order to avoid 
false commitment.  

The identification of organisational commitment can be centralised in a dy-
namic database that gathers all the information and knowledge from the organisa-
tion. Within intelligent organisations, the development of centres for competence 
management using IT has a key role. 

an efficient decision. 
particularities of the field and to identify the necessary information in order to take  
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Besides the relationship between knowledge and performance, some attention has 
been paid to the relationship among knowledge and quality and cost dimensions 
(Ofek and Sarvary, 2001 Skyrme and Amidon, 1997). 

The knowledge management dimensions at the IT organisational level are re-
flected in quality as follows: 

A. Management quality: the way in which organisation goals and values are 
harmonised. Knowledge Management within individual commitment becomes the 
strongest support for key competence. Knowledge management aims to assess the 
knowledge type necessary to ensure Total Quality Management. 

B. Work environment quality – work environment can become tensed with a 
series of conflicts. Every organisation has at its disposal general and technical 
knowledge, which cannot be quantified and managed as employees have different 
perspectives to it. This personal perspective is not identifiable with the overall 
perspective. Therefore, to reach a consensus, the work environment should be a 
top priority. The motivation system should be both, flexible and complex, able to 
satisfy the various knowledge demands. The quality of work environment is also 
influenced by the institutional, national and international legal system, which can 
enhance or prevent the sharing of knowledge within the organisation framework. 

C. The quality of products and services – this reflects in the image of the or-
ganisation, leading to small market shares. The strong bond between the quality of 
products and services and the quality of the clients is sustained by the quality of 
incorporated knowledge and is considered a determinant of the organisation effi-
ciency. 

Knowledge management can lead to a new strategic and managerial approach, 
ensuring the success of employee’s initiatives within the organisation (Burlea 

chiopoiu 2002). 

3 The model of Human Resources Management 

The literature developed many approaches of human resources management and 

These models analyzed the relationship between the proactive behaviour and 
the commitment of employees in social, cultural and technical context. 

In our model, knowledge management emphasizes the role of satellite of each 
type of commitment (Fig. 1.).  

Based on literature, past findings and model of Human Resources Management, 
we considered states that: 

- commitment (affective and normative) is a significant predictor of success in 
creation-development-transfer of knowledge in organizations, 

2.3 The levels of the quality in the organisation depending
on knowledge management 

Torrington and Hall 1998, Burlea Schiopoiu 2004). 
commitment (Beardwell and Holden, 1996; Armstrong 1997; Pfeffer 1998, 
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- perceived continuance commitment will have a negative effect on the inten-
tion to share knowledge,  

- the employees with a continuance commitment do not want to share their 
knowledge due to the feeling of minimizing the chances of success in organiza-
tion. 

According to Bock and Kim (2002), the individual’s behaviour or commitment 
into organisation is influenced by expected rewards that discourage the formation 
of a positive attitude toward knowledge sharing. 

The commitment plays an important role in promoting the knowledge man-
agement, because if the employees accept to share the explicit and tacit knowl-
edge, they could also share their responsibilities. 

 
Fig. 1.  The model of Human Resources Management 
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4 Methodology 

The methodology consists in semi-structured interviews. We began by asking par-
ticipants to explain how they thought career was perceived in general and how 
they saw their knowledge operating both now and in the future. 

We used an interview framework adapted from Meyer and Allen (1990): 

Affective Commitment 

1. Would you be happy to spend the rest of your career in this organisation? 
2. Do you enjoy sharing the knowledge with yours colleagues?  
3. Do you feel emotionally attached and a strong sense of belonging to the 

organisation? 
4. Do you feel like the organisation’s knowledge is your own?  

Continuance Commitment 

1. Are you staying with the organisation because of necessity or desire? 
2. Would it be costly to leave the organisation in the near future? 
3. How many options do you have if you decide to leave? 
4. Your knowledge is important for the organisation? 
5. What is the labour market like for jobs in your area? 

Normative Commitment  

1. Do you believe that loyalty to an organisation is important? 
2. Do you believe that ethic and duty to an organisation are important? 
3. Do you think that an efficient knowledge management is important for you 

and for the organisation? 

Each interview lasted for 20 to 35 minutes and led to questions concerning the 
relationship between knowledge management and commitment.   

5 Case study 

The case study performs an empirical evaluation of the relationship between the 
knowledge management and organizational commitment from two Romanian 
companies belonging to the IT sector and to construction material sector. 

In each of the two case study organisations, evidence was sought through the 
interview process and existing procedures about: 

the present approach to knowledge management; 
the relationship between the style of management and the organizational 
commitment; 
the way these changes were perceived (positive and negative). 

For the evaluation of the interdependence between the knowledge management 
and organizational commitment we studied the following variables: age groups, 
qualification level and sector of activity. 
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Organisation A – IT sector - offers many possibilities to its employees in 
what concerns the knowledge management. This company has 16 employees, all 
men, average age 33.6 years. The youngest has 26 years old and is computer spe-
cialist, the oldest, 42 years old, is the owner of the company. All the employees 
have higher education in IT or economics.  

Organisation B – construction materials – has 845 employees – 660 men 
(78.1%) and 185 women (21.9%). Structure by age is presented in Table no. 1. 

Table 1. The structure of employees of organisation B, based on age groups 

Age 
group 

Sample 

(years) 

Number of 
employees 

Share (%) 

Number 
of em-
ployees 

Share (%) 

 < 30  87 10.3 9 10.30% 
31-40  290 34.3 29 10.00% 
41-50  331 39.2 35 10.60% 
>50  137 16.2 14 10.40% 
Total 845 - 87 10.30% 

The organization A has a homogenous structure (average 33.6 years) while in 
the organisation B more than 50% of the employees are over 41 years old. 

The structure of employees of organisation B, based on study levels is pre-
sented in table no. 2 

Table 2.  The structure of employees of organisation B, based on study levels 

Sample Study level Number of employ-
ees 

Share 
(%) Number of em-

ployees 
Share (%) 

Unqualified 
workers 
(S1) 

150 17.8 15 10.00% 

Qualified 
workers 
(S2) 

83 9.8 9 10.80% 

Employees 
with high 
school 
(MS) 

532 62.9 55 10.30% 

Higher 
education 
employees 
(SE) 

80 9.5 8 10.00% 

Total 845 - 87 10.30% 
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We interviewed all the employees of the organisation A and for the employees 
of the organisation B we established a representative sample of 87 employees. 

The analysis of the interviews showed that: 
56.3% of the employees of the organisation A and 34.5% of the employees of 
the organisation B consider that they wish to work in their respective 
organisation (affective commitment) and want to used several types of tool that 
improve creativity in organisation (they consider knowledge is one of the most 
important factor to ensure high business performance in their organisation);  
12.5% of the employees of the organisation A and 49.1% of the employees of 
the organisation B consider that they must work in their respective organisation 
due to objective reasons (continuance commitment) and they are indifferent 
relating to identifying new patterns and knowledge;  
31.2% of the employees of the organisation A and 16.4% of the employees of 
the organisation B considers that they must remain in their respective 
organisation from ethical reasons (normative commitment) and they consider 
that is their duty to make tacit and explicit knowledge more efficient.  

The paradox is that the affective commitment has not been established between 
the employee and organisation, but between employee and the nature of his activ-
ity. 

The employees of the organisation A are involved in decision-making process 
and in creation-dissemination of knowledge, because they try to promote the val-
ues of the organisation and the development of economic performance.  

The employees of the organisation B consider that the creation and dissemina-
tion of knowledge is reserved only to persons with managerial tasks or with higher 
education. 

Regardless the activity field (at organisational level), the relationship between 
knowledge management and the three types of commitment are the same, the dif-
ference appearing at individual level – depending on studies and age. 

The employees with IT knowledge have a strong affective and normative com-
mitment, while the employees that do not have these skills have a commitment 
imposed by the limited possibility to find another working place. 

The development of the competences of employees in IT field and the promo-
tion of knowledge management at organisational level will lead to an increase in 
organisational efficiency and to the development of affective commitment.  

6 Concluding remarks 

This research breaks new grounds in the area of human resources management and 
its relationship with knowledge management.  

From the theory and practice, although employees hold positive attitude toward 
the tacit knowledge and explicit knowledge, they are not likely to form a strong 
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intention to perform a certain type of commitment if they believe that they do not 
have any motivational factors to do so. 

If the process of globalisation continues to require the combination of both hu-
man resources management and knowledge management, then the organisation 
will have to successful combine knowledge with commitment of employees. In the 
case if this won’t happen or be possible, organisations will be both less effective 
and less efficient. 
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Abstract: In developing countries, mobile, nomadic and handheld technologies have the 
capacity to gather, store, deliver and enhance information in ways that are completely dif-
ferent from countries where mains electricity, computer hardware and internet connectivity 
are stable, reliable, cheap and abundant. They also have the capacity to subvert the received 
wisdom on IS development. This paper describes work currently under way in Kenya to 
support education nationally with a project specifically developed to meet the infrastruc-
tural and organisational requirements of an environment dramatically different that of most 
IS projects.   

The work discussed in this paper is part of a project called SEMA! that was originally 
designed to support national in-service training. The University of Wolverhampton devel-
oped SMS messaging alongside audio and video cassettes developed with BBC support and 
print material developed with CEL support. The University of Wolverhampton has been 
working to bring together Kenya policy-makers, technologists and educationalists to de-
velop a messaging targeted bulk SMS system for the 200,000 in-service teacher partici-
pants. This SMS system will help structure the study programme, address the isolation of 
distance learners and deliver learning simply, sustainably and cost-effectively. The tech-
nologies chosen are the most robust, appropriate and socially inclusive and the develop-
ment process has been designed to promote dialogue and capacity across the various local 
communities of practice and expertise.  

The project has revealed the sophistication and agility of the mobile phone networks in 
Kenya and of the developers of their ‘value-added’ services, and subsequent work, de-
scribed in this paper, has been exploring the possibility of running much of the country's 
schools' statistical returns off SMS. Currently it seems that schools provide regular statisti-
cal returns to District and Provincial education offices and that these returns place a vital 
role in national planning and in the allocation of resources to individual schools. These re-
turns are currently transmitted by letter-post, courier or by phone conversation. These are 
potentially slow, expensive and error-prone. Many or most of them are however never used, 
only stored. Further research has been undertaken to document the exact nature of the re-
turns, the use to which they are put and the various ways in which they are submitted. The 
notion of using SMS as the main input medium and also the medium for exception-
reporting is still very novel but a trial system has been specified, developed and trialled. 
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Trials are now underway to explore both aspects of large-scale SMS use. The project is 
supported by DfID, because of its relevance to models of appropriate mobile learning for 
the countries of sub-Saharan Africa, and is intended to explore regionally relevant solu-
tions. More importantly, the project is intended to help build capacity locally and challenge 
models of ICT and IS rooted in Europe, the Far East and America. This account looks at 
developing IS capacity and is based on ongoing research and consultancy taking place in 
the UK and Kenya starting in 2004 
Keywords: SMS, EMIS, sub Saharan Africa, appropriate technology, in-service teacher 
training, messaging, mobile phones 

1 Introduction 

Recent publications (Kukulska-Hulme & Traxler 2005), (JISC 2005) and recent 
conference proceedings (for example Attewell & Savill-Smith 2004) have put a 
large number of case studies documenting the use of mobile and wireless devices 
in education into the public domain. In looking at these, we can see in a forthcom-
ing account (Kukulska-Hulme & Traxler 2006) some broad categories emerging: 

Technology-driven mobile learning 
Miniature but portable e-learning 
Connected classroom learning 
Informal, personalised, situated mobile learning 
Mobile training/performance support 
Remote/rural/development mobile learning. 

The use of mobile and wireless devices to support the administration of educa-
tion rather the delivery of education is however at an interface between mobile 
education as categorised above and conventional IS development. This paper 
looks at an ongoing project in Kenya where mobile devices will support educa-

practice. 

2 Background 

Most people including administrators, educators and their students are unaware of 
the fact that SMS text messages can be bought in bulk at a considerable discount. 
They are also unaware of the fact that SMS text messages can be written and sent 
from a conventional computer, for example a networked desktop PC or wireless-

enabled PCs in Internet cafes or business centres. This opens up enormous possi-

tional administration and so takes place at an interface between development 
studies, conventional IS development and mobile education. This is not a well 
documented field because it falls between three rather different communities of 

office email client such as Eudora or Outlook. They can also be sent from web-
enabled laptop PC, using an interface no more complex than that of a standard 
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bilities for using mobile phones, as cell phones are known in the UK, to enhance, 
supplement and support student administration and learning. It is also possible to 
write and send targeted bulk SMS text from a mobile phone itself and this means 
that learning can be delivered, supported and enhanced using mobile phones to 
generate bulk SMS text as well as receive it.  

The underlying platform and technology for any sophisticated SMS text system 
is obviously built around phone networks and computer systems. The dominant 
model for delivering computer-based and network-based IS shares much of this 
technology and there is thus the possibility of IS that is based around the mobile 
phone blended with IS that is based around the computer. 

3 Kenya and Sub Saharan Africa 

In common with much of sub Saharan Africa, Kenyan physical infrastructure is 
characterised by: 

Poor roads and postal services 
Poor landline phone networks 
Poor mains electricity 
Little or no Internet bandwidth outside one or two major cities 

o Often just internet cafes or hotels in a few large cities 
Very few modern PCs or peripherals in the any of the public sector 

o And little or no user expertise, especially in smaller towns and 
rural areas. 

These characteristics are often balanced by 
Lively and energetic mobile phone networks 
The potential for solar power 
A regulatory and licensing system in a state of flux 
High levels of mobile phone ownership, acceptance and usage 

The two mobile networks in Kenya operate contrasting business models in their 
tariffs and coverage, and this is significant in terms of access and equity. Safari-
com take the view that the base of the socio-economic pyramid, including obvi-
ously the less affluent rural areas, represent a massive business opportunity and 
price network access on a ‘per second’ basis to attract less affluent and more cost-
conscious customers. Their competitors Celtel apparently take a different view 
and use a ‘per minute’ tariff that seems less economically effective in gaining 
market share. Both networks are extending their network coverage into rural areas 
and the limiting factor currently appears to be the rollout of mains electricity by 
the ‘parastatal’ producer and distributor.  

Safaricom currently cover 70% of the country’s population in 30% of the coun-
try’s area. At a local level, coverage is still incomplete and unreliable and rural
users often charge their phones and receive SMS text on their weekly trips to the
local market town, often going first to a generator for electricity then to a hillock
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ward pressure on the cost of ownership and networks attempt to ensure subscribers 
can replace lost SIM cards quickly to keep business and maintain stability in the 
subscriber-base. Tariff structures mean many Kenyans use two phones (or SIM 
cards) to exploit intra-network calls and minimise inter-network ones.  

As a prelude to the project with schools and in-service teachers, Digital Links 
International undertook a scoping study in the autumn of 2004 looking at aspects 
of ICT attitudes, access and usage amongst teachers in eight case study areas. This 
showed teachers to be likely early adopters of SMS technologies as soon as they 
received network coverage and generally an interest and acceptance of using SMS 
in learning (but that teachers would be understandably unhappy with SMS 
schemes that displaced messaging costs onto them). The study also considered the 
professional, institutional, logistical, and cultural and equity issues of access to in-
formation and communications technologies. In particular, it examined the likely 
feasibility and effectiveness of using multi-media to deliver the in-service training 
programme. The conclusion was that this approach would be successful, but 
would need careful organisation at district level to take into account the challenges 
posed by constraints in equipment and infrastructure.  

There was almost universal interest among teachers in becoming computer lit-
erate and having access to computers. The potential of a laptop with Internet ac-
cess as a resource for teacher advisory centre (TAC) tutors was widely recognised 
though the significance of the ongoing GPRS roll out went un-remarked. At this 
stage, there was no plan to support administration and information management 
using SMS and so sadly these issues were not raised with the Digital Links re-
spondents. 

4 Free Primary Education in Kenya 

In January 2003, the new democratically elected Government of Kenya placed the 
highest priority on education, announcing the introduction of Free Primary Educa-
tion (FPE) from January 2003.  This led to an increase in primary enrolment of 
nearly one million, with the number of pupils increasing in individual schools be-
tween 10% and 25% and placing great demands upon the Ministry of Education 
(MoEST) at all levels. The subsequent fall of the school population pointed to a 
retention problem aggravated by over-crowding. A major challenge was the need 
to rapidly increase the numbers of trained teachers whilst at the same time improv-
ing the quality of the school system and using it as a vehicle for radical social and 
cultural transformation across issues including child-marriage and other tribal 
practices, endemic corruption, poor communications, an over-centralised educa-
tion system and widespread adult illiteracy (and general poverty and disease).  
Underpinning much of this agenda was the need to monitor and manage school 
enrolment numbers at a local and national level. 

for coverage. There is a ‘lively’ market in imported ‘grey’ handsets exerting down-
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In the course of 2003, the World Bank offered a grant of $55m to assist the im-
plementation of Free Primary Education in Kenya. The World Bank’s Free Pri-
mary Education Support Programme (FPESP) has four sub-components:   

school based teacher development 
school accounting system 
education management system (now called EMIS) 
system design and programme preparation  
The School-based Teacher Development Program (SbTD) used distance learn-

ing, with face-to-face support to train the following groups:   
35,000 additional Key Resource Teachers (KRTs) in Kiswahili and in Guidance 
and Counselling   
54,000 already trained Key Resource Teachers   
7,500 Head Teachers (HTs) 
1,500 Teacher Advisory Centre (TAC) Tutors and Zonal Inspectors  

Imfundo, a unit within DfID set up to use education and ICT to address extreme 
deprivation in sub Saharan Africa, supported the implementation of Free Primary 
Education (FPE) by the Ministry of Education Science and Technology (MoEST) 
in Kenya since September 2003. This support built on earlier engagement with the 
MoEST in the shape of the PRISM project dating back to 2002.  

For the purposes of educational administration, the country is divided into 
Provinces. These are in turn divided into Districts and then Zones. A further sub-
division into Clusters is now formalised. 

5 The School Empowerment Programme 

Imfundo helped the Ministry of Education, Science and Technology (MoEST) 
build capacity, specifically in the development of the School Empowerment Pro-
gramme (SEP) as well as its predecessor the SbTD. Both were in-service distance 
learning programmes with content and delivery specifically intended to meet Ken-
yan needs. The BBC WIL supported Kenyan video, radio and sound studios pro-
duce video cassettes, audio cassettes and radio broadcasts, whilst the Centre for 
Educational Leadership (CEL) at Manchester University worked with local writers 
on print material. Imfundo’s other priority, alongside in-service teacher training, 
was educational information management systems. 

In discussion with the MoEST INSET team in 2003, the need for Imfundo sup-

fundo on the design and development of the School Based Development Program 
in Imfundo-facilitated workshops in September, October and December 2003 and 
in May and August 2004. With the support of Imfundo, the School Empowerment 
Programme was conceptualised. This directly targeted the 17,500 Head Teachers 

endorsed. MoEST established a team of stakeholders. This team worked with Im-
port in developing the School Based Development Program was identified and
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and the 54,000 Key Resource Teachers (KRTs) - that is the Head teacher and three 
KRTs from every school in the country. 

The School Empowerment Programme, now being delivered, is a distance-
learning course designed to develop the capacity of the whole school by training 
Head Teachers and Key Resource Teachers to deal with the challenges of Free 
Primary Education in Kenya. The programme will be mainly delivered through 
print-based material and supported by multi-media (audio, video and radio). The 
material is designed to meet the needs of two key groups: 

The Head Teacher materials will reflect the areas relevant to them in bringing 
about change in the school, working with the community, management, 
leadership etc. 
The Key Resource Teacher material will support classroom practice and 
delivering this training on to the rest of the teachers.  

Imfundo is continuing its support to MoEST by assisting them to prepare to de-
liver high quality teacher training through new emerging ICT platforms and this 
now includes SMS mobile technologies in collaboration with the University of 
Wolverhampton. The attractions of an SMS component within SEP identified by 
the University of Wolverhampton consultancy included the fact that the costs of 
SMS included either  

Capital: negligible, unlike other ICT interventions, teachers buy or already own 
the necessary hardware or 
Running: minimal, basically discounted bulk SMS messages 

The University was instrumental in drawing up the specification and require-
ments documents for the SMS component of SEP and for commissioning Cellu-
lant, a Nairobi VAS company, to develop and deliver it. This SMS component was 
to be called SEMA!   

6 Educational Management Information Systems 

capita funding for the schools, to monitor schools for local and national attendance 
and enrolment problems and to provide central government with appropriate man-
agement information to support planning. At present, these returns reach the dis-
trict and provincial offices by courier, by phone call and by post. This is often 
slow, error-prone and costly. Currently data analysis is often non-existent because 
of the central data entry overhead involved in transferring un-standardised paper-
based returns to a computer system. The state of the computer infrastructure 

educational data needed to manage and finance the school system. Accurate and
up-to-date statistical returns are needed from every school in order to allocate per-

also considerable potential for addressing problems associated with the statistical
It became apparent during this requirements phase of SEMA! that there was  
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would mean large-scale analysis would still be vastly problematic even if data 
were entered. 

Early proposals for implementing an improved educational management infor-
mation system (EMIS) for Kenya’s schools were based on annual, termly and 
monthly returns from each head teacher using ‘instruments’, that is questionnaires, 
that were paper-based, large and complex, and in parts seemed repetitive and am-
biguous. They would feed into national statistics on a Provincial basis but this 
process in early trials was taking three months owing to data entry overheads. The 
slow return of these instruments from remote areas was further delaying the proc-
ess by perhaps nine months. This makes intervention to prevent fraud very diffi-
cult and obstructs the accurate implementation of the orphan feeding programme 
(one in sixth children in Kenya’s primary schools are orphans, depending on tar-
geted government food aid.)  

The precise nature of EMIS was still being defined and implemented but in 
broad terms, there were plans to capture enrolment, the most critical figure (or 
rather, the most critical set of figures), and a handful of other headline figures on a 
monthly basis for transmission to District and national HQ.  The enrolment in fact 
unpacks to a set of figures giving enrolment by year and gender and perhaps by 
class or stream. There were proposals already being implemented to capture drop 
out, number of teachers on a quarterly basis and to capture physical infrastructure 
along with financial status and physical amenities on an annual basis. This infor-
mation would be ‘cleaned’, processed and analysed using MS Access, but there 
are proposals to move to a more powerful database system running SQL.  

It was agreed that SMS could provide solutions to this data gathering because 
mobile phones in each school could be used. Head teachers would merely send a 
standard format message each week or month, perhaps giving pupil numbers by 
age and gender, to a specified phone number. The system would automatically 
validate this incoming data (that is, check for any that were obviously defective) 
and message the sender in the event of any queries or anomalies. It could easily 
remind head teachers of late returns and could automatically message schools in-
spectors and ministry officials in the event of any pre-determined situations that 
might require personal intervention, such as a sudden decline in girl-child atten-
dance in a particular school. This functionality would be supported by conven-

reports as emails to officials or as presentations available via secure access at 
Internet cafes or business centres.  

Discussion of SMS proposals with EMIS representatives suggested that the 
monthly returns, which had yet to be implemented,  were clear candidates for 
SMS messaging, providing “snapshots for policy planners” (for grants, school 
feeding programmes, bursaries). There was considerable discussion of the mes-
sage format for these monthly census returns from head teachers. One possibility 
was a terse, coded format compressing a week’s data into one message; the other 
possibility was a verbose natural language dialogue. Major issues in choosing be-
tween these were cost, accuracy and user acceptance. A vital contribution that any 
computer-based system, including one based on SMS messaging, would make is 

tional data processing technologies hosted either in the networks’ massive and
secure servers or in the ministry itself and able to deliver routine management
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data validation. Fortunately, it would be possible to validate the schools since each 
one has a unique MoEST ID: The composition of this is all numeric, 

Province 1 digit  [1 ......  8] 
District 2 digits   [01 …99] 
Division 2 digits   [01 ....99] 
Zone  2 digits   [01 ... 99] 
followed by an individual school code, namely 
ECDE   3 digits  [001 ….199]  or 
Primary        “  [200 … 299]  or  
Secondary         “  [300 … 399]  or 

One major practical overhead with any large-scale or distributed SMS system 
such as SEMA! would be setting up the system, particularly capturing and enter-
ing all the head teachers’ phone numbers and details. The details needed are the 
details that categorise the teachers and define the different potential targets groups 
for targeted bulk SMS. These details might include their districts, their names and 
their status. As a manual data entry problem, capturing and maintaining this vol-
ume of data would be prohibitively expensive and other solutions are needed. For-
tunately the technology and the ‘value-added services’ (VAS) organisations had a 
solution: if the teacher can all receive one extra sheet of paper in their initial mail-
ing the problem is solved. This piece of paper would ask them to send an SMS 
text to a specified number in a specified format, giving for example, their name, 
school, district, subject and role. These details would be transferred automatically 
to a database (effectively a searchable address-book) that would then underpin 
subsequent targeted SMS broadcasts and enable messages to be sent by district, by 
role etc. Extra check and perhaps manual authorisation based on a cascade system 
(i.e. each applicant would be authorised by the user immediately above them in 
the regional hierarchy) could be built into the system. 

Recent changes in emphasis in the development community have moved away 
from un-coordinated and ad hoc projects, however worthwhile, towards embed-
ding innovation within sector-wide planning. This is especially sensible in the case 
of large-scale IS projects where a system-wide perspective is paramount. The case 
for small-scale projects is not so much that they might scale up to larger projects 
or become incorporated into other parallel initiatives (they won’t - it won’t work!) 
but that they will serve to inform policy-makers and catalyse collaboration and 
discussion with educationalists and technologists. Small-scale IT projects in this 
context must be viewed as potentially ‘throw-away prototypes’. 

7 The Project So Far 

Key findings from the first phase of consultancy undertaken by the University 
(February 2005) were: 
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SMS texting is potentially an imaginative component of School Empowerment 
Programme delivery and support and, in the longer term, a viable and innova-
tive technology for improving EMIS operations.  
The resources, expertise, systems and technology to develop this potential all 
exist locally and cheaply. 
There are simple arguments in favour of SMS in terms of its cost, speed and 
accuracy, and in terms of its educational power and flexibility and some 
reservations about current network coverage and reliability. 
Implementation of a large-scale SMS system to support and deliver education 
and administration would represent a considerable national asset in terms of 
know-how, reputation and profile. 
There is however insufficient awareness of the exact nature of these 
opportunities and challenges amongst the various different groups of potential 
stakeholders. 
There is therefore a strong case for further discussion and interaction between 
policy makers, budget holders, technical experts and teaching professionals to 
create and sustain the necessary synergy. In the coming months, the work of 
connecting the potential stakeholders must continue.  

In the second phase of the consultancy started in September 2005, trials across 
about 170 schools in contrasting rural and urban areas are starting in two phases, 
the first in two of the Digital Links districts, Kajiado and Nairobi in May 2006, the 
second in the remaining districts later in the year. They will inform this process 
and move it forward. The procurement, training and set-up stages are currently 
underway (January 2006); messaging formats have now been agreed. 

8 The Wider Picture 

We conclude by exploring the wider significance of the project for  IS in sub Sa-
haran Africa and some of the wider but unanswered policy issues raised by IS in 
developing countries. The project raised a variety of questions and possibilities, 
for example: 
 

Inclusion 
o Will SMS and other mobile technologies within management 

enhance inclusivity 
What about rural areas, different tribes and cultures 
…. and what about female staff? 

o Should GPRS and other higher-specification less ubiquitous 
technologies be used to support exemplars of good IS practice at 
the expense of equitable low-specification GSM? 
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o Do SMS and other mobile technologies have the potential to 
create a new paradigm for development  

o Must we re-enact Developed Countries’ evolution of IS? 
o Does SEMA! point to the possibility of IS not building from 

static large-scale resources 
o How will wider social, economic and cultural problems interact 

with the development and delivery of IS? 
o Does capacity building fit comfortably alongside technical 

development and delivery 
o Do mobile and handheld technologies enable an alternative to 

the centralised, massive, static and expensive technologies and 
infrastructures of IS in the Developed World? 

Evaluation 
o What is the most efficient, appropriate, authentic, effective 

format for evaluating innovative IS in Developing Countries?  
(see Wagner et al 2005) 

o What forms of evaluation will provide evidence suitable for 
informing the donor community, and national policy-makers 
(see Crossley 2005)?  

The next phase of the project will illuminate some of these issues. 
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1 Introduction 

Management Support Systems (MSS) are computer-based systems that are sup-
posed to be used by, or at least to support, managers. A major problem in MSS 
development is requirements specification. There exist a large number of systems 
development methods (SDM) (Avison & Fitzgerald 1999; Jayaratna 1994). Wat-
son et al. (1997) point out that there are differences between traditional SDM and 
MSS development methods and that the former are not very useful in MSS devel-
opment. In a study focusing on the MSS development methods used by organiza-
tions in the US, Watson et al. (1997) found that only two formal methods were 
used, namely: the critical success factors (CSF) method  (Rockart 1979) and the 
strategic business objectives (SBO) method (Volonino & Watson 1990-91). They, 
as well as other less used methods, focus primarily on specifying managers’ in-
formation needs and how an MSS can fulfill information needs. Although, they 
can be useful, they have one major limitation. Since they primarily focus on in-
formation needs they are not complete in generating MSS requirements. More 
complete needs requirements specification can be generated by focusing on mana-
gerial roles and how an MSS can support a manager’s different organizational 
roles. We present an MSS design approach based on a current management theory 
and model. In doing so, we build on three postulates.  

First, MSS is not a particular technology in a restricted sense, but primarily a 
perspective (vision) on managers and managing, the role of MSS and how to real-
ize this vision in practice. Our approach is based on a well-established theory and 
model: the competing values model (Quinn et al. 2004). Second, it is a misconcep-
tion to think of MSS as systems that just provide managers with information. MSS 
are systems that should support managerial cognition and behavior. Third, effec-
tiveness is a critical construct in Information Systems (IS) research and practice. 
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Our approach is based on the competing values model (CVM) which has an effec-
tiveness perspective. 

The remainder of the paper is organized as follows. The next section presents 
CVM and MSS design. This is followed by a presentation of our CVM-based 
MSS design approach. The final section presents conclusions and suggests further 
research. 

2 The Competing Values Model and MSS Design 

The approach we took in developing our MSS design approach was to review 
some of the management literature. The assumption was that the review should 
point to areas in which MSS can logically aid managers. The the-
ory/framework/model we will use build on the work of Robert Quinn and associ-
ates. The main reasons for using their work are: 

They present a comprehensive framework of management work and there is a 
strong link between their theory/framework and empirical studies. 
They address the link between how managers perform their managerial roles 
and performance (effectiveness). 
Their framework can be used to understand how MSS can support managers. 

Organizational effectiveness is one of the foundations of management and or-
ganization theory, research, and practice (Lewin & Minton 1986). CVM was, in 
part, developed to clarify the effectiveness construct (Quinn & Rohrbaugh 1983). 
The CVM perceives organizations as paradoxical (Cameron 1986). It suggests that 

Quinn and Rohrbaugh (1983) found that most effectiveness measures reflect 
one of four organizational models: internal process (IP) model, rational goal (RG) 
model, open systems (OS) model, or human relations (HR) model. The four mod-
els provide competing views on organizational effectiveness. The HR model fo-
cuses on internal flexibility to develop employee cohesion and morale. It stresses 
human resource development, participation, and empowerment. The IP model fo-
cuses on internal control and uses information management, information process-
ing, and communication to develop stability and control. The RG model focuses 
on external control and relies on planning and goal setting to gain productivity and 
accomplishment. The OS model focuses on external flexibility and relies on readi-
ness and flexibility to gain growth, resource acquisition, and external support. An 
organization does not pursue a single set of criteria. Instead an organization pur-
sues competing, or paradoxical, criteria simultaneously. Organizations are more or 

to achieve high performance requires an organization and its managers to simul-
taneously perform paradoxical and contradictory roles (Hart & Quinn 1993). The
CVM incorporates three fundamental paradoxes acknowledged in the organi-
zational effectiveness literature: flexibility and spontaneity vs. stability and pre-
dictability (related to organizational structure); internal vs. external (related to
organizational focus); and means vs. ends (Quinn & Rohrbaugh 1983). 
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less good in pursuing the criteria, and, according to the CVM, organizations differ 
in their effectiveness (Denison et al. 1995). 

Quinn (1988, Quinn et al. 2004) translated the construct of effectiveness into 
managerial roles—two for each of the four organizational models. In the monitor 
role (IP) a manager collects and distributes information (mainly internal and quan-
titative information), checks performance using traditional measures, and provides 
a sense of stability and continuity. In the coordinator role (IP) a manager main-
tains structure and flow of the systems, schedules, organizes and coordinates ac-
tivities (logistic issues), solve house keeping issues, and sees that standards, goals 
and objectives, and rules are met.  

In the director role (RG) a manager clarifies expectations, goals and purposes 
through planning and goal setting, defines problems, establishes goals, generates 
and evaluates alternatives, generates rules and policies, and evaluates perform-
ance. In the producer role (RG) a manager emphasizes performance, motivates 
members to accomplish stated goals, gives feedback to members, and is engaged 
in and supports the action phase of decision making.  

In the innovator role (OS) a manager interacts with the environment, monitors 
the external environment (environmental scanning), identifies important trends, is 
engaged in business and competitive intelligence, develops mental models, con-
vinces others about what is necessary and desirable, facilitates change, and shares 
image and mental models.” In the broker role (OS) a manager obtains external 

resources, is engaged in external communication, tries to influence the environ-
ment, and maintains the unit’s external legitimacy through the development, scan-
ning, and maintenance of a network of external contacts.  

In the facilitator role (HR) a manager fosters collective efforts, tries to build 
cohesion and teamwork, facilitates participation and group problem solving and 
decision making, pursues moral” commitment, and is engaged in conflict man-
agement. In the mentor role (HR) a manager is engaged in the development of 
employees by listening and being supportive, is engaged in the development of in-
dividual plans, and gives feedback for individual and team development. 

After Quinn and Rohrbaugh´s initial work, research on CVM has proceeded. 
For example, Denison et al. (1995), in a contingency-based study, empirically 
tested the CVM and the associated roles. They found support for the model and 
the roles, especially for managers that were considered high performing.  Denison 
et al.’s study led them to define effective leadership as ...the ability to perform 
the multiple roles and behaviors that circumscribe the requisite variety implied by 
an organizational or environmental context.”(ibid.). Based on the CVM and Deni-
son et al.’s definition of effective leadership, we define an MSS to be effective to 
the extent that it is used by a manager in such a way as to support the manager in 
his different managerial roles, and support managerial cognition and behaviors 
that circumscribe the requisite variety implied by the organizational and environ-
mental context. Hence, the goal of our approach is to be a guide in MSS design 
and should lead to the development of MSS which when used will lead to in-
creased effectiveness. 

“

“

“
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3 A CVM-based MSS Design Approach 

Figure 1 depicts our MSS design approach.  
 

 Choice of management situation 
 Scouting & entry 
 
 Determining MSS 
   requirements Data collection 
 
     Evaluating the current Prescriptions 
 situation          -competing values  
 - competing  values - mss & MSS 
 - mss & MSS 
 
 
 Diagnosis 
 
 
 
  Specification of MSS 
 
 
           MSS Building 
 
 
     Implementation 
 
 
      Evaluation 

 
 

Fig. 1. MSS design approach 

The approach starts with the choice of management situation, scouting and entry 
phase. It includes how to set up the MSS design project and finding sponsors and 
champions. The importance of this phase is stressed in the MSS literature and 
since a good body of knowledge on these issues exists we will not address the 
phase here (see, Watson et al. 1997). 

Determining MSS requirements consists of data collection, evaluation of the 
current situation, diagnosis, and prescriptions. The third phase includes the techni-
cal specification of the MSS, which is followed by the building phase. We, as well 
as other MSS writers, have found it useful to use prototypes and to develop MSS 
iteratively. Implementation includes implementing the MSS, i.e. putting the MSS 
in the hands of the managers. It also includes education/training and especially for 
new users a hot-line (in some cases available on a 24 hours basis). The final phase 
is evaluation. Although, the figure shows a straightforward process, there are in 
most cases iterations between the different phases. 

In the next sections we focus on the second and third phase, since these are the 
strengths of our approach and the most critical phases in MSS design. 
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3.1 Determining MSS requirements 

This phase consists of four activities: the collection of data in order to evaluate the 
current situation, to be able to diagnose, and to prescribe desired changes. 
 
Evaluating the current situation 
Evaluating the current situation includes: 1) evaluating the competing values and 
what managerial roles are performed, and 2) evaluate the ess (non-computer based 
systems) used, and if an MSS is used, evaluate the use of it. To evaluate the cur-
rent situation, different instruments developed and tested by Quinn and associates 
can be used (Cameron & Quinn 1998, Quinn 1988, Quinn et al. 2004). By using 
the instrument it is possible to evaluate what different managers perceive as the ef-
fectiveness constructs, which roles they perceive as critical, and how much effort 
they are putting into the different roles. In using our approach, we have, for exam-
ple, used the competing values leadership instrument: self-assessment” (Quinn 
1988). This instrument captures a manager’s perception of what roles he is playing 
and to what degree. We have also used the competing values leadership instru-
ment: extended version” (Quinn 1988). This instrument consists of 32 questions 
(behaviors) and a person completing the instrument has to, on a 7-point scale, re-
spond to how frequently the person performs a specific behavior today and how 
often the behavior should be performed. The competing values organizational ef-
fectiveness instrument” (Quinn 1988) has also been used—this instrument meas-
ures perceptions of organizational performance. The results can be presented for 
individual managers or as a summary of individual managers’ perceptions. 

In part, due to the problem of involving users (managers) in the design process, 
we have developed a supplementary way to identify the requirements for manage-
rial behavior and cognition. Following the definitions of effective management 
and effective MSS, requirements for managerial behavior and cognition can be 
derived” from an organization’s external and organizational context. Three con-

textual characteristics can be used to identify requirements for managerial behav-
ior and cognition: organizational environment, organizational strategy, and organ-
izational structure. The following characteristics has been used: 1) for the external 
environment: turbulence, competitiveness, and complexity (Huber et al. 1993), 2) 
for the strategy: prospectors, defenders, analyzers, and reactors strategy (Miles & 
Snow 1978), and 3) for the organizational context: centralization of decision mak-
ing, standardization of procedures, specialization of functions, and interdepend-
ence of organizational units and processes (Huber et al. 1993).  

The purpose of evaluating ess and MSS use is to evaluate how ess (non-
computer-based systems) and MSS are used by the managers. Using the CVM we 
can identify four ideal ess/MSS subtypes: MSS-IP, MSS-RG, MSS-OS, and MSS-
HR (Figure 2). A specific MSS is a combination of the four subtypes. Here it is 
crucial to get perceived use and usefulness in relation to effectiveness constructs 
and managerial roles—this can be supplemented by logging actual use of the 
MSS.  

The first subtype (MSS-IP) has an internal and control emphasis. The ends for 
MSS-IP are stability and control. Most functional and cross-functional quantitative 

“

“

“

“
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CBIS can be used as MSS-IP. Traditional accounting information systems and 
production systems are good examples of systems used for supporting the IP-
model. In most cases the MSS-IP can be built on top of ” transaction-based IS 
(operational systems). From a manager’s point of view the performance objective 
of MSS-IP is to provide user-friendly support for control and monitoring proc-
esses. 

The second subtype (MSS-RG) has an external and control emphasis. MSS-RG 
should support a manager in handling semi-structured problems. Examples of 
MSS-RG capabilities and features are what can be found in traditional” Decision 
Support Systems (DSS), i.e. support for goal setting, forecasting, simulations, and 
sensitivity analyses. Although many DSS have an individual focus, DSS can also 
be group-oriented (GDSS) and support management teams in e.g. strategic plan-
ning processes. 

Human Relations Model Open Systems Model 
 Structure 
 Flexibility 
 
Ends: Value of human resources Ends: Resources acquisition, 
    External support 
Means: Cohesion, Moral Means: Flexibility, Readiness 
 
Systems characteristics Systems characteristics 
   and capabilities:    and capabilities: 
Communication & conferences Environmental scanning & 
   (CSCW & groupware)    filtering (vigilantly)  
 Interorganizational linkages 
 
Internal External  Focus 
 
Ends: Stability, Control Ends: Productivity, Efficiency 
Means: Information management, Means: Planning, Goal setting,  
Communication Evaluation 
 
Systems characteristics Systems characteristics 
   and capabilities:    and capabilities: 
Monitoring & Controlling, Modeling, Simulation, 
Record keeping, Optimizing Forecasting  
 
 Control 
Internal Process Model Rational Goal Model  

 

The third subtype (MSS-OS) has an external focus and an emphasis on struc-
tural flexibility. MSS-OS supports a manager in identifying problems and possi-
bilities by support for environmental scanning, issue tracking, and issue probing. 
Environmental scanning can be quantitative or qualitative oriented and can in-
clude: industry and economic trends, legislative issues, competitor activities, new 
product and process development, patents, mergers and acquisitions, alliances, na-
tional and international events. 

“

“

Fig. 2. Competing values model and systems characteristics and capabilities 
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The MSS-HR subsystem helps an organization and its managers in the devel-
opment of the human capital of the organization. MSS-HR capabilities and fea-
tures of importance are similar to what can be found in Computer Supported Co-
operative Work (CSCW) systems and groupware. ICT, like e-mail, voice mail, 
and videoconferencing (increasingly IP-based) can be used in MSS-HR to over-
come distance and time. 

The above has been used in developing a number of instruments that can be 
used to evaluate ess and MSS use—the instruments are ideal instruments that have 
to be adapted to a specific context. The instruments—16-32 questions and 5/7-
point scales—are used to have individuals to evaluate how frequently they use 
ess/MSS for performing specific behaviors (managerial roles) and the person’s 
perceived value of the support (the ess/MSS). We have also in some cases asked 
the respondents to answer questions about an ideal situation.  

Using the instruments and other informal methods and techniques it is possible 
to evaluate the current use of ess and MSS and the perceived usefulness. 

Diagnosis and desired changes (prescriptions) 
A good fit between the current situation and the desired situation (i.e. the man-

agers see no need for a change and the support they receive is perceived to be 
good) means that there is no need for a new MSS. But, it is still possible to discuss 
the design of an MSS, but the primary purpose of the MSS would be to improve 
the efficiency—the MSS will primarily reinforce and improve the current state 
(MSS as a personal tool). 

If there is a misfit between the current situation and the desired situation or 
there is a misfit between current support and desired support, then there is a possi-
bility to develop an MSS. In this case the MSS will be used as a means (tool) for 
focusing organizational attention and learning as well as a means for organiza-
tional change (Watson et al. 1997, Vandenbosch 1999). 

The result of the diagnosis phase will be recommendations concerning how the 
competing values should be changed and how an MSS should support the different 
managerial roles in the future. The result will be used in the next phase. 

Specification of MSS 
In the Specification of MSS phase desired changes will be transformed into 

MSS specifications; taking the requirements and specify MSS characteristics and 
capabilities. We now discuss how MSS can support the different managerial roles 

organizational communication, 2) coordination technologies are used to coordi-
nate resources, projects, people, and facilities, 3) filtering technologies are used to 
filter and summarize information, 4) decision making technologies and techniques 
are used to improve the effectiveness and efficiency of decision making processes, 
5) monitoring technologies are used to monitor the status of organizational activi-
ties and processes, industry trends, etc., 6) data/knowledge representation tech-
nologies are used to represent and store data, text, images, animations, sound, and 
video, and 7) processing and presentation technologies are used to process data 

by looking at MSS capabilities and MSS information content. To discuss the
usefulness of ICT for MSS we adapt a classification presented by George
et al. (1992). They describe seven different ICT-based building components: 1)
communication technologies are used to foster and support intra- and inter-
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and present information. Figure 3 suggests the extent to which each of the seven 
ICT can be useful in building the different MSS subsystems. A specific MSS will 
be built using several building components. 
 
 
 
 
 

 
       MSS subsystem  
      Model: Internal Rational  Open    Human 
  process Goal Systems   Relations 

  Building      MSS Type: MSS-IP MSS-RG MSS-OS MSS-HR 
  components 

 
   Communication ** ** ** *** 
   Coordination *** ** * *** 
   Filtering *** ** *** * 
   Decision making ** *** * ** 
   Monitoring *** ** *** ** 
   Data/knowledge ** *** ** * 
     representation 
   Processing &  ** *** ** ** 
     presentation 

 
 Key requirement: *** 
 Somewhat useful: ** 
 Little use: * 

Fig. 3. ICT technologies for the four MSS subsystems 

For MSS-IP the key capabilities are: 1) monitoring the status of organizational 
activities and processes, 2) filtering and summarizing critical information, and 3) 
support for coordination of resources, projects, people, and facilities. Monitoring 
support can be provided by using “standard” MSS software to build MSS for 
status access and exception reporting and enhanced with drill down capabilities. 
MSS can also include the use of data warehouses, multidimensional databases, 
and OLAP (On Line Analytical Processing) which, for example, can give a man-
ager the ability to slice and dice a multidimensional database (datacube). Portals 
are becoming an almost universal MSS interface (Carlsson & Hedman 2004). A 
portal can be used to integrate an MSS with the organization’s IS. In general, new 
capabilities make it possible to use traditional internal control systems more ac-
tively and in an ad hoc manner. Filtering support can be provided by using tech-
nologies for filtering and summarizing information from internal information 
sources. If an organization uses a data warehouse or data marts filtering can be 
done in the extract, transfer, load” process and in the analysis and presentation” 
process. In order to enhance this, software agents and push technology can be 
used. Coordination support can be provided by project management tools, elec-
tronic calendars, and workflow management systems. It is possible to use informa-
tion generated in a workflow management systems to monitor workflows. 

Managers in organizations acting in increasingly turbulent environment are 

“ “
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likely to increase their use of internal real-time information (Bourgeois & Eisen-
hardt 1988). Traditional MSS are often based on financial data, but many organi-
zations are rethinking their performance measures. There is a shift from treating 
financial figures as the foundation for performance measurement to treating them 
as one among a broader set of measures (Kaplan & Norton 1996). Performance 
measures related to quality, customers, learning and growing, and even intellectual 
capital are increasingly used by organizations. Balanced Scorecard (BSC) soft-
ware has been launched by a number of companies and BSC will probably be a 
standard feature of MSS software and Enterprise Systems (ES). ES can in part ful-
fill new information requirements. Alternatively, ES make it possible to in a sim-
ple way pipeline data from the enterprise system to, for example, a data warehouse 
that are used by an MSS. 

For the MSS-RG three capabilities are key: 1) support for improving the effec-
tiveness and efficiency of decision making processes, 2) data/knowledge represen-
tation, and 3) processing and presenting numerical data, text, images, animation, 
sound, and video. Capabilities found in traditional DSS and GDSS can be used for 
generating and evaluating more alternatives, do simulations and quantitative 
analyses. Many of a manager’s decisions are single shot decisions where, for ex-
ample, decision analysis tools can be used to get consistent decisions. Decision 
making technologies could also be used to support team meetings. GDSS can have 
tools for: electronic brainstorming, idea organization, voting, stakeholder identifi-
cation and analyses. 

For the MSS-OS two capabilities are key: 1) filtering, and 2) monitoring. Filter-
ing techniques can be used to facilitate electronic communication applying artifi-
cial intelligence techniques to sort, distribute, prioritize, and automatically respond 
to electronic messages (Sprague & Watson 1996). There is also monitoring and 
filtering techniques to be used for  environmental scanning. These techniques in-
clude, for example, the use of intelligent agents and push technology for scanning 
the internet. An example of this is robot-based detect and alert systems that moni-
tor internal and external data sources and deliver alerts to the desktops of manag-
ers in the form of personalized electronic newspapers. 

For the MSS-HR two capabilities are key: 1) communication for fostering and 
supporting individuals and teams, and 2) coordination. Coordination technologies, 
like project management tools and calendars, can be used to manage and organize 
the execution of decisions and processes. A major purpose of MSS-HR is to help a 
manager communicate information that will motivate and allow organizational 
members to be creative within defined limits of freedom (Simons 1995). Commu-
nication technologies can be used to communicate:  1) basic values, purposes, and 
direction for organizational members, and 2) codes of business conduct and opera-
tional guidelines. For these purposes ICT like e-mail, videoconferencing, elec-
tronic documents, and multimedia can be useful. 

The output of this phase will be a specification of what should be built. 
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4 Conclusion and Further Research 

We presented a new MSS design approach. The content of the approach builds on 
Quinn and associates’ competing values model. The process of the approach 
builds on prescriptions found in most MSS writings, for example, the importance 
of having sponsors and champions, the iterative process, and the use of prototypes 
and exemplars. The approach has been used successfully in practice. 

Future research on our approach will include the development of better instru-
ments and better support for the second and third phase. Future research will also 
include empirical studies addressing the relationship between MSS use and sup-
port for managerial cognition and behavior and how this is linked to individual 
and organizational performance.  
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1 Introduction – Assessment of Profitability in Trading 
Enterprises

Market competition drives companies at searching for new clients. Small and me-
dium-sized entities often accept any client that would be willing to acquire their 
products, commodities and articles. However, there are numerous examples when 
not all customers render benefits, but some of them causing losses as well (Kaplan 
2000), (Zielinski 2005). This seems to be a challenge for those companies that 
produce differentiated products or deal with customers who demand sophisticated 
packaging or special terms and distance deliveries (Cokins 1996), (Cokins 2001). 

In trade companies there is no need to account for production costs because all 
activities are preformed to ensure the exact running of purchasing and selling 
processes. This is why proper accounting for costs of dealing with clients is of 
highest importance for those entities.  

Small and medium-sized trade companies practically analyse only their gross 
margin, i.e. the difference between revenue from sale and the cost of goods sold. 
This kind of margin takes into account neither costs of dealing with customers nor 
costs of cooperation with suppliers. As a result, it does not allow them to assess if 
a customer or supplier is ultimately profitable or not.  

The proper measurement of profitability of customers is achievable with appli-
cation of activity-based costing (ABC) that was first elaborated by the end of 80-
ies of the last century (Johnson 1987), (Cooper 1988), (Kaplan 1988). This 
method logically accounts for costs of resources (i.e. vehicles, premises, employ-
ees, etc.) with straight connection to its true usage in different processes and ac-
tivities. Costs of products are differentiated due to various use of manufacturing 
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activities by products, whereas costs of dealing with clients are shaped by a wide 
range of activities that are necessary to satisfy clients.  

2 The Reason for Applying and General Architecture of an 
ABC System For a Medium-sized Trading Company  

There are two main reasons why implementation of activity-based costing in small 
and medium-sized trade companies is recommended.   

First, simplified ways of recording only cost by nature do not support any 
deeper analyses of clients profitability than up to gross margin. Hence, there is no 
way to know whether clients are really profitable or not. As a result, customers 
who contribute much to the welfare of the company (but of that we really do not 
know) might be handled with non-sufficient care and those that yield less or noth-
ing could be given exaggerated concern. That was exactly the case of many enter-
prises before they applied ABC.  

Second, due to less complexity of the model the implementation of ABC into 
small and medium-sized trading companies can potentially be easier than that into 
big production firms. The final shape of ABC model for a small (medium) enter-
prise is relatively simple and thus doable in principle by one or two consultants in 
several weeks. Not excessively complex scope of data required for necessary 
computations can be obtained with relative simplicity as well.  

The implementation procedure in an IT environment can be relatively easy and 
time-reduced. An IT system that supports ABC in a small or medium-sized trade 
company is of less compound architecture and needs less input data than it is in 
the case of a producer (figure 1). The latter requires complex data not only from 
the area of purchasing and selling but first of all from that of production. It is not 
easy to obtain data necessary for ABC purposes even from production modules of 
systems of an MRP II class. Another difficult task for production companies is to 
develop a proper way of accounting for costs of running and maintaining the ma-
chinery and equipment (Januszewski 2006). In a trade company the above men-
tioned problems do not exist at all. 

The aims of this paper are to: present the model of ABC for a medium-sized 
trade company, describe its implementation in an IT environment and discuss the 
outcomes returned. The model is designed to assess profitability of clients and 
suppliers. The returned outcomes fully justify the theses put forward at the begin-
ning of the paper.  

Examples of other models of ABC that have been proposed by the author for 
other food processing companies are described in: (Januszewski 2003), 
(Januszewski 2004) and (Januszewski 2005). 
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Fig. 1. Data Flow and Architecture in an ABC System For a Medium-sized Trad-
ing Company 

3 Steps of the Project

The researched company, named BERG HURT, employs 50 people. Its core busi-
ness focuses on trade in sweets and snacks all over Poland. The company has 
round 400 retail chain markets and wholesale clients as well as 6 own retail outlets 
seated in supermarkets. Deliveries are secured by over 100 contractors –
established brand producers of sweets and snacks. 
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dispatch) one and accounting one. Only costs by nature were posted in the GL, 
making the company’s accounting system excessively simplified and thus non-
sufficient for managerial purposes.  

The main aim of the project was to practically implement the ABC model in the 
area of profitability analysis for numerous company’s clients and suppliers.  

The project has been performer by two outsider consultants who analyzed the 
company’s processes, interviewed the key personnel and verified the information 
and recording systems. The implementation works lasted 3 months with the aver-
age week engagement of 2 days for the participants.  

In order to accomplish the project, the following steps have been planned and 
performed:  

audit of internal accounting and management procedures,  
development of the ABC model and its implementation in the environment of a 
stand-alone ABC software,  
preparation and inputting data for the model,  
processing the data and analysis of outcomes. 

Two first stages have been led simultaneously and interactively.  Whereas the 
first framework version of the ABC model was developed without any IT tool, 
next ones were created in an IT environment and brought about detailed analyses, 
as for example the availability of required data. 

Estimated time burden of subsequent project stages is as follows: 

audit and analyses – 30%, 
development and implementation of the model – 30%, 
preparation and input of data – 30%, 
outcome figures analysis – 10%. 

High time consumption of the data preparation and inputting stage results from 
pure manual verifying of source accounting evidence and doing supporting calcu-
lations in a spreadsheet, as the required data were not reachable in the recording 
system of the company. For example, reports on the number of invoices issued to 
every client or the number of invoices received form every supplier were not pro-
duced in the company’s systems, and additional calculations were needed in order 
to establish the purchase cost of goods sold to each client as well. The author’s 
experience acquired at previous projects shows that IT tools being in application 
in small and medium-sized companies very often do not support even basic mana-
gerial reporting.  

Before the project has been launched BERG HURT had not calculated pro-
fitability of clients. The only analytical information needed was that on sales
revenues. The sole management supporting systems were goods flow (reception-
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4 The Development and the Implementation of the Model 
in the Environment of a Stand-alone ABC Software 

In order to build the ABC model, the project team had to: 

identify the objects for costing and profitability measurement purposes,  
analyze processes and activities in the domains of purchases, sales and distri-

bution, transport, commerce, administration and management,  
categorize company’s resources and costs thereof, 
define activities that are required by particular cost objects, 
define resources that are used up by particular activities, 
decide on how to allocate costs of resources to activities and costs of activities 

to costs objects. 

The critical analysis of trial balances of cost and revenue accounts from the 
book-keeping system, revision of purchases and sales reports as well as personal 
interviews have been applied as distinguished methods in managing the project.  

In the course of defining the ABC model the essential difficulty was to match 
costs recorded in the general ledger to the respective resources. In order to do this, 
30 types of resources categorized into 7 groups had been identified. Next, costs by 
nature have been matched to particular resources. Additionally, 5 main business 
processes and 22 activities in total have been defined and matched to resources 
that are used up and consumed by particular activities. Cost objects are the last 
unit in the ABC model. The project team isolated over 500 of cost objects catego-
rized in 4 groups. Almost 10 000 relationships between the elements of the model 
have been identified. They depict flows of costs by nature to respective resources 
and further through activities to suppliers and customers.  The overall structure of 
the model is shown in the figure 2. 

The OROS Modeler was the IT environment the model has been based upon. 
OROS is a part of SAS ABM software package developed by SAS Institute and is 
said to be one of most popular tools of the stand-alone type for ABC modelling 
(Miller 2000). OROS Modeler has been taken as an example tool, and the beneath 
description is to illustrate the way the ABC model has been implemented which is 
quite similar in any other stand-alone environment. 

The structure of the ABC model is as follows:  

Costs of resources – unit: Resources”,  
Costs of activities – unit: Activities”, 
Costs of cost objects – unit: Cost Objects”. 
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Fig. 2. The General Structure of the ABC Model Developed for BERG-HURT 
Company 
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In the next step, cost allocation paths have been defined. A cost allocation path 
is a procedure that links aggregated costs by nature to target accounts. Examples 
of cost allocation paths are depicted on Figure 3. 

 
Fig. 3. Example of Allocation from “Activities” to “Cost Objects” 

After the costs allocation paths had been defined, cost drivers have been 
established and matched thereto. 

In the last step, views of profit and profitability have been designed by inclu-
ding additional columns into the “Cost Objects” view:  

Costs of Goods Sold (CoGS),  
Net Sales Revenues (NSR),  
Contribution Margin I (NSR – CoGS), 
CM I ratio (CM I / NSR * 100%), 
Contribution Margin II (NSR – CoGS – Client-related Costs),  
CM II ratio (CM II / NSR * 100%). 

For its proper running the model has to be provided with the following data: 

costs by nature, 
cost drivers of resources and activities, 
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net sales revenues and costs of goods sold. 

The identification of cost drivers figures together with recording of sales reve-
nue and costs of goods sold for each commodity turned out to be particularly time-
consuming and challenging processes in the course of applying the model. After 
the required data had been put into the system, information on profitability of cli-
ents and suppliers (Figure 4) has become available. 

 
Fig. 4. Contribution Margin and Contribution Margin ratios” view 

5 Analysis of Profitability of Clients and Suppliers 

During the researched year 2004 the company generated contribution margin I (or 
gross margin) at the amount of 2,230 KPLN, i.e. an average of 15.1% of sales (see 
table 1). This margin is the difference between sales revenue and costs of goods 
sold. It does not consider any operational costs and can be calculated without ABC 
on the base of the goods flow system. For retail the CM I/S ratio was significantly 
higher (53.7%) than that for wholesale (only 13.7%). Those dissimilarities in mar-
gins have to some extent been erased by taking into account operational costs of 
dealing with clients (and cooperation with suppliers – see table 1) at the amount of 

“

354 



round 1,250 KPLN. The average CM II was at 6.8% of sales, whereas the retail 
channel returned 22.4% of sales against 6.3% in the case of wholesale.  

Table 1. Profitability on Clients 

Item Wholesale Retail Total 
Net sales revenue 14 462 717 538 378 15 001 095 
Costs of goods sold 12 483 270 249 432 12 732 702 
Contribution Margin I (CM I)      1 979 447     288 946    2 268 393  
CM I/S ratio (%) 13,7% 53,7%  15,1% 
Client-related costs 1 073 844 168 258 1 242 102 
CM II 905 603 120 688 1 026 291 
CM II/S ratio (%) 6,3% 22,4% 6,8% 

Source: own research. 

Additional analyses revealed that only one retail outlet (a newly-opened) oper-
ated a negative margin (-6%) and another one generated an impressive margin of 
36%, whereas last 4 outlets scored from 22% to 28% of CM II.  

Analysis of margin for 392 wholesalers delivered extremely interesting out-
comes (see figure 5).  
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 Fig. 5. Cumulative CM II – wholesale clients 

Round 20 of them (5% of total wholesale clients) generated CM II in the joint 
amount of 500 KPLN. Next 100 of them (25% of the total number) yielded next 
500 KPLN. It additionally turned out that when costs of dealing with clients are 
taken into account, near to 66% of wholesalers (249) do not return any profit and 
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one eighth of them (12.5%) cause losses. As a result, the total CM II generated by 
first 120 wholesale clients has been lowered from above 1,073 KPLN to slightly 
above 900 KPLN. 

Similar analysis can be performed for suppliers. It revealed that benefits from 
purchasing at different sources can be very dubious. The graph depicting cumula-
tive contribution margin II for suppliers (figure 6) shows that not more than 6 best 
suppliers (out of 109) boosted the CM II to as much as 950 KPLN which is 
slightly over a half of the total.  
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 Fig. 6. Cumulative CM II - Suppliers 

The next 35 suppliers added up an additional sum of 850 KPLN, building the 
CM II up to 1,800 KPLN. But the next 54 of them elevated the margin only by 
62 KPLN up and cooperation with the latter 14 suppliers brought about losses at 
the amount of over 80 KPLN.  It should be well remembered that in case of sup-
pliers CM II does not encompass costs of dealing with clients or other indirect 
costs of supporting activities (see figure 2). Thus, the real losses are even deeper. 

6 Conclusions 

One of important parts of company information system is the sub-system of cost 
accounting. Information received from that sub-system is a base for profitability 
assessment and decision-making in the portfolio of products and cooperation with 
clients. When modelling a company’s information system great emphasis should 
be put on the choice of proper costing method aimed at returning true figures. Nei-
ther advanced technologies, nor well-projected information flows, nor sub-systems 
integration could be a sole factor ensuring obtaining true information aimed at an-
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swering the basic questions about whether articles are profitable or clients yield 
profits or not.  

For trading companies the recommended method of accounting for client-
related costs is ABC. As the paper shows, benefits of its application can be traced 
both in big enterprises with complex distribution chains and in small ones as well.  

The following conclusions can be drawn from the realization of the project: 

The cost recording system in small and medium-sized firms is of little use for 
management purposes. The provided information can be significantly distorted 
and hence the assessment of profitability of activities can be mistaken or 
impossible.  
Advantages of the project are irresistible – now the company has real 
knowledge about the efficiency of its suppliers and clients.  ABC yields 
different profitability figures for various clients and suppliers and thus creates 
the base for decision-making in the field of cooperating with them.  
Similarly to author’s other ABC implementation projects for SMEs, in this case 
the most complicated stage was again that of getting required data for proper 
costing procedures but not that of designing the model, the main reason for that 
being the lack of satisfactory reports in the company’s recording systems. So 
again it is a very true opinion that simplified accounting recording systems used 
by SMEs are major obstacles for quick ABC implementation.   
For ABC modeling a specialized tool is worth applying. Even in small- or me-
dium sized trade companies there are a lot of elements and relationships 
between them in an ABC model. So in the author’s opinion a spreadsheet 
would not be a sufficient tool to succeed.  
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Abstract: Software organizations rely on quality models designed for their specific pur-
poses, the Capability Maturity Model Integration (CMMI) being the most prominent model 
to follow. However, in striving for both product and process quality in their activities, small 
and medium sized enterprises with a limited legacy of organizational culture and tradition 
in quality work, may profit from quality frameworks following the Total Quality Manage-
ment (TQM) principles. The ISO quality standards (the 9000 series) provide such princi-
ples. A further framework suggested by the European Forum for Quality Management 
(EFQM) also gives a set of principles to follow. In a case study, we investigate how the 
principles of the EFQM model can be translated into practical use in a relatively young but 
rapidly growing software company. We suggest a “double bladed” quality tool to be used 
by small and medium sized software organizations: supporting the managerial work with 
TQM principles derived from the EFQM, together with process improvement efforts fol-
lowing the CMMI model. 
Keywords: Software Organization, Management, Total Quality Management, Quality 
Standards, EFQM, CMMI 

1 Introduction 

An expanding organization faces many challenges. The efforts towards better per-
formance and capability improvement up to the standards of a quality model are 
hampered by the complexities of the organizational change process necessarily 
following the growth. In this study we investigate the quality management efforts 
at SESCA Innovations, an SME class company finding itself in an organizational 

with a TQM Approach for Balance in a Period 
of Rapid Growth 

change period including acquisitions and organic growth. The company philosophy
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managed change promoting growth and high quality processes and products. 
In the software business, several stories are told of quick rises and un-

fortunately, as quick falls of small software companies. For a company wanting to 
pursue sustainable growth and capability development instead of cashing in on 
quick revenues in a time of a sudden market expansion, careful management con-
siderations are needed. For companies in the software business, field specific qual-
ity models like the CMMI® model [2] provide guidance for the improvement of 
process and product quality. However, it seems that these models are at their best 
in organizations that have passed the earliest phases of organizational growth and 
established their structures of management and organization of activities [6], or 
are finding themselves in an evolutionary rather than a revolutionary change [8]. 
In the process of establishing a new organization, and also in the later phases of 
organizational growth and development, quality management principles provide 
reliable guidelines for overcoming the growth crises. 

This case study analyses the situation at SESCA Innovations as it is in the be-
ginning of the year 2006. SESCA Innovations is facing a situation where there are 
new customers and new business models and there are different kinds of quality 
requirements from customers. These situations are not handled well by the current 
processes that were created with ISO 9001 guidance. In a series of interviews and 
using a survey of employee satisfaction, points to consider were distilled. By syn-
thesizing management literature and TQM principles suggestions are made how to 
find a balance and stabilize the overall efforts towards a better managed software 
organization with high quality processes and products. 

From the inquiry and employee satisfaction survey, some areas for investiga-
tion emerged as research questions for the study. 

How to organize and manage work during and for the purpose of change 
without losing quality focus? 
How to enable quality thinking and quality work at the daily work level of 
individual developers? 

Behind these questions were several observations. Firstly, there was a huge 
need for the developers to actively inquire for the information they need for their 
work in order to keep their development updated and to follow the best practices 
of software development. Also, they needed initiative and to organize their work 
themselves. All this was perceived as a challenge to the management.  

To the managers, on the other hand, the new situation presented challenges of 
time management, a re-distribution of work and responsibilities causing the need 
for active inquiry and learning of the new responsibilities, and last but not least, 
communication.  

These were particularly emphasized since the software development organiza-
tion is now partly distributed over several sites. This issue became a research area 
in its own right, with an emphasis on communication and collaboration in distrib-
uted software development environment [1]. 

is characterized by a determination to follow the principles of quality manage-
ment. We suggest points to consider that would promise a smoother and better 
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The paper is structured as follows: In section 2, background information on 
SESCA is summarized. In section 3, the research method and the European Foun-
dation for Quality Management (EFQM) is presented. In section 4, the results are 
presented and analysed from the quality management point of view with the 
EFQM criteria. In section 5, the study is summarized. Further, concluding 
thoughts and directions for further inquiry are presented. 

The current research undertaking is part of a collaborative research project 
called MODPA (Mobile Design Patterns) that deals with software and process pat-
terns in software development organizations. This study was conducted during the 
second project year concentrating on software processes and their improvement. 

2 SESCA Innovations’ background

2.1 History 

The history of SESCA Innovations starts in the year 1998 when SESCA Tech-
nologies was established. SESCA Technologies aimed right from the beginning 
for rapid growth, and expansion has always been one of the guiding principles of 
the organisation. SESCA Technologies has been the fastest growing IT and soft-
ware company in Finland three years in a row (2002, 2003 and 2004) according to 
the Finnish business magazine Talouselämä. SESCA Technologies employed 130 
people at the end of 2005.  

The growth, however, was based on one industry sector only, namely telecom-

AVECON established SEVECON Group which owned both SESCA Technologies 
and AVECON.  

SEVECON Group has continued its growth strategy and has bought and estab-
lished five more companies. SEVECON’s strategy is to combine skills in IT and 
automation so that it can produce services for telecommunication, process and en-
ergy sectors. With these acquisitions, spin-offs and organic growth SEVECON 
employed more than 300 people at the beginning of 2006 and is still committed to 
growth.  

Over the period of three years SESCA Technologies has grown from 30 em-
ployees to be a part of a group with more than 300 people. To maintain growth 
two spin-offs were created from SESCA Technologies at the beginning of 2006. 
SESCA Innovations focuses on operators and SESCA Solutions on industrial 
software production.  

Together these three companies are called SESCA companies. They still share 
many of their administrative activities and all of them share together ISO 
9001:2000 quality certification.  

munications and this was seen as a risk. This issue was addressed in 2004 by buy-

process industry. A year later the stock-owners of SESCA Technologies and 
ing 39% of the engineering company AVECON which had customers in the 
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2.1 Quality Work 

At SESCA, a high level of quality in products and processes is seen as a key suc-
cess factor. Quality has been articulated for organizational internal interpretation 
at SESCA as follows: “To fulfill the customers’ needs in the agreed time, and with 
the available resources. This includes the price the customer is willing to pay, the 
time frame given for the task, and the capabilities and skills the company has to 
offer.” 

The main concern in SESCA‘s case is to enhance the quality of the software 
engineering process 

To make the processes more repeatable, stable, smoother and faster. 
Quality assurance is sought for solving new problems, which are unique at the 
time.  
These new problems need to be solved effectively and efficiently according to 
the customer’s expectations 
The individual solutions must be of good quality to enable the produced 
module to have high quality as well. 

To achieve these goals, there is a need for self-directed inquiry and learning, in 
which the employees need to be guided. 

SESCA has been certified according to ISO 9001:2000 –certificate and a cur-
rent goal is CMMI certification. This means that quality is measured and indicated 
by the practices of CMMI. The target is to implement quality practices from bot-
tom-up rather than top-down. This means, that individuals and teams are at the 
centre of the quality practices, in contrast to the processes at organisational level.  

Product quality is achieved through efficient process performance. Component 
and pattern based development is believed to contribute to the product quality and 
is strongly encouraged.  

Although customers are important for the company, the employees are the pre-
requisite of the company success. Individuals and teams are seen as key factors for 
process performance, thus the well-being of individuals is emphasized in the in-
ternal values of the company. 

The material for the study was collected in October 2005 – February 2006 in in-
terviews (telephone and face-to-face) with a top manager of the company. The 
semi-structured interviews [5] covered the topics of: 

The quality policies and standards in use 
Software development methods in use 
Process improvement efforts and their state 
Perceived problems in the processes 
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Perceived problems in the development projects 
Development target refining for the current research effort.  

The interviews were conducted by two researchers. Notes were taken and later 
discussed with the interviewee to ensure a common understanding. This means 
following the principle of negotiated text [5]: the researcher and the subject co-
structuring the interpretation.  

At the same time, a survey of employee satisfaction was conducted in the com-
pany internally. The survey of employee satisfaction summarized issues that are 
considered to be in good shape and issues that need improvement. The following 
issues were considered to be in good shape:  

There is no harassment  
Physical environment is excellent 
Employees feel that they are trusted, they want to develop themselves and their 
skills in SESCA, SESCA is continuously improving its operations and that 
SESCA emphasizes customer service 
Employees trust that SESCA will excel in the future 
Employees know what their project team is trying to achieve 
On the other hand, following issues need to be improved in the future:  
Internal communication 
Collaboration between different locations 
Education and familiarization with work and training opportunities 
Work’s contribution to the company’s vision and ability to achieve goals with 
current work 

The results were discussed with the employees and during those discussions it 
became evident that SESCA is a company that employees feel proud of working 
for and they want to continue working for it. On the other hand, the main im-
provements that need to be made are in delegation, empowerment and communi-
cation. Employees feel that they can take more responsibility and they want to 
know more about what is happening in the other SEVECON Group’s organiza-
tions.  

The interviews and employee satisfaction survey results are analysed through 
The European Foundation for Quality Management (EFQM) criteria and the 
points to consider or issues to improve are given.  

EFQM is an independent association that supports European organisations in 
striving for better quality in their activities and within society as members of it. 
This model was chosen for this study because it provides a European approach, 
being to an extent more easily adaptable to small and medium sized companies 
than other models. It is understood that all organizations, and their stakeholders, 
despite the size of the organization, profit from a quality approach. 

The EFQM quality model consists of eight “excellence” areas that represent 
different, interrelated aspects of activities and management. These eight quality 
criteria help the companies to focus their efforts to achieve a better overall quality
and to improve their performance. The areas are highly interdependent. As the
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overall performance by improving only one of the areas but finding a balance is 
essential. In Table 1 (below), the EFQM criteria are presented. 

Table 1. The EFQM quality criteria and the related concepts 

THE CRITERION THE CONCEPT  
1. Results orientation Excellence is achieving results that delight all the or-

ganisation’s stakeholders. 
2. Customer focus Excellence is creating sustainable value for custom-

ers. 
3. Leadership and constancy 
of purpose 

Excellence is visionary and inspirational leadership, 
coupled with constancy of purpose. 

4. Management by processes 
and facts 

Excellence is managing the organisation through a 
set of interdependent and interrelated systems, proc-
esses and facts. 

5. People Development and 
Involvement 

Excellence is maximising the contribution of em-
ployees through their development and involvement. 

 6. Continuous Learning, In-
novation and Improvement 

Excellence is challenging the status quo and effect-
ing change by utilising learning to create innovation 
and improvement opportunities 

7. Partnership Development Excellence is developing and maintaining value add-
ing partnerships. 

8. Corporate Social Respon-
sibility 

Excellence is exceeding the minimum regulatory 
framework in which the organisation operates and to 
strive to understand and respond to the expectations 
of their stakeholders in society. 

The EFQM excellence criteria highlight the issues that are important in striving 
for a balance between different stakeholder interests: the customers, shareholders, 
employees at all levels as well as other stakeholder groups found in the immediate 
community and wider society. In the following, the problem areas recognized at 
SESCA are discussed in the light of the criteria that were found relevant with the 
current challenges. 

4 The Results and Implications in the Case of SESCA 
Innovations

In this section, we compare the findings in the company with the EFQM criteria 
presented above. Practical suggestions are made to overcome and avoid problems 
of a growing organization. It is evident that the problems map to only part of the 
criteria, this is why not all of the criteria are discussed thoroughly. 

Total Quality Management concept suggests, it is not possible to achieve a high 
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4.1 Results Orientation 

SESCA is conscious of the interests of its stake-holders, and is willing to move 
forward in all aspects.  

The current organizational development stage is favourable for this, and taking 
advantage of this fact can be recommended. 
It seems to be well understood that quality improvement means primarily 
seeking a balance between different interests. In further development efforts 
seeking a balance is essential. 

4.2 Customer Focus 

The SESCA quality definition (see above) is in accordance with this criterion. In 
this study, we focus more on the internal factors of the software organization. 

5 Leadership and Constancy of Purpose 

Good leadership principles are shown in the values of the company. It also dem-

firmed over time. Leadership and the managers’ role is found to be crucial in any 
quality effort and organizational development. With the given problem statement, 
the following suggestions are made:  

For good leadership, the persons in leading positions need to focus on their own 
time management as a priority. Drucker [4] has stated that a manager needs to 
first take care of himself and his own time management before he can take care 
of his/her subordinates. Also, Drucker [3] states that in order to manage others 
one has to first manage him or herself.  
Managers who only recently took their position and prior to that had a lower 
position and possibly (more) involvement in production tasks may lack the trust 
and skills to delegate. However, efficient management means task division and 
taking time for the management itself, even though the manager would still be 
partly involved in production related tasks.  
With changes in the organization, a transparent division (re-allocation) of roles 
and responsibilities helps, and it is advisable to be kept transparent. Follow up 
to find shortcomings in the task division is essential.  
A new task causes time pressure both for those leaving a task and those taking 
up a new task. Not everyone learns as quickly – and not in the same way. A 
knowledge of learning styles would help to avoid frustrations; e.g. some people 
prefer learning alone, others prefer learning in a group, or with a supervisor. 

individual and organizational learning possibilities. Consistency of purpose is con-
onstrates good leadership to search for process improvement possibilities and 
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Leadership is essential in providing an environment where everyone can and 
will perform at their best. This reflects on all other areas, but very significantly on 
Criterion 5, People Development and Involvement as well as Criterion 6. Con-
tinuous Learning, Innovation and Improvement. Leading people to enable them to 
develop to the best of their potential is the challenge. The importance of leadership 
is also confirmed in further criteria. 

Processes 

The OTSA process (SESCA’s software development process) was found to be in 
need of updating. Negotiating the process and going into the procedure of updat-
ing it to the common framework of reference of the new organization would be a 
good opportunity now that the company has been upgraded (mergers and spin-offs 
have taken place) and organizational changes have been made. It could help in 
unifying different parts of the organization and in bridging the distances within a 
distributed development environment.  

Comparing the company SE practices to the SE best practices currently avail-
able, is a possible way to improvement. The development of a common method or 
a commonly defined software engineering process can be undertaken incremen-
tally with the help of a chosen quality model and by working in steps towards a 
common software engineering framework, process and deliverables at the concep-
tual level. 
It is a challenging task to genuinely raise the organizational maturity level since 
true organizational change takes place in a time frame of 3-5 years. However, 
starting right away with small steps takes you there sooner than ignoring the need 
for changes. 

Facts

Measurement has been introduced – it is advisable to consider well what and how 
to measure. It has been observed that measuring has a wash-back effect on the ac-
tivities measured, so it is a powerful tool in guiding the work. Standardized tools 
(e.g. the Goal Question Metrics, GQM) can be of help. Having defined processes 
will give a basis for the process metrics.  

5.2 People Development and Involvement 

The values reflect a very positive atmosphere, so SESCA is likely to be strong in 
this area of quality. The company is committed to its employees. The value the 
company produces is understood to be created by the people. The current research 
effort can be seen as an attempt to bring the reflection of work to the personal 
level. The challenge is to bring the quality thinking to the grassroots, the daily 
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work of individuals. This can be achieved by paying attention to the following 
Senge [7]: 

Recognition of people in ways suitable to the company culture. 
Sharing the visions and (to an extent) the concerns of the manager both in 
informal communication and formally on a regular basis. 
Draw people to decision making. Empowerment and responsibility for 
arranging their own work also motivates people and allows “inner 
entrepreneurship”. 
Encouraging the organization of self-directed teams for learning. 
Dedicate time to training where necessary and follow up the results. 

5.3 Continuous Learning, Innovation and Improvement 

In the values the search for innovation and a willingness to learn to support both 
individual and organizational learning is stated. Also, SESCA has proved to have 
organizational capabilities by obtaining the ISO 9001 quality certificate. This 
study was a further practical attempt to challenge the current situation and seek for 
ways to learn and improve the organization. 

Organizing support for both teams and the whole organization in the form of 
shared work spaces and communication over various text based channels, like 
emails, Messenger and chat is a start in collecting an organizational memory. 
Along the way it can be considered how to organize the memory, and how to cre-
ate defined bases of information, so that when substantial collections are available 
they can be stored in an organized way. 

5.4 Partnership Development 

As a growing company, SESCA is becoming more attractive to its business part-
ners. Current relations will be extended to further collaboration if the company 
continues in a well managed way. Partnership development is likely to be one of 
the future focus areas in quality efforts. 

5.5 Corporate Social Responsibility 

SESCA is taking its responsibility as an employer and pursuing ethical values. 
The company is making an impact through the expansion of its activities. 
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6 Conclusions 

This study set out with the target of investigating a balanced approach to the soft-
ware process improvement in organizational change caused by rapid growth. The 
case organization already had previous experience in quality work and had taken 
on SPI effort following the CMMI model. However, some development targets 
remain unattained with the process based approach of the software industry qual-
ity model. Although the current version of the model also covers managerial and 
administrative practices, the model is essentially created for measuring achieve-
ment, not for finding ways to improve. 

Total quality management models by definition cover managerial perspectives. 
The European Quality Forum Model (EFQM) was taken as a starting point and 
problematic areas were reflected against this framework. This brought to light 
some general managerial concerns, the consideration of which helps in finding a 
balance between different stake-holders’ interests. Management literature provides 
more profound insights for these considerations. Together with managerial princi-
ples and quality efforts, organizational learning issues are found essential on the 
way towards maturing capabilities.  

The main finding of our study is that a software organization is well advised to 
support their managers in revising their own work and mindset. It seems that clear 
vision and multiple communication channels and situations can overcome some of 
the problems created by rapid growth. Management literature provides good in-
sights into time management, people management, leadership, change manage-
ment and other challenges presented by a rapidly growing organization in a period 
of change.  

Maybe the most important factor in a successful company both in quality man-
agement terms and in terms of organizational learning is the commitment of the 
management to continuous improvement and also the commitment of the man-
agement to both its own learning, and to creating an organizational culture that en-
courages and enhances individual learning. It is important that the management 
also shows learning capabilities. This can be shown very well in taking immediate 
actions regarding employee feedback or in giving more responsibilities and em-
powering to employees. 

The principles of the EFQM give directions for improvement in the respective 
fields of management. The emphasis in this is on the quality of processes, 
whereby the quality of the products and services is improved; Firstly, indirectly 
through the enhanced processes, but also directly through active inquiry by the 
developers. An organizational environment that supports learning enables this. 
Also, the employees are actively involved in improving the organizational activi-
ties when empowered to do so. An exchange for the sharing of information is ac-
tively supported with communication and collaboration tools. The employees are 
trusted to be responsible for their immediate work organization and the personal 
software process. All these factors enhance the work climate and can create a re-
laxed atmosphere that in turn enables individuals to perform at their best.  
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1 Introduction 

This paper considers knowledge management concepts as applied in UK higher 
education. The IT Services Department at the University of Wolverhampton is 
then analysed in terms of current structure and practises with a view to identifying 
a knowledge management strategy. The analysis of the case study was undertaken 
using interviews of key staff, papers relating to a recent re-organisation and cur-
rent strategic priorities. 

A set of guidelines for developing knowledge management in IT Services 
which have been accepted by the Director of IT Services are then presented. The 
guidelines are a product of the current strategic priorities of the department and 
indicate how knowledge management practices could improve current perform-
ance and inform future initiatives and ideas.  

2 Knowledge Management Issues in Higher Education 

In 1998, the UK Government published a White Paper (DTI, 1998) which spelt 
out proposals for encouraging UK competitiveness in the global market. The Gov-
ernment identified the role of Universities as crucial to fostering collaboration and 
innovation. A further White Paper in 2000 (OST, 2000) indicated that advances 
and investments in science and technology needed to take place, with Universities 
at the hub of these developments. Clearly, Universities are considered centres of 
knowledge (and teaching) and, as Rowley (2000) points out, they inevitably dis-
play a “significant level of knowledge management activities”. However, the ‘cult 

Knowledge Management in Higher Education: 
A Case Study in a Large Modern UK University
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of the individual’ is still very strong in academia and universities do not provide 
seamless access to all the resources available within the institutions. Much of the 
vast wealth of knowledge and power remains with individual academics or groups. 
Therefore, although universities possess the elements of successful knowledge-led 
organizations, the current situation does not necessarily provide a cohesive and in-
tegrated model. A significant shift in approach and thinking is required to develop 
appropriate collaborative and team-based working. As Rowley (2000) states “Al-
though knowledge based organizations might seem to have the most to gain 
through knowledge management, effective knowledge management may require 
significant change in culture and values, organizational structures and reward sys-
tems.” 

3 Knowledge Management in IT Services at the University 
of Wolverhampton 

An analysis of current beliefs and priorities within IT Services was undertaken by 
interviewing a select number of staff in the department (Slater, 2002) and by re-
viewing published strategic priorities, in conjunction with a survey of the literature 
concerning knowledge management theory and practices. A set of guidelines for 
developing knowledge management in IT Services was submitted to the Depart-
mental Director and was formally accepted (in March 2002). To place the guide-
lines in their context, it was necessary to identify current practices in the depart-
ment that could provide a solid basis for a strategy in knowledge management.  

3.1 Knowledge Management Practices in IT Services 

Identify the Business Goal or Objective 

In February 2002, the department introduced a long-term framework of strategic 
and operational priorities for IT Services, which acknowledges that University 
priorities are changing over time. The University has recently, for instance, intro-
duced Business Process Modernisation (BPM) to review and improve processes 
across the institution, with student records as the first priority. Using a generic
approach, it was possible to identify the practises and beliefs that prevailed in the
department which could contribute to developing a cohesive and effective know-
ledge management strategy. 

An analysis of IT Services with respect to knowledge management revealed sev-
eral practices that were consistent with an underlying knowledge management
approach although without reference to a specific strategy. An awareness of know-
ledge management principles influenced some of the initiatives that had been 

372 



Knowledge Management in Higher Education   

Identify Existing Knowledge 

Knowledge Cube (Figure 1).  

 

Fig. 1. The Knowledge Cube 

implemented in the department. Previous experience indicated that such approaches
are most successful when they are aimed at improving a specific process, which can
be terminated when that project has met the stated objectives, to enable a flexible
approach to successful service management. 

Following the re-organisation of IT Services, a number of projects were initiated 
to develop the quality of the skills and services within the department. These pro-

the team responsible for re-organising the department and were represented by a 
jects were based on the proposals for skill development and balancing made by 

One such project resulted in an initial Training Needs Analysis for every member
of staff, designed to develop a training plan for the department. Another project,
Agenda for Change: Critical Actions, specifically aimed to develop a framework
within which knowledge management takes place, including skills matrices, tech- 
nical standards, problem solving, training and development and skill sharing. 

One outcome of the project resulted in skills matrices (Figure 2) designed to 
represent skills levels within each team in the department, to highlight areas that 
required further training and as a visible indication of existing expertise in the de-
partment. The skills matrices have never been fully embraced by all staff in the 
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fying a lack of skills could have a negative impact on their position.  

 

Create New Knowledge 

and senior management.  

Share Knowledge 

department, however, and some view them with suspicion in the belief that identi-

A central theme in knowledge management literature is to nominate a specific role 
to manage the information in an organisation. In 2001, IT Services appointed an 

sent the current, accurate and useful results in an accessible format. Through the 

vide information and resources that could be published on the staff intranet to de-

including the development of a technical library and the introduction of short cur-

body of knowledge within the department so that this has become an accepted 

Information Co-ordinator whose role is to anticipate information needs and pre-

efforts of the Information Co-ordinator, IT Services staff were encouraged to pro-

velop knowledge within the department. This was achieved in a number of ways, 

rent awareness seminars. Gradually, staff were encouraged to contribute to the 

practise without the need for direct intervention by the Information Co-ordinator 

In June 2000, another project was submitted to the department (Slater, 2000), de-

isting links between teams and to highlight areas where communications failed in 
signed to identify lines of communication within IT Services by mapping out ex-

Fig. 2. Skills Matrix for the Service Desk team 
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projects undertaken by the department. 

 

ware. 

gression through certain pay scales.  

some measure or simply did not exist. Several problematic areas were identified 

ples would include issuing mobile phones to each technical support team to enable 

vices (Figure 3) a public, web-based project register to identify the status of all 

and the report proposed a number of recommendations for improvements. Exam-

contact in an emergency and the development of the Project Register for IT Ser-

Fig. 3. Project Register for IT Services (PRITS) 

The report also recorded positive feedback from IT Services staff in support of 

managerial staff within the department and shared diary facilities.  Several of the 

ging and tracking function provided by the IT Service Desk and associated soft-

Increasingly, IT Services staff were encouraged to collaborate and share knowl-

procedures in place that are intended to document and recognise this contribution. 

Knowledge Cube (Figure 1), was developed to identify and document capabilities 

ity and customer service skills. Staff are rewarded for their achievements by pro-

the information provided on the IT Services intranet, the monthly meeting for 

respondents also referred positively to the introduction and impact of the call log-

edge and experience to provide a seamless and effective service. There are several 

During the re-organisation process, the Progression scheme, again based on the 

across a number of categories including technical competence, team working abil-
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Utilise and Retain Knowledge 

tory. 

has the appropriate skills and knowledge.  

cant supervision.  

Measure Knowledge 

knowledge-based activities in the department, although the RMS Inventory Project 

Technology is essential to a successful knowledge management strategy in terms 

IT Services has the capability to provide innovative and appropriate technological 

and across the institution. IT Services has already been instrumental in providing 

of storage, distribution and access. As the technology providers for the University, 

solutions for the advancement of knowledge services both within the department 

the online learning resource Wolverhampton Online Learning Framework (WOLF) 
and is heavily involved in BPM and the current project to improve the student
records system.  

There were a significant number of disparate and discrete databases and docu-

teracting with one another, such as the staff payrolls system, personnel records and 

in the Service Desk software, the online commercial training resource, the intra-

lenge for IT Services was to co-ordinate and integrate these systems to reduce the 

ment storage facilities that operate within the University currently incapable of in-

email and telephone directories. Within IT Services alone, information was stored 

net, several networked drives and, inevitably, on individual hard drives. The chal-

time spent on maintenance and support and to create a central knowledge reposi-

Although technology is the key to retaining knowledge for reuse, it is also nec-

tained and utilised. One useful exercise discussed in the literature (BSI, 2000) is 

volved in two approaches intended to identify areas of good practice. The first ap-

PRINCE, for all major work undertaken in the department, including a review pe-

in the department and is sometimes difficult to maintain when working in conjunc-

management approach is that each individual can potentially contribute know-

essary to develop other practices to ensure that all aspects of knowledge are re-

the identification and documentation of Best Practice. IT Services is currently in-

proach is to employ project management documentation techniques, based on 

riod for reflection and feedback. This has been a major cultural shift for the staff 

tion with staff from other departments. Another important factor to the project 

Therefore, the project team can be drawn from any group in the department that 

Another method of identifying best practice and reusing knowledge employed 

common tasks produced by individual members of staff with acknowledged exper-

ledge or expertise to a project without reference to their position in the hierarchy. 

within the department is the series of Guidance Notes (Figure 4) which document 

tise in the area. The Guidance Notes present a series of step-by-step instructions 
enabling less knowledgeable members of staff to undertake a task without signifi-

was subsequently initiated to improve the reporting functions in the Service Desk 

At the outset of this project, IT Services did not explicitly engage in measuring 
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4 Pursuing a Knowledge Management Strategy 

software. One of the objectives of the improvements was to enable IT Services to 

vice. This was complemented by a project to identify levels of customer satisfac-

Services to make adjustments where necessary. 
tion with the service they receive and provide a vehicle for feedback to enable IT 

identify trends and requirements in order to establish a flexible and proactive ser-

At the time of the study IT Services did not subscribe to a formal knowledge man-

common sense approach to departmental management with an appreciation of the 

and evaluation of knowledge management analysis models. 
review and examination of the case study provided the context for the guidelines 

agement strategy and the practises that have been identified were as a result of a 

significance of training, collaboration and team working. The preceding literature 

Fig. 4. Example of a Guidance Note 
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4.1 Guidelines for Developing Knowledge Management in IT 
Services

tated version can be found in Slater, 2002. 

Table 1. Knowledge Management Guidelines - Overview 

Organisational Issues  
1 Audit current capabilities 
2 

essential 
3 

ration and participation 
Training and Staff Devel-
opment 
4 
5 
6 

tifies the skills required 
7 

Recognition and Reward 
8 

skills and contribution is openly acknowledged 
9 

tion 
10 

department 
Staff Profiling 
11 

pertise 
Staff Participation 
12 

ties 
13 

crease understanding 
Knowledge Interviews 
14 

the department 

The guidelines are intended to suggest strategies and techniques that could be 

for customers in the University to increase departmental efficiency and effective-

and have been formally accepted.  They are summarised in Table 1, a fuller anno-

adopted to improve the management of knowledge both within the department and 

ness. These guidelines were submitted to IT Services and University management 

A mission statement for Knowledge Management is not 

Develop an organisational culture that sustains collabo-

Formal training should be considered for key personnel 

Develop a formal training plan for each job which iden-

Explore the potential for job exchanges between depart-
ments 

Use external collaboration to boost internal capability 

Create a trusting and open environment in which staff 

Reward need not be in the form of financial remunera-

subject and who has contributed their knowledge to the 

Expand staff information to identify interests and ex-

Publicly recognise who is considered an authority on a 

Encourage staff to participate in organisational activi-

Conduct a formal interview before an employee leaves 

Organise role swapping within the department to in-
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15 
16 

terview 
Project Management 
17 Store and organise project documentation centrally 

meetings and feedback 
Customer Profiling 
19 

ring to the specific support requirements 
20 

tacts 
21 Monitor customer satisfaction 
22 

sity hardware and software 
23 

relations 
Measurement 
24 
25 Create a repository for recorded best practice 
Tools and Resources 
26 

the IT Services web site 
27 

tions 
28 

ready exists 
Current Awareness 
29 Document all technological activities 
30 Use a technical library to improve access to information
31 Promote current awareness using lunchtime seminars 
32 

ness of new and emerging technology 

supported by a cohesive and stable IT environment. 

Conduct  a formal interview to identify new skills 
Use a mixture of expertise to gain information at the in-

18 Appoint an official recorder t o d ocument all  project 

Develop profiles of customers in the University refer-

Develop access to details of external suppliers and con-

Become involved in the recruitment and training of staff 
in other departments supporting standard University

Produce a regular report of activities to promote public 

Benchmarking should not be adopted immediately 

Research existing and emerging technology to develop 

Increase awareness of knowledge management solu-

Use data mining to identify useful information that al-

Use interest groups to encourage and develop aware-

It was clear that IT Services engages in a number of practices that encourage 

tives all enjoy the encouragement and support of not only senior management 

Executive. IT Services is in the fortunate position of being able to demonstrate in-

the creation, sharing and utilisation of knowledge in the department. These initia-

within the department but also, in some cases, support at the level of University 

novation and good practice in terms of knowledge management to the institution, 
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4.2 Implementation Issues 

initially seemed to invalidate much of the preparation for the guidelines, it actually 

some guidelines will become more pertinent than others. 

practical knowledge management solutions. 

versity community. 

During the eighteen months constituting the research period for this project, IT 

example, an Information Co-ordinator was appointed with subsequent improve-
Services demonstrated substantial developments in knowledge management. For 

ments in departmental documentation and information resources. Although this 

enabled a much wider and more comprehensive set of recommendations than 

changes in the University and within the department, there is also only a brief pe-
would have been possible twelve months previously. Given the nature and pace of 

riod when the guidelines are fully relevant. As new initiatives are introduced, 

Since the guidelines have been submitted, there have been a number of occa-
sions where their influence has been noticeable. A programme of current awareness
seminars has been established covering a number of IT related topics, including
one on knowledge management.  Another telling example is a poster advertising
IT training courses organised by IT Services recently displayed around the Univer-
sity with the comment “Knowledge is Power”.  As the guidelines are more fully
assimilated within the department, further and more far-reaching initiatives are
expected. 

The first guideline recommends that IT Services should include an audit of its 

ledge management analysis models available, the issues addressed provide a useful 

few methods in knowledge management described in the literature to facilitate 

of formal guidelines or standards, this situation compeled an organisation wishing 

of resources and can lead to the ultimate failure for implementing successful and 

focus should IT Services undertake a knowledge management audit. There were 

such an evaluation, unlike other computing methodologies. Coupled with the lack 

to pursue a knowledge management strategy to undertake a significant amount of 
research or employ consultancy services. Both options can be expensive in terms 

formally. The guidelines have been considered in their entirety as a means of im-

IT Services to embrace a holistic and cohesive approach to a successful know-
ledge management strategy, incorporating the appropriate technological solutions, 

The IT Services Director committed to pursuing the recommendations in the 

proving knowledge management within the department. This proposal has enabled 

guidelines, in conjunction with Training and Information Co-ordination team, to 

that will improve internal performance and serve as an example to the wider Uni-

KM capabilities. To facilitate this, three KM analysis modules were evaluated 
(Slater, 2002). Although the evaluation focused on just three of the many know-
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5 Conclusion 

The aims of the research project were to evaluate knowledge management con-
cepts and to produce a set of guidelines and recommendations to introduce or im-
prove knowledge management within the department.  

5.1 Knowledge Management: Key Success Factors 

The discipline of knowledge management is concerned with storing, distributing, 
identifying, using, creating and measuring knowledge within an organisation. As 
the literature indicates (Slater and Moreton, 2002), simply building data reposito-
ries such as databases and intranets does not constitute a cohesive and successful 
strategy and this approach is ultimately doomed to failure. An organisation wish-
ing to pursue knowledge management must create a trusting and open environ-

successful, an organisation must endeavour to realise the potential of the knowl-
edge and expertise that already resides with their employees and implement meth-
ods of retaining that knowledge for the benefit of the organisation. Technology 
plays a critical role in facilitating solutions to the knowledge requirements of an 
organisation, enabling employees to gain access to the required information 
quickly and efficiently and submit their own contributions in return.  

5.2 Knowledge Management in IT Services 

The analysis of IT Services in the context of knowledge management concepts 
discussed in the literature identified a number of practices that provided a firm 
foundation for pursuing a knowledge management strategy. The guidelines pro-
posing a series of recommendations for improving knowledge management within 
the department received a positive reception from all concerned, both formally and 
informally. The evaluation of the knowledge management models provided further 
context for the issues that must be addressed to implement a successful strategy. 
As the information technology provider for the University of Wolverhampton, IT 
Services is ideally placed to investigate implementing a knowledge management 
strategy with appropriate and innovative technological solutions, to provide an ex-
ample of a successful strategy to the wider University community.  

5.3 Knowledge Management: no quick fix 

As several authors have pointed out (Davenport, 2000; Slater and Moreton, 2002), 
organisations must recognise that a successful and cohesive knowledge manage-
ment strategy requires a significant period of time to implement and it may be a 

ment that encourages and supports the sharing of knowledge with appropriate
rewards and recognition. In addition, for a knowledge management approach to be 
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number of years before the full impact of the strategy can be measured. Knowl-
edge management is not a ‘fad’ offering a quick solution to the 21st century prob-
lems of information overload but is rather a deliberate and rational approach to 
identifying the knowledge required for an organisation to flourish both in terms of 
performance and revenue. Knowledge management requires understanding of a 
number of related disciplines, such as human psychology, human resources issues 

management arena as a means of encouraging collaboration and sharing that is 
consistent with the overall objectives, priorities and environment of an organisa-
tion. 
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1 Introduction 

The aim of this paper is to show the way Management Information Systems can 
help small and medium-sized enterprises to increase their productivity and gain or 
sustain a competitive advantage.  
This paper is intended to be practice relevant, by presenting implementable indica-
tions for the MIS solution development. Although field study documenting this re-
search is based in Poland, general conclusions about MIS value-adding implemen-
tations seem to be transferable to other countries, both from emerging economies 
and the developed ones. The paper includes guidelines for creating value-adding 
MIS solutions and illustrates practical use of these guidelines in three Polish SME 
sector enterprises. 

2 Principles for creating value-adding IT solutions 

So called ‘productivity paradox’ (Brynjolfsson 1993, Loveman 1994) has put into 
question the  role of IT in creating productivity improvements. This resulted in the 
negation of IT as a strategic resource from one side (Carr 2003) as well as in the 
intensified research on the factors that distinguish successful IT implementers 
from the loosing ones. Most of the researchers agree that if IT is supposed  to 
cause productivity growth, it must be used to innovate core business processes 
(Davenport 1993; Marchand 2000, Remenyi and Sherwood-Smith M. 1997) and 

and Norton 2004). It remains an open issue, how to put these high level guidelines 
support organization’s strategic goals (Aitken 2003, Benson et al. 2004, Kaplan 
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into life. This problem is crucial for small and medium sized enterprises even 
more than for the big ones as the former usually would not have resources for hir-
ing external consultants and applying sophisticated methodologies. In spite of this, 
apart from the few exceptions (Dans 1999, Love and Irani 2004, Street and 
Meister 2004) the issue of value creation with IT within SMEs is not present in the 
literature. Thus a set of easy to use ‘rules of thumb’ coming from the experience 
of the companies of the same size could be of great benefit to the small and me-
dium sized enterprises looking for benefits from IT. 

has led me towards general conclusions about implementation conditions that 
should be fulfilled to generate value-adding IT solutions.  

IT solutions,  the following conclusions concern EAS implementation. The key 
principles that significantly increase the possibility for high implementation return 
on investment are:   

Key processes are those processes that contribute to the value delivered to the cus-
tomer. The most important of the key processes are those that create a competitive 
advantage – processes that differentiate an organization from its competitors and 
make customers choose its products.  

standard functionality should be used. If standard functionality does not suit exist-
ing processes, those processes should be changed rather than an attempt be made 
to adjust software. If the above mentioned is not possible these processes should 
be left out of the project scope and performed  manually. 
The above mentioned general rules should be expanded into a more detailed set of 
principles to be practically applicable. This set of principles, based on manage-
ment information systems development theory, as well as on the author’s original 
concepts, is presented in this section. Although developed independently (Lech 
2004), these principles comply with postulates presented in (Benson 2004) of IT 

be divided into separate value areas for which benefits and costs can be evaluated 
individually. This division should be done according to the enterprise’s main 
processes or functions. The solution should be developed for the areas where 
benefits exceed costs. Optimal cost/benefit ratio can be achieved either by maxi-
mizing benefits for a given cost level or by minimizing the costs of obtaining 
specified benefits.  
The most crucial issue is to determine possible benefits from IT implementation. 
Two approaches can be applied to do this: 

‘from business concept to technology’, 
‘from technology to business concept’. 

1. Effort should be put into supporting innovations in the key processes. 

2. In the areas that do not contribute to the value delivered to the customer, 

A field study performed among Polish enterprises, mostly from the SMEs sector, 

As Polish SMEs use standard EAS packages rather than try to develop home-made 

  
In order to obtain maximum value from EAS implementation, the project should 
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fication of IT elements supporting this model afterwards. The second  is based on 
active IT usage to determine possible value creating changes (Lech 2004). 

able IT elements. 
Project implementation strategy 
After determining project value areas and assigning possible benefits to each of 
these it is necessary to define implementation strategy: 

For those areas where possible benefits are high, it is reasonable to adjust the IT 
solution to the business needs, 
For low benefit areas the goal should be to minimize costs. This can be 
achieved by using standard functionality even if it does not exactly suit the 
business needs, 
In those areas where achievement of positive ROI is doubtful it should be 
considered if any IT support is justified. If exclusion of these areas does not 
have a negative affect on the solution integration it might be reasonable to keep 
them out of the project scope.  

strategy of implementation in each of the value areas. It is quite often that em-
ployees of the enterprise try to force the extension of the project scope in the areas 
of their own interest. It is the project leader's role to look at each of such “tempta-
tion processes” from the perspective of the enterprise as a whole. The “temptation 
process” should only be considered for implementation if including it in the pro-
ject scope generates positive value for the enterprise as a whole. Areas in which 
implementation would facilitate work for a group of people without generating 
value should be abandoned.  
In the following section three examples of applying these rules in practice will be 
presented.  

3 Case studies 

All the three enterprises presented in this section are Polish managed SMEs. En-
terprise one and two are branches of international holdings whilst the third one is a 
fully local enterprise. The EAS implementations in  the enterprises one and two 
were conducted without the significant influence from the international headquar-
ters on the solution architecture. Moreover, solutions developed in Poland were 
recognized as exemplary within the holdings, and knowledge coming out of these 
implementations was then disseminated to the other branches in  the countries 
such as France and Germany. The first two companies have implemented a me-
dium-sized ERP suite offering the functionality both in the ‘standard’ areas such 
as financials, purchases, sales, stock management as well as more sophisticated 
ones, including CRM, service management and project management. The suite al-
lows to parameterize the existing functionality and also offers the development 

The first approach assumes creation of an ideal business model first and the identi-

The result of the both approaches is the same: a business model supported by suit-

It is essential to employ rational procedures of determining the project scope and 
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workbench which makes it possible to expand it according to the company’s spe-

chases, stock management and CRM areas with little parameterization and no 
development possible. 

ticipation, as I was a project leader from the side of the consulting company sup-
porting the implementation. The cases are presented in the chronological order. 

3.1 TAC Polska - Front to back - office link  

TAC Polska is a Polish branch of TAC, one of the world leading producers of ‘in-
telligent buildings’ infrastructure. TAC Polska's core business is developing inte-
grated building management infrastructure such as climate control, fire systems, 
elevator control systems etc. The value for the customer is defined as making a 
building ‘intelligent’ and thus easier to manage. 

tegrated Enterprise Application Suite. Soon after, an analysis was performed to es-
tablish the implementation scope and main requirements for the system. Operating 
in the low margin market, TAC faced problems with project cost and revenues 
control. Quite often cost estimations for the new projects were inaccurate and the 
planned margin was not realized.  The main reason for that problem was not lack 
of necessary information to prepare cost estimations correctly, but rather a lack of 
understanding of financial issues amongst engineers performing the projects. So 
the main task to be solved was in the back-office, as the value for customer fea-
tures (price, performance and service, time and quality) were at a good level. The 
issue was to develop a solution both for engineers performing projects and for the 
financial department that would fulfill the following requirements: 

let the engineers prepare  a project budget and post actual usage of equipment, 
materials and workforce in natural units, 
automatically assign values to the resources used and update costs, 
post revenues from the project, 
allow financial department to control planned and actual costs and settle project 
phases to G/L accounts. 

was proposed. It fulfilled all the requirements stated above but it soon became 
clear that the engineers would not be satisfied with it as the system created more 
work for them rather than simplifying it. They found the solution to be a tool de-
signed to control them, not to help them, and this proved to be the case. The group 
of engineers taking part in the project came up with a set of additional require-
ments that would make the solution useful for their work. The additional function-
ality they required concerned project scheduling, project management and project 
cost/benefit simulations. As the EAS platform on which the solution was based in-
cluded a  development workbench it was possible to fulfill their additional re-

All the data about the cases presented below was collected by personal active par-

In 2000 a decision was made to replace the existing DOS-based system with an in-

A simple solution based on standard functionality of the EAS to be implemented 

cific needs. The third company has implemented a small off-the-shelf, easy to 
implement solution, offering the standard functionality in the financials, sales, pur-
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quirements. Value analysis from the enterprise’s perspective as a whole resulted in 
the conclusion that the main benefit from additional functionality would be mak-
ing the engineers happy. Additional benefit would be work reduction as engineers 
would use one solution instead of two separate ones and would maintain only one 
materials and resources database. The costs of making additional project life ex-
ceeded those benefits and so it was rejected.  

margin and better control by the financial department over realized projects. 
Other value areas that were considered were: 

logistics with headquarters, 
sales, 
asset management, 
accounting, 
HR and payroll. 

holding company. To be able to supply projects with specified equipment im-
ported from abroad EDI interfaces between TAC Polska and TAC Sweden were 
established. This resulted in shorter delivery times.  

tionality. The value obtained in these areas was not substantial and the main bene-
fit was the reduction of redundancy in sales and asset accounting postings. Sales 
and accounting were included in the solution because the architecture of the inte-
grated EAS solution forced it. The main reasons for the inclusion of asset account-
ing were that it was not properly supported  by the existing system and the cost of 
including it was not high. These value areas were identified as of neutral value. 
The last area analyzed was human resources and payroll. According to compli-
cated and ever changing legal regulations this area is very difficult to implement. 
The Application Suite supplied a Polish specific solution in this area but it was ex-
cluded from the implementation scope. The reasons for this were as follows: 

Payroll delivers no benefits from on-line integration with the other functional 
areas. One way interface of payroll postings to accounting is a satisfactory 
solution. 
The existing DOS system works well and after many corrections fits 
organizational specificity. 

cation at almost no additional cost. 
This way the optimal solution was designed and implemented according to the 
principles listed in the previous section: 

key processes of project financial control and logistics with headquarters were 
supported with customized application, 
‘temptation process’ of project management was rationally assessed and 
rejected from implementation, 

The initially proposed solution resulted in less projects with a zero or negative 

Logistics with the headquarters was the only area influenced by the international 

Sales, asset management and accounting were supported with standard EAS func-

Because of the above reasons, the existing system was interfaced to the new appli-
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neutral value areas like accounting, sales and asset management were supported 
with standard functionality, 
the negative value area of HR & payroll was left outside the project scope. 

3.2 J. J. Darboven Poland - Developing key functionality   

J.J. Darboven has been on the coffee market since 1866. It offers high quality 
products to upper market segment customers. Its best known products are Alfredo 
Espresso, Idee Kaffee, Mövenpick and Eilles. In Poland J.J. Darboven focuses on 
delivering complex solutions for the preparation of hot beverages for the catering 
business. The offer includes coffee-machine supply and service, coffee making 
know-how and coffee supply to the customers’ location. 

concept to technology was used. 

in fast purchase order placing, incomplete product and stock information during 
order placing and lack of cross-selling. The other kind of problems concerned  in-
sufficient information about receivables and payments, sales people activity as 
well as about coffee-machine service and  costs. J.J. Darboven Poland CEO found 
out that most of the problems were tightly connected to the customer care and 
sales and delivery processes. A concept to radically reengineer  these processes 
was developed as a response. In the opinion of the J.J. Darboven CEO the solution 
would need to be based on central customer, sales order and stock management. A 
key element of the reengineering plan was the creation of a teleservice unit re-

of the local delivery units’ activity. The obstacle in putting the reengineering plan 
into action was the  lack of a suitable IT solution. In 2001 J.J. Darboven Holding 
AG made the decision to implement EAS in its Polish subsidiary. The implemen-
tation plan followed the rules presented in the previous section:  

the key business process was centralized customer care, sales and delivery so 
an attempt was made to develop dedicated functionality supporting it. This 
resulted in the  creation of a “teleservice pulpit” gathering information about 
previous customer orders, payment history, payment conditions and allowing 
the creation of new purchase orders, invoices and delivery notes. Sales 
documents are then sent by e-mail to the salesman, who delivers them to the 
customer together with the purchased items. 
neutral areas such as purchase and accounting were supported with standard 
system functionality. Some requirements regarding these areas where thus 
ignored and  either are performed out of the system or changes were made to 
adjust the organization to the system’s requirements.   
as in the first case-study – the HR and payroll area was considered to be of  
negative value and thus  was not included into the implementation scope. 

During the IT based business solution development the approach from business 

sponsible for the sales order and customer info acquisition, as well as coordination 

Problems that J.J. Darboven faced concerned excessive delivery time, difficulties 
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stock level decrease by 15%, 
average receivables overdue decrease by 10 days, 
employment in sales department decrease by 6 persons, 
project payback period of 24 months. 

service. J.J. Darboven Poland has two ways of supplying customers with coffee 
machines: one can buy the machine, or borrow it and pay a higher price for the 
coffee. The price is then related to the volume of purchase per month. Before sys-
tem implementation the following problems were identified in this area: 

there was no easy way of checking if the amount of coffee declared by the 
customer was really purchased each month, 
there was no clear evidence which machines each customer had, 
service costs were not known. 

chase summary was developed and added to the “teleservice pulpit”.  
Focusing on critical value adding processes has led to a low cost, high benefit im-
plementation which was considered by the J.J. Darboven Holding AG as exem-
plary for the whole group. 

oping full CRM functionality and sales representative tool integrated with the 
back-office system. CRM area was not supported by the standard EAS functional-
ity and J.J. Darboven was thinking of developing it as a part of system extensions. 
The benefit of including a CRM and sales representative tool would be on-line in-
tegration with the rest of the system functionality one customer and items database 
and an on-line sales order information in the back-office. Pre-implementation 
analysis was performed but it did not show enough benefits to justify additional 
costs. A decision was made to use off-the-shelf software for supporting these ac-
tivities. 

customer care, sales and distribution processes. IT was the necessary component 
of the new business concept and so efforts were made to develop a solution  the 
new business processes. It required additional work to adjust the standard EAS to 
new business needs, but it was justified both from strategic and operational per-
spectives. The rules mentioned in this paper were fulfilled in the following way: 

customer value-adding processes were identified and supported by the 
dedicated solution within the standard EAS, 
neutral value areas were supported with the standard functionality, 
“temptation processes” of CRM and sales representative tool were abandoned 
and are now supported by the of-the-shelf solution. 
negative value area (HR & payroll) was left out of the project scope.  

J.J. Darboven reports the following benefits from the described implementation: 

The other area where IT could add value to the business was machine supply and 

An additional functionality showing machines lent, service costs and a coffee pur-

The main “temptation process” that occurred during implementation,  was devel-

J.J. Darboven Poland has seen its competitive advantage in dramatically changing 

389Creating Value-Adding IT Solutions for SMEs 



3.3 Corex – Lean implementation 

Corex is one of the biggest 100% Polish capital distributors of office materials. It 
sells both imported and home-produced pens, pencils, markers, paper materials 
etc. to big retail nets, wholesalers  and office depots. The enterprise’s Board is 
searching for organizational and technical possibilities to effectively deal with the 
constantly growing organization and accompanying changes. The owners have 
hired an external consulting company to help them formulate strategic goals and 
develop an information system based on Balanced Scorecard. 
Value for customer analysis has led to the conclusion that the key factors appreci-
ated by the main customers, concerned service and delivery. What these customers 
valued most were: 

on-line availability of products, 
short delivery time, 
quick claim processing. 

The main strategic goals that were formulated after this analysis were: 

to implement a mechanism for increasing the availability of the products in 
stock without increasing stock capacity, 
to assure 24 hours delivery time with 100% order-delivery match, 
to shorten special order delivery time. 

initiatives. The first step performed was a one month analysis to determine the op-
timal solution scope. The IT solution blueprint resulting from it included  a list of 
requirements for the target system. It consisted of 56 requirements covering all 
Corex activities and it was followed by a feasibility study for the three Enterprise 
Application Suites of different size: 

medium sized EAS designed as the standard solution for small and medium 
sized enterprises, 
open platform system for medium sized enterprises allowing the development 
of customer specific solutions, 
big EAS for mid sized and large enterprises. 

The second and third solution had the possibility to expand standard functionality 
with additional programming work and fulfill up to 95 of the requirements. 
The biggest EAS  also had some potential for further growth, supplying an option 
for additional investment in the future and to fulfill requirements regarded as op-
tional. 

compared them to implementation costs. The conclusion was that the solution ful-
filling a critical 40 % of requirements at a considerably low cost was the optimal 
one in the 3 years time perspective, and so the first system was chosen for  imple-
mentation. 

The Board started to search for an IT solution that would support these strategic 

without considerable programming work was 40, 50 and 70 respectively. 
The percentage of requirements possible to realize in each of the analyzed systems 

The Board examined three proposals regarding actual and future benefits and 
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The implemented solution supplied functionality, supporting key processes in the 
simplest possible way. It integrated sales and warehouse management giving  in-
formation about actual stock level, estimated delivery time and necessity of stock 
replenishment. It allowed EDI with key customers, basic CRM information and 
supplied standard purchase and financial functionality.  It did not support more 
sophisticated requirements identified during the analysis stage, like advanced 
warehouse management, advanced stock planning and optimization and call center 
functionality.  

reduced the initial expectations.  

optimization rule of achieving a certain level of benefits at minimal cost. The 
must-have benefits were identified in the analysis document and the IT solution 
that supported them in the least sophisticated way possible was chosen. All sup-
porting processes were left out of the MIS scope. 

3.4 Summary of the field study 

All the three enterprises performed MIS implementation according to the rules 
stated in this paper. Enterprise One supported its key processes with few modifica-
tions to the standard functionality supplied by the medium-sized Enterprise Appli-
cation Suite. Enterprise Two made efforts to develop a dedicated solution support-
ing radical process redesign and Enterprise Three used a small standard package to 
supply core functionality to support key processes at a minimal cost. The pre-
sented field study shows different ways of applying the same rules in practice. All 
enterprises avoided the temptation to cover all activities with the IT solution and 
this way they obtained optimal benefit to cost ratio.  
 
The summarized information about the three field study cases is shown in tables 1, 

The Board judged these requirements as “nice to have” rather than essential, and 

This case illustrates the business-IT solution development approach following the 

and 2:
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4 Summary 

Value creation with IT is not an automatic process. It is well known that IT must 
be used to achieve company strategic goals or to improve operational processes, 
otherwise the investment will be lost. The issue that most practitioners will en-
counter is how to apply these rules in their practice. This problem concerns both 
big enterprises and SMEs but for the latter coming to a solution might be more 
difficult due to the shortage of resources for hiring external consultants and using 
sophisticated methodologies proposed by them. This paper proposed a set of indi-
cations facilitating the implementation of a value-adding IT solution based on the 
standard EAS package. As they are derived from the field studies performed 
within the medium-sized enterprises, they are practically relevant and applicable 
for the SMEs. The main thesis on which these indications are built on, is that an 
extra  effort should be put into supporting only those processes that contribute to 
the value delivered to the customer. All the other processes should be supported 
with the standard functionality of the EAS or, if they cannot be successfully 
adopted to the standard delivered with the system, excluded from the implementa-
tion. The practical way of putting these rules into life is to divide the implementa-
tion scope into separate value areas according to the enterprise’s main processes or 
functions and to evaluate benefits and costs of each area separately. The solution 
should then be developed  only for those areas, in which benefits exceed costs. 
The usage of the described method was illustrated by the case studies of the three 
Polish SMEs, each of them having different business needs and different purposes 
for the EAS implementation. Despite for the differences in the business models 
and implementation aims, all those enterprises have complied with the rules syn-
thesized in this paper, concentrating the implementation effort on the positive 
value areas, supporting the neutral value areas with the standard functionality de-
livered with the system and excluding the negative value areas from the imple-
mentation scope. The main contribution of this paper seems to be the practical il-
lustration of how to manage the EAS implementation project in such a way that it 
complies with the theoretical assumption of the IT strategy focus present in the lit-
erature.  
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Abstract: Although replacing the project manager in an on-going project is not uncommon 
in the IT field, studies on the topic are scarce. In order to increase understanding in this 
area, we investigated the perceptions of ten experienced project managers on replacement 
from the perspective of project success. We focused on the critical success factors in the 
projects, on how the interviewees perceived the replacement of the manager, and on the ef-
fects it had. We found that replacing the manager was perceived as an attempt to rescue a 
troubled project, and as a pertinent part of it, especially in cases in which it strengthened the 
project process. Replacement was found to affect critical factors such as management and 
human-relations issues. The results are reflected through the literature, and implications for 
research and practice are presented. 
Keywords: project management, information systems development 

1 Introduction 

The project is a typical work form in information systems development (ISD), and 
project-based organizations exist in the IT field. The project manager is a key per-
son as he or she manages all the critical functions, including planning, organizing, 
staffing, directing, and controlling (Thayer 1987). Project managers face a multi-
tude of challenges (Boddy 2002; Maylor 2003) in hypercompetitive and chaotic 
business environments (Kloppenborg and Petrick 1999; Yeo 2002), including risks 
(Wallace and Keil 2004) and quality issues, as well as leadership issues (Smith 
1999). According to Jurison (1999), the project manager’s broad experience and 
managerial and interpersonal skills form the basis for a successful project, and in 
practice, it is very difficult to find an experienced and available manager with the 
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right qualifications. The reasons why projects fail may be traced back to manage-
rial rather than technical problems (Hartman and Ashrafi 2002). If managing a 
project is a great challenge, what effect does it have if the manager is replaced? 
The plurality of competencies and the managerial complexity (Blackburn 2002; 
Aladwani 2002) suggest that if the manager is to be replaced – for whatever rea-
son – if the replacement is poorly handled it may have detrimental effects on the 
success of the project. Although the role of the manager and his or her leadership 
style and competence are very seldom identified as critical success factors (Turner 
and Muller 2005), we suggest that knowledge transfer from the preceding manager 
to the successor is a complex task. It is therefore worthwhile investigating the 
phenomenon of replacing the project manager in an ongoing project. Turner and 
Muller (2005) claim that the impact of the project manager on project success is 
ignored in the literature, and it is therefore not surprising that we did not find stud-
ies on replacing IT project managers in the literature on information systems. We 
aim to increase understanding in this area by investigating project managers’ per-
ceptions on replacement from the perspective of project success. We interviewed 
ten experienced project managers about this issue, and analyzed the data by taking 
an interpretive approach. The results show that replacement is mostly related to at-
tempts to rescue a troubled project. Well-planned, it was perceived to strengthen 
the project process. It appears that replacing the project manager affects critical 
project-related issues. 

Following this introduction, the literature on project management is briefly de-
scribed, and the research design is presented. Then, the results are given and dis-
cussed in the light of the existing literature. 

1.1 Projects and success factors 

Scholars have taken different approaches in investigating success in projects. Re-
search has concentrated on the overall objectives, and research on project-
management success typically concerns cost, time and quality (Cooke-Davies 
2002). Shenhar and Levy (1997) conducted a study on project success by survey-
ing managers in product-development projects, and identified the following di-
mensions:  

Project efficiency (Was the project completed on time and within budget?) 
Impact on the customer (Does the project meet performance and functional 
specifications? Is the customer satisfied?) 
Business and direct success (Is the project providing the sales, income, profits 
and other benefits?)  
Preparing for the future (Is the firm more prepared for the future?).  

perspective, in defining the following four major categories of information sys-
tems (IS) failure:  

1. correspondence failure (systems design objectives are not met),  

Lyytinen and Hirschheim (1987) took a similar approach, albeit from a failure 
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2. process failure (the IS cannot be developed within the allocated budget 
and/or time schedule), 

3. interaction failure (the level of end-user usage),  
4. expectation failure (the system does not correspond with its stakeholders’ 

requirements, expectations or values). 

The studies mentioned above emphasize project success from the customer 
viewpoint, whereas research on success factors from the project-management per-
spective emphasizes the trinity of time, cost and quality, which has been found 
lacking. Turner (1999) therefore added two other dimensions to be managed: pro-
ject definition and scope, and organization. He argues that the scope of the project 
delimits its boundary and is managed through the product and its breakdown, 
which are derived from a hierarchy of objectives (“vision, mission, facility, and 
team and individual objectives”). According to Lee-Kelley et al. (2003), Turner’s 
(1999) model does not easily discern people-related issues such as leadership. 
Human factors were recognized as success factors by Pinto and Slevin (1988), for 
example, who included the personnel in the context of information systems 
projects. According to Turner and Muller (2005), the current literature on project 
success largely ignores the project manager’s role. They predict that this will 
change in the future as more studies are undertaken. Inspired by Turner and Mul-
ler, we set out to increase knowledge in this area in this exploratory study con-
cerning the phenomenon of replacing the project manager in a project-in-progress. 
The research design is described in the next section. 

2 Research design 

In order to obtain a tentative view on the issue of replacing the manager during an 
on-going project, we interviewed ten experienced project managers on the subject 
from the perspective of project success. We contacted project managers in soft-
ware houses in the towns of Jyväskylä, Pori and Tampere in Finland. We used 
open-ended interview questions in order to encourage the subjects to describe all 
of the meaningful issues related to the research topic. We then formed categories 
based on our interpretations of the subjects’ perceptions. First, in order to acquire 
an understanding of their perceptions of project success factors, we asked the fol-
lowing question: “What issues are critical factors in relation to project success?” 
We then asked them to openly describe what came to mind about replacing the 
project manager: “Describe what comes to your mind on the subject of replacing 
the manager of a project-in-progress.” Finally, we asked the interviewees to de-
scribe the issues that were affected by the replacement of the project manager, and 
to say which of these were critical in relation to the project success: “What issues 
are affected by the replacement of the project manager? Which of these are criti-
cal in relation to the project success?” To prevent the interviews from becoming 
intrusive we refrained from directly asking the subjects if they had personal ex-
perience of replacement. They all had considerable working experience in soft-
ware projects, at least five to ten years, and their age and gender profile was as 
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38/M, and 35/M. The first author of this article interviewed the first five subjects 
and the second author the others. When the interviewee described his or her ideas, 
he or she was prompted to describe in more detail what he or she meant. The fol-
lowing prompting questions were used: “Would you please describe in more detail 
what you said?” and “What else comes to mind”? We analyzed the interview tran-
scripts separately and produced tentative categories. We then compared our results 
and produced the final categorizations, which are reported in the following sec-
tions. 

3 IT project managers’ perceptions of critical success 
factors

Three broad categories of critical success factors were identified from the project 
managers’ perceptions: “The management perspective”, “The human-issues per-
spective”, and “The context perspective.” In our formulation we used concern for 
the task and human issues as set out in Blake and Mouton’s (1978) managerial 
grid, and the idea that projects are surrounded by context (Boddy 2002). The cate-
gories were as follows. 

The management perspective  Perceptions related to the management per-
spective concerned the project objectives and their attainment. The following is-
sues emerged:  

shared objectives,  
the management of resources, 
change management, 
the commitment of the client and the project team, and 
communication and interaction between the parties. 

The parties involved in the project should have a similar view of the objec-
tives, and the project manager should be capable of determining them. As one in-
terviewee said: “…the project has to have shared objectives…” (PM81 )  

The efficient management of resources (human and financial), of the tasks and 
the schedule, and of any changes is critical to project success. The following ex-
tracts exemplify these issues: “The schedule and money and the business goals are 
the things that must be achieved with the new application.” (PM4).”The schedule 
must be such that it is realizable.” (PM6)  

The commitment of the client and of the project team members came up in the 
subjects’ perceptions. The following extract refers to problems when client expec-
tations are unrealistic, or when the client does not invest as much in the way of re-
sources as expected: “Yes, the client is committed to the outcome of the project 
and is part of it and of the decision-making.”  (PM3). Another point about a good 

                                                      
1 PM stands for the subjects, project managers, interviewed in this study. 

follows (age/Male or Female): 41/M, 42/M, 42/F, 59/M, 46/F, 57/F, 33/M, 50/M, 
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team was raised by PM9, who stated that an incompetent project manager with a 
good team could not make the project fail. Adequate and successful 
communication and interaction between the parties were critical success factors: 
“Well, the first thing that came to my mind, one single thing that covers most of 
it…it is communication and this kind of successful interaction.” (PM8)  

The human perspective  Human issues that are manifested in relations be-
tween people, their mental states and capabilities arose as critical factors in this 
category. The following issues emerged:  

relationships between people,  
motivation and attitude, 
competence, and 
trust. 

Relationships between people participating in the project were perceived as 
critical. This means that it is not only team spirit and chemistry that affect the re-
sults, and that relations with client representatives and the project work culture are 
also critical. Project participants work in close contact with each other, and any 
deficiency in relations may put a damper on the whole thing. Openness and truth-
fulness were also considered important factors, as the following examples show: 
”Chemistry and social skills: communicative skills and the ability to co-operate 
are quite important, and this reflects the organizational culture.” (PM2) “… And 
mutual openness, truthfulness and trust.” (PM6) 

Motivation and attitude were also mentioned as significant success factors, and 
in particular common enthusiasm and interest in carrying out the project – on the 
part of both the customer and the supplier :  “… and then, the customer is inter-
ested in the project… it has a big influence on the motivation of the team...” (PM9) 

Adequate competence in the participants (project manager, team members) was 
identified as critical: “The project manager has to be mature, he or she must have 
experience and a view” (PM1), and “…skilful people who are able to use the 
tools…” (PM6) 

Trust between supplier and client was also perceived as critical: co-operation 
will suffer if there is a loss of trust. In the following extract, the project manager 
emphasizes the need for trust between the key players: “The one thing that always 
matters. You have to gain the trust of the client and especially the trust of the key 
persons. If it is not gained, things will be relatively difficult.” (PM4) 

The context perspective Context is defined as the contemporary setting within 
and beyond the organization (Boddy 2002, 31; see also Kast and Rosenzweig 
1985, 136). Perceptions related to the context refer to how actors affect or are af-
fected by the project. The project receives resources from the surrounding 
organization, and the results (e.g., a new or modified IS) will be implemented in 
the environment of the client. The interviewees mentioned that it was essential to 
understand the business operations of the client and the context of the system use: 
“…there the critical factor was that you really understood the environment in 
which the outcome of the project will be used.” (PM10). PM9 said that the project 
had to get support from the organization: “The project must have the support of 
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the organization; the resources, telecommunications, and the infrastructure in 
general, that are needed in the project, must be available…” 

4 Perceptions on the replacement of the project manager 

In response to the free-form question about replacing the project manager, the sub-
jects typically described the reasons behind and the situations that led to such an 
event. These deliberations were divided into two categories: “Replacing the pro-
ject manager to rescue a troubled project,” and “Replacing the project manager as 
part of the process”. Some interviewees also deliberated on how the replacement 
should be carried out, thereby forming the third category: “Carrying out the re-
placement.” These categories are described below. 

Replacing the project manager to rescue a troubled project. Most of the 
subjects referred to replacing the project manager in negative terms: replacement 
was needed if the project was not going as planned, or was facing dilemmas (for 
example, the objectives would not be met in accordance with the schedule), and 
trust in the manager had been lost. When the trust is lost, the client may demand 
replacement. Similar demands may emerge from inside the project manager’s or-
ganization, or even from inside the team. Trust in the manager may be lost if his or 
her capabilities and competence do not meet the requirements of the project, or if 
his or her way of working and communicating are perceived as deficient. Prob-
lems in the personal chemistry between the project manager and the client repre-
sentatives also emerged as a reason for replacement. The following extracts give 
examples of the interviewee responses: 

PM3: “Mainly a situation where the project manager does not enjoy the 
trust of the client, the steering group or the client’s staff. They do not trust 
his or her competence or way of acting as a project manager, or perhaps he 
or she is too inexperienced, or then a more experienced manager might be 
wanted. The situation has changed or has somehow gotten out of hand.” 

PM2: “Well, it can be a consequence of the fact that the outcomes do not 
correspond to the requirements or the project does not run on time and 
these things cause these chemistry concerns. For example, the client and 
the project manager might not get along with each other and then it is time 
to replace the project manager.” 

Replacing the project manager as part of the process. In this case the replace-
ment is described as a pertinent part of the project. The project manager may have 
special experience and know-how related to the tasks of certain phases. A man-
ager with marketing or testing experience, for example, should be in charge during 
the related phases. This being the case, replacement between phases was perceived 
as strength. Secondly, if the project manager is replaced because he or she gets a 
new job or takes maternity leave for example, or if there is some other justified 
reason, the replacement is considered a pertinent part of project. In this case it may 
be easier for the team members to adapt to the new situation than in the cases 
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extract:  

PM3: In a case like this it is easier to familiarize [the new project manager] 
or transferring the tasks is easier, because there is a mutually accepted rea-
son for this. … I don’t know how to say it, but in a case like that it’s some-
how part of the project. … Normally the commitment of the whole group is 
different in this kind of situation and the solution is sought together. 

How the replacement should be carried out. On a few occasions the interviewee 
perceptions also referred to how the replacement should be carried out. In the 
worst cases the successor and the replaced manager do not meet at all (if the latter 
left immediately) and there are no introductory discussions. At best, the new man-
ager comes from the project and has introductory discussions with both the client 
and the project team. This makes it easier for the new manager to take charge of 
the project. 

According to the interviewees, replacing the project manager may or may not have 
a significant effect on the project and its different aspects. The following two 
categories emerged: “The issues affected by the replacement”, and “No effects if 
conducted professionally”. They are described below. 

The issues affected by the replacement. Many subjects expressed the view 
that the replacement affected “everything” in the project, including the project 
team, the client, and the task, and that it brought temporary “chaos”. When ques-
tioned further, they raised the following issues:  

the schedule and cost,  
team spirit and personal chemistry, and 
communications. 

Replacing the project manager affects the project schedule and costs because the 
process may be temporarily slowed down when the new manager introduces him 
or herself to the project, the team, and the client: 

PM1: ”… and, of course, these kinds of cost effects may occur. Of course, 
the project always has a defined budget, within which it operates. The way 
this shows is that resources for transferring competence to the new project 
manager are needed, so that he or she understands every single detail. 
Somehow it delays every function.” 

Replacing the project manager affects the personal relations among all parties. 
When a well-welded team gets a new manager it has to adapt to that person’s 
characteristics and ways of working. Each team member has to build up his or her 
relationship with the newcomer. Given the pivotal role of the leader in terms of 

belonging to the previous category. This kind of deliberation is visible in the next 

of replacement 
5 IT project managers’ perceptions of the impact
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communications in the project,  anyone new to the role has to build the communi-
cation channels with all relevant parties (team members, clients, for example). 
Furthermore, information about the replacement should be communicated to all 
parties. Replacement even affects meeting practices, as managers have different 
ways of discussing and holding meetings, and it has a great influence on 
communication with the client: “…communication with the client. It is, after all, 
the primary contact party in many cases.”(PM9) 
 
No effects if implemented professionally. Some subjects did not consider replac-
ing the project manager problematic if it was done professionally. As PM8 said,
“… if the project manager leaves within a week, nothing extraordinary follows. 
Then you just must make sure the replacement is being planned and transfer as 
much knowledge as you can.” 

6 Discussion and implications 

We considered the perceptions of ten Finnish project managers about project-
manager replacement in terms of the project success. In our analysis of percep-
tions of success factors, we combined the ideas of Blake and Mouton (1978) about 
two major management concerns - for the task and for human issues - together 
with the idea that projects occur in context (Boddy 2002). As a result, we ended 
up with three perspectives on success factors: management (e.g., cost, schedule, 
quality), human issues (e.g., relations, motivation), and context (e.g., understand-
ing the context of the client organization). Although different from Shenhar and 
Levy’s (1997) and Lyytinen and Hirschheim’s (1987) definitions, we find this in-
terpretation useful as it simplifies the three important aspects of project manage-
ment into the upper-level themes of the task (management), human issues (leader-
ship), and the context. Our interpretation is based on the qualitative approach, 
according to which we did not prioritize the subjects’ expressions. In their quanti-
tative study, Belout and Gauvreau (2004) conducted a correlation analysis and 
found a link between project success and the personnel factor, although it was not 
as significant as other factors such as the project schedule. Nevertheless, many 
scholars do find human-related issues critical (e.g., Smith 1999; Turner and Muller 
2005). 

We also analyzed the project managers’ free-form perceptions about replace-
ment. On the one hand, replacement of the project manager was perceived as an 
attempt to rescue a troubled project, but on the other hand it was seen as a perti-
nent part of the project: a person with special know-how may serve as manager 
during a particular phase. The interviewees also expressed ideas on how the re-
placement should be carried out. Discussions between the former and the current 
manager were considered indispensable. Our interpretation of these perceptions is 
that, in the case of a troubled project, replacing the manager without having ade-
quate plans concerning replacement may cause significant damage to the whole 
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project. The subjects mentioned the schedule, costs, the team spirit, personal 
chemistry and communications as being particularly affected.  

Implications for research and practice  Developing the means of preventing 
problems from emerging in projects has been an objective of scholars engaged in 
research on project management and IS. Given the fact that replacing the manager 
has been and will continue to be used as a means of rescuing projects, the act of 
replacement should be studied further, and best practices for carrying it out should 
be collected. The risk of replacement should be taken into consideration in the 
project-planning phase, and plans made for that eventuality. It is worth noting that 
replacement could be used as a means of strengthening the project process, and 
that research on the effects and processes of deliberate and well-planned replace-
ment should be conducted. 

Evaluation of the study  As Klein and Myers (1999, 74) state: “…the partici-
pants, just as much as the researcher, can be seen as interpreters and analysts”, and 
accordingly in this study, the subjects were asked to produce interpretations of 
project success factors and of the replacement of project managers. The strength 
of the interviewing method is that it focuses directly on the study topic (Yin 
1994). On the other hand, its weaknesses include the risk of bias due to poorly 
constructed questions, response bias, inaccuracies due to poor recall, and reflexiv-
ity, which means that the interviewee says what the interviewer wants to hear (Yin 
1994). According to Fielding (1993), the problems with interviewing as a research 
method include interviewee attempts at rationalization, and the fact that the inter-
viewees may fear being exposed. The implication is that people tend to avoid de-
scribing aspects of behavior or attitudes that are inconsistent with their preferred 
self-image. As far as this study is concerned, we recognize the fact that two re-
searchers with different backgrounds and of different personality types conducted 
the interviews, and this may have caused response bias. Ten interviewees repre-
sent a small population, and more data is needed to produce a richer variety of 
perceptions. Furthermore, the theme investigated may have been emotionally dif-
ficult for the interviewees, and we therefore refrained from asking them if they 
had experienced being removed from a project. Finally, in our view one of the 
strengths of the study is that by using subjects who were experienced project man-
agers we drew out the major viewpoints on the issues in question. 

We wish to thank the anonymous referees, Professor Kalle Lyytinen, Professor 
Ronald Rice, Professor Airi Salminen, and lecturer Anne Honkaranta for their in-
sightful feedback in the development of this study. 
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1 Introduction 

The paper covers different interpretations of virtual organization and explanation 
of current managerial theories that have impact on its development. Next, author 
presents business institution governance issues, particularly focusing on IT 
governance problems. Last part of the paper contains consideration of virtual 
university and virtual university governance components. Author argues that 
virtual university governance requires strategy management, value creation, IT 
architecture development, resource management by contracts, standardization for 
controllability, compatibility and interoperability, strategy performance measures 
and accreditation in education. Experiences gathered during participation in 
project named Virtual Space of Collaboration of Universities of Economics 
allowed to formulate theses presented in the paper.  

2 Virtual Organization Management Theories

A virtual organization is a set of individuals and institutions, with some common 
purposes or interests, that need to share their resources to pursue their objectives. 
Virtual organizations are developed to enable a knowledge-based enterprise to 
exist in a wide area network i.e. Internet.  

According to Burn and Ash (2002) a virtual organization is recognized as a 
dynamic form of interorganisational systems and hence one where traditional 
hierarchical forms of management and control may not apply. Franke (2002) 
suggests that the organizational concept of virtual Web organizations encompasses 
three organizational elements. The first element is a relatively stable virtual Web 
platform from which dynamic virtual corporations are derived. Secondly, virtual 
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corporations are interorganisational adhocracies that consist temporarily of 
independent companies in order to serve a particular purpose, such as joint R&D, 
product development and production. The third element of the organizational 
construct is the management organization that initiates and maintains the virtual 
Web platform and facilitates the operation of dynamic virtual corporations.   

Byrne (1993) defines the virtual corporation as a temporary network of 
independent companies – suppliers, customers and even rivals – linked by 
information technology to share skills, costs, and access to one another’s market. 
This corporate model is fluid and flexible – a group of collaborators quickly unites 
to exploit a specific opportunity. Once the opportunity is seized, the venture will 
disband. The group of partners within virtual organization cooperates to utilize 
opportunities, to overcome barriers, to reduce threats and to achieve strategic 
objectives. Basically, virtual corporations form value-added partnerships of units, 
which are autonomous, but depend on their purposes and given circumstances. 
Lewis and Weigert (1985)  say that the pillars of virtual organizations comprise: 
1) standardizing interactions, 2) standardizing metadata 3) treating knowledge 
separately from the individual 4) abstracting information from operations. Virtual 
corporations are the ideal form for optimal knowledge sharing and innovation. 
According to Dirksen and Smit (2002), Prusak (1997) and Kisielnicki (2002) the 
real value of the virtual organization is in the spontaneous gathering of people 
with shared interests and aims emerging during the development process. They 
know their mission and vision and they follow them to achieve their strategic 
goals.  

3 Corporate Governance versus IT Governance   

Governance is defined as a set of responsibilities and practices exercised by the 
board and executive management with the goal of providing strategic direction, 
ensuring that objectives are achieved, ascertaining that risks are managed 
appropriately and verifying that the enterprise’s resources are used responsibly 
(Board Briefing…, 2003). The overwhelming emphasis in governance research 
has been on the efficacy of the various mechanisms available to protect 
shareholders from the self-interested whims of executives. Internal mechanisms 
include an effectively structured board, compensation contracts that encourage a 
shareholder orientation and concentrated ownership holdings that lead to active 
monitoring of executives. The role of monitoring (i.e. board oversight of 
executives) is a central element of agency theory and fully consistent with the 
view that the separation of ownership from control creates a situation conducive to 
managerial opportunism. Shareholder activism has emerged as an important factor 
in corporate governance. Shareholders with significant ownership positions have 
both the incentive to monitor executives and the influence to bring about changes 
they feel will be beneficial.   

The definition of the word governance implies the action or manner of 
governing; IT governance according to  Weill and  Ross is a decision and 
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accountability framework to encourage desirable behaviour in IT field (Mitra, 
2005). Participants of the governance body lay down policies around different 
categories of decisions that need to be made. The body also decides upon the 
people in the enterprise who are empowered to make those decisions. An effective 
IT governance council must consider three questions: What decisions must be 
made to ensure the effective management and use of IT? Who should make the 
decisions? How will the decisions be made and monitored?  

According to Van Grembergen (2004) IT governance is the organizational 
capacity exercised by the board, executive management and IT management to 
control the formulation and implementation of IT strategy and in this way to 
ensure the fusion of business and IT. IT management is focused on the internal 
effective supply of IT services and products and the management of present 
operations. IT governance is much broader and concentrates on performing and 
transforming IT to meet present and future demands of the business (internal 
focus) and the business’ customers (external focus). IT governance is an integral 
part of corporate governance. There are two important components of IT 
governance: strategic alignment and the achievement of business value of IT.  

Peterson argues that IT governance is the system by which the organization’s 
IT portfolio is directed and controlled (Van Grembergen 2004). IT governance 
describes the distribution of decision-making rights and responsibilities among 
different stakeholders in the organization and the rules and procedures for making 
and monitoring decisions on strategic IT concerns. IT governance thus specifies 
the structure and processes through which the organization’s IT objectives are set, 
and the means of attaining the objectives and monitoring performance.  

The IT Governance Institute established by the Information Systems Audit and 
Control Association (ISACA) in 1998 was the first organization to use the IT 
governance term. The Institute continues to develop the ideas included in 
Sarbanes-Oxley Act of 2002 by introducing a COSO-based framework - the 
Control Objectives for Information and Related Technology (COBIT). COBIT is 
an internationally accepted IT control framework that provides organizations with 
good practices that help in implementing an IT governance structure throughout 
the enterprise. It aims to bridge the gaps between business risks, control needs and 
technical issues. The basic premise of COBIT is that in order to provide the 
information that the organization needs to achieve its objectives. IT resources need 
to be managed by a set of naturally grouped processes.  

The core of the COBIT framework is the control objectives and management 
guidelines for 34 identified IT processes, which are grouped into four domains: 
planning and organisation, acquisition and implementation, delivery and support, 
and monitoring. Here, the control is defined by COBIT as the policies, procedures, 
practices and organizational structures designed to provide reasonable assurance 
that business objective will be achieved and that undesired events will be 
prevented or detected and corrected. Information Services Procurement Library 
(ISPL), Information Technology Infrastructure Library (ITIL) cover the 
supplement framework and tools for IT governance. IT Governance Institute 
recognizes the following works as essential for the governance model in virtual 
organization:  
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1. Balanced Scorecard as the help to transform vision and strategy into a 
coherent set of performance measures.  

2. Board Briefing on IT Governance as a document covering high-level 
guidance to boards of directors.  

3. Capability Maturity Model (CMM) as the model providing the principles 
and practices to ensure IT project maturity.  

4. Committee of Sponsoring Organisations of the Treadway Commission 
(COSO) Enterprise Risk Management Framework  as the conceptual 
framework for benchmarking enterprise risk management processes.  

5. European Framework for Quality Management (EFQM).  
6. Enterprise Architecture as the roadmap to optimal performance of business 

processes.  
7. Malcolm Baldridge National Quality Criteria Framework.  
8. OECD Principles of Corporate Governance.  
9. Technical Reference Model as a common vocabulary of IT terms.  

4 Virtual University Governance 

Nowadays institutions try to virtualize part or the whole of their operations opting 
for the ad hoc implementation of ICT solutions. Virtual universities as a distinct 
organizational form can be viewed as loosely coupled systems tied together by a 
combination of joint aspirations, conversational interactions, collaborating and 
occasionally competing communities of practice (Prasopoulou et al., 2006). The 
virtual university is an institution free from the geographical confines of the 
campus, using the new communication technologies to connect learners, potential 
learners, teachers, researchers, alumni, employers, research founders and 
administrators in a flexible ever-changing network organization. Some virtual 
universities are created within existing universities while a wide range of new 
institutions and collaborative ventures are being set up independently.  

New trends emerging in the university education domain are significantly 
influencing e-learning:  

The shift from graduating-oriented  studying to learning-oriented studying.    
The shift from student to learner, so the learning process is more cooperative 
than competitive.  
 The shifts from expertise in a domain to teaching beliefs. One teacher may 
have diverse beliefs from another and the different actors (students, peers, and 
teachers) may have diverse beliefs about the domain and teaching methods.  
The shift from the four-year graduate program to lifelong learning.  
The shift from the dominance of the teachers’ roles to student-centred 
pedagogical thinking.  
Decrease in the cost of technologies and services. 
Rapid growth and advancement of Internet technologies.  
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Growing political commitment at European Union level to promote the 
widespread use of educational technologies through partnerships between 
institutions and businesses.  

According to the Bologna Declaration, the key factors to greater consistency 
and compatibility between courses in different education systems comprise the 
adoption of a system of easily readable and comparable degrees, adoption of a 
system essentially based on two main educational cycles, establishment of a 
system of credits (European Credit Transfer and Accumulation System - ECTS 
system) as a proper means of promoting the most widespread student mobility, 
promotion of European cooperation in quality assurance with a view to developing 
comparable criteria and methodologies, promotion of students and staff mobility 
and emphasizing European dimension in higher education. Bologna Declaration 
aims to promote the convergence of different systems to improve the transparency 
and compatibility of different courses, degrees and diplomas. The resulting project 
- Tuning Educational Structures in Europe is at the heart of the Bologna-Prague-
Berlin-Bergen process. The project focuses not on educational systems, but on 
educational structures and content of studies (Wagenaar & Gonzalez, 2003). 
Whereas educational systems are primarily the responsibility of governments, 
educational structures and content are that of higher educational institutions.  

discussion i.e. the comparability of curricula in terms of structures, programmes 
and actual teaching as well as inseparable linking credits and learning outcomes, 
expressed in terms of comptences.  In the reform process the required academic 
and professional profiles and needs of society should also play an important role.  

 Step by step, universities have been re-engineered towards virtual 
organisations. As a less risky approach they apply blended methodology in 
education and develop university services online. They include e-libraries, 
instructional networking and computing, media services, the campus course 
catalogue and schedule, multimedia courseware production. econet project – 
Virtual Educational Space of Collaboration of Universities of Economics in 
Poland (www.econet.pl) aims to propagate the positive ideas of virtual education 
among students. The project is to develop additional supplement courses 
supporting basic offline teaching activities. It is to encourage students to learn 
online and to persuade teachers that the new educational forms are valuable and 
effective. Within the project, teachers from some universities prepare course 
materials. Students are selected in a contest and sign the contract at their own 
offline universities. Generally this virtual education project is based on 
agreements among involved universities; however the central service centre is 
established to ensure educational platform maintainability. This virtual university 
is a closed organization in which identity–based access control is implemented.  

The experiences received during the work within the econet project encouraged 
formulating theses that virtual university governance demands focus on virtual 
university strategy management, contract management, and information systems 
architecture development supported by standardization.  

Nowadays  in Europe the educational system reforms encourage further  
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4.1 Virtual University Strategy Management   

Strategy of virtual university focuses on establishing defensible strategic positions 
by setting organizational scopes, acquiring or building assets and establishing a 
balanced and authorised set of priorities. Strategies are presented as emerging 
from the individual university perspective. The following are key points for 
inclusion in setting strategy for the virtual university environment:  

Being aware of new university risk structures, including the new legal 
international regulations.  
Developing strategy with a continual focus on creating value through 
innovation and software tools (i.e. innovative student–oriented learning 
methods enabling their creativity development). 
Making the strategy a continual process – evolving, linking new initiatives to 
achieve holistic results.  
Sharing the knowledge required to govern the university effectively through 
use of a knowledge portal. 

Anyway, the strategy of virtual university must be driven by innovativeness. It 
must develop cognitive abilities of learners and encourage them to creativity and 
cognition. The value of innovation is the essence of strategy in virtual university’s 
knowledge economy.  

At a virtual university managed as the extended institution four perspectives are 
needed for the strategy roadmap:  

Didactic processes improvement to ensure value creation.   
Customer (i.e. learner) satisfaction increase.  
Financial perspective – costs evaluation and budgeting.  
Growth of network effects.  

Virtual university as a collection of autonomous teaching agencies constitutes a 
heterachic organization. As in traditional educational systems, virtual universities 
have the dilemma to preserve autonomy or reject it under the pressure of 
institutionalism. Institutional economics forses them to look at the interaction of 
law, economics and politics. It requires defining property rights and establishing 
governance arrangements. 

Internet’s origins in informal, non-commercial and relatively non-political 
research and education organizations however place the valuable resources outside 
the control of existing institutions. The governance problems could only be solved 
through the development of new institutional arrangements (i.e. service 
agreements). At virtual university governance structures are needed to deal with 
the complexity of the network relations and to ensure the implementation 
strategies. They have to combine flexible institutional arrangements, limited 
power and commitment of the participants. Having network policies, managers 
have to consider in what way values can be communicated to all network 
participants and how to ensure the internalization of the values. At virtual 
universities product (i.e. courseware) must pass a minimum threshold of adoption 
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to survive in the market and ensure return of investment. Virtual university must 
resemble a network of distributed intelligence. However, not only disseminated 
knowledge is important, but also relations among the students, tutors and 
administration staff. Within virtual university some organizational paradoxes are 
observed such as coexistence of authority and democracy, efficiency and 
creativity, and discipline and empowerment which stem from perceptions of 
opposing and interwoven elements. Cognitive conflicts facilitate cooperation by 
aiming criticism at tasks. Moreover, the board (i.e. university rectors) and 
executive committees can play a vital role in maintaining diversity by providing 
periodical assessments of teaching staff and educational needs.  

4.2 Virtual University  Architecture 

Architecture is progressively seen not just as a tactical instrument for designing an 
organization’s systems and processes but as a strategic tool for enterprise 
governance. Virtual university architecture is expressed in the following four 
subsidiary architectures:  

Institutional Architecture. Involves the virtual university mission, strategy, 
courseware components, organizational structure, educational process models, 
business functions (e.g. payments transactions).  
Information Architecture (also called Data Architecture). Reveals who requires 
what information to achieve their mission and how this information is made 
available.  
Application Architecture (also called Functional Architecture). Involves the 
applications that are necessary for the virtual university mission and the 
information needs. It also gives insight into the virtual university departments, 
divisions or teams differently responsible for the courses.  
IT Architecture. Shows which IT services are necessary for the applications; 
also documents the software, hardware and network products.  

Virtual university architecture identifies the organization of data, applications 
and infrastructure and how they are interrelated both statically as well as during 
run-time execution within Learning Management System (LMS).  

4.3 Contract Management  

At virtual university the dissemination of knowledge, the distribution of services 
and the provision of access to different resources are based on contracts and 
agreements. In IT domain Service Level Agreements (SLAs) are clear description 
of activities, as performed by a supplier under orders of a recipient. To some 
degree of detail, an SLA describes when, how and where the activities are 
executed (Thiadens, 2005). SLAs are aimed at creating certain level of 
expectation. They record the intention of organizations for cooperating in the 
long-run. The SLAs are just applied to include agreements on the quality, the 
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quantity and the costs of the IT facilities. But generally agreements between 
recipients and suppliers are laid down in contracts. In virtual organizations, the 
contents of the sourcing contracts may include the elements of various contracts 
provided for in law. It may contain elements of a sales contract, an agreement for 
provision of services and a data processing agreement. In the part of the contract 
dealing with purchase and sale, it is indicated which objects are handed over. A 
second part of the sourcing contract deals with the services to be delivered. This 
part describes the services, deals with the scope of the provision of services and 
the way in which one deals with work. Virtual university partners for their own 
interests’ protection should sign the contract for cooperation, usually for the 
period longer than two years. ECTS Student Application Form and ECTS 
Learning Agreement have been developed for mobile students, who will spend a 
limited study period at a university in a foreign country. The Learning Agreement 
contains the list of course units or modules which the student plans to take. For 
each course unit the title, the code number and the ECTS credit are indicated. This 
agreement does not exclude courses delivered online. It guarantees the transfer of 
credit for courses passed successfully by the student.   

4.4 Standardization for Virtual Education  

Standards play a prominent role in many systems that are characterized by 
interaction and interrelatedness. In information systems, standards provide 
compatibility and are a prerequisite for collaboration benefits (Weitzel, 2004). 
Weitzel (2004) uses the term standard to refer to any technology or product 
(software, hardware) incorporating technological specification that provide 
compatibility. Products are said to be compatible when their design is coordinated 
in a way that enables them to work together. Compatibility standards enable users 
to participate in networks that allow them to share databases, have access to large 
selection of compatible software, exchange documents and communicate directly. 
The network effects in virtual education markets mainly originate from two 
different areas: the need for compatibility to exchange information and the need 
for complementary products and services.   

Standardization activities extend over a wide variety of areas. The activities of 
standardization organizations such as ISO, ANSI or DIN can confirm this. 
Standards set by these types of organizations are often referred to as norms.   

Standardized approach to educational process enables mixing and matching 
content from multiple sources. It enables the development of interchangeable 
content that can be reused, assembled and disassembled quickly and easily. It 
makes it possible to verify the view that the learning technology investments are 
wise and risk adverse.  

Whether it is the creation of content libraries, or learning management systems, 
accredited standards will reduce the risk of making large investments on learning 
technologies. Accredited standards assure that the investment in time and 
intellectual capital can move from one system to the next. Such standards are 
generic for distance learning education not only on academic university level, but 
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also for postgraduate students, advanced professional training, high schools, so 
they can be applied as supplement to university education systems. Organizations 
responsible for the development of computer-based training standards are as 
follows: 

The ARIADNE Foundation [http://www.ariadne-eu.org/].  
The Advanced Distributed Learning (ADL) Initiative [http://www.adlnet.org/]. 
The ADL Initiative developed the concept and implementation of ADL 
specifications and guidelines such as the Shareable Content Object Reference 
Model (SCORM) to define relations of course components, data models and 
protocols so that learning content objects are shareable across systems that 
conform to the same model. 
The Aviation Industry  CBT (Computer Based Training) Committee (AICC) 
[http://www.aicc.org/ ].  
The Australian Consortium EdNA (Education Network Australia) 
[http://www.edna.edu.au/].  
BAOL Quality Mark http://www.baol.co.uk/qmwhat.htm . 
CEN (Comité Européen de Normalisation)/ The ISSS division (Information 
Society Standardization System) Workshop on Learning Technology 
[http://www.cenorm.be/].  
CUBER project  http://www.cuber.net 

Dublin Core Metadata Initiative. The Dublin Core is a metadata element set 
intended to facilitate discovery of networked electronic resources 
http://dublincore.org. 
ETB quality research  project http://www.en.eun.org.   
The IEEE Learning Technology Standards Committee (LTSC) 
http://ieeeltsc.org  
The IMS (Instructional Management System) project http://www.imsglobal.org 

Gateway to Educational Materials (GEM) 

(PROMETEUS) [http://eml-sig.eulearn.net/]. 
Reusable Learning Objects (RLOs) UCeL (Universities’ Collaboration in 
eLearning UCEL) http:// www.ucel.ac.uk.  

There is a difference in the European and American way of standardization. 
Europeans tend to find solutions on a governmental basis and so several 
governmental institutions and organizations are founded to work in the area. In 
opposite to that, the Americans often work out of market-driven situations and are 
pluralistic. Different societies have contradictory educational systems (different 
school/university models) and therefore a divergent understanding what 
specifications should handle, what is essential and what is unimportant. The 

Promoting Multimedia access to Education and Training in European Society 

 The ISO and International Engineering Consortium Joint Technology Commitee 
 (ISO/IEC JTC1) [http://jtc1sc36.org]. 

http://www.scitechresources.gov/Results/show_result.php?rec=2538 

DESIRE – Development of a European Service for Information on Research 
and Education http://www.ukoln.ac.uk/metadata/desire/quality. 
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development of a standard for metadata suited for school as the specification is 
partly based on learning objects, but adds several other school-specific elements.  

5 Summary  

Virtual universities as new organizational forms are to supplement or even 
substitute traditional education. Standardization of educational processes, 
clarification strategy and architecture are necessary to create virtual universities as 
reliable institutions, which work to educate adults and to enable educational 
activities verifiability. Standardization enables transparency of educational 
activities, their compatibility and controllability. Contract management for IT 
services as well for students’ mobility is to be the essential way of governance of 
educational resources within such universities.  
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Abstract: Web Engineering is defined like a new area to propose models, techniques, 
processes, architectures, etc. in order to deal correctly with the special characteristics of 
the web environment. In the last years, new methodological approaches appeared in this 
environment. However, Web Engineering is not often applied in industries and real pro-
jects. This paper presents a general vision of a web approach, named NDT (Navigational 
Development Techniques) and it is focused on the study of its practical applications. 

1 Introduction 

Since the Net of Nets was born in the 70’s, as a net to spread research material, 
an amazing change in the use of Internet has taken place. In the last years, Inter-
net has become a popular tool and the number of users who work every day with 
it has grown crazily. 

Companies and organizations find in Internet a suitable way to present their 
businesses, and also, a powerful way to contact with their clients and employees 
all over the world [14]. This evolution, the high advance of communications and 
the increase in the benefits of the equipment, networks and routes of transmission 
have fomented to the fact that most of the actual systems are developed or 
adapted to internet. Since the development of software systems in Internet ap-
peared, the research community has detected the necessity of proposing new 
methodologies, techniques and models to offer a suitable reference environment 
for the new and special characteristics of internet. For this aim, a new research 
line in the Software Engineering has been developed in the last years: Web Engi-
neering [5]. Web Engineering is the systematic, structured and quantifiable 
application of methodological approaches to the development, evaluation and 
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process that guarantees the quality of the results. When the Web Engineering ap-
peared as a new research line, several new methodological approaches were pro-
posed and some surveys and comparative studies agreed that it was necessary to 
offer new methodological environments to deal with the special characteristics of 
the web [2][3][12][13][24].  Nowadays, the research community accepts all over 
the world the idea that web projects have special characteristics (critical naviga-
tion, hypermedia, customization, etc) that must be treated carefully in the life cy-
cle. Thus, web projects and that need their own models and techniques [18]. 

 

Fig. 1. A global vision of the web approaches and its relations 

After different comparative studies, we can conclude that a big number of web 
approaches were proposed in the last years.  In  figure 1, a chronogram  with the 
most famous approaches is presented. Some of these approaches are an evolution 
of a previous one and some of them are related between them. A continuous ar-
row between two methodologies expresses that the destination approach is based 
on the origin one and a dotted line expresses that the younger approach is an evo-
lution of the oldest one. Most of them are focused on the object oriented para-
digm, only the shadow ones are structured. It is out of the scope of this paper to 
present approaches presented in figure 1. They can be depth studied in [12].  
However, recent comparative studies [2][3][12][17][18][24] show that Web En-
gineering has not been enough applied in the enterprise environment. Very few 
real applications can be found. This is an important gap for the Web Engineering 
research. 

In this paper, we present a global vision of NDT[9][11][12]. A web proposal 

proposal has been widely applied in real companies and projects. In section 3, 
to deal with requirements capture and analysis in web systems in section 2.This 
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maintenance of web applications [5]. At first, the development of web systems was 
an ad-hoc process. Applications were developed without following any structured 
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these experiences are presented. In section 4, these experiences are presented 
analyzing the results and the evolution of the proposal. In the last section, final 
conclusions and future works are presented. 

2 NDT (Navigational Development Techniques) 

NDT is a methodological process focused on the requirements and the analysis 
phases. NDT offers a systematic way to deal with the special characteristic of the 
web environment. NDT is based on the definition of formal metamodels, pre-
sented in [14], that allow to create derivation relations between models. NDT 
takes this theoretic base and enriches it with the necessary elements to define a 
methodology: techniques, models, methodological process, etc.  in order to offer 
a suitable context to be applied in real projects. 

neering metamodels and it proposes a methodological environment to drive the 
team in the capture, definition and validation of requirements following the next 
ideas: 

1. In the elicitation of requirements NDT assumes its own techniques inheri-
ted from the requirements engineering environment like interviews, brain-
storming or the study of the previous systems [7][21]. 

2. In order to describe requirements, NDT uses some standard models, like the 
use cases, and patterns. A pattern is a special template with predefined 
fields that the development team must develop with the final user [7]. 

3. In the validation of requirements, NDT also proposes a group of techniques 
like the traceability matrix [7] or the fuzzy thesaurus [19] adapted to NDT 
patterns in order to propose a  more agile requirements validation. 

In this sense, NDT can be considered like a model driven methodology. NDT 
also normalizes the structure of the results that must be developed during the re-
quirements engineering. It offers a complete definition of the structure.  

With the theoretic base of metamodels and relations, the next phase is the 
analysis phase. In the analysis phase three models are generated: 

1. The conceptual model, that defines the static structure of the information 
and its relations. 

2. The navigational model, that defines how users can navigate through the in-
formation. 

3. The abstract interface model is composed by a group of HTML and XML 
prototypes that lets validate the conceptual and navigational models [20]. 

However, the generation of these three models is made in two phases. In the 
first one, analysis models are generated systematically from the requirements us-
ing the theoretic relations defined between models. In this sense, NDT can be de-
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In this sense, NDT starts with the theoretic definition of the requirements engi-

 
fined as a model driven approach. These models are named basic analysis models.
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In these basic models, the analyst can make some changes in order to make 
these models more suitable, getting the final analysis models. The construction of 
these final models is not systematic and they depend on the experience of the 
analyst. NDT offers some guides and processes in order to make easier the ana-
lyst’s revision [12]. 

Besides, NDT controls that the changes proposed by the analyst are agree with 
the definition of requirements. In this sense, NDT manages that the final analyst 
models and the requirements definition are consistence. In figure 2, the NDT life 
cycle is presented with an activity diagram. 

Final models generated in NDT are compatible with other approaches like 
UWE or OOHDM. For this reason, from them, the development team can con-
tinue the life cycle with other approaches that have been widely accepted by the 
research community.  
In conclusion, NDT can be defined as a methodology to the requirements and 
analysis phases, the rest of the life cycle is dealt with other important approaches. 
NDT is offered to cover a gap in the treatment of the first phases of the life cycle 
in the Web Engineering.  

Finally, it is important to stick out that NDT has an associated tool, named 
NDT-Tool [9] that supports all the life cycle of NDT. This tool lets automate all 
the systematic processes of NDT, applies all its techniques and gets the results 
automatically. 

Deal with requirements

Capture Define Validate

correct?

Capture Define Validate

correct?no

yes

Analyse

Generate basic 
models

Generate 
final models

Generate basic 
models

Generate 
final models

inconsistent?

yes

no

 

Fig. 2.  NDT development process 

3 Practical applications of NDT 

With this basic introduction to NDT, which can be extended with its reference 
manual available in [9], in this section an historical evolution of NDT is going to 
be presented. NDT was born from some comparatives and analytic studies of the 
Web Engineering.  From them, we concluded that the Web Engineering was a 
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very young area that was the research environment of several important groups, 
but there were some gaps stuck out even by these research groups [12]: 

1. There are not standard notations. In the first years, each approach offered 
its own models and they were incompatible with other models in other ap-
proaches. Everyday, research groups are looking for standard notations, li-
ke extensions of UML, in order to offer compatible models. 

2. Classically, the most treated phases in the Web Engineering were the de-
sign and the implementation ones. In the last years, the research community 
has stuck out that it is important to offer suitable ways to go from the user’s 
requirements the design models. 

3. There is not enough CASE support. Although, nowadays some methodolo-
gies like WSDM[6] are working in this line, there are very few approaches, 
like WebML [4], UWE [17] or OOH[3], that cover completely their life 
cycle with a tool. 

4. The Web Engineering has not been enough applied in the enterprise envi-
ronment. 

For these reasons, NDT is presented like a solution to cover these gaps in the 
Web Engineering. NDT has evolved to the use of standards and it offers a open 
way to work with other approaches. For that, the use of metamodels and UML is 
fundamental. Besides, NDT works in the first phases of the life cycle that are the 
less treated in Web Engineering, using the suitable results of other approaches in 
the next phases. 

Table 1. The analysed project 

Name of the project Date of starting Company 

Systems to manage information about public grants 
The system to manage information about cul-

tural grants 
2000-2001 

The system to manage information about in-
ternational help 

2001-2002 

Andalusian 
Government 

 

Systems to manage information about historical heritage 

The system of Movable Heritage in Andalusia 1997-1999 

The Thesaurus of Historical Heritage 2003-2004 

The system of Historical Heritage Authors  2005-.. 

Historical 
Heritage An-

dalusian  Insti-
tute 

System to measure the grade of handicap 

The system to measure the grade of handicap 2004-2005 
Alcer Funda-

tion 

But, NDT also has worked in points 3 and 4. With NDT-Tool, NDT offers a 
suitable CASE support in its application. And with its several practical experi-
ences, NDT has shown how the Web Engineering can be applied in real projects.  

In this section, we are going to present these practical experiences. Projects 
are presented in three subsections depending on its subject: projects to manage 
information about public grants, projects to manage information about historical 
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heritage, the system to measure the grade of handicap. For each of one, a global 
vision of the project objects and the development environment is offered and af-
ter the conclusions getting in them are analyzed.   

Although projects are presented grouped by its thematic, it is important to ana-
lyze when they were developed in order to see the evolution of NDT. In the table 
1, we presented an abstract with the name of each project, the date of develop-
ment and the company where they were developed. In the next section, this short 
schema will be the base to analyze the conclusions in a general way. 

3.1. Grants management projects 

When NDT started to be applied, in 2000, only the requirements metamodels 
were defined. Patterns and models in the requirements phase were applied in a 
system to manage the information about grants given by the Andalusia Govern-
ment for cultural activities. NDT patterns were changed, corrected and modified 
during this first collaboration. NDT divides requirements into five groups: stor-
age information, actors’, functional, interaction and non-functional requirements. 
The system developed was critical because it had to manage a high amount of in-
formation that depended on a complex administrative process where there was a 
high number of different roles with different necessities. For that, we detected 
that it was necessary to offer a way to define new data structures. However, the 
idea of data structure was not oriented to a programming idea.  

The data structures that had to be included in NDT must be oriented to the 
user. They must offer a suitable way to define a set of structured data according 
to the user’s view.  For instance, in the system appeared several times the neces-

These data always include the same information: name, address, etc. Despite of 
defining these data every time, we worked on the idea of offering a way to define 
this structure in the requirements phase. 

With this idea, in NDT the concept of new natures was introduced. A nature is 
a new special kind of requirement, with its own pattern, that allows to define 
these data structure requirements. 

Other important idea that was added in NDT in this project was the use of 
graphics. At the beginning, the requirements phase of NDT was only based on 
patterns. However, we detected that, at the beginning of the project, was more in-
teresting make meetings based on graphical notations. We decided to enrich the 
basic definition of NDT with the use cases of UML[25]. Use cases model is a 
standard notation widely known and very easy to be understood by non-expert 
people. In any way, the textual description of patterns was kept in NDT. After the 
first meetings, use cases are very ambiguous to capture all the necessary informa-
tion [15][26]. 

This modifications in NDT provoked an additional cost in the project that was 
several months delayed. However, the final results were quite goods and, some 
months later, a new similar collaboration was born.  

   

sity of storing the identification data of different people: users,  managers, etc. 
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Again, the project was a system to manage information about grants in the 
Andalusian Government. However, in this case, grants were oriented to the inter-
national help. Users were not the same and the new ones did not know NDT or 
the patterns. But, with this new experience, we could test that the introduced 
changes were very suitable.  

The double way to work: patterns and diagrams, offered a more agile way to 
work with users. However, we found in this collaboration an important barrier in 
the application of NDT. To keep patterns updated was a very difficult task. Pat-
terns are interrelated and a change or a modification in one of them can produce 
changes in several ones. For this reason, in this point, we detected that it was 
completely necessary to develop a tool to support NDT. 

3.2. Heritage management projects 

The oldest project where NDT was applied were the system of Movable Heritage 
in Andalusia (1997-1999). This system lets manage and spread out information 
about the movable heritage in Andalusia. The initial patterns in NDT were com-
pleted and first tested in it. However, the essential contribution of this project to 
NDT was the special treatment of the different roles. 

This system had different roles of users and the system changed completely 
depending of each role. The shown information was different depending on the 
user was an archeologist, an artist, a tourist or others. But, besides, in this system 
a same user could navigate in the system playing several roles at the same time. 
Thus, if a user was an archeologist, an artist or an archeologist-artist, the naviga-
tion, functionality or the interface were completely different. 

The complexity of this role motivated us to find simple but powerful ways to 
study roles and their relations. From this idea, new models based on heritance 
and traceability matrixes were added to NDT during this project. 

These new ideas was again testing in a similar project with the same group of 
users in 2003. In this case, we applied NDT to  develop a Thesaurus of Historical 
Heritage [10] obtaining very good results. 

This project demonstrated also the advantages of working with users that 
knew the NDT patterns. Patterns are very intuitive for users and non-expert peo-
ple in software engineering. When a user works with them, it is very easy for 
him/her to use it again. 

The evolution of NDT and its improvements with the practice were recently 
value in a project that, nowadays, has just being developed with the same group 
of users. This new project consists in the development of a system to manage and 
spread through Internet the information about authors that worked in the Andalu-
sian Historical Heritage. In this project, the development time and also its cost 
have being lower than in the other projects for several reasons.  

The first one is because users and the development team know very well the 
development environment. Users know NDT very well and it was quite easy to 
apply patterns and requirements techniques. But, also NDT-Tool is completely 
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developed. It is available via web and it make easier the management of the in-
formation and the attainment of the results. 

3.3. The system to manage the grade of handicap 

This system is one of the youngest where NDT was applied[27]. In this case, 
NDT was a consolidated methodology. For this reason, in the application of NDT 
to this system, patterns, models, techniques and  NDT-Tool could be applied 
without any changes getting very good results. However, the project was essen-
tial for another aspect that was forgotten in the research environment but that was 
essential in some enterprise environment. 

The system to manage the grade of handicap is a system developed with the 
Alcer Fundation [1]. This system lets apply the Royal Decree 1971/1999 (23/12) 
of the Spanish Government and drives how the grade of handicap of an patient 
must be measured by a medical tribunal. 

This project offered two important challenges to NDT. The first one was that 
the environment, the group of users and the terminology was completely new for 
NDT and the development team and, even, for the group of users because in 
Spain there is not a similar system. In this sense, the application of NDT was 
very successfully because it made easier the communication with users.  

However, the results in the other line wake the restlessness about a very few 
treated aspect. In other projects, the validation of requirements was made with 
techniques like reviews, the following of requirements with traceability matrix 
and the study of the terminology with glossaries. 

Nevertheless, this system worked in a very specific environment with a very 
complex argot. The ambiguity of the terminology in this kind of projects could 
provoke serious disasters. 

We started to work in more powerful techniques to validate requirements. We 
made a comparative study and work with the university of Nice in this aspect. 
This university developed a tool, named fuzzy thesaurus [19], that allows the de-
velopment team to test ambiguities in software analysis models. After a work to-
gether, this tool was adapted to NDT and, nowadays, it is being included in 
NDT-Tool. The application of the fuzzy thesaurus allows to find errors in the re-
quirements definition provoked by terminology ambiguities in a systematic way. 
The use of this tool is not always forced in NDT but it is a good technique to 
validate requirements in complex project with complex environments. 

4. Global evaluation 

During the realization of the projects and with the gotten results, we can present 
some empirical results. In table 2, we have enumerated each project and we have 
measured some aspects for each one. 
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We are going to analyze each of these measures and their justification. How-
ever, we are going to start for the last ones. The grade of development of NDT 
and the availability of NDT-Tool are essential in the results of the other aspects. 
The oldest project was the system to manage the Movable Andalusian Heritage, 
in this case, NDT was just at the beginning and several changes were made dur-
ing the life cycle. In the first two projects, NDT was more developed but, also, 
some changes had to be made. Besides, in these three projects NDT-Tool was not 
available. These aspects added a new complexity to the project and provoked 
some delays. 

The first idea presented on the table is the grade of complexity of the system. 
We measured this aspect with the number of detected requirements during the 
requirements phase with the next ranges: 

Low complexity: less than 30 requirements 
Medium complexity: between 30 to 50 requirements 
High complexity: more than 50 requirements 

The grade of knowledge of users is a more subjective measure. We have di-
vided projects into two groups. In the first group, with grade low, users did not 
know anything about NDT before the project. In the second one, users (o more 
than the 50 per cent) worked with NDT before. 

The grade of complexity of the environment for the development team ex-
presses if the group of analysts knew the terminology, the company and the 
group of users before the project. All analyst were expert using NDT, so this 
knowledge was not included in the table. The two next ones are only quantitative 
measures to present a deeper vision of the group of work.  

But, perhaps, the most interesting rows are the next two. We have presented 
the estimated time and the real time of the project.The estimation of the project at 
the beginning was made using the initial method proposed by Gustav Karner [16] 
and revised in [22] adapted to NDT and its patterns. 

Table 2. Empirical measures  
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lysist in the re-
quirements phase 

Estimated time 
(months) 

12  12 20 6 6 8 

Real time 
(months) 

15 13 25 6,5 4 8,5 

Grade of de-
velopment of NDT 

Medium Me-
dium/High 

Low High High High 

Availability of 
NDT-Tool 

NO NO NO YES YES YES 

According to these measures, if we analyze the two first projects we can con-
clude that these projects, although in fact were very similar in complexity and 
size, were not similar in the development. The first one was delayer. The reason 
was the grade of complexity for development team. Analysts were the same in 
both projects, so, in the second one, they know very well how grants were dealt. 
Besides, in the first project, as it was presented in the previous section, some 
changes were introduced in NDT. The incorporation of these changes were a 
very positive aspect for the system to manage international help grants. 

More interesting is the analysis of the projects in the Andalusian Heritage In-
stitute, in the third, fourth and fifth columns. The first project was a very difficult 
one and it had very bad conditions. The grade of complexity for the development 
team was very high. They had never worked in this environment and they know 
nothing about heritage. By other way, the group of users did not work with NDT 
or any similar methodology before. Besides, NDT was just at the beginning and, 
as we said, several changes were made in the patterns. Finally, the maintenance 
of the patterns, the application of algorithms and the results must be developed 
by hand, because NDT-Tool was not available. 

For these reasons, the project was quite delay. Its estimated time was 20 
months, but, at the end, it was 25. However, the final results were very good, al-
though the project was delay. Nowadays, the system is running and the number 
of changes in the initial requirements definition was really low. Users were very 
agreed with the application of NDT and they wanted to use it for other projects. 
It is very interesting analyzed the other two projects in the same environment. In 
this case, NDT was completely defined. Users and developers knew the envi-
ronment and NDT. In this case, as can be deduced from the table, the delay was 
lower.  In the project of the Thesaurus, the system only was delay for fifteen 
days. That was because NDT-Tool was developed but it was very young and we 
have to correct some things during the project. However, in the last project the 
time of development was lower than the estimated one. In this case, the project 
had very good conditions and it influenced in a very positive way in the project. 

Finally, in the last project, we can observe that there was again a delay. This 
delay was provoked for the validation of requirements. As it was introduced in 
the previous section, we noticed that in this project the validation of requirements 
was a very critical phase and we noticed that it was necessary to develop more 
powerful techniques. The fuzzy thesaurus was not applied in this project, al-
though its necessity was stuck out during its development. The delay of the pro-
ject was provoked for that. 
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In general, we can observe that the successful in the application of NDT depends 
of several factors. Obviously, NDT and NDT-Tool are now completely devel-
oped. Thus, they are not important aspects in our actual and future projects. 
However, other elements like the user’s experience in NDT or the grade of com-
plexity of the environment for the development team are, nowadays, the main 
factors in the results when we applied NDT. 

very well because they use the user’s vocabulary. Obviously, when users work 
with patterns for the second time they work better because they know them. 
Even, in the project of Authors (column five), users used it directly NDT-Tool. 
They completed the patterns by themselves and, later, these patterns were revised 
by the rest of users and the development team. 

5 Conclusions 

After this paper, we can conclude that NDT is a methodology that was developed 
not only with research results. It also has a very deep influence from the enter-
prise environment. 

Frequently, the research line and companies or practical applications are com-
pletely separated. In several research forums we can find references about this 
gap in Web Engineering. This paper presents a global vision about practical ex-
periences in Web Engineering and according to the results we can observe that 
the practical experience can add important and useful ideas to the research re-
sults. Presented projects are not the single ones where NDT was applied. For 
several years, the Madeira group, where NDT was developed, has applied it in 
several real projects. The result is a methodology that has grown at the same time 
in the research and practical environment. For us, the practical experience with 
NDT is a very interesting work that gives us a more real vision of the software 
engineering. In order to conclude and related with that, we want to outline that 

puter science student finishes his/her grade, he/she has to develop a final soft-
ware project. Nowadays, NDT was applied like requirements and analysis 
technique in twenty final projects in the last years. We observed that NDT is also 
very simple to be applied by people who are not too expert in computer science, 
like our students, and they are very agree with the use of NDT-Tool because the 
work is easier. As a future work, we have to indicate that NDT is completed but 
it is not a closed methodology. The double work in NDT (enterprise/university) 
offers continuous references to adapt the methodology, to include new algo-
rithms, techniques or models. 

We want to foment the open character of NDT with other approaches. Nowa-
days, we have important collaborations with other research groups, like the UWE 
one, in order to integrate both methodologies and make compatible NDT-Tool 
and ArgoUWE. Finally, our interest for continuing with the collaboration with 
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We noticed that when users work for the first time with patterns, they understand 

interesting. NDT was applied in several final project in our university. When a com-
for us, another kind of practical experience was a very important source of 
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companies is bigger every day. We are starting a very big one in collaboration 
with the Andalusian Government. The duration of this new project is about two 
years and the number of analysts and users in the requirements phase is the big-
gest one where NDT was applied. We hope to continue with these practical ap-
plications because we thought that they are essential in Web Engineering. 

References 

Federación Federación Andaluza Alcer. www.alcer.info 
Barry, C., Lang, M. A Survey of Multimedia and Web Development Techniques 

and Methodology Usage. IEEE Multimedia. pp. 52-56. Abril-Junio 2001. 
Cachero, C. Una extensión a los métodos OO para el modelado y generación 

automática de interfaces hipermediales. PhD Thesis. Alicante, España. Enero 
2003.  

Ceri, S., Fraternali, P., Bongio. Web Modelling Language (WebML): A Model-
ling Language for Designing Web Sites. Conference WWW9/Computer 
Networks 33 (1-6) pp. 137-157. Mayo 2000. 

Deshpande, Y., Marugesan, S., Ginige,A., Hanse,S., Schawabe,D., Gaedke, M, 
B. White. Web Engineering. Journal of Web Engineering. Vol. 1 Nº 1. pp. 3-
17.2002. Rinton Press. 2002. 

De Troyer, O., Leune, C. WSDM: A User-Centered Design Method for Web 
Sites. Computer Networks and ISDN systems. 7th  International World Wide 
Web Conference. Elsevier. pp. 85- 94.1998. 

Durán A., Bernárdez, B., Ruiz, A., Toro M. A Requirements Elicitation Ap-
proach Based in Templates and Patterns. Workshop de Engenharia de 
Reqisitos. pp.17-29 . Buenos Aires, Argentina. 1999 

Dustin, E., Rashka, J., McDiarmid, D. Quality Web Systems. Performance, Secu-
rity, and Usability. Addison Wesley 2002 

Escalona M.J,  Mejías M, Torres J, Reina A.M. NDT-Tool: A tool case to deal 
with requirements in web information systems. Proceedings of IV Interna-
tional Conferences on Web Engineering. ICWE 2003. LNCS 2722. pp. 212-
213. 2003 

Escalona M.J, León, A., Martín, A., Mejías M, Torres J,. El Tesauro de Patrimo-
nio Histórico de Andalucía. IV Jornadas de Bibliotecas Digitales. pp. 105-
114. Alicante, España. Noviembre 2003 

M.J. Escalona, M. Mejías, J. Torres. Developing systems with NDT & NDT-
Tool. 13th  International Conference on Information Systems Development: 
Methods and Tools, Theory and Practice. pp. 149-159. Vilna, Lituania. Sep-
tiembre 2004. 

Escalona, M.J. Modelos y técnicas para la especificación y el análisis de la 
Navegación en sistemas software. Ph. European Thesis. Department of 
Computer Languages and Systems. University of Seville. Seville, Spain. Oc-
tober 2004. 

      M.J. Escalona et al.   432 



    

Escalona, M.J., Koch, N. Requirements Engineering for Web Applications: A 

Febrero 2004. Rinton Press 
Gu, A. Extending Object-Oriented Modelling Languages for Web Applications. 

M.S.C. Thesis. Univesity of Technology, Sydney, 2001 
Insfrán, E., Pastor, O., Wieringa, R. Requirements Engineering-Based Concep-

tual Modelling. Requirements Engineering Journal, Vol 7 (1). 2002. 
Karner, G. Metrics for Objectory. Diploma Thesis. University of Linköping. 

Sweden NO. LiTHIDA-Ex-9344:21. 1993. 
Koch, N. Software Engineering for Adaptative Hypermedia Applications. Ph. 

Thesis, FAST Reihe Softwaretechnik Vol(12), Uni-Druck Publishing Com-
pany, Munich. Germany. 2001. 

Lang, M. Hypermedia System Development. Do we really need new Methods?. 
Site-Where Parallels Intersect. Informing Science. pp. 883-891. June 2002. 

Mirbel, I. Un mécanisme d´intégration de schemas de conception orientée object. 
PhD. Thesis. Laboratory IS3. University of Nice. December, 1996 

Olsina, L., Rossi, G. Measuring Web Application Quality with WebQEM. IEEE 
Multimedia. pp. 20-45. Octubre-Diciembre 2002. 

Pan, D., Zhu, D., Johnson, K. Requirements Engineering Techniques. Internal 
Report. Department of Computer Science. University of Calgary. Canada. 
2001. 

Peralta, M. Estimación del Esfuerzo Basada en Casos de Uso. Centro de In-
geniería del Software e Ingeniería del Conocimiento (CAPIS).  

Pressman, R.S. Ingeniería del Software. Un enfoque práctico. Mc Graw Hill, 
2002  

Retschitzegger, W. & Schwinger, W. Towards Modeling of Data Web Applica-
tions - A Requirements Perspective. AMCIS 2000, Vol 1, pp. 149-155. USA 
2000. 

The Unified Modeling Language V.2.0. Object Management Group. OMG. 2003.  
Vilain, P., Schwabe, D., Sieckenius, C. A diagrammatic Tool for Representing 

User Interaction in UML. Lecture Notes in Computer Science. UML’2000. 
England 2002. 

Villadiego, D., Escalona, M.J., Torres, J., Mejías, M. Aplicación de NDT al sis-
tema para el reconocimiento, declaración y calificación del grado de minus-
valía. Report interno LSI-2004-02. Universidad de Sevilla. Junio 2004.

Practical Experiences in Web Engineering

Comparative Study. Journal on Web Engineering, Vol.2 No 3, pp. 193-212. 

433



 

Derivation of Test Objectives Automatically 

J. J. Gutiérrez, M. J. Escalona, M. Mejías, J. Torres 

Department of Computer Languages and Systems.  
University of Seville.,{javierj, escalona, risoto, jtorres}@lsi.us.es 

Abstract: A vital task of software development is to test the correct implementation of 
functional requirements. Use cases are widely used artefacts that define the functionality of 
a software system in early stages of the development process. This paper exposes the lack 
of automatism in existing approaches that deal with the derivation of test cases, and intro-

the system under test. 
Keywords: System testing, test objectives, generation of test cases, open-source tools. 

1 Introduction 

The growing complexity of software systems increases the need to assure their 
quality. The system testing is a technique that helps to ensure the quality of soft-
ware systems. It is defined as a black-box procedure to verify the satisfaction of 

ing, reliability testing, usability testing, etc. This paper is focused on the functional 
testing from the point of view of external actors and, specifically, from a human 
user point of view through a graphical interface. Thus, a test case substitutes an 
actor of the system and simulates the interactions with the actor to check that this 
system does what it is expected to do. For this reason, the main artefact to obtain 
system test cases is its functional requirements since they describe all the expected 
behaviours that have to be tested by the system test cases. 

Functional requirements are often defined as use cases. Use cases offer a gen-
eral vision of the system. They are easier to study and validate for non-technical 
users. In early development phases, when requirements are being discovered, de-
fined and negotiated, it is quite easier to modify use cases defined as prose or 
structured natural language, than to make changes in formal requirements. 

Most of software testing in industry is conducted at the system level. However, 

performed during the system testing phase. Some of them are: navigational test-

duces a new approach and tool to derive systematically test objectives from the use cases of 

the requirements of the system under test (SUT).  Several kinds of tests might be 

the most formal research has been focused on the unit level [12]. Thus, most



formal process to identify the most important test cases and to measure the grade 
of efficiency. Another important problem is that the system testing is performed at 
the end of the development process, when the system is codified. Due to a tight 
schedule time, the design and execution of system testing are frequently only su-
perficially performed or not at all. This paper tries to resolve one of these lacks. It 

A test objective is a named element that describes what should be tested [1]. 
The test objectives derived from use cases define what we have to test to ensure 

use cases. Designing good objectives is a vital task for the testing as well as for 
the software development. However, the UML Testing Profile [1] does not define 
any notation to represent test objectives. We have resolved this gap using activity 
diagrams and sequences of activities.  

An activity diagram has several advantages over other UML diagrams. UML 
sequence diagrams need information about the components of the systems and the 
signatures and parameters of the calls among the components. Moreover, sequence 
diagrams do not allow to represent alternative or erroneous scenarios. UML state 
diagrams are focused on the states and transitions of the system, but they do not 
clearly show the interactions between the actors and the system. 

This paper is organized as followed: section 2 briefly describes several surveys 
about approaches that deal with the derivation of test objectives. Then, section 3 
proposes a model and template to define use cases. Section 4 introduces a real ap-
plication using a case study. Then, section 5 describes the process to derive test 
objectives from use cases using the template of section 3, and illustrates the proc-
ess with the system described in section 4. Section 6 describes other related ap-
proaches. Finally, section 7 lists the conclusions and future works. 

2 State of the art 

While writing this paper, we have identified several approaches to generate test 
objectives. Two surveys that analyse and compare 21 different approaches (in to-
tal) may be found in [5] and [10]. Next paragraphs reference some of these ap-
proaches. A complete list of references may be found in both surveys.  

The existing approaches might be divided into three groups depending on the 
artefacts used for the generation of test cases. The first group includes approaches 
that generate test objectives directly from use cases, like [2] and [11]. The second 
group includes approaches that generate a behavioural model from the use cases 
and derive test objectives from them, like [3], [13] or [4]. Some of the notations 
used in this group are: activity diagrams, state-machines diagrams, use case transi-
tions systems or scenario trees. The third group describes approaches focused on 

system-level techniques are only informally described. The system testing requires a 

the right implementation of the use case and the complete implementation of the 

system. 
to verify the successful implementation of these use cases in the final software
proposes a systematic process to derive test objectives from use cases, in order

  J. J. Gutiérrez et al.436 



Derivation of Test Objectives Automatically

variables and test values. These approaches identify variables in use cases and per-
form partition of the domains, like [2] and [7]. 

The approaches might also be divided into two groups depending on the scope 
of the generated test objectives. In the first group, we find approaches that gener-
ate test objectives from isolated use cases, like [2], [11] or [4]. The second group 
includes approaches that generate test objectives from sequences of use cases, like 
[3] or [13]. However, none of the approaches of the first group might automati-
cally derive behavioural models and test objectives from use cases. We can also 
point out a lack of supporting tools. In the second group, the reference [13] gener-
ates test objectives in an automatic way for sequences of use cases, not for isolated 
use cases. These facts justified a new approach to generate a behavioural model 
and to derive test objectives in an automatic way.  Next section describes the 
model and template used to define use cases. 

The systematic generation of test objectives implies some drawbacks. One of them 
is the need for defining a concrete model for the use cases that may be manipu-
lated in a systematic and automatic way, without loosing the advantages of using 
prose text. A widely used solution is to structure the use cases in templates that 
combine prose texts with a concrete structure and fields. 

We use the requirement model proposed by the Navigational Development 
Technique (NDT) [6]. Although NDT is focused on the navigational aspect of web 
and hypermedia systems, it offers a complete, formal and flexible requirement 
model. This model may be used with all kind of information systems, as demon-
strated [8]. The requirement model of NDT also proposes a template to define 
functional requirements like use cases. This template is quite similar to the ones 
proposed by other authors.  We have chosen the NDT requirement model and 
template for three main reasons. First, this model is based on a formal UML meta-
model [6], [14]. Second, the templates proposed in NDT only contain the more 
relevant elements for the use case definition and test objectives derivation, and 
might be easily extended. Finally, the NDT requirement model has been applied in 
many real and complex projects like [8]. NDT has also a supporting tool called 
NDT-Tool. 

We have performed a minimal extension to the NDT templates to improve it 
testability and to allow a systematic and automatic process to derive test objec-
tives. An example of the NDT extended template model is shown in table 1.  A 
real use case defined by this template may be found in table 2. 

Table 1. Use case template 

Precondition … 
Main sequence 1. The actor…..  

2. The system  … 

3 A use case model and template for testing 
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… 
Errors / alterna-
tives 

1.1.i. If the system … then … and the result is …. 
2.1.p. If the actor … then … and the result is …. 
3.1.i. At any time, the [system/actor] may …. then …. and the 
result is … 
 

Results 1. System … 
… 

Post condition … 
Reliability … 
Priority … 

Several fields in the template, like precondition, post-condition, etc., are com-
mon to other templates approaches and are widely known and described in other 
papers and books. Next paragraphs describe special fields and particular character-
istics of the extension. The ideas exposed in next paragraphs may be easily 
adapted to other requirement techniques and models. 

Name: Te name describes the goal of the use case. Every use case has a unique 
identifier that starts with “UC” letters following one number. 

Main sequence: The main sequence is composed of the steps of the use cases 

an error is found or some alternative flow may be executed. An error or alternative 

The identification of an error or an alternative step is composed of two num-
bers. The first number must be an existing step of the main sequence. The second 
number allows to distinguish among different alternatives or errors of the same 

to decide if the error or alternative step might be executed, and also to decide the 
executed action when the condition is true, and the result, for example the end of 
the use case or the repetition of a set of steps. Sometimes the action might be the 
same as the result and the result might be omitted. 
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Fig. 1. A use case model 

sequence is composed of an identifier (the steps are numerated consecutively start-
execution to allow the actor to obtain his objective. Every step of the main 

elements.  

Errors / alternatives:  These steps describe the behaviour of the system when 

step has got the same elements as the main sequence and some additional

performed action. 
ing from number one), who performs the step (an actor or the system) and the 

step. Every step in an error / alternative section must have an evaluated condition  
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The conditions of an error or alternative are classified in preconditions or in-
variants. A precondition is evaluated before the step starts its execution. An in-
variant is evaluated during the execution of the step. 

Result: It indicates which steps (in main sequence and in alternative or errone-

actor. Some use cases have not a visible result, or their definition is out of the 
scope of the use case. This fact is pointed out showing that the result is not a visi-
ble result. 

Next section describes the system used to apply the approach presented in this 

4 Case study 

The system under test is a web application that allows to manage an on-line link 
catalogue (found in www.codecharge.com). The system includes two actors: the 
user and the administrator. However, in this case study, we will only consider the 
user actor. The UML Use Case diagram of the user is shown in figure 1. 

The use cases of the case study are the following ones:  “Search link by de-
scription” and “Show results”. Due to their inclusion relation, both use cases are 
defined using one instance of the template of section 3 (table 2).  

Name UC-02. Search link by description 
Precondition No. 
Main sequence 1. The user asks the system for searching links by description. 

2. The system asks for the description. 
3. The user introduces the description. 
4. The system searches for the links which matches up with the 
description introduced by the user. 
5. The system shows the results. 

Errors / alterna-
tives 

3.1.i. At any time, the user may cancel the search, then the use 
case ends. 
4.1.p. If the actor introduces an empty description, then the sys-
tem searches for all stored links and the result is to continue the 
execution of this use case. 
4.2.i. If the system finds any error performing the search, then 
an error message is shown and this use case ends. 
5.1.i. If the result is empty, then the system shows a message 
and this use case ends. 

Results 5. The system shows the results of UC-05. 
3.1.i. Out of the limits of this use case. 
4.2.i. Error message. 

table 1. 

ous sequences) end with the use case and which is the obtained result to the main 

paper and it exposes some examples of use cases defined with the template of 

Table 2. The use case:  “Search link by description”  
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5.1.p.  Message of no found results. 
Post condition No 

The alternative steps are annotated with ‘p’ if they are preconditions and ‘i’ if 
they are invariants. Next section describes how to obtain test objectives from use 
cases and how to apply the process over this use case. 

5 Test objectives from use cases 

To derive test objectives, first, a behavioural model from a use case is built. Then, 
the behavioural model is rounded trip to identify the test objectives. Point 5.1 de-
scribes the generation of the behavioural model. Then, point 5.2 describes how to 
derive test objectives, and point 5.3 describes how to manage the coverage of the 
use case by the test objectives.  

The first task is to build a behavioural model from the use case. As mentioned in 
section 1, a behavioural model is a UML activity diagram. This model represents 
the different scenarios or instances of a use case. Next paragraphs describe the 
steps to build a behavioural model from the use case which is defined with the 
template of table 1. 

In the main sequences, each step is an activity of the behavioural model. A 
transition is added through two consecutive steps. A behavioural model has got, at 
least, one ending point. Figure 2 shows an example of a behavioural model from 
the main sequences of the use case of table 2. 

Each alternative or error step is a decision node. If the alternative or error step 
is a precondition, it is added before the related action. If the step is invariant, it is 
added after the related action. If the alternative or error step performs an action, 
the latest will be a new activity. If the result of the use case is to repeat a previous 
step, a transition to the activity representing the step is added. The condition 
evaluated in the alternative is attached to a decision node.  Alternative and errone-
ous steps are also classified into three categories. First one, called end, indicates 
that the alternative ends the use case. An example is shown in figure 3 (alternative 
1). Second one, called goto, indicates that the alternative repeat a previous activ-
ity. Third one, called action, indicates that he alternative performs a new activity. 
An example is shown in figure 3 (alternatives 2, 3). Every category is processed in 
a different way, as can be seen in algorithm “BuildBehaviourModel”. 
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5.1 Building of a behavioural model 
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If there is a sequence of decisions nodes, all of them belong to the same actor 
(including system). They should be merged into one decision node. Finally, the 
activities are classified by classifiers. The behavioural model will have a classifier 
for each actor and one more for the system. Each classifier will contain the activi-
ties performed by the actor or by the system. Figure 3 shows the final result. 

Fig. 2. Activity model from the main sequence of use case 

Fig. 3. The complete behavioural model 
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Algorithm “BuildBehaviourModel” describes the algorithm used in the sup-
porting tool to generate the test objectives. A model variable is an activity graph 
as defined in UML, whereas a step variable is a step from a use case, as defined in 
section 4. Helper functions have a self descriptive name and their definition has 
not been included. 

algorithm BuildBehaviourModel: 
var model : ACTIVITYGRAPH 
alternativeSteps : LIST[USECASESTEP] 
step : USECASESTEP 
init
foreach (step in useMase.mainSequence) 
alternativeSteps = useCase.getAlternatives(pre, step) 
if ( not_empty(alternativeSteps) ) 
traverse_alternativeSteps(behaviourModel, alterna-
tiveSteps)
end if 
behaviourModel.addActivity(step)
alternativeSteps = useCase.getAlternatives(inv, step) 
if ( not_empty(alternativeSteps) ) 
traverse_alternativeSteps(behaviourModel, alterna-
tiveSteps)
end if 
end foreach 
end init
function traverse_alternativeSteps(behaviourModel, 
alternativeSteps)
alternative : STEP 
decision = behaviour-
Model.addDesicion(alternativeSteps))
foreach ( alternative in alsternativeSteps) 
if ( is_activity(alternative.action) ) 
node = behaviourModel.addActivity(alternative.action) 
end if 
if ( is_end(alternative.action) ) 
node = behaviourModel.addActivity(activityEnd) 
end if 
if ( is_gotoActivity(alternative.action) ) 
node = behaviourModel.getActivity(alternative.action) 
end if 
behaviouralModel.addTransition(decision, node) 
end foreach 
end function 
If each step of the use case defines only one activity, then the maximum num-

ber of nodes (activities and decisions; start and end nodes are not included) of a 
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test objective model is: the number of steps in main sequences plus (number of 
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maximum number of nodes is 5 + (4 x 2) = 13 nodes. The behavioural model of 
figure 3 shows only 11 nodes, because step 3.1.i does not generate any activity 
and steps 4.2.i and 5.1.p have been combined in the same decision (decision 3 in 

After the building of a behavioural model, the test objectives are systematically 
derived from them. The test objectives are defined as paths over the behavioural 
model. These paths might also be expressed like activity diagrams or text. An ex-
ample of test objectives is shown in table 3 and figure 4. 

However, a test objective is not a test case because it cannot be executed over 
the system under test. The test objectives have to be completed with test values 
and expected results, and should be executed in a test director tool or translate into 
test scripts.  An example of how to implement test objectives may be found in [13] 
and [9].  

Several coverage criteria might be chosen to generate sequences from a graph. 
For example, two classic criteria are all-nodes and all-edges criteria. However, the 
coverage criterion selected for this approach is the all scenarios criterion (AS). A 
set of test objectives satisfies the whole scenarios criterion for a behavioural 
model if each scenario involved in the use case is exercised by one and only one 
test objective. A scenario is an instance, or a concrete execution, of a use case. 

The AS coverage criterion assure that all the obtained objectives are reachable 
and none of the objectives is repeated. Two test objectives are the same when they 
have the same number of activities appearing in the same order. 

Algorithm “BuildTestObjectives” describes the algorithm used in the support-
ing tool to generate test objectives. Helper functions have a self descriptive name 
and their definition has not been included.  

algorithm BuildTestObjectives 
var objective : PATH 
objectives : LIST(PATH) 
init
objective = < empty > 
objectives = < empty > 
traverse(initialNode, path) 
end init 

function traverse(in node, inout objective)  
if ( is_desicion(node) ) 
traverse_desicion(node, objective) 
exit function 
end if 
objective.add(node) 
if ( isEnd(node) ) 
objectives.add(objective) 
exit function 

alternative and error steps x 2).  From the use case of table 2, we can see that the 

figure 3). Next point describes how to identify loops in the behavioural model. 

5.2 Derivation of test objectives 
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end if 
nextNode = next_node(node) 
traverse(nextNode, objective) 
end function 

function traverse_desicion(in node, inout objective)  
foreach (alternative in node.alternatives) 
path.add(alternative) 
nextNode = next_node(alternative) 
traverse(nextNode, objective) 
end foreach 
end function 

A set of test objectives are obtained after the application of algorithm 2 on the 
behavioural model. The test objectives with a AS coverage are listed in the follow-
ing table 3. The id 1 path is the test objective of the main sequence of the use case. 

Id Path 
1 01 -> 02 -> 03 -> D1(No) -> D2(No)-> 04 -> D3(No error & Results) -> 05 
2 01 -> 02 -> 03 -> D1(No) -> D2(No)-> 04 -> D3(No error & No Results) -> 05.1 
3 01 -> 02 -> 03 -> D1(No) -> D2(No)-> 04 -> D3(Error) -> 04.2 
4 01 -> 02 -> 03 -> D1(No) -> D2(Yes)-> 04.1 -> D3(No error & Results) -> 05 
5 01 -> 02 -> 03 -> D1(No) -> D2(Yes)-> 04.1 -> D3(No error & No Results) -> 05.1 
6 01 -> 02 -> 03 -> D1(No) -> D2(Yes)-> 04.1 -> D3(Error) -> 04.2 
7 01 -> 02 -> 03 -> D1(Yes) 

The test objectives might also be represented by activity graphs. Figure 4 shows 
the activity diagrams that match paths 1 (4(a) ) and 7 (4(b)). As mentioned below, 
the objectives of table 7 cover 100% of scenarios of the use case. The next section 
describes a criterion to select the desired coverage. 

5.3 Coverage of use cases. 

The coverage of test objectives measures the number of scenarios from a use case 
with an attached test objective. The coverage of test objectives might be calculated 
with the formula of figure 5. 

A higher coverage implies more test objectives and more test cases. A coverage 
of 1, means that every possible scenario has one test objective and will have, at 
least, one test case (as seen in the section below). 

Table 3. Derived test objectives 
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The coverage, and the number of test objectives, might be determined by the 
relevance or frequency of the use case. Both elements are included in the template 
model proposed in section 3. A coverage criterion is shown in table 4. 

Priority Coverage 
0 No test objectives are generated from the use case. 
1 Only one test objective is generated from the main sequences. 
2 Main sequence and all decisions nodes in actor classifiers. 
3 All the test objectives are generated. 

Next section exposes conclusions and ongoing works. 

Test objectives are basic for a successful testing. They indicate which test cases 
have to be built to test the implementation of a use case. This paper has presented 
and has justified a new approach of the systematic derivation of test objectives for 
use cases.  A previous work described how to generate test cases from use cases 
for web application using existing approaches [9]. However, this approach is 
highly based on manual work and the decisions of test engineers. The automatic 
generation of test objectives presented in this paper continues this research and is 
also the first step to obtain a complete process for the generation of test cases, as 

Fig. 4. Test objectives as activity graphs 

Fig. 5. Measure of the test objective coverage 

Table 4. Coverage criterion 
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we will see in ongoing works. Our approach generates the same test objectives as 
the referenced approaches of section 2. However, the main advantages are the 
definition of a semiformal model to define use cases and the automatic generation 
of test objectives. The algorithms described in section 4 have been implemented in 
a prototype tool. This tool may be downloaded from www.lsi.us.es/~javierj/ and is 
being improved with loop management and XMI support. 

Future works aim at extending the presented approach. Our final goal is to gen-
erate test scripts from test objectives in an automatic way. Some preliminary 
works about the generation of test scripts may be found in [9]. 
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1 Introduction

Open source software (oss) is currently one of the most debated phenomena in
both academia and the software industry. Several oss systems have achieved
significant market success but they are rather server-side applications, such as
the Apache web server, mail transport agent Sendmail, or other components
of it infrastructure. On the other hand penetration of oss systems on the
market of desktop applications is rather limited and it is virtually dominated
by products of one software vendor, i.e. Microsoft. Recently one exception
to the rule of non-existence of oss at the desktop was observed however.
Mozilla FireFox, an Open Source web browser achieved 10 million downloads
in one single month of December 2004, demonstrating success in the market
totally dominated by Microsoft’s Internet Explorer. The aim of the paper is
to find out factors, which encourage users to adopt FireFox by applying the
well-known framework of Technology Acceptance Model.

The paper is organized as follows. A brief overview of oss is presented in
the subsequent section. Conceptual models of users’ acceptance of it includ-
ing Technology Acceptance Model (tam) is shortly discussed next. Then the
research method and survey design are described, followed by results of the
data analysis. Discussion of the findings concludes the paper.

2 Open Source Software

At the most basic level, the term open source software simply means software
for which the source code is publicly available and which can be distributed
freely without any restrictions [1, 2]. Open source software is currently one of
the most debated phenomena in both academia and the software industry [3].
However most of the research have been devoted to explain what are the in-
centives driving individuals and/or organizations to develop software without
any obvious economic compensation (cf. [4]). Significantly smaller attention
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is paid to explain the reasons why os software is accepted or rejected by the
users.

Currently open source software usage ratios are much higher in server
applications, such as networking or dbms applications than at the desktop
[5]. For example, the open source Apache is constantly reported to be the
most popular web server in use with market share exceeding 70% of the total
[6]. Many more examples of fine os server software exist, such as the pop-
ular scripting languages php and Python, database systems Postgresql and
mysql, content management systems like Plone or phpnuke, etc. [7, 5]. Nu-
merous desktop applications were developed too, such as the kde/Gnome
desktop managers, the office suite OpenOffice.org or communication applica-
tions such as e-mail clients or web browsers. Although functionally compatible
(or even technically superior) to the proprietary counterparts, their usage is
much less common. FireFox is the only exception to this rule.

Mozilla FireFox is an Open Source web browser supported by the Mozilla
Foundation. FireFox was released in December 2004 and achieved 10 million
downloads in one single month [8]. What is extremely unusual in case of
os projects is that its launch was supported with a “traditional” marketing
campaign.1 A survey released by [9] reports that ms Internet Explorer’s share
in us was down to 88.9% in May 2005. Moreover the survey shows that the
FireFox usage tends to vary significantly by country. For example it has more
than 22% market share in Germany, almost 7% in the us while less than 3%
in Japan.

FireFox is claimed to be superior to ms Internet Explorer with several
features: security, compliance to new Web standards and functionality. It is
reported to work faster, particularly with older hardware. And of course it is
working on a wide range of software platforms, not only the Wintel one.

3 Conceptual Models of Users’ Acceptance of IT

Several models of adoption and acceptance of it were developed, including
models build on economics of standards theories and diffusion of innovation
ones [10]. The former tries to explain the adoption of it using such economic
categories as positive network externalities, switching costs and lock-in [11]
while the latter consider various characteristics of innovation, that influence
individual adoption decisions. Rogers [10] suggests the following 5 innovation
features that influence the adoption process: relative advantage, compatibility,
complexity, trialability, and observability. Prior studies show that compatibil-

1 The Mozilla Foundation raised over $250,000 for a full-page New York Times
advertisement through user donations. A similar advertisement was featured in
the German newspaper Frankfurter Allgemeine Zeitung. The success resulted
soon in full column articles published in Businesswek and Newsweek magazines
featuring FireFox.
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ity with existing technologies and relative advantage were positively related
to adoption2 while technological complexity was related negatively.

Technology adoption not necessarily is followed by sustained usage, so
a different important aspect of it implementation concerns acceptance3 and
effective utilization of it systems. Several models were proposed to explain it

acceptance, including: Technology Acceptance Model (tam), Theory of Rea-
soned Action (tra), Theory of Planned Behaviour (tpb), and Task Technol-
ogy Fit (ttf, cf. [12]) ones4. All of them originate in social sciences research.
A widely used theory explaining the acceptance of it is the Technology Ac-
ceptance Model [15]. The tam model was derived from Ajzen and Fishbein’s
tra and tpb which have evolved from tra [15, 16]. It is meant to explain
the determinants of computer acceptance that is general, capable of explain-
ing user behaviour across a broad range of end-user computing technologies
and user populations, while at the same time being both parsimonious and
theoretically justified [15]. The original model consists of just a few factors,
namely: perceived usefulness (pu), perceived ease of use (peou), attitude to-
ward using (att), behavioural intention to use (bi), and system usage. tam

is depicted in Fig. 1. White boxes and solid line arrows represents the core
model; dotted lines and gray boxes depicts extensions.

Fig. 1. Technology Acceptance Model (tam), cf. [15]

Perceived usefulness is defined as the user’s subjective probability that
using a specific application will increase his/her job performance within an
organizational context. Perceived ease of use is defined as the degree to which
a person believes that using a particular system would be free of effort.5 The
remaining factors are directly adopted from tra/tpb.6 tam postulates that

2 It should be noted however that these innovation features are contradictory: to
achieve a greater advantage the innovation is expected to be more incompatible.

3 Acceptance can be formally defined as “the demonstrable willingness within a user
group to employ information technology for the tasks it is designed to support”.

4 More complex models are proposed as extensions or combinations of the classical
ones, cf. [13, 14].

5 One should note that peou is very similar to self-efficacy, and thus tam has much
in common with models based on Bandura’s self-efficacy theory [17].

6 Behavioural intention is a measure of the strength of user’s intention to perform
a specific behaviour while attitude are user’s positive or negative feelings about
performing target behaviour.
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usage is determined by behavioral intention, which is jointly determined by
attitude and perceived usefulness. Attitude in turn is jointly determined by
perceived usefulness and perceived ease of use. Moreover it is assumed that

characteristics, external/internal support etc.) are fully mediated by pu and
peou which are fundamental in explaining the user’s behaviour.

Many prior studies have extended the above described “classical model”
with various external variables, including user characteristics, organizational
support, and subjective norms (cf. [18, 16, 19]). Primarily designed for ex-
plaining fairy simple it systems in a business environment, tam has been
successfully tested in various applications areas: on-line shopping [20], Inter-
net banking [21], mobile commerce [22], web site usage [23, 24], search engine
adoption [25], etc. A review of tam-related studies can be found in [26, 27].

On the other side tam parsimony implies that the model has serious limi-
tations and should not be applied unconditionally. It is pointed out that tam

performs poorly when explaining organizational adoption (mandated use),
adoption of complex technologies, or those requiring prior extensive train-
ing and/or coordination. tam demonstrates good explanatory power in case
of adoption of innovation by individuals making autonomous choices about
whether to adopt personal use innovations that do not require extensive spe-
cialized knowledge prior to adoption [28]. The adoption of FireFox is a perfect
match to the above requirements.

4 Research Method and Survey Design

Facing such a spectacular business success it is very interesting to find out
what factors encourage users to adopt FireFox. Such findings will have both
theoretical and practical implications as many vendors are nowadays consid-
ering to support Open Source Software as well as many organizations—both
government institutions and commercial enterprises—are considering to adopt
it. Thus the following research question is posed in this paper: Does tam hold
for FireFox users? The question implies the following standard set of hypothe-
ses: perceived usefulness has a direct effect on intention to use FireFox (H1),
perceived usefulness and perceived ease of use have a direct effect on attitude
towards using FireFox (H2), perceived ease of use has a direct effect on per-
ceived usefulness (H3), and attitude towards using FireFox has a direct effect
on intention to use it (H4). To verify them a statistical survey was performed.

Original instruments for tam as developed by Davis consists of 6-item
scales for pu and peou [29]. While items for pu focus on features such as
productivity, effectiveness and performance, peou related questions concen-
trate on easy to learn and flexibility. In various studies applying tam, the
factors were operationalized with different scales and/or number of items.7

7 For example Igbaria et al. [18] use 4 items both for pu and peou while Burton-
Jones and Hubona [30] extend both scales to 10 items.

pu is determined by peou (cf. Fig. 1). External variables (such as system
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Both scales attained high reliability and demonstrate convergent and discrim-
inant validity. To conduct the study the original instruments were adapted
and translated into Polish.8 A pretest questionnaire was conducted resulting
in minor changes for improved readability and clarity.9

In order to target potential FireFox users, a Web-based survey was em-
ployed. An e-mail letter explaining shortly the objectives of the research and
containing a link to a questionnaire form was send to the members of a few
Polish news groups, known to be visited by experienced it systems users. The
groups selected were: Linux, ms Windows, and OpenOffice users newsgroups
as well as two groups related to Web site design/development and browser
plugins development. Within a week 247 questionnaires were gathered. Most
responses were received within the first two days (170 questionnaires). A few
replies contained missing data, so they were excluded from the sample. Also,
4 respondents identified themselves as younger than 14 and further 2 as older
than 55. These respondent were excluded from the sample. Finally respon-
dents reporting to work more than 18 hours per day with it systems were
excluded as well10. The resulted sample contains 229 usable responses (133
respondents identified themselves as employees, the remaining 96 were stu-
dents). Reported mean age was 25.9 years (median 23.5, standard deviation
7.4). The respondents appeared to be rather heavy users of it as they de-
clared to work on the average 8.7 hours per day with it systems (median 8.2,
standard deviation 3.5 hours).

5 Data Analysis and Results

Partial Least Squares (pls), as implemented in pls-Graph version 3.0 [32],
was used to evaluate the model of FireFox acceptance. pls is a structural
equation modelling technique similar to more popular, covariance-based sem

models (Lisrel, Amos) [33, 34]. pls allows for small sample sizes and makes less
strict assumptions about the distribution of the data [35]. The measurement
model in pls is assessed in terms of item loadings and reliability coefficients,
as well as the convergent and discriminant validity. The relevant statistics for
the measurement model are presented in Table 1.

Convergent validity can be assessed by inspecting factor loadings and the
average variance extracted (ave). Item loadings greater than 0.7 are consid-
ered significant [34]. All items load highly on respective constructs except pu1,
which have demonstrated exceptionally low loading (0.27). In result this item

8 The authors are unaware of any it usage survey in Poland based on tam.
9 Our instrument consists of 16 items in total, including 5-items, 4-items, and 3-

items for peou, pu/att, and ito respectively. See [31] and App. A for the details.
10 The survey was aimed at those respondents who use FireFox in his/her work and

not for fun, hobby or personal use. That is why the survey was announced at pro-
fessional newsgroups and additionally young or elder respondents were removed
from the sample.
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Construct Loadings range t-range cr ave

Usefulness 0.886–0.902 55.01–103.83 0.909 0.689
Ease of Use 0.723–0.886 10.94–21.33 0.890 0.621
Attitude 0.741–0.931 15.16–106.14 0.912 0.723
Intention 0.911–0.954 49.51–86.99 0.953 0.872

Construct pu peou att bi

Usefulness (pu) 0.912 – – –
Ease of Use (peou) 0.646 0.872 – –
Attitude (att) 0.824 0.625 0.850 –
Intention (bi) 0.832 0.667 0.803 0.934

was dropped from the subsequent analysis, so pu was operationalized with
a 4-item scale. Table 1 shows that all loadings surpass the required minimum
and the respective t-values are highly significant. ave measures the variance
captured by the construct relative to the variance due to measurement error
and to be acceptable it should be greater than 0.5 [36]. For all constructs ave

exceed the required minimum value.
Construct reliability was assessed using composite reliability coefficient

(cr), the interpretation of which is similar to that of Cronbach’s alpha. Value
of cr greater than 0.7 is considered acceptable. As shown in Table 1 all
reliability coefficient surpass the required minimum.

The discriminant validity of the measures was assessed by comparing the
interconstruct correlations with the square root of ave on the individual con-
struct [36]. For discriminant validity to be demonstrated square root of aves
of all constructs (diagonal elements in Table 2) should be greater than the
interconstruct correlations (off-diagonal elements in appropriate column, cf.
Table 2). As shown in Table 2 all constructs were more strongly correlated
with their own measures than with any of the other constructs (one should
note however that the cross-correlation is rather high). Thus discriminant
validity was demonstrated.

The structural model in pls is assessed by examining the path coefficients
and its significance with t-statistics. Standard R

2 coefficient is used as an indi-
cator of the overall goodness-of-fit measure of the model. The path coefficients
(shown alongside the single-headed arrows) and t-values (in the parenthesis
below the coefficient values) for our model are shown in Figure 2.

As all coefficient values were significant all hypotheses were supported.
The model shows very good fit as 84% of variance in bi and 74% in attitude
were explained by the model (cf. Figure 2).

The results are consistent with most of tam studies [16]: perceived use-
fulness appeared to be the strongest determinant of attitude towards usage
and usage intentions, with standardized regression coefficient equals 0.651 and

Table 1. Summary of the measurement model

Table 2. Discriminant validity of the measurement model
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Fig. 2. Estimated structural model of FireFox acceptance

0.275 respectively. peou, the other key determinant of intention, again con-
sistent with prior studies, exhibits a less significant effect. The above suggests
that FireFox usage seems to be motivated by perceived superiority of the
browser over ms Internet Explorer. FireFox is claimed to be less likely to be
targeted by crackers, so it is more secure and more resistant to spyware and
other programs of this sort. Moreover, its interface is more comfortable, with
tabs able to display multiple web pages and offers better support for new stan-
dards such as css.11 The users believe that FireFox is safer and less vulnerable
to security hazard, has a better compliance to standards and functionality.

Prior studies suggest a different explanation of the above phenomenon,
namely the effect of ease of use on system usage found significant for in-
experienced users becomes insignificant when users get acquainted with the
system [16]. Web browsers are one of the most frequently used applications
today, so it seems to be reasonable to assume high level of proficiency of an
average user. To investigate the effect of user’s experience we have extended
our model adding user’s experience to it (measured as daily average time of
work with it systems) but found it insignificant.

6 Summary

Perceived usefulness was identified as the principal determinant of intention
to use FireFox while perceived ease of use was found to be a significant but

11 Microsoft strategic decision to integrate its browser into the Windows operat-
ing system has helped to defeat Netscape but at the same time has caused that
newer versions of ie would only be available with newer versions of Windows
(every 3 years or more). In a fast evolving Internet environment it means that
IE has become a “sort-of” unsupported product, as no important functional im-
provements have been added to it for years.
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less substantive influence on usage intention. Unusual for an os project, mas-
sive promotion of FireFox featured the browser as technically superior to ms

Internet Explorer. The campaign resulted in huge success and our survey con-
firms that it was well targeted as FireFox usage is predominantly motivated
by its perceived superiority.

Although the results have shown strong support for tam in explaining
intentions to use FireFox, nevertheless, as the findings are based on a single
study, they should be interpreted with caution especially when generalizing
the results. In particular, respondents were gathered from convenience, web-
based survey of Polish FireFox users, and were not sampled from a specific
population. Future research should test whether tam applies within other
settings as well, i.e. various oss applications, different organizational settings
or user groups. The decision to use the simplest variant of tam is another
limitation of the study and future research should verify more complex mod-
els. In the context of oss adoption it would be interesting to find out the
impact on acceptance of such important factors, as: perceived available user
resources [19], perceived risk, management support [18], or peer influence.
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A Measurement items

The following items were used in survey instrument (all measured using seven-
point Likert scale):

Perceived Usefulness, PU: Using FF make it easier to do my job (pu1,
dropped), Using FF increase my job performance (pu2), Using FF al-
low to accomplish my tasks more quickly (pu3), Using FF enhance my
effectiveness in my job (pu4), I find FF useful in my job (pu5).

Perceived ease of use, PEOU: It is difficult to use FF (peou1), Learning
to use FF is ease for me (peou2), Customizing FF is frustrating (peou3),
Navigating FF menus is ease (peou4), I find FF ease to use (peou5).

Attitude, ATT: The idea of using FF is a mistake (att1), I am glad I have
found FF (att2), I would like to use FF regularly (att3), I would not
switch from FF to other browser (att4).

Intention, BI: I will use FF on a regular basis in my job (bi2), I will use FF
frequently in my job (bi2), I will recommend FF to others (bi3).
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The Web represents an information space where the amount of information
grows exponentially. This calls for personalized interaction between users and
web-based information systems providing information. Current systems pro-
vide a certain level of personalization, which allows the user to set up her
preferences manually. Improved efficiency of information acquisition can be
achieved by personalization based on a user’s particularities used for the adap-
tation of content or navigation in the information space. A user model that
reflects a real user, who requires information provided by an information sys-
tem, is required for successful personalization. We present an ontology-based
approach to user modeling and describe the user model that we designed for
a web-based information system aimed at job acquisition. We point out sev-
eral advantages of the ontology-based approach, namely the sharing of the
ontology with other applications and reusability.

1 Introduction

People are often overloaded by information while finding relevant information
can be nearly impossible. This problem is yet more exposed in information
systems that cover a large information space (e.g., the Web) where we sup-
pose that individual users have different knowledge and information needs.
The system’s general interface and behavior designed as “one size fits all” is
obviously not effective for all categories of users, thus adaptation is desirable.
One approach to solve this problem lies in increasing the efficiency of the

user’s interaction with the information system by focusing on individual user
needs thus introducing personalization as an additional feature of web-based
information systems. A user model that reflects the real user who requires
information provided by an information system is required for the success-
ful personalization. The aim of this paper is to analyze and discuss possible
user model representations in order to show advantages and disadvantages
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resulting from an ontology-based approach to user modeling in web-based in-
formation systems. We discuss an approach to user modeling where the model
is expressed by an ontology and present the approach on an example of the
user model being developed in the course of the research project Tools for
acquisition, organization and maintenance of knowledge in an environment of
heterogeneous information resources [15]. In this project the Web is considered
to be a heterogeneous information source and software tools are developed for
a web-based information system aimed at job offer acquisition. Since we model
a user who is looking for a job, we will use the labor market as the application
domain throughout the paper.

2 User characteristics

A user model represents various user characteristics, which can be used to
adapt the content, presentation or navigation. The user model is defined as
beliefs about the user that include preferences, knowledge and attributes for
a particular domain [14] or as an explicit representation of properties of indi-
vidual users or user classes [4].
Designers describe user models with terms like attributes, features, char-

acteristics or properties. For the purpose of this paper we use the term char-
acteristic. Based on the differences that do not lie only in the terminology, it
is obvious that the user modeling area needs to be standardized with the first
attempt being the User Modeling Meta-Ontology [21].
As an example of using user characteristics in the process of adaptation,

let us assume that a characteristic in the user model describes the minimum
acceptable salary per month for a specific user. If the system knows that the
user is not interested in job offers where the offered salary is lower (or much
lower considering the fuzzy nature of the characteristic) than her expected
salary, it will not present offers that do not fulfill this condition. The system
adapts information in behalf of the user with the help of the user model.
Other occasions where the user model content can be used, is the in-

terpretation of the user’s input [12] (which can be ambiguous, incomplete,
with errors, etc.) and the personalization of the system’s output (sorting of
the results, number of results per page, font, colors, etc.). The more relevant
characteristics describing the user are included in the user model the more
accurate the adaptation provided by the information system can be. Design-
ers exploit invaluable knowledge of specialists who work in the application
domain for which the user model is designed to. Their experiences might help
to construct the user model reflecting the real user as accurately as possible.

3 User model representations

There are several approaches to representing and storing a user model in a
web-based information system. For user modeling it is important to analyze
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to what extent is a particular representation flexible for different kinds of user
characteristics in a uniform manner together with the possibility of reasoning
directed to decisions on information content presented to the user. We do
not discuss representations that use proprietary formats as this would almost
totally prevent the sharing and reuse of the user model.

3.1 Non-ontological representations

Markedly the most obvious is the use of a relational database to store data
about the user since most information systems already use this kind of ap-
plication data storage. In this case, the user model is represented as a set of
database tables and user characteristics are mapped to attributes in the rela-
tional data model and store values assigned to individual user characteristics.
Using a relational database is quite straightforward, offers good perfor-

mance and several other advantages such as security, data recovery etc. that
result from good theoretical background of relational calculus and the matu-
rity of its realization by database management systems. However, user models
of web-based information systems often contain semi-structured data as they
use an overlay model, which follows the representation of the information space
with various characteristics defined for concepts from the domain model. Re-
lational databases are not primarily designed to express semi-structured data.
Moreover, relational databases are not well suited when frequent changes in
data structure need to be performed, which is often the case in user modeling.
Another frequently used approach in current web-based adaptive systems

is the representation of the user model by an XML based language using the
file system, what results in powerful enough expressiveness. An example is the
open source general-purpose adaptive web-based system AHA! [7]. The part
of the user model which stores information about the user’s name is defined
in the AHA! as follows:

<record>
<key>personal.name</key>
<value>John Smith</value>
<firsttimeupdated>false</firsttimeupdated>

</record>

The performance of this solution is limited by the performance of the used
file system (it is effective for user models with few instances and rich struc-
ture of user characteristics). Reusability and sharing is better than with the
database approach, thanks to the platform independence of XML, while using
XML has the advantage that it can be used directly in the Web environment.
However, XML as a meta-language defines only the general syntax without
formally defined semantics, which leads to difficulties when reasoning. More-
over, everyone can invent his own names for tags; somebody stores attributes
as tags; somebody uses the attributes of tags defined by XML syntax.
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Both of the above mentioned approaches offer only a way of describing
user characteristics and do not offer any added value from the user modeling
perspective. An ontology-based approach to user modeling offers a way of
moving user modeling from the low-level describing of user characteristics to
a higher-level with additional possibilities.

3.2 Representing user model by ontology

According to the most cited definition of ontology in the Semantic Web com-
munity, an ontology is an explicit specification of the conceptualization of
a domain [8]. The term ontology includes a whole range of various models
with various semantic richness. In this paper we consider representing the
ontology by RDF1/OWL2 formalisms. An approach based on RDF and its
extension OWL takes the previously mentioned XML representation (syntax)
and eliminates its disadvantage by defining a vocabulary for describing prop-
erties and classes. OWL serves as a common language for automated reasoning
about the content for the vision of the Semantic Web.
For illustration, bellow is a fragment representing a user’s name and work-

ing experience that is a part of the ontology-based user model for the job offer
acquisition web-based information system:

<rdf:Description rdf:about="#name">
<rdfs:label xml:lang="en">name</rdfs:label>
<rdf:type rdf:resource= "http://www.w3.org/2002/07/

owl#DatatypeProperty"/>
<rdfs:domain rdf:resource="#User"/>
<rdfs:range rdf:resource=

"http://www.w3.org/2001/XMLSchema#string"/>
</rdf:Description>
<rdf:Description rdf:about="#hasExperience">
<rdfs:label xml:lang="en">has working experience</rdfs:label>
<rdfs:domain rdf:resource="#User"/>
<rdfs:range rdf:resource="http://www.fiit.sk/

classification#ExperienceClassification"/>
<rdf:type rdf:resource="http://www.w3.org/2002/07/

owl#ObjectProperty"/>
</rdf:Description>

The advantages leading to using ontologies for user modeling come from
the fundamentals of this formalism. Ontologies provide a common understand-
ing of the domain to facilitate reuse and harmonization of different termi-
nologies [14]. They support reasoning, which is considered as an important
contribution of the ontology-based models. Once user characteristics are in
ontological representation, the ontology and its relations, conditions and re-
strictions provide the basis for inferring additional user characteristics. For

1 Resource Description Framework, http://www.w3.org/RDF/
2 Web Ontology Language, http://www.w3.org/2004/OWL/
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example, considering a user who is a programmer and works for a company
that develops web-based applications using Java technologies we can infer that
she is skillful in Java technologies.
By creating an ontology-based user model and deriving it from the domain

ontology, we increase the probability that user characteristics will be shared
among a range of systems of the same domain (especially on the Web, where
most ontologies are currently represented in OWL). We consider the sharing
of user models as one of main advantages of using ontologies for user model-
ing. One of the most obvious advantages of a shared model is that one system
can use the initialized data for personalization from other systems preventing
the user from entering the same information into every system (e.g., name,
locale settings). However, the key advantage of the shared user model is the
availability of user characteristics discovered by other systems since user char-
acteristics acquisition is considered to be the bottleneck of personalization.
As an example consider the web-based information system for the job

offer acquisition discovering that the user’s education is in the domain of
information technologies with deep knowledge of the object-oriented paradigm
of programming. As the user searches for a job, she visits another adaptive
job offer portal. Because it uses the same user modeling server it has access
to information about her education and automatically displays offers seeking
specialists on object-oriented design at the top of the results list.
Some authors believe that the solution to syntactical and structural dif-

ferences between user models which interfere with sharing is in a commonly
accepted user model ontology [10]. Since we agree that building common vo-
cabularies is important and useful (we remark the role of standards), consid-
ering a large distributed information space (e.g., the Web) we need to make
a compromise between enabling diversity and looking for mappings between
various models. The idea of a single commonly accepted user ontology is sim-
ply impossible to reach in such diverse and distributed environment.
Certainly, a unified representation by ontologies can move the personaliza-

tion on the Web further and give new possibilities of using user characteristics
derived by other applications. Considering structural unification a problem
arises when applications using the shared user model evaluate some user char-
acteristic differently. This characteristic would constantly change as the user
uses various applications, which can lead to unsuitable personalization in all
applications using the respective characteristic. One solution to this problem
is to keep track of model changes [19]. This would allow each application to
use this tracking as an additional information for personalization.

4 User model for the job offer acquisition domain

We developed the user model and software tools for its employing for per-
sonalization in the context of research project aimed at the support of ac-
quisition, organization and presentation of information on the Web [15, 16].
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The result of the project is a web-based information system in domain of the
labor market (both for people who are looking for a job and companies which
are looking for employees). The system itself is being developed by means of
several cooperating software tools, which support various stages of the data-
information-knowledge transformation from raw unknown data from the Web
to the information and knowledge related to specific interests of particular
users. The interests are stored and maintained in a user model.
The data and knowledge repository is designed as a heterogeneous space [6]

where several formalisms are used. Raw data from the Web are stored as files,
data extracted from the Web source files are stored in a relational database,
the domain model together with the user model both used for personalized
presentation of acquired job offers are represented by ontologies.

4.1 User model ontology

We have designed the user model in several iterations according to a user de-
pendency criterion, which divides user characteristics into domain-independent
and dependent groups. When shared, the user model consists of one domain-
independent part and more domain-dependent parts.

Domain-independent part

The domain-independent part includes user characteristics that describe a
user as a person. This part consists of datatype and object properties (see Fig-
ure 1) and is linked with all domain-dependent parts (includes). Datatype
properties are hasBirthday and hasName. Object properties represent user
characteristics (GenericUserCharacteristic). Each such characteristic is as-
signed a level of confidence that represents how reliable the characteristic is
and relevance, which represents the importance of characteristic to the user
when reaching a Goal. Generic characteristics are mapped only to the domain
ontology parts that are independent from our labor market domain. That way
a user’s gender, education, various skills etc can be expressed.

UserCharacteristic

ance Instance c:LevelOrdering

dence Instance c:LevelOrdering

utesTo Instance* Goal

GenericUserCharacteristic

relatesTo Instance

isa

DomainSpecificUser

User

hasBirthday String

hasCharacteristic Instance* GenericUserCharacteristic

includes Instance* DomainSpecificUser

hasName String

hasCharacteristic* includes*

Fig. 1. Domain-independent part of the user model.
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One possible scenario is that the user will exploit services provided by
some user modeling server (e.g. UMoWS [3]) to store her user model. The
user will then populate the domain-independent part of the model and let
other applications fill-in appropriate domain-dependent parts.

Domain-dependent part

The vocabulary of the domain-dependent part of the user model is based
on the domain model ontology developed for the project, which represents
an explicit conceptualization of job offers. It profits from the advantage of
ontology reuse and also uses other ontologies (whose domain is independent
from labor market domain) to achieve the desired conceptualization.
The domain model consists of the following ontologies:

• ontology classification (prefix “c”) – hierarchies for industrial sectors, pro-
fessions, educational levels, qualifications and various organizations;

• ontology region (prefix “r”) – domain of regions, countries, languages and
currencies that are used in these regions;

• ontology offer (prefix “ofr”) – general offer domain, which is represented
by the ofr:Offer class; any offer has a source and a validity interval.

The JobOffer class is the key class of the ontology and represents a stand-
alone job offer. JobOffer has several object and datatype properties. Some
selected object properties of the JobOffer class are shown in the Figure 2.

jo:JobOffer

jo:hasPrerequisite*

jo:offersPosition

jo:Organization

jo:isOfferedBy
jo:isOfferedVia

jo:hasBenefit*

jo:hasApplyInformation*

r:Region

jo:hasDutyLocation*

jo:Salary

jo:hasSalary

jo:offers*
jo:mediates*

jo:isBasedAt

r:isPartOf* r:consistsOf*

jo:ApplyInformation

c:ProfessionClassification

jo:Prerequisite

jo:Benefit

Fig. 2. Selected object properties of the JobOffer class.

The aforementioned ontologies provide the base for the user model and a
mapping between the domain and user models. Figure 3 depicts the part of
the user model created for the domain of labor market. In the case of the job
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gu:DomainSpecificUser

JobOfferSpecificUser

sVisitedOffer Instance* VisitedOffer

aracteristic Instance* JobOfferSpecificUserCharacteristic

isa

JobOfferSpecificUserCharacteristic

relatesTo Instance

jo:ApplyInformation

jo:Benefit

jo:ContactInformation

jo:ContractType

jo:JobTerm

jo:Responsibility

jo:Salary

jo:TravelingLevel

jo:ManagementLevel

jo:Prerequisite

gu:UserCharacteristic

isa

VisitedOffer

hasRating Integer*

hasJobOffer Instance* jo:JobOffer

hasDateOfVisit String*

hasCharacteristic*hasVisitedOffer*

Fig. 3. Domain-dependent part of the user model.

offer domain the model stores information about the user’s desirable job offer
– user preferences towards a job offer.
The key class is JobOfferSpecificUser a subclass of DomainSpecificUser

from the domain-independent part of the model. This enables the inclusion of
this model into the overall user model. We introduced a class for representing
domain-dependent characteristics JobOfferSpecificUserCharacteristic as
a subclass of UserCharacteristic (that means it has confidence and rele-
vance as mentioned in the domain-independent part). Instances of this class
are bound to the attributes of the job offer class and represent user preferences.
For example, the user model can contain information about the preferred con-
tract type, expected salary or prerequisites.
A specific part of the user model can define additional information neces-

sary for personalization. Such an information in the domain of job offers can
be a list of already visited job offers, which is modeled by the VisitedOffer
class. The user model stores information about the offer itself (hasJobOffer),
the evaluation assigned to it by the user (hasRating) as well as the date of
the visit (hasDateOfVisit).

4.2 Tools for user modeling support

We employ the described user model to provide personalization [1]. To fill
the user model with data we observe user actions within a web-based system
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combined with explicit input from the user. However, we focus on automated
acquisition of the user characteristics. We collect as much data as possible
about the user’s actions by employing standard server side logging mechanisms
as well as a special client side JavaScript logging tool called Click. Click records
actions, which are not visible on the server (e.g., reload of a page stored in
browser’s cache, hover on page elements or using the back button, which is
important for discovering user interests on the portal).
Afterwards, the collected data are analyzed to estimate selected user char-

acteristics. We analyze user navigation and implicit user feedback derived
from the time the user spent by viewing job offers [2]. The estimation uses
heuristics and predefined patterns of navigation on the site. Some of these
heuristics need to compare two domain concepts to find out their common
and different aspects. Once an instance of the model exists in a system, it can
be used by other components of the system to perform the adaptation itself,
which can be of various types – annotation of displayed content, its sorting
etc. Therefore, the comparison between the user ontology and the domain
ontology instances is necessary albeit not straightforward.
In contrast to the common attribute-value models, the ontology provides

structured data and a one-on-one comparison does not provide satisfactory
results because two individuals usually may provide semantically similar in-
formation even though they are not on the same level in the hierarchical
structure of the ontology. Since a part of the structure of the ontology is
known (property subClassOf) we use a recursive algorithm to traverse the
hierarchy. Because we consider attributes that have identical parent nodes to
be closer, we take into account both a straight path between attributes in the
hierarchy and also what branch of the hierarchy tree they belong to.
The user characteristics are used by several software tools aimed at further

refinement of user interests. The Top-k aggregator tool retrieves the most
relevant job offers with respect to user preferences (e.g., salary, education
requirements, place) based on ordered lists of user preferences [9]. The Aspect
tool searches for similar documents (job offers) based on a probabilistic model
for soft clustering [17]. Using the described approach for the comparison of
domain and user ontology instances the devised clusters are presented the
user according to her characteristics.

5 Related works

Although several possible user model representations are currently used, the
user modeling community has changed focus recently to ontology based ap-
proaches, which bring several advantages as discussed above. Several projects,
which either concentrate on building reusable user model ontologies or employ
the user model ontology as a part of an adaptive web-based system exist.
UserML – the RDF-based user model exchange language [11] extends the

XML structure to be able represent graph structure by means of two cooper-
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ative levels. The first one defines a simple XML structure for the user model
entries and the second one are categories defined in the ontology. The advan-
tage of this approach is that different ontologies can be used with the same
UserML tools. UserML served as a base for the reusable user model ontology
GUMO – General User Model Ontology [10] represented in OWL. GUMO
provides a collection of the user’s dimensions (e.g., user’s heart beat, age, po-
sition, etc.) that might be helpful for several information systems intending to
provide personalization based on the user model. These characteristics can be
shared also with our user ontology when the web-based information system
realizes adaptation according such personal characteristics.
OntobUM (Ontology based User Model) is a generic ontology-based user

modeling architecture developed for a knowledge management system [18].
The user model consists of an implicit and an explicit part. While the explicit
part contains characteristics such as identity, preferences, the implicit part is
related to experiences related to system usage. Our approach of considering
domain dependence of user model ontology extends this classification.
Among the projects, which use an ontology based user model representa-

tion we mention ADAPT2 – Advanced Distributed Architecture for Personal-
ized Teaching & Training [5]. It stands for a general framework for distributed
education that employs an Ontology Server to user model exchange.
The idea of a shared user model is also elaborated in [13]. Here, the Perso-

nis server that uses a proprietary representation of a model based on triplets
component–evidence–source is described. There is no explicit definition of the
triplets’ semantics and each application can define its own triplets not re-
garding the others, which limits its reusability. Another project, UMoWS [3]
uses OWL representation of a model. Because the same knowledge can be
represented by different ontologies on different levels of abstraction UMoWS
supports the representation in multiple ontologies and can provide the map-
ping between them to applications, so they can share a common model.

6 Conclusions

The main contribution of this paper lies in describing advantages of an
ontology-based representation of user models aimed at providing personal-
ization in web-based information systems. We concentrated on comparison
with other currently used approaches for user model representation. We con-
sider the simplification of exchanging user model data between different ap-
plications as the major advantage of using ontologies. The presented ontology
developed in the course of a research project aimed at the job offer acquisi-
tion application domain contributes to the state of the art by separation of
domain-independent and domain-dependent parts of the user model. Separat-
ing the domain-independent part of user characteristics allows us to build a
general user model. This kind of the user model can be used in a wide-range
of applications while only adding parts, which differ from one application to
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another. We also use the presented ontology as the user model in a research
project aimed at developing a recommendation layer for digital libraries that
serves for personalization of its services.
An ontology is not the only representation that is advantageous for user

modeling in web-information systems. Systems that build user models based
on user monitoring represent logs that are also considered to be parts of the
user model using simpler data structures as ontologies (often XML files are
sufficient). Another example of non-ontological parts of the user model are
statistics related to user behavior. Ontological representation is advantageous
for those parts of the user model that are related to user characteristics where
some reasoning is useful, i.e. checking the consistency of values.
Developed software tools mentioned in the paper can also be used for other

domains as that of labor market. The tools are designed to be domain inde-
pendent realizing their methods with an optional domain-dependent layer.
Navigation in the domain is done through a faceted semantic browser [20],
which is designed for the use in various application domains.
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presenting information and knowledge in the web. In Int. Conf. on Computer
Systems and Technologies, CompSysTech 2005, Varna, Bulgaria, 2005.

16. G. Nguyen, M. Laclavik, Z. Balogh, E. Gatial, M. Ciglan, M. Babik, I. Budin-
ska, and L. Hluchy. Data and knowledge acquisition with ontology background.
In W. Abramowicz, editor, Business Information Systems, BIS’06, Poznan,
Poland, 2006.
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1  IT-supported Inter-organizational Services – Business-
to-business E-Commerce 

In the service marketing management literature, the service provider’s per-
spective is still the dominant paradigm of thinking. Gustafsson and John-
son (2003:1-2) posit that: 

“The business logic of competing through services is simple: solving customer 
problems with cost-effective service solutions is the best way to keep your cus-
tomers from doing business with somebody else.” 

As regards business-to-business (B2B) services, it is however obvious 
that service solutions ideally should benefit all business, or trading, part-
ners involved. Ideally, win-win-win solutions should be created for all 
partners, which in turn, drive further usage of the service solutions in ques-
tion and thereby keep competitors away. 

Business-to-business E-Commerce (EC) is one such significant form of 
IT-supported inter-organizational service. However, EC is still not a sig-
nificant global force. Less than 5 per cent of all transactions are exchanged 
electronically (Turban et al. 2006:6). 

Business-to-business E-Commerce 

From a commercial or trading perspective, electronic commerce (EC) pro-
vides the capability of buying and selling products, services and informa-
tion over electronic networks (Kalakota & Whinston 1997). 

IT-Supported Inter-Organizational Services – The 
Case of a Swedish E-business Portal for 



This paper is focused on business-to-business (B2B) EC, that is private, 
or public, organizations selling goods or services to private, or public, or-
ganizations as buyers. It refers to transactions between firms and munici-
palities conducted electronically over the Internet, extranets, intranets, or 
private networks (Mahadevan 2003). The major characteristic of B2B EC 
is that organizations attempt to electronically automate trading or commu-
nication processes in order to improve them. Key business drivers for B2B 
EC is the emergence of effective technologies for intra- and inter-organiza-
tional integration, the need for improved collaboration between suppliers 
and buyers, the ability to save time, reduce delays and increase quality and 
control (see Warkentin 2002). 

In this paper, EC via an e-business portal will be explored. A portal is 
designed to be a single entry point to internal and external applications, in-
formation, and services necessary for completing specific tasks and activi-
ties (Carlsson & Hedman 2001). 

Understanding Requires a Relationship Perspective 

Increasingly, traditional adversarial, arm’s length (i.e. market exchange), 
relationships are being substituted for closer and more collaborative rela-
tionship exchanges. A relationship exchange is less price-driven than a 
market exchange and is based on a greater recognition of mutual commit-
ment between the trading partners. Managing collaboration involves seve-
ral complex strategic, economic, social and conflict management issues 

ween the organizations in the supply/distribution chain (Konsynski & Mc-
Farlan 1990). 

Given the dyadic relationship nature of EC, the relationship unit of 
analysis is the natural perspective to apply when trying to understand EC 
adoption and use processes. Oddly enough, the relationship unit of analysis 
has been sparsely applied for the empirical data collection in previous B2B 
EC research. This neglect of the relationship level of analysis has been ac-
knowledged by, e.g., Iacovou et al. (1985), Premkumar et al. (1997), and 
Kuan and Chau (2001). For EDI, the most highly automated form of EC, 
solely a relationship perspective is not enough to understand its adoption 
and diffusion processes. Whether inter-organizational business processes 
can be simplified and be more efficient by the use of B2B EC or not, hea-
vily depends also on contextual-specific conditions (Sanchez 2004). 

(Kumar & van Dissel 1996). Often collaboration between organizations 
require the establishment of information and communication systems bet-
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2  Small and Medium-Sized Enterprises 

Despite the exponential growth of EC, it is mostly larger firms that have 
reaped the benefits from EC use (Riquelme 2002). 

Small and medium-sized enterprises (SMEs) have some unique features 
that distinguish them from larger enterprises. They often have a centralised 
management strategy, relatively poor management and business skills and 
a strong desire for independence. They are also often faced with ‘resource 
poverty’ (Welsh & White 1981) in terms of being financially ill-equipped, 
and lacking specialized knowledge and technical expertise (DeLone 1988). 
SMEs further tend to be subject to higher failure rates (Cochran 1981), 
which implies a higher degree of caution when it comes to making invest-
ment decisions. Costs of EC implementation is often high (Quayle 2002). 
Therefore, SMEs tend to apply a “wait-and-see approach” as regards EC. 
Accordingly, the rate of EC adoption in the SME sector has remained rela-
tively low. 

3  Barriers to EC Adoption among SMEs 

The assumption made concerning the value associated with identifying 
barriers to innovation is that when actions consequently then are taken to 
eliminate these, the implementation of the innovation process will be suc-
cessful. However, successful innovation processes are not automatic pro-
cesses. They require motivation, extra-ordinary efforts and acceptance of 
risk (Tidd et al. 1997). 

The sluggish pace of e-commerce implementation has been attributed to 
various barriers to implementation. Many small and medium-sized enter-
prises (SMEs) have found it difficult to implement an e-commerce strategy 
because of low usage of e-commerce and IT by customers and suppliers, 
lack of knowledge or IT expertise in the SME, and limited awareness of 
the opportunities. Another prominent impeding condition has been the lack 
of e-commerce standardization across different IT vendors (cf. Tuunainen 
1998). 

MacGregor et al. (2005) conducted a questionnaire survey study on bar-
riers to adoption on regional SMEs in Sweden, Australia and US. The re-
sults showed that these barriers could be grouped under two factors: “too 
difficult” and “unsuitable”. The “too difficult”-factor in their study was 
formed by barriers related to the complexity of implementation techniques, 
range of e-commerce options, high investments/costs and the lack of tech-
nical knowledge and time. The “unsuitable” factor was formed by barriers 
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related to the suitability of e-commerce to the respondent’s business, in-

services, the organization’s way of doing business, their client’s way of 
doing business and the lack of advantages offered by EC implementation. 
These two factors accounted for 60% of the variance within the Swedish 
sample and 78% of the variance within the Australian sample. For the US 
sample, also a third factor was extracted: “investment & security”. The 
three factors accounted for 71% of the variance within the US sample. 
Thus, there were distinct differences between the EC adoption barriers per-
ceived by the regional SMEs in these three locations (MacGregor et al. 
2005). One of their conclusions from this result is that the SME sector 
should not be regarded as homogeneous. 

4  E-Business Portal Studied – Portal Meetingpoint 
Wermland

The present empirical study was conducted in Sweden, which is a country 
with a relatively advanced e-readiness. In the latest ranking performed by 
The Economist Intelligence Unit (2006), Sweden ranked as the number 
four e-readiness country, after Denmark, US and Switzerland. 

More specifically, the present empirical study was conducted within the 
county of Värmland, a county situated in the west of Sweden. There are 
about 10,000 SMEs in the county of Värmland. This county is far from the 
large city areas of Sweden. Thus, regional SMEs are studied. The Swedish 
random selection in the survey study of MacGregor et al. (2005), com-
mented upon above, was drawn from Värmland’s population of SMEs. 

In the beginning of the current decade, the Wermland Chamber of 
Commerce realized that the degree of e-commerce adoption and usage 
within the region of Värmland and in southern Dalecarlia was very low. In 
2003, the Wermland Chamber of Commerce therefore decided to launch a 
“regional hub” marketplace, called the Portal Meetingpoint Wermland 
(PMW), aiming at providing simple and inexpensive alternative e-com-
merce solutions to alleviate the concerns of the regional SMEs and munici-
palities. 

After pilot studies had been conducted in 2004, e-invoicing applications 
were chosen by the municipalities of Värmland to be the first application 
type for the e-business portal since these turned out to be relatively easier 
to implement than, e.g., e-purchasing applications. The e-business portal 
therefore chosed to promote the usage of e-invoices among SMEs, munici-
palities and even some larger firms (Handelskammaren Värmland 2006). 

cluding the extent to which e-commerce matched the business’ products/
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ernmental and EU funds, has been directed towards the municipality of 
Torsby and some 30 of its suppliers. Torsby is a small municipality with a 
weak economy in the northern part of Värmland. In early 2006, there were 
five municipalities in the region which were receiving e-invoices to vary-
ing degrees: Torsby, Sunne, Vansbro, Arvika and Kristinehamn. 

The objectives with the Portal Meetingpoint Wermland are to (Obstfel-
der Peterson 2006): 

 increase IT skills among SMEs and get e-business strategies higher up 
on the SMEs’ agendas. 

 make SMEs understand the advantages of e-business, help them identify 
their e-business opportunities and present existing e-business solutions. 

 assist SMEs in implementing their transformation towards e-business 
and provide specific advice tailored to the needs of the individual SME 
in order to ensure the most efficient use of the means and technologies 
available. 

 be the link between the local authority/the firm and its suppliers. 
 provide a regional resource for businesses and municipalities to generate 

e-invoices in a format that the recipient’s system can process. 

In other words, the PMW strives to provide value to its linked user or-
ganizations, that are suppliers and buyers, by providing IT-supported ser-
vices to be used to increase inter-organizational integration in their dyadic 
trading relationships. One ingredient for PMW to accomplish this is by a 
continuous process of offering a series of packaged solutions.  

A central consequence from this e-business portal initiative is that the 
costs of applications and equipment are shared among the linked user or-
ganizations. In other words, this e-business portal constitutes a network re-
source for SMEs and other organizations. 

PMW comments on the perceived success in the following way: 

“One unique characteristic of our model, explaining our success, is that we de-
liberately have chosen to focus relatively sparsely on the technology and instead 
focus our efforts on solid and well-laid implementation support, for both the re-
ceiver and the sender of e-invoices.” 

Given this background, the main research question chosen for this paper 
is: 

On March 10th 2004, the first e-invoice was sent and received via the 
e-business portal. To date, the main thrust of its activities, financed by gov-

In early 2006, this e-commerce initiative was chosen by eBSN (the 

e-commerce case among European SMEs. One of the project leaders of 
European e-Business Support Network for SMEs) to be the best practice 
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What are the main driving and impeding conditions influencing on the 
usage of IT-supported inter-organizational services as applied within the 
network of SMEs linked to the e-business Portal Meetingpoint Wermland? 

A secondary, and related, research question briefly discussed in this pa-
per is: 

these IT-supported inter-organizational services? 

5  Focused EC-application: Electronic Invoicing 

Every organization issues and receives invoices on a regular basis. That 
process is currently undergoing a number of changes aimed at saving time 
and money for both parties. An electronic invoice goes directly into the re-
cipient’s enterprise system. Online communication between the two parties 
is a precondition for that to happen. The sender must subscribe to an elec-
tronic service suitable for its particular enterprise system, while the reci-
pient must adapt its system to an electronic mailbox. The PMW provides a 
regional resource for businesses and municipalities to generate e-invoices 
in a format that the recipient’s enterprise system can process. This e-busi-
ness portal currently supports e-invoicing in accordance with the Single 
Face to Industry (SFTI) standard. 

The recipient obtains a mailbox from which it can retrieve the invoices 
of participating suppliers. The sender subscribes to a service and transmits 
a file in a specified format that the e-business portal subsequently converts 
to match the recipient’s requirements. These e-invoices are treated as EDI 
messages. 

Suppliers which lack an enterprise system of their own or that issue rela-
tively few invoices can fill out an online form. The e-business portal 
makes sure that the e-invoice goes to the recipient’s digital mailbox. This 
procedure is called Web EDI. 

Organizations which issue more than 10 invoices per month but do not 
have the financial or technological resources to generate an EDI message 
can take advantage of a solution which serves as a virtual printer. The 
sender downloads the software from the e-business portal and sets the 
printer to the recipient’s address. After writing the invoice, the invoice is-
suer prints it out to the e-business portal’s mailbox. 

PMW has designed a number of formats suitable for some of the most 
common enterprise systems. Thus, the e-business portal provides support 
and benefits regardless of how a particular business is set up. 

What are the stakeholders’  perceptions of the effects from the usage of 
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The e-business portal is a cost-effective concept, independent of enter-
prise system or an organization’s current ability to send and receive e-in-
voices. Each of the various approaches allows the sender to simply, effi-
ciently and inexpensively transmit an e-invoice in the desired format 
without costly expenditures along the way. 

6  Methodology 

The present explorative study was conducted during 2005 and early 2006. 
Given the novelty of the e-invoicing services provided via the focused e-
business portal, the design of the study was chosen to be qualitative. This 
enabled us to gain a better understanding of the key issues during its initial 
phase of the diffusion process. The author has since 2001 been a member 
of the reference group for this EC initiative of Wermland Chamber of 
Commerce, which in 2003 turned out to become the focal e-business Portal 
Meetingpoint Wermland. Therefore, the author had a solid pre-understan-
ding of the matters at hand at the outset of the present explorative study. In 
addition, the author also during the 2003-2005 period had tutored 11 pro-
ject work reports by students on the undergraduate level. 

The buyer supplier relationship was chosen as the unit of analysis for 
the empirical data collection. The author therefore conducted personal 
semi-structured interviews with both users, that are orderers and invoice 
receivers, and managers/owners/local government officials. The respon-
dents were representing the municipality of Torsby, and four of its regional 
SME suppliers. The three project leaders of the PMW were each of them 
interviewed a number of times. In total, there were 13 interviewees. 

7  Results  Main Driving and Impeding Conditions 

The nature of the dyadic business relationship was found to be perceived 
as a superior, or governing, driving and impeding condition for the actual 
adoption and use of EC between two trading partners. This finding justifies 
the choice of applying relationships as the basic unit of analysis. 

The problem of lacking integration between the accounting system and 
the enterprise system, which typically are separated from each other, is 
seldom acknowledged in the EC research literature. This explorative study 
shows that these different system types are often supplied by different IT 
vendors, which want to promote their own systems and do not have 
enough incentives to integrate the variety of different combinations of 
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faced with non-efficient double workload. 
Despite the extensive project support from the project leaders of PMW, 

there have been technical problems, such as for example server problems, 
encountered which have been disturbing the EC implementation processes. 

Increased EC maturity is perceived to influence positively on EC imple-
mentation: After the first trading partner ‘has been wired’, the second one 
is then perceived to be easier to link with. 

A negative experience for both buyer and supplier organizations have 
been the extensive amount of ‘nitty and gritty’ work required in order to 
have the required disciplined and exact business processes to work. As a 
result, implementation typically takes more time than what is expected in 
advance. 

One of the project leaders of PMW perceives that the change work re-
quired is the toughest impeding condition to overcome. This explains why 
simpler EC applications which do not require so much change work, such 
as the ‘receiving e-invoice’ application, seem to be more popular to start 
with: “the important thing is to get organizations started”. The project 
leaders use the concept ‘ripple effect’ as a metaphor for their implementa-
tion strategy (Obstfelder Peterson 2006): 

Our approach was to start on a small scale and wait for a ripple effect to de-
velop. That way we established a solid foundation from which we could move on 
to a practical, concrete effort. Step by step, we were able to demonstrate results 
and positive effects. And once you’ve done that, you can attract and involve even 
more businesses. 

A ‘small win/small step’ EC implementation strategy, following a ‘psy-
chology of a small wins’ path, seems to be more popular among the small-
ler organizations. Obviously, this is less risky while it correspondingly 
provides only minor net value effects. To realize major net value effects 
from EC implementation, substantial business process redesign is required. 

According to one of the project leaders of PMW, lack of knowledge is a 
major impediment for the use of e-invoicing. Since there are different ‘is-
lands of internal stakeholders’, within an organization such as a municipal-
ity, there is also a need to ensure that there is sufficient commitment and 
coordination of the internal workforces. One of the project leaders of 
PMW has devoted much time on the process of securing that four stake-
holder actors on each side of the business relationship are sufficiently com-
mitted for change to e-invoicing, i.e. the CEO, the financial manager, the 
IT manager and a representative for the enterprise system vendor. Across 
these four stakeholders there are varying knowledge levels, perceptions 
about the choice of appropriate e-invoice type, and varying degrees of 

systems. As a consequence, despite their use of EC, the trading partners are 
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conviction as to whether there is good value from e-invoicing or not. The 
effort required to gain the necessary commitment from these stakeholders 
has during this e-invoicing project often turned out to be a very communi-
cation and time demanding activity (cf. Benjamin & Levinson 1993, who 
point out the critical importance of managing stakeholder commitment). 

In the municipality of Torsby, a decentralized e-invoice reception capa-
bility ongoingly is implemented, meaning that the e-invoices are approved 
by each individual orderer. This, in turn, requires relatively more prepara-
tory ‘commitment work’ on the municipality side of the relationship. 

In essence, to allocate resources for champions is perceived by many of 
the respondents to be one critical success condition in order to attain the 
necessary implementation momentum. 

8  Results  Perceived Effects 

The lion’s share of the benefits across an individual business relationship 
is attained by the buyer, since it is the receiver of the e-invoice. For the 
buyer organizations in this study, the ‘receiving e-invoice’ application is 
popular as the first EC application because it provides them with time-
saving administrative effects within relatively short time. The average in-
voice-handling time was found to decrease with about 60 per cent (from 28 
to 11 minutes) for the e-invoice receiver. After digitization, only the in-
voice authorization activities remain from the traditional receiving-invoice 
process. However, implementation processes are often slower than ex-
pected, or hoped for. During 2005, not more than 6 per cent of all inco-
ming invoices to the municipality of Torsby were received as e-invoices 
(Persson 2006). 

One of the ‘receiving e-invoice’ buyer organizations linked to PMW re-

chase costs. This is obviously also positive for the selected suppliers. Some 
of the regional SME suppliers perceive that they have not gained anything 
from starting to send e-invoices, except that they hope for a stronger rela-
tionship with its larger customer. 

In a longer perspective, the e-invoice sending capability enabled by the 
e-business portal implies that these regional SMEs are enabled to remain 
as suppliers to the municipalities in the future. To date however, the muni-
cipalities in their buyer roles have not yet demanded mandatory e-invoi-
cing from their suppliers. 

ports that it has significantly increased the degree of purchase loyalty 
towards its suborder suppliers, which has had a positive effect on its pur-

477IT-Supported Inter-Organizational Services 



Odd Fredriksson 

According to one of the project leaders of PMW, the prime benefit for 
the regional SME suppliers is the knowledge accessed and acquired as re-
gards how to send e-invoices and what this implies for the own organiza-
tion. An important constituent of the tutoring attained from PMW has been 
the assistance in choosing the e-invoice type best fitting the individual 
SME’s situation. The financial support which some of the SME suppliers 
have received has only been of secondary importance. PMW has carried 
the required technical investments, which has decreased the individual cost 
for all the linked SMEs. 

According to another of the three project leaders of PMW, the notice-
able prime benefit for the regional SME supplier is the emotional, rather 
than the economical, effect: a simpler invoicing administration effect is at-
tained. As all administration concerning the e-invoice is performed at one 
and the same occasion, a more structured work procedure is attained and 
thereby is time spent on administration saved. This contributes to long-
term development for the organization. 

For buyer firms, also significant reliability effects have been attained 
from the usage of incoming invoices: elimination of misinterpretations, 
full communication security and traceability. 

Valuable competence has been built among the project leaders of this 
‘regional hub’, which has been inexpensively shared to the new adopters 
and will continuously be shared to the coming adopters of EC applications 
in the targeted market area. Thus, the focal e-business portal actor  so far 

 has functioned as a dynamo, or catalyst, for EC implementation among 
particularly smaller organizations in the targetted region. 

Importantly, the e-business portal represents a regional, impartial effort 
to strengthen Värmland’s private sector and open up avenues that are be-
yond the financial means of individual firms. As Wermland Chamber of 
Commerce is a neutral party  in relation to the IT vendors, the buyers and 
the suppliers  it attains a relatively high trust from the regional trading 
partner community, which in turn is positive for the probability of reaching 
a critical mass of use. 

By the end of 2007, Swedish national project funds financing PMW will 
cease. Given the perceived success so far, there is good reason to predict 
that a critical mass of stakeholders, interested in that PMW successfully 
turns into a viable business operation, will be reached. 
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Abstract. Diagrams play a critical role in IS development. Despite this, ISD practitioners 
receive little or no instruction on how to produce “good” diagrams. In the absence of this, 
they are forced to rely on their intuition and experience, and make layout decisions that 
distort information or convey unintended meanings. The design of ISD graphical notations 
is ad hoc and unscientific: choice of conventions is based on personal taste rather than sci-
entific evidence. Also, existing notations use a very limited graphic vocabulary and thus 
fail to exploit the potential communication power of diagrams. This paper describes a set of 
principles for producing “good” diagrams, which are defined as diagrams that communicate 
effectively. These provide practical guidance for both designers and users of ISD diagram-
ming notations and are soundly based on theoretical and empirical evidence from a wide 
range of disciplines. We conclude that radical change is required to ISD diagramming prac-
tices to achieve effective user-developer communication. 

Diagrams form a critical part of the “language” of IS development: most ISD 
techniques rely heavily on graphical representations. For example, UML 2.0 con-
sists of 13 types of models, all of which are represented in graphical form [29]. 
The primary reason for using diagrams in IS development is to facilitate commu-
nication. In particular, diagrams are believed to be more effective than text for 
communicating with end users. Effective user-developer communication is critical 
for successful development of information systems. 

1.1 Cognitive Effectiveness: What is a “Good” Diagram? 
A diagram is a sentence in a graphical language [24]. The primary purpose of any 
language is to communicate. Therefore a “good” diagram is one which communi-
cates effectively. Communication (or cognitive) effectiveness is measured by the 
speed, ease and accuracy with which the information content can be understood. 
The cognitive effectiveness of diagrams is one of the most widely held assump-
tions in the ISD field. However cognitive effectiveness is not an intrinsic property 
of diagrams but something that must be designed into them [19]. 

1.2 Current State of Practice 
Despite the importance of diagrams in IS development, practitioners typically 
receive little or no instruction in how to produce effective diagrams. As a result, 
they are forced to rely on their intuition and experience (which is often wrong), 
and make layout decisions that distorts information or conveys unintended 
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judgements about “aesthetics” (what looks good), which they are not qualified to 
make as they typically lack expertise in graphic design. Also, what looks good is 
not always what communicates most effectively. Current ISD diagramming prac-
tices are based on erroneous assumptions about what makes diagrams effective 
and flawed heuristics about how best to construct them. Examples of commonly-
used heuristics include avoiding line crossings, using zigzag lines and expanding 
symbols to fit labels. While these are designed to improve readability of diagrams, 
in most cases they have the opposite effect. Despite this, such practices have been 
perpetuated over time and have become so entrenched that they are often docu-
mented as “best practices” [e.g. 1].  

The design of ISD diagramming notations is also largely ad hoc and unscien-
tific. Decisions about how to graphically represent constructs are based on 
personal taste, intuition or consensus rather than on scientific evidence. There is 
usually no theoretical or empirical justification for conventions used, perhaps re-
flecting a belief that it does not really matter which conventions are chosen. ISD 
diagramming notations also use a perceptually limited repertoire of graphical tech-
niques and thus fail to exploit the potential power of diagrams [33]. The same 
graphical symbols (variants of boxes and arrows) are used over and over again 
while some of the most effective graphical techniques such as colour, spatial lay-
out, size and value are not used at all or used informally [33]. Finally, most ISD 
diagramming notations are inconsistent with principles of graphic design. This is 
not surprising as designers of ISD notations typically lack training or expertise in 
graphic design. However while it is common in other areas of ISD practice (e.g. 
user interface design, web development) to get advice from graphic design spe-
cialists, notation designers rarely do the same.  

1.3 Current State of Research 
The perceptual characteristics (visual appearance or form) of diagrams have been 
grossly understated by ISD researchers. While issues of semantics or content 
(what constructs to include in a notation) are treated as matters of substance, de-
tails of graphical syntax (how to visually represent these constructs) are treated as 
being of little or no consequence. Choice of graphical conventions is seen by re-
searchers (like notation designers) as a matter of aesthetics or personal taste rather 
than effectiveness [14]. Research in diagrammatical reasoning suggests the exact 
opposite: the cognitive effectiveness of diagrams is primarily determined by their 
perceptual characteristics [19, 33]. Even slight changes in graphical representation 
can have dramatic impacts on understanding and problem solving performance. 
The extent to which diagrams exploit perceptual features largely explains why 
some diagrams are effective and others are not [19]. This suggests that the form of 
diagrams is just as important – if not more – than their content. 

1.4 Objectives of this Paper 
Most ISD diagrams do not communicate effectively and actually act as a barrier 
rather than an aid to user-developer communication [17, 28, 39]. Field studies 
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show that end users understand ISD diagrams very poorly and that most develop-
ers don’t even show diagrams to their users [13, 14, 28, 37]. The fault for this lies 
with educators, notation designers and researchers, who have largely ignored is-
sues of graphical representation or treated them in an ad hoc way. The aim of this 
paper is to provide a scientific basis for the use of diagrams in IS development. 
We argue that ISD diagramming practice should be evidence based: decisions 
about what graphical conventions to use (language level) and layout of individual 
diagrams (sentence level) should be based on evidence about cognitive effective-
ness rather than subjective notions of aesthetics. The major focus of this research 
is on improving the effectiveness of communication with non-specialists (end 
users) as this is most critical for improving for improving the quality of the IS 
development process. 

In order to produce more cognitively effective diagrams, we need to consider two 
things [49]: 

 The language of graphics: the techniques available for encoding information 
graphically. Clearly, the better our command of the language, the more ef-
fectively we will be able to communicate.  

 Human graphical information processing: how diagrams are processed by 
the human mind. This is necessary to evaluate the cognitive effectiveness of 
alternative representations. 

2.1 The Language of Graphics 
The seminal work in the field of graphical communication is Jacques Bertin’s 
“Semiology of Graphics” [5]. This is considered by many to be for graphic design 
what the periodic table is for chemistry. Bertin identified eight elementary visual 
variables which can be used to graphically encode information (Figure 1). These 
are categorised into planar variables (the two spatial dimensions) and retinal vari-
ables (features of the retinal image).  

 
Figure 1. Visual Variables [5] 
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set of atomic building blocks that can be used to construct any graphical represen-
tation – similar to the way the elements of the periodic table can be used to 
construct any chemical compound. Different visual variables are suitable for en-
coding different types of information. For example, colour can be used to encode 
nominal data but not ordinal or ratio data because it is not psychologically ordered 
[18]. The choice of visual variables has a major impact on cognitive effectiveness 
as it affects both speed and accuracy of interpretation [9, 22, 50].  

2.2 Human Graphical Information Processing 
Figure 2 shows a model of human graphical information processing, which re-
flects current research in human cognition and visual perception. This consists of 
four major processing stages: 

 Perceptual discrimination: features of the retinal image (i.e. visual variables) 

integration) [21, 41]. Based on this initial processing, the diagram is parsed 
into discrete elements based on common visual properties and separated 
from the background (figure-ground segregation) [30, 50].  

 Perceptual configuration: diagram elements are grouped together (possibly 
recursively) based on their visual characteristics [30, 50]. The Gestalt Laws 
of Perception define a set of rules for how visual stimuli are organised into 
perceptual groups [46].  

Cognitive ProcessingPerceptual Processing

Perceptual 
discrimination

Perceptual 
configuration

Working 
memory

Long term 
memory

attention

Diagram

retinal 
image

 
Figure 2. Model of Graphical Information Processing 

 Working memory (WM): all or part of the processed image is brought into 
WM for active processing and interpretation under conscious control of at-
tention. Perceptual precedence determines the order in which elements are 
attended to [51]. WM is a temporary storage area which synchronises rapid 
perceptual processes with slower cognitive processes. It has very limited ca-
pacity and duration and is a known bottleneck in graphical information 
processing [18, 22].  

 Long term memory (LTM): information extracted from the diagram is inte-
grated with prior knowledge stored in LTM. LTM is a permanent storage 
area which has unlimited capacity and duration but is relatively slow. There 
are two types of prior knowledge relevant to diagram understanding: domain 
knowledge (knowledge about the represented domain) and notational knowl-
edge (knowledge about the diagramming notation). In the case of notation 
experts (i.e. IS developers), notational knowledge is likely to be encoded in a 
diagram schema, which largely automates the process of diagram interpreta-

Daniel Moody

are detected, some serially, some in parallel, across the visual field (feature 

The set of visual variables define a “vocabulary” for graphical communication: a 

484 



tion [34]. Domain experts (i.e. end users) are unlikely to have such a schema 
as they interact with such diagrams infrequently and therefore interpretation 
will be much more error-prone and will require significant conscious effort.  

Perceptual processes are automatic, pre-attentive, very fast and mostly executed in 
parallel while cognitive processes operate under conscious control of attention and 
are relatively slow, effortful and sequential. A major basis for the cognitive advan-
tages of diagrams is that they shift some of the processing burden to the 
perceptual system, freeing up cognitive resources for other tasks [36]. 

In this section, we define a set of evidence-based principles for producing cogni-
tively effective ISD diagrams. These are based on theoretical and empirical 
evidence from a wide range of disciplines including cartography, conceptual mod-
elling, cognitive psychology, communication theory, computer graphics, 
diagrammatic reasoning, education, graphic design, graph drawing, human-
computer interaction, information visualisation, linguistics, multimedia design, 
psychophysics, semiotics, statistics, technical writing, typography, visual percep-
tion and visual programming.  

3.1

Perceptual discrimination is the first step in graphical information processing 
(Figure 2). Accurate discrimination of diagram elements is a necessary prerequi-
site for further processing. There are two aspects to discriminability [18]:  

 Absolute discriminability: the ability to see diagram elements and separate 
them from the background. 

 Relative discriminability: the ability to differentiate between different types 
of diagram elements. 

Absolute discriminability is determined by three primary factors: 
 Size: diagram elements (and also textual labels) need to be a certain mini-

mum size to be seen and recognised correctly [48]. The optimal size of 
elements for human perception have been empirically established for both 
visual elements and text [2, 40]. 

 Contrast: according to the Gestalt Figure-Ground principle, the greater the 
contrast between diagram elements and the background, the more readily ob-
jects will be detected and recognised [30, 46]. Contrast can be achieved by 
using clearly different surface properties (colour, texture or value) between 
diagram elements and the background. Adequate contrast should also be es-
tablished between textual labels and their background. 

 Proximity: discernibility of diagram elements decreases with proximity of 
other elements [52]. This relates to the use of white space, which is one of 
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the major design elements in graphic design [47]. There is no empirical basis 
for choosing the optimal spacing between elements but for most types of ISD 
diagrams 1–1.5 shape widths provides adequate separation.  

Relative discriminability is determined by the number and size of differences be-
tween symbols used to represent different constructs. The greater the perceptual 
variation between symbols used to represent different constructs, the faster and 
more accurately they will be recognised [51]. If differences are too subtle, errors 
in interpretation and ambiguity can result. In particular, requirements for dis-
criminability are much higher for novices (end users) than for experts [7, 8].  

3.2 Manageable Complexity: Diagrams should not 

One of the most common mistakes in ISD diagramming practice is to show too 
much information on a single diagram. This results in “absurdly complex dia-
grams” that are a barrier rather than an aid to communication [17]. The reason for 
this is that the amount of information that can be effectively conveyed by a single 
diagram is limited by human perceptual and cognitive abilities: 

 Perceptual limits: The ability to visually discriminate between diagram ele-
ments decreases with their number and proximity [23]. In general, the 
difficulty of discerning diagram elements increases quadratically with dia-
gram size [31]. The root cause of discriminability problems with ISD 
diagrams (Principle 1) is excessive complexity. 

 Cognitive limits: The number of diagram elements that can be comprehended 
at a time is limited by working memory capacity, which is believed to be 
“seven plus or minus two” concepts at a time [3, 21, 45]. When this is ex-
ceeded, a state of cognitive overload ensues and comprehension degrades 
rapidly [20, 26].  

One of the most effective ways of reducing the complexity of large systems is to 
divide them into smaller subsystems or modules. This is called decomposition or 
modularisation [4]. In the context of diagrams, this means that large diagrams 
should be divided into perceptually and cognitively manageable “chunks” (seven 
plus or minus two elements per diagram). Experimental studies show that modu-
larising ISD diagrams in this way improves end user understanding and 
verification accuracy by more than 50% [27]. 

3.3

In most ISD diagrams, all elements look the same: there is no way of telling which 
are most important [17]. Such representations act as very poor information filters. 
Also, because there is no clear entry point or processing sequence, it makes them 
hard to access for novices and leads to inefficient and haphazard processing [6, 
33]. The visual variables (Figure 2) can be used to create a clear perceptual prece-
dence or visual hierarchy among diagram elements. The most effective visual 
variables for emphasis are those suitable for encoding ordinal data as emphasis 
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defines a partial ordering over diagram elements. The most important concepts 
should be emphasised (highlighted) to bring them to the readers’ attention, while 
less important or background elements should be de-emphasised (lowlighted) 
[52]. This defines a clear processing sequence which facilitates more efficient 
processing [6, 51]. Research in diagrammatic reasoning shows that directing at-
tention to the most important concepts can dramatically improve understanding 
and problem-solving performance [6, 11, 52].  

3.4

One of the unique problems with ISD diagrams compared to diagrams used in 
most other disciplines is that systems are typically represented using multiple dia-
grams. For example, UML consists of 13 different types of diagrams, each of 
which represents the system from a different perspective. The need to manage 
complexity (Principle #2) further exacerbates the problem by creating multiple 
diagrams of each type. This results in a complex network of diagrams that can be 
difficult to understand as a whole and navigate through. Using multiple diagrams 
places additional cognitive demands on the user to mentally integrate information 
from different diagrams and to keep track of where they are in the network of dia-
grams [38, 42]. For such representations to be cognitively effective, the 
diagramming notation must provide explicit mechanisms to support [16]: 

 Conceptual integration: enabling the reader to integrate information from 
separate diagrams into a coherent mental representation of the problem. 

 Perceptual integration: providing perceptual cues (orienting, contextual and 
directional information) to aid navigation between diagrams.  

There are a range of mechanisms which can be used to achieve cognitive integra-
tion, such as summary diagrams [16], signposting [25] and spatial contiguity [44]. 

3.5

Perceptually direct representations are representations whose interpretation is 
spontaneous or natural, in that their meaning can be extracted automatically by the 
perceptual system. Such representations are highly efficient as they offload inter-
pretation effort from the cognitive system to the perceptual system: extracting 
meaning from the diagram becomes effort-free.  

 Representation of constructs: Icons are symbols which perceptually resemble 
the objects they represent [32]. Using icons to represent constructs reduces 
cognitive load because they have built-in mnemonics: the association with 
the referent concept can be perceived directly, and does not have to be learnt 
[33]. Icons also make diagrams more visually appealing, speed up recogni-
tion and recall, and improve intelligibility to naïve users [7, 8].  

 Representation of relationships: Perceptual directness also applies to repre-
sentation of relationships among diagram elements. Certain spatial 
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configurations of diagram elements predispose people towards a particular 
interpretation even before the meaning of the elements is understood. For 
example, left to right arrangement of objects suggests causality or sequence 
while placing objects inside other objects suggests class membership [12, 
48]. Diagramming notations can be designed to exploit these intuitively un-
derstood spatial arrangements to increase ease and accuracy of interpretation.  

3.6

In most ISD diagrams, there is no clear structure or grouping among diagram ele-
ments. This leads to inefficient encoding in WM, as each diagram element must be 
encoded as a separate “chunk” [18]. The Gestalt Laws of Perception define a set 
of empirically validated principles for how the human perceptual system organises 
visual stimuli into perceptual units [46]. These can be used to group related dia-
gram elements together and so facilitate perceptual configuration (Figure 3). In 
this way, This facilitates more efficient use of WM, as each group of elements can 
be encoded as a chunk rather than encoding each element separately [26]. This 
reduces cognitive load and frees up cognitive resources for other information 
processing tasks [10, 22]. Perceptual grouping provides both an alternative and a 
complement to decomposition (Principle 2). Organising diagram elements into 
groups expands the number of elements that can be shown on each diagram with-
out exceeding cognitive limits [10]. This reduces the total number of diagrams 
required, which in turn reduces the need for cognitive integration (Principle 4).  

3.7
Identification is an important concept in cartography [35] but is given little ex-
plicit attention in ISD diagramming practice. There are two aspects to 
identification [5]: 

 External identification: this defines the correspondence between the diagram 
and the represented world. Each diagram should have a title, which should 
be clearly recognisable as such by its size and placement [18]. This should 
summarise the content of the diagram (the part of the referent domain it rep-
resents). Diagram elements (both nodes and links) should also be clearly 
labelled, using terminology familiar to domain experts to help trigger domain 
knowledge in LTM. Labels should be clearly grouped with their referent ob-
jects using Gestalt principles [15]. 

 Internal identification: this defines the correspondence between graphical 
conventions and their meaning. The diagram type should be clearly identi-
fied to trigger the appropriate diagram schema in LTM (if one exists) and 
reduce likelihood of misinterpretation. In addition, a legend or key should be 
included, summarising the graphical conventions used. This should be in-
cluded within the frame of each diagram rather than on a separate sheet of 
paper or document to avoid problems of cognitive integration [25, 43, 44].  
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3.8

Most ISD diagramming notations use a very limited graphical vocabulary and use 
only one of the eight available visual variables to encode information: shape. 
Shape is one of the least cognitively efficient variables as it can only be used to 
encode nominal data and is detected serially [23]. Visual expressiveness refers to 
the number of different visual variables used to encode information. Using multi-
ple visual variables results in a perceptually enriched representation which uses 
multiple, parallel channels of communication. It also helps increase visual interest 
and attention. Using multiple visual variables to convey the same information 
(redundant coding) improves accuracy of communication and counteracts noise.  

3.9

Graphic complexity is defined as the number of different graphical conventions 
used in a notation [28]. Experimental studies show that human ability to discrimi-
nate between perceptually distinct alternatives (the span of absolute judgement) is 
around six categories [26]. Most ISD diagramming notations currently in use ex-
ceed this significantly: for example, UML Class Diagrams have a graphic 
complexity of 14. One solution to this problem is increase the number of percep-
tual dimensions (i.e. visual variables) on which constructs differ. This has been 
shown empirically to increase human ability to discriminate between stimuli [26]. 
Another solution is not to show everything in graphical form: diagrams are useful 
for showing some types of information (e.g. structure, relationships) but not oth-
ers (e.g. detailed business rules): some information can be more effectively 
represented in textual form [33].  

This paper has described a set of principles for producing “good” diagrams, which 
are defined as diagrams that are cognitively effective (i.e. that communicate effec-
tively). These principles are soundly based on theoretical and empirical evidence 
from a range of disciplines rather than on intuition, experience and convention 
like most principles used in ISD practice. The principles can be either applied at 
the level of diagramming notations (language level) or individual diagrams (sen-
tence level). Some principles apply mainly at the language level, others apply 
mainly at the diagram level but most apply at both to at least some extent. In ap-
plying these principles to current ISD diagramming practices, the conclusion is 
that radical change is required to achieve effective user-developer communication. 

4.1 Theoretical Significance 
The theoretical contributions of this paper are as follows: 

(a) It highlights the importance of the visual aspects (form) of ISD notations, 
which have been grossly understated in ISD research and practice.  
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(b) It defines a descriptive model of how diagrams communicate, based on re-
search in graphic design, cognition and visual perception. This provides a 
theoretical basis for evaluating the visual aspects of ISD notations which 
complements methods used to evaluate semantic aspects.  

(c) It defines a set of prescriptive principles for producing cognitively effec-
tive diagrams. These define causal relationships between the perceptual 
characteristics of diagrams and efficiency and effectiveness of human in-
formation processing. These help to increase our understanding of what 
makes ISD diagrams effective or ineffective and also represent theoretical 
propositions which can be empirically tested. 

4.2 Practical Significance 
The principles defined in this paper provide practical guidance for both designers 
and users of ISD diagramming notations. Importantly, they are not abstract, theo-
retical principles but highly specific and operational principles, which could be 
easily incorporated into current ISD practices. They can be used by ISD practitio-
ners to produce diagrams that communicate more effectively with their customers. 
They can also be used by ISD notation designers to develop diagramming nota-
tions that more effectively exploit human perceptual and cognitive capabilities. 
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1 Introduction

The amount of data available on the Internet is continuously and rapidly
growing. It is a well-known fact that even the best search engines cannot
index more than a relatively small fraction (15–30%) of entirety of data on
the Internet, and due to the mentioned increase rate, this portion is solidly
decreasing. The fraction of the indexed data is even smaller if one considers
not only the easily indexable surface web, but also the so-called deep web
(DW)1.

Most of the information accessible through the net is organized and stored
in structured databases, this content is termed as “deep web”. The content of
such databases is presented to the user as dynamic web pages being created
to answer user’s query, and thus standard search engines can never index
and find them. Therefore, searching on the Internet today can be compared
to dragging a net across the surface of the ocean. While a great deal may
be caught in the net, there is still a wealth of information that is deep, and
missed. Internet content is considerably more diverse and the volume certainly
much larger than commonly understood.

The paper presents the results our project, called “In the Web of Words”
(WOW), that aims to create a prototypical deep web search engine for Hun-
garian DW content. The content providers are contracted DW sites. The con-
tent is typically stored in relational databases. Another significant novelty of
our approach is that it enables natural language querying. Consequently, one
of the most crucial part of the system is the transformation of natural lan-
guage questions to adequate SQL queries which are in accordance with schema
and attribute convention of contracted partner databases. Thus the querying
is performed in three steps: natural language question processing, context

1 The deep web is also often called as “Invisible Web”, “Cloaked Web” or “Hidden
Web”
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recognition, and SQL transformation. The paper delineates these components
and the architecture of our system.

2 The importance of DW search

2.1 Change in web data storage

The notion of deep web refers to the information resources managed in struc-
tured (namely SQL), online searchable and accessible databases, as described
in BrighPlanet’s white paper 2. DW is both qualitatively and quantitatively
(see Subsection 2.2) different from the surface web. DW sources store the con-
tent in searchable databases that only produce results dynamically in response
to direct requests initiated by the user. A direct query is a “one at a time”
request, the result is created dynamically, therefore internet search engines
cannot index it.

Let us investigate why dynamic web pages became a preferred way to
present information on the web. In the earliest days of the Internet, there
were relatively few documents and sites. It was a manageable task to post all
documents as static pages. Because all pages were persistent and constantly
available, they could be crawled easily by conventional search engines.

Sites that were required to manage tens to hundreds of documents could
easily do so by posting fixed HTML pages within a static directory struc-
ture. In the mid 90s database technology was introduced to the Internet and
since then, a true database orientation is becoming more and more relevant,
especially for larger sites. It is now accepted practice that large data produc-
ers choose the Web as their preferred medium for commerce and information
transfer. What has not been broadly appreciated, however, is that the means
by which such data providers post the information is no longer through static
pages but through database-driven designs.

As a consequence of the traditional model of crawling static Web pages, be-
ing today’s paradigm for conventional search engines, no longer applies to the
information content of the Internet. Serious information seekers can no longer
neglect the importance or quality of deep Web information. Directed query
technology is the only means to integrate deep and surface Web information.

2.2 Facts about the deep web

Let us investigate why it is important to incorporate DW access in the internet
search engines, and how it can be elaborated. Studies about the internet [2, 4]
show among other facts that

1. The size of the deep web is about 400 times larger than that of the surface
web [2] that is accessible to traditional keyword-based search engines. The

2 http://www.brightplanet.com
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Fig. 1. The distribution of web in 2005 (figure is taken from [4])

deep web contains 7500 terabyte (TB) information, compared to the 19
TB information of the surface web.

2. The estimated number of static web pages is 50 billion, while the number
of deep web pages is over 200 billion. The most popular web search engine,
Google, indexes about 8.75 billion web pages (data from December 2005;
[4], see also 1). Only about the 16% of the entire web is indexes by any of
the search engines .

3. The size of DW is growing much faster than the one of surface web. DW
is where new information appears the fastest on the web.

4. Deep web sites tend to be narrower and deeper than conventional surface
web sites. DW sites typically contain topic specific databases, therefore the
quality of the information stored on these sites is usually more adequate
w.r.t. the given topic than the one accessible through conventional pages.

Traditional search engines create their catalogs based on crawling web
pages that have to be static and linked to other pages. Therefore dynamic
web pages, even though they have unique URLs, are not searchable by such
engines [10]. However, it would be highly desirable to make the content of the
deep web accessible to search engines, which can be normally accessed only
through querying the search surface of the deep web sites.

3 Estimation of Search Engine Watch; http://www.searchenginewatch.com

3
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2.3 Searching the deep web

Currently, searching the deep web is quite laborious and time-consuming work,
if the user has no prior information about where to search. The scenario DW
search outlined in [4] as follows. The user has to search twice:

1. First, one need to use primary search engines (Google, Yahoo, MSN, A9,
Vivisimo, Dogpile, AskJeeves) to locate the database of user’s interest.
This is expected to be be quite lengthy, at least about few tens of minutes
(e.g. search for jobs in honolulu”,

”

weather reports dublin”, houses for
sale winnipeg”, hard drive sales at best buy”).

2. Secondly, once the specific database is found, the user need to search
within that database. For example: one may find www.monster.com helpful
for searching databased jobs in Honolulu. At www.theweathernetwork.
com one can find the sought after weather reports, etc. The expected time
for DW database searching can be several hours!

Hence, the user can retrieve his/her information need from the deep web,
if s/he knows the appropriate DW site that stores the sought information and
is familiar with the search surface offered by the site.

Deep web searchers—engines that focus on the content of DW sites—aim
to bridge this gap between the user and deep web sites. The information
that resides on deep web site can be efficiently accessed if the structure of
the databases is known by the search engine. The current state-of-the-art of
DW search facilities are rather listings of DW sites [3], especially for English
users. In this work the currently known gateways to the deep web are listed:
collections that contain up to a few hundreds of DW sites, and meta search
engines that cover a few databases.

The build-up of a DW search site is more difficult than the creation of a
large index database: the semantical correspondence between user queries and
database contents also has to be captured and handled. Form based or other
graphical interfaces are the best choices to retrieve information from a single
database or to query web sites on a concrete topic. On the one hand, there are
differences in structural design and in granularity of data between databases
in a multi-database environment. That is why a form based search application
needs to semantically restructure user input according to the target databases
or it needs to reduce differences in a way. Both are hard tasks if the number
of databases are not strongly limited, or if there is no agreement between the
site owners. On the other hand, the number of attributes to be queried are not
bounded in search engines. Without a strict limitation on the number of the
topics, form based applications become unusable or impractical. For a more
detailed analysis on the differences between NLIDBs, keyword and menu based
search engines, see [1]. In the next, we argue for the importance of natural
language querying in DW search, which is, in our opinion, the crucial key to
the feasibility of DW search service.

””
”
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2.4 Natural Language Querying

One of the bottlenecks of traditional search engines is that they keep keyword-
based catalogued information about web pages; therefore they retrieve only
the keywords from users’ queries and display pages with matched ones. This
matching method neglects important information granules of a natural lan-
guage query, such as the focus of the query, the semantic information and lin-
guistic connections between various terms, etc. Traditional searchers retrieve
the same pages for “When does the president of the United States visit Russia”
and “Why does the president of Russia visit the United States”, though the
requested information is obviously quite different. Solutions that do not deal
with the given morphosyntax of the sentence, e.g. Askjeeves4, AnswerBus5,
Ionaut 6, also suffer from this problem.7 These pieces of information could be
very important particularly when DW search is concerned, because e.g. the
interrogative is not a keyword-like information (the ideal result does not con-
tain it), but it specifies the focus of the query. DWSEs communicate with DW
sites by accessing the residing database using a querying language (e.g. SQL).
In the retrieval of the proper answer of a question, hence, its focus should be
encoded in the translated SQL query. The user expects different answer for
the questions: “When was J.F.K born” or “Where was J.F.K. born”.

2.5 WOW project

In the remaining part of the paper we present the WOW project in details.
Its main goal is to create a complex search service, which includes traditional,
deep web and image search facilities. This paper concentrates on DW search
of contracted partners’ databases by means of natural language Hungarian
queries. Although natural language processing is always language-dependent
in certain respects, the paper focus on the non-language specific part of the
operation. The inner interfaces of the system are designed to be applicable
for arbitrary language, and the language-specific parts (e.g. syntactic parser,
morphological parser) are kept in isolated modules and external tools in the
system.

In the pilot phase of our project we intend to include only certain topics
in the search space of our DW search engine, namely, certain fields of culture
(books, movies & cinemas, plays & theaters). We have negotiated with selected
databases’s owners (a library, a digital data archive, and a cultural programme
data provider) and worked out the key points and conditions of cooperation.

4 http://www.askjeeves.com/
5 http://www.answerbus.com/
6 http://www.ionaut.com:8400/
7 To test whether the solution is keyword based or not (even if the input is a

NL question) try: “Who is the present King of France?” or “When visited the
president of Russia the United States?”
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3 System architecture

In the next we outline the system architecture of our natural language query
driven DW search application. The system consists of five components de-
picted in Figure 2.

Fig. 2. The collaboration of main components of the DW search application

The input of the natural language (NL) module is the user’s question8. The
module performs syntactic parsing, more specifically, it specifies the morpho-
logical characteristics of each syntactically relevant unit (tokenization) of the
sentence, and groups related units (bracketing). The output is either generated
in a form of XML files that code the various linguistic structures appropriately,
or for testing a tree-shaped graphical presentation a the parsed alternatives
can also be chosen. Illustrating figures of NL module in our previous papers
[8, 9] are generated by means of the latter option.

The context identifier (CI) determines the context(s) of the question and it
creates a list of so-called CL (Context Language [8]) expressions. This trans-
formation is performed on the basis of schema and attribute names that are
related with the topics covered by the DW search service (see details in sub-
section 4.2).

The DW search engine (DWSE) stores the database (DB) information
about partner DW sites. Based on the context of the query that is encoded in
the CL expression(s), it determines databases where the CL expression should

8 We equally use terms query and question referring to the natural language inter-
rogative sentence typed in by the user.
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be posted to. It also includes an SQL parser that translates CL expressions
for local SQL queries. The word local here refers to the fact that the naming
conventions of schemas and attributes in these SQL queries have local validity.
Because each DW content provider has different database structures, and
applies different terminology, DWSE uses its own one and the domestication
of SQL queries for the mediator layer.

Mediator layer’s role is to connect DWSE’s central database and databases
of DW content providers. It facilitates that database owners can provide the
necessary and only the necessary information about their database, it ensures
feasibility of querying, controls authority rights, and assures authenticity and
answering facilities. The mediator layer transfers local SQL queries accord-
ing to the naming convention and structure of the database of the deep site.
The administrator of the database should fill in a form before the database
is connected to DWSE; by this form the administrator can map the names of
schemas and attributes of DWSE to the local convention. Finally, the appro-
priately transferred SQL queries are passed to the database of the deep web
site and the answer is returned in the form of URLs.

The last component, the answer analyzer, orders the answer URLs and
displays them to the user.

4 Description of components

4.1 NL module

The input questions should fulfill several requirements. The system accepts
only simple (only one tensed verb is allowed), well-formulated and -spelled
interrogative sentences starting with a question word from a given list. It is
not designed to answer questions focusing on causality (“Why did the Al-
lies win WW2?”), intension (“Would you like a cup of coffee?”), non-factual
(“How am I?”) information. The system’s task is to answer questions based
on information stored in partner’s databases.

The module applies several tools for its operation: morphological parser9,
various databases storing the required lexical information (proper names, in-
terrogatives, lists of some significant words, patterns for various fixed terms,
such as dates, URLs etc.).

Figure 3 depicts main steps and the means of NL module.
NL module consists of two main steps, the tokenization and the syntactic

parser. The former determines tokens of the sentence, and annotate them
with morpho-syntactic information, the latter identifies and marks syntactic
structures in the sentence.

9 http://mokk.bme.hu/projects/szoszablya/index html?set language=en&cl=

en
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Fig. 3. Main steps and means of NL module

Tokenizer first identifies tokens (syntactically relevant units) of the sen-
tence. Tokens are one-word or multi-word expressions whose internal struc-
tures are irrelevant w.r.t. the syntactic parsing of the sentence. Multi-word
tokens are typically proper names (personal names, institution, proprietary
and company names, titles, addresses, etc). As Hungarian is a highly agglu-
tinative language where major semantic/syntactic relations are signalled by
a series of “stackable” suffixes (see e.g. [6, 7]), the identification of tokens is
a more complex task than simple pattern recognition and therefore requires
the support of a morphological parser. This solution of subtask is reported in
our paper [9]. The morphological parser has a second function at this phase:
it assigns part of speech labels to tokens and provides their morphological
analysis. This information stands as the basis of the subsequent bracketing
phase. Another characteristics of the morphological system of the Hungarian
language is that many morphologically complex word forms are ambiguous
in terms of their morphological structure. Such ambiguous tokens are disam-
biguated in parsed alternatives. The detailed of the tokenizer can be found in
[8].

The second part of the NL module groups related tokens in syntactic units.
This task is executed by means of several sub-modules that are connected
sequentially in the following order:

1. recognizer of adverbs and participles;
2. recognizer of adjective and noun groups;
3. recognizer of conjunctions (logical operators);
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Fig. 4. Main steps of CI’s algorithm

4. recognizer of possessive structures;

Each sub-module works based on the morphological information (stem [part
of speech], suffixes) that is determined by the morphological parser and that is
each token is annotated with. The sub-modules are executed iteratively until
new grouping can be done in a cycle.

The output is generated in SADL (Syntax Analysis Description Language)
developed by the WOW project10.

4.2 The context identifier

The context identifier module (CI) gets sentence alternatives in SADL format
as input. CI determines all possible key schema and attribute pairs (called
contexts) for each alternative and it also translates the additional syntactically
encoded information (if any) into database selection constraints. As a result
CI outputs a set of SQL-like CL (Context Language) expressions which can
be easily transformed into SQL queries. Figure 4 describes how CI works.

It is easy to see that SQL statements are a kind of path expression in
databases. That is, one has to find a valid mapping of a SADL sentence to
database path expressions. Since (relational) databases do not store informa-
tion on the semantics of data one has to build a meta-database which defines
which schemas (types) and attributes (properties) are used in database joins
(associations). Property structure or other typological notations can not be

10 Language definition in Bacchus-Naur Form is available at http://textmining.

tmit.bme.hu/szavak/NL.output.bnf
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extracted from natural language sentences, that is why meta-database also
needs to store instances of types. Such instances are the named entities.

First of all, CI determines where named entities occur in its meta-database.
Schema and attribute names containing these named entities are the fixed
contexts. Note that, fixed context is representing the largest superset of all
possible meanings of a named entity known by CI. That is, if a named entity
is not in the database its context can not be determined in any way, the
algorithm stops immediately.

According to each grammatical substructure of the natural language sen-
tence (e.g. genitive, connective, attributive) CI applies a specific rule to fixed
contexts by eliminating some elements of these sets, and it also begins to
build path expressions. For a more detailed discussion about such rules can
be read in e.g. [5]. CI build path expressions on semantics described in the
meta-database, so they are always represents data operations.

After processing all grammatical substructures CI tries to find an immedi-
ate connection between built path expressions of all different substructures. A
connection is treated to be immediate if the path expressions are terminating
in the same schema or there exists a switching table in the meta-database
between ends of path expressions. If a path expression can not be connected
to another we eliminate it. Obviously, if all path expression of a substructure
is eliminated then CI terminates by failure for this sentence. Nota Bene, if a
syntactical ambiguity has no real sense at a semantical level, then it should
terminate by failure at this point. That is, failure is not necessarily indicates
lack of “knowledge”.

On the other hand, if path expressions of different substructures are con-
nected in all possible ways then it is left to determine for which attribute
value the interrogative sentence refers, in other words, to determine the focus
of the question. The focus identification is based on the verb, on the question
tag and on the closest head of noun phrase of sentence, which is the subject
or the object in the most cases. This triple uniquely identifies by verbal gov-
ernment a set of attributes of some schemas in the meta-database. We select
those of them having an immediate connection to previously determined path
expressions.

Finally, CI translates and outputs all non-eliminated path expression into
SQL-like CL expressions. If there is no CL expressions left the processing
terminates.

4.3 Connection with content providers: The Deep Web Search

The Deep Web Search Engine (DWSE) receives a set of SQL-like CL expres-
sions and it extracts all schema and attribute name from these expressions to
determine which content providers could answer the received queries. For this
matter, one stores information on content providers’ database structure. We
called DB Info this store.
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DWSE sends a message for each related content provider. The message
contains an authentication and identification code for security reasons, a
transaction id, a time-stamp, and a properly translated CL expression ac-
cording to the content provider naming conventions. The message is caught
by a provider-side mediator layer.

The tasks of the mediator layer are the joining of deep web site to the
deep web searcher, authorization of queries, authentication, and assurance of
answering. Its competence is restricted exclusively to tasks connected with
querying; it neither stores data, nor starts processes.

The mediator layer is initialized by the administrator of DW site when the
DW content provider is connected to WOW. Then the administrator selects
topics of his/her site from a list, and determines the part of the database to
be shared publicly via the deep web search engine. These data are registered
in DB Info and used by the relevance identifier when selecting databases for
question answering. DB Info can be updated on an administration interface.

The data transferred to the mediator layer consists of three parts: question
ID, DWL query and authentication elements. After checking the authentica-
tion information of WOW and DW site, the mediator layer substitutes in
DWL query the schema and attribute names to be in accordance to the nam-
ing convention of the given DW site. These information are provided by the
DW site administrator when the mediator layer is initialized.

The answering is implemented analogously. The answer must contain the
question ID, number of valid answers — if it does exceed the limit, the answers
themselves, and finally the authentication elements.

The answer processor module collects and orders the incoming answers
from different sources. Based upon our former investigations, data obtained
from different sources are heterogenous: either records, set of records, or only
a URL. Therefore, WOW returns to the user a page containing links to the
answer pages of deep web sites. DW searcher is not competent in judging the
soundness of DW sites’ answers, therefore the answers are only grouped and
ordered w.r.t. different aspects. The actual ordering method can be chosen by
the user when customizing the user interface of WOW.

5 Conclusions

In this paper we argued for the importance of deep web search, because it
deep web is the locality of huge amount of high quality well-organized data.
We also shown that natural language querying is a crucial criteria in the
design of a DWSE. The paper presented our WOW project, which includes a
natural-question driven deep web search facility. The main part of the paper
introduce the concept and the architecture of WOW’s DWSE, and give a
detailed description on the main components.
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Formal Grammars for Conformance Testing
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Summary. Formal languages and especialy formal grammars are able to describe
conformance testing. This paper is focused on the correlation between testing and
regular grammars. We compare the standardized formal methods relation described
in ISO standard [1][2] and formal grammars. We show that the implementation
relation can be specified with distributing or inter-working grammars. Our goal is
to demonstrate that formal grammars are able to describe communication protocols
and they can be used also as a test notation. The attention is focused mainly on
second part, where we show the importance of these grammars, because they can
describe the test environment and the test suites of these protocols [3].

1.1 Introduction - Motivation

During the development phase of communicating systems with formal meth-
ods the major task is to compare the correctness of the implemented system
to formal specification. If a formal specification exists a preliminary verifica-
tion can be checked by existing tools [4], which tools are able to detect infinite
loops and deadlocks. The reliability of implementation is ensured by checking
the relation between the implementation and formal specification.

The motivation of this paper is to find a notation, which could be the
same for the specification and for the test notation. This language can be an
intermediate language (not human understandable) and the goal is to demon-
strate that is able to describe the specification and the test notation also. In
the conclusion part we will point to some further works which will analyze
the possibility of generation of test cases from formal grammar description
of protocols. For this generation purpose could be useful to use the same no-
tation for both, the protocol specification and test specification. This paper
proceeds as follows: Firstly we introduce the notion of conformance testing.
Then, we show a correlation between the notation introduced and the formal
grammars. In the main part we show how the grammars are related to each
element of the test process. At the end after the conclusion we give an outlook
to some further works.
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of a test case leads to an observation from which it can be concluded whether
a system has a certain property or not. These basic concepts include the
test architecture, test suite and the process of executing test cases. The test
architecture consists of the environment where the test cases are executed
against IUT (Implementation Under Test). The IUT is the implementation of
that protocol, which we have to test.

The test system is the logically separated environment where the sending
and receiving of test sequences are realized. The communication point between
the tester and IUT is called PCO (Point of Control and Observation), which
is also a key part of the test architecture connects the tester to test context.
The test context is the system in which the IUT is embedded, and the chan-
nel” on which IUT communicates with the tester. There is a strong relation
between events that occur at PCO’s and the events that occur at the IAP’s
(Implementation Access Point) which is the communication point between the
test context and the IUT. The difference between the PCO and IAP is that
PCO’s are standardized by the test suite and they are logical points where the
communication is realized but the IAP’s are physically realized access points
to IUT by the implementer specially for testing purposes.

The tester is the implementation of the test suite, it can be structured
to lower or/and upper tester(LT/UT). The difference between the LT and
UT is in there point of action. The LT is especially acts on the IUT’s lower
boundary trough the under-laying service and the UT’s action to the IUT is
realized typically from the upper interface of the IUT, it is the IUT’s user.
The formal language in which the test suite is expressed is called test notation.
The test notation is denoted by TESTS. It means that a test suite(as a set of
test cases) is an element of Powerset(TESTS).

A test case can be divided into three main parts. In the first part we
have to set the IUT into the initial state, where the testing process could be
started. For example if we have to test the disconnection of a protocol from
information transfer state, firstly we have to bring it to this state(Information
transfer state). This set up procedure is called test preamble. The second main
part of a test case is the test body, where the test sequence is realized based
on the test purpose. The third part after the test sequences we have to bring
the IUT back to initial NULL state, for this we are using an other procedure
called test postamble. This short test case introduction is necessary for the
explanation of test case description grammars in later chapters.

Before entering deeply into conformance relations to grammars we have to
shortly present the principal things of formal theory of conformance testing.

”

it. The experimentation is carried out by executing test cases. The execution

1.2 Conformance Testing

Testing is a means to extract knowledge about a system by experimenting with

1.3 Conformance Testing with rammarsG
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Conformance involves defining whether an implementation is valid implemen-
tation of a given specification with respect to a certain correctness notion.
It can be characterized by relations between models of implementation and
specification or by satisfaction requirements by models of implementations.
Two types of specifications are presented the parameterized specification and
the instantiated specification. In parameterised specification the FDT (For-
mal Description Technique) allows to use parameters in a specification, but
in the other case the formal parameters are instantiated with actual values.
The set of instantiated specifications is denoted by SPECS. By the other hand
the implementation consists of a combination of hardware and/or software.
Implementation of any protocol can be done by different ways. The set of
implementation is denoted as IMPS. It is assumed that any implementation
IUT ∈ IMPS can be modeled by an element mIUT in a formalism MODS
(e.g. finite state machines, labeled transition systems, formal grammars...).
The formalism MODS is used to model the behaviour of an implementation,
may be the same as the formalism SPECS that is used for specification. If
we are speaking about conformance we can distinguish two types, static con-
formance and dynamic conformance. Static conformance involves the correct
instantiation of a parameterized specification. Dynamic conformance involves
the permitted observable behaviour of an implementation based on the com-
munication, which is described in specification. Dynamic conformance between
an implementation and a specification is formally characterized by a relation
between the model of the implementation and the specification. This is called
implementation relation and is denoted by imp.

imp⊆ MODS × SPECS

The formal language in which a test is described is called test notation and
is denoted as TESTS. The test execution of a test suite T ⊆ TESTS is running
the implemented test case t ∈ T in combination with the IUT. During the
test execution is an observation handled in a domain of observations denoted
by OBS.

verdt : OBS → {pass, inconclusive, fail} (1.1)

The verdt is a direct mapping from domain of observations to pass, fail
or inconclusive verdicts. The implementation under test IUT passes the test
case t if and only if the test execution of the IUT with t leads an observation
O ∈ OBS to which verdt assigns a pass verdict.

IUT passes t ⇐⇒ verdt = pass (1.2)

On the other hand, the process of executing a test suite means to consec-
utively executing each of test case which belongs to the test suite. For each
single test case is assigned a verdict as in (1). An implementation under test
IUT passes a test suite T ⊆ TESTS if and only if passes all test cases in the
test suite:
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IUT passes T ⇐⇒ ∀t ∈ T : IUT passes t

For the interpretation of test result a function has to be defined. The
function exec calculates the observations for models of IUT’s (mIUT ) con-
tained in a model of test context C. C is also a function expressing for-
mally the test context as the transformation of behaviour observed at the
IAPs to behaviour observed at the PCOs. The subset of MODS for which
verd(exec(t, C(m))) = pass, is called formal test purpose Pt.

Pt = {m ∈ MODS | verdt (exec(t, C(mIUT ))) = pass}

where the expression exec(t, C(mIUT )) models the observation that is made
by the test case t of the IUT modelled as mIUT in the context C. In the
following chapters the test grammar rules will be demonstrated.

exec : {T × C(mIUT ) → OBS}

1.4 Test and Test System Description Language

After we have presented the basics on formal approach to conformance testing
we have to present the idea how to describe the tests and the test system by
the help of formal grammars. For this reason we show special grammar classes
[5] and we show how the grammar system should be extend to be able to
describe a test system. From the formal theory we know that a grammar is an
ordered quadruple G = (T, N, P, S), where T is the set of terminal symbols,
N the set of non-terminal symbols, P the set of production rules and S is
the starting point of the generation. If we can find a set of symbols from
which the participants (tester and IUT) compose their sentences sent and we
can construct the grammar containing the rules of correctly generating these
sentences we can get the formal description of testing. Terminal elements are
those which actually occur in sentences. All other symbols that are applied in
the formulation of grammatical rules may be described as auxiliary or non-
terminal elements. In the test execution there are many situations when we
have to test a well defined state of the IUT and for this we have to bring the
protocol in that state.

For this we are using test steps and we are using separate grammars Gs

which describe it’s behaviour.
It is easy to observe that in a test suite it can be more than one test steps

or Gs in our case. Every messages in the protocol has more specific fields
which could have different values in different protocol states. We can suppose
that the message structure can be described also by help of other grammars
Gmess. Gmess is the union of all message grammars. We can observe that in
the test system there are more grammars, which operate cooperating between
each other. If we describe the whole test suite we have to define a grammar
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system which will handle all component grammars. The notion of cooperating
distributed (CD) grammar systems is introduced in [5]. A CD grammar system
is an (n+2)- tuple Γ = (T, G1, G2, ..., Gn, S), where Gi, i ∈ (1, n) are the
component grammars, T ∈ ⋃n

i=1
Ti is the union of all terminal symbols used

in component grammars, and S ∈ ⋃n
i=1

Ni = N is the starting point of
derivation.

Definition 1 Let Γ be a CD grammar system. Let x, y ∈ Vi. Then we write
x =⇒k

Gi
y ⇐⇒ ∃x1, x2, ...xn such that

1. x = x1, y = xk+1,
2. xj =⇒Gi xk+1, i.e. xj = x′

j ·Aj · xi”, xj+1 = x′
j ·wj · xj”, Aj → wj ∈ Pi,

1 ≤ j ≤ k

Each grammar operates independently according to their separate operat-
ing rule, only the output of a grammar could be an input to other. Regarding
to live” of derivation rule we have to define a very important property of CD
grammar systems.

Definition 2 Let Γ be a CD grammar system.

1. For each i ∈ {1, ...., n}, the terminating derivation by the i-th component,
denoted=⇒t

Gi
, is defined by: x =⇒t

Gi
y iff x =⇒∗

Gi
y and there is no

z ∈ V ∗ with y =⇒ Giz
2. For each i ∈ {1, ...., n}, the k-steps derivation by the i-th component,

denoted =⇒=k
Gi

, is defined by: x =⇒=k
Gi

y iff there are x1, ..., xk+1 ∈
(N ∪ T )∗ such that x = x1, y = xk+1 and, for each 1 ≤ j ≤ k,
xj =⇒ Gixj + 1

3. For each i ∈ {1, ...., n}, the at most k-steps derivation by the i-th com-
ponent, denoted =⇒≤k

Gi
, is defined by: x =⇒≤k

Gi
y iff x =⇒=k′

Gi
y for

some k′ ≤ k
4. For each i ∈ {1, ...., n}, the at least k-steps derivation by the i-th com-

ponent, denoted =⇒≥k
Gi

, is defined by: x =⇒≥k
Gi

y iff x =⇒=k′
Gi

y for
some k′ ≥ k

The normal * mode of derivation =⇒t
Gi

, describes the case where the
agent performs its derivation rules as long as it wants. The t mode derivations
corresponds to the strategy where the agent have to apply it’s derivation rules
while it can do it. The =k mode derivation corresponds to k direct derivation
steps in succession using the rules of i-th component, which correspond the k-
th derivation step. Then, the ≤ k derivation corresponds to a time limitation,
the agent has to perform at most k derivations, and the ≥ t derivation mode
is a minimal time of using the derivation rules, the agent has to perform at
least k derivations. We can observe that in case of t mode derivation there
is a result after using the derivation rules several times. This is important in
case of using test steps in our test case, because there must be a successful
output from any test step, which could result indifferent test verdict from the
grammars point of view.

”
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1.4.1 Grammar-Conformance relation

Let see now the relation between the above presented grammars and the test
system. Here we are looking for a general relation between test components
(IUT, UT, LT, etc...) In first approach we have two different grammars. One
of them describes the implementation (imp) and the other describes the spec-
ification (spec).

Gimp = (Timp, Nimp, Pimp, Simp) and Gspec = (Tspec, Nspec, Pspec, Sspec)

The T, N, P, and S are the respective set of terminal, set of non-terminal, set
of production rules and the starting symbol.

A direct relation can be derived between this two grammars.

Gimp = GIUT ⊆ Gspec

We are speaking about conformance testing when we are checking if the
grammar GIUT satisfy the requirement of Gspec. If we are speaking about a
test system we have to distinguish two main grammars, one which describes
the protocol itself Gspec, the other one describes the communication sequence
between the implementation under test and the tester.

Let see now the relation between grammars, verdicts and conformance
relations, how the conformance relations can be explained with grammars. In
order to have a formal grammar test description we have to introduce a set
of terminal symbols, which will describe the verdict of a test case.

verds = {pass, fail, inconclusive}

The result of this equation we can define a test description grammar, which
is able to describe one test case.

Gt = (Tt, Nt, Pt, St); Tt ∈ Tspec + Pt∗; Pt∗ = Pt → verds

Definition 3 Let G a grammar, which describe the test system and S(G) a
sentence over G; this sentence should contain only terminal symbols

Let now see the (2) pass” equation using formal grammars.

GIUT passes Gt ⇔ pass ∈ S(Gt)

By this way a test case is passes if and only if we can find the pass”
terminal symbol in the sentence generated by grammar GIUT . This sentence is
the sequence of terminal symbols corresponding to message exchange between
tester and IUT.

”

”
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1.4.2 WTP [9] with formal grammars

WTP is the transaction protocol in the WAP protocols. The Wireless Applica-
tion Protocol (WAP) is an open, global standard empowering users of mobile
phones and wireless devices to access and instantly interact with Internet in-
formation and communication services. WAP is a major step in building the
wireless Internet. Providing Internet and Web-based services on a wireless
data network presents many challenges to service providers, application de-
velopers and handset manufacturers. The main purpose of WAP is to combine
the two emerging technologies, the Internet and wireless networking. Natu-
rally the WAP capable mobile devices would offer not only the usual Internet
and wireless services but also the combination of them. Thus, this system
will provide such new facilities that will take a great influence on both tech-
nologies. For example call control with customized user interface or mobile
access of common Internet services like World Wide Web. Wireless Transac-
tion Protocol (WTP) operates on the top of the datagram and security layer
and provides both reliable and unreliable service for the WTP user. Relia-
bility is achieved through the use of unique transaction identifiers, acknowl-
edgements, duplicate removal and retransmissions. Optionally WTP provides
user-to-user reliability, thus WTP user confirms every packet. WTP has to
cope with the special conditions of wireless environment, so it uses implicit
acknowledgements as much as possible and tries to minimize the number of
message retransmission due to the duplicate packets. WTP makes possible to
concatenate several messages into one Protocol Data Unit (PDU) and the last
acknowledgement may contain extra information related to the communica-
tion, for example performance measurements.

GWTPspec = (TWTPspec, NWTPspec, PWTPspec, SWTPspec);

In this case the TWTPspec is the terminals for WTP specification in the spec-
ified testing phase. These terminals are the protocol messages, service primi-
tives and protocol data units. These are specified in WTP specification, and
describe an exact behaviour of the protocol. The NWTPspec is the non-terminal
symbols for WTP, which are the protocol states and each state after an event
has been processed by the WTP layer. Based on this knowladge let now see
a set of production rules for a small part of protocol behaviour. As a conven-
tion let use !” sign before each message sent and ?” sign for every received
message.

In this section we are not intend to deep enter in WTP protocol function-
ality so the relations will not be explained from the protocol behaviours point
of view. The first relation is

SWTPspec =!Invoke1StartTNON1 where the Invoke1 is a terminal symbol
and describes an Invoke PDU of the protocol the StartT is a start timer T
event. NON1 =?Abort1 or NON1 =?Result1NON2 here two alternatives
are presented as a response to the Invoke1 message. NON2 = TimeoutT or
NON2 =!Ack These rules describe a simple protocol operation but it can be

” ”
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extended for the whole protocol, the whole behaviour can be described in this
way. A more detailed grammar description of this protocol can be found on
[3]

the tests itself are described using grammars so how the relation among the
terminal and non-terminal symbols inside the grammar Gt. We should start
from the main definition of conformance testing. The main players in testing

considered as terminal symbols if we are supposing that they will not be more
divided. In a more practical situation the messages could be divided according
to message containing fields. In this case the message itself is a non-terminal

message. These situations could happen in case of multiple test cases when
the sending message parameter can differ. These non-terminal symbols are
not really non-terminal but also not terminal symbols. These could be named
as preterminal symbols. In this case the test description grammar could be
the following.

Gt = (Tt, Nt, Pt, St); Tt = Gi
kF ; ,

where F is the set of fields of messages and Tt are the preterminal symbols,
which is derived from F in k-mode using rules described in grammar Gi. Each
test case has its own rules of derivation, this derivation rules correspond to
test purposes rules. It can be observed that a test case is composed from
different interworking grammars. The output of a grammar is the input of
other. Let now see the component grammars. One grammar is needed for
each of the message Gmess, which plays in test sequence. Regarding to test
case structure we should have a grammar, which describe the test preamble,
Gpre and an other, which describe the test postamble Gpost and of course we
have not to forget the test sequence itself, let it denoted by Gpurp based on
test purpose. There is a hierarchy of grammars defined by this way and it can
be observed that as we are going upside in this hierarchy the grammar of one
level includes the downlevel grammars. The test suite description grammar
GTS is the reunion of all component test case grammars.

GTS =
⋃

Gt, Gt =
⋂

Gstep + Gpurp

The test case defining grammar is compound from some of test step defin-
ing grammars and from a grammar, which describe the test sequence. The
test step defining grammar is a CD grammar system with a set of message
describing grammar, an own set of non-terminal symbol and production rules.

1.5 Test ases and ormal rammarsF GC

If we are entering deeper in the test architecture we have to analyze how

are the sent and received messages to/from the tester. This messages could be

symbol and this symbol will be the result of a grammar, which describes the
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Gstep = (
⋂

Gmess, Nstep1, ..., NstepN , P1, .., PN , S), S ==⇒t
Gstep

We can observe that the test suite can be described with a CD grammar
system, where the component grammars corresponds to component units in
the test suite. This could be very important in case when we want to generate
the test sequences.

1.5.1 WTP test grammar

The WTP protocol is an Initiator-Responder protocol, in this case the testing
procedure is th following. If we attend to test the Responder side of the
protocol the tester have to behave az the initiator side and vice-versa. In the
first case the main difference between the tester and initiator is that the tester
has to show the verdict in an upper interface, and the tester must able to send
and receive syntactically incorrect messages as well. If the test purpose is to
test if the responder receives ready the Ack PDU for the Result PDU, we
have to extend our protocol grammar with the fail verdicts in other leave on
the protocol behaviour tree and with pass on the leave, which corresponds to
test purpose. Let now see how the test grammars production rules are defined
including test verdicts to the production rules.

SWTPspec =!Invoke1StartTNON1 this is the same as in protocol descrip-
tion the StartT is a start timer T event. NON1 =?Abort1(FAIL) or NON1 =
?Result1(PASS)NON2 here two alternatives are presented as a response to
the Invoke1 message. NON2 = TimeoutT (FAIL) or NON2 =!AckPASS,
the verdicts (PASS), (FAIL), are prelimiary verdicts, and the relation between
preliminary verdict and final verdict is described in [7] A mapping between
this test grammar and TTCN could be defined, this will be a transformation
of this rules to table format

1.6 Further orks

The main reason of this work could serve for a test derivation from a stan-
dard protocol description language (ex. SDL ( Specification and Description
Language [6])) to a standard test description language. The main problem is
to find a conversion algorithm from for this test derivation. In this point we
would like to present an idea how this conversion could be done. The idea is
coming from the theory of DNA computing, using Watson-Crick DOL sys-
tems” [8] for complementary state transitions. In this way in the grammar,
which describes the specification a letter to letter endomorphism is defined.
This means that we have to reduce or to extend our grammar to contain
unambiguous input/output pairs. This endomorphism is referred to as the
Watson-Crick morphism. The operational complementarities can be investi-
gated in connection with generative process for words.

W
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1.7 Conclusion

By this short introduction of testing and formal grammars we were trying to
show the relation between grammars and conformance testing. We tried to
present that the grammars are able to describe test systems. In case of gen-
erating test sequences these grammars could be an intermediate language of
describing a test suite. In this way we would like to point to some further work
where the test sequence generation is demonstrated, and an other important
issue when we are using a standard description language (ex. Specification and
Description Language SDL) to generate the source grammar for test deriva-
tion. In that way we can realize a test derivation from a standard description
language to a test description language for example Tree and Tabular Com-
bined Notation (TTCN)[7]. This grammar TTCN conversion were shown in
[3].
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effector of, 74 
reflexive rule specification for, 72 

User interface role, 69 
User model 

domain-dependent part of, 464 

for job offer acquisition, 461–465 
representing, by ontology, 460, 461 
XML structure for, 466 

 
 
User model ontology, 462–464 
User model representation 

in web-based IS, 458–461 
User modeling 

in web based IS, advantageous for, 467 
ontology-based, in web-based IS, 457, 458 
tools for, 464, 465 

User-friendly modeling approaches 
for linguistic conflicts, 78 

user’s privacy awareness, function for raising of, 
219 

UWE, 424 
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Value-added services (VAS), 332 
Value-adding IT solutions, for SMEs 

case studies, 385–393 
principles of creation of, 383–385 

Variability analysis 
defining rules for, 174 

Videoconferencing, 341 
View integration 

automatic, CDM for, 85 
for linguistic conflicts, 77, 78 
in conceptual DB design, 41 
inconsistency in, identification and resolution 

of, 40, 42 
Viral marketing, critical role player, 240 
Virtual corporation, 410 
Virtual Educational Space of Collaboration of 

Universities of Economics, in Poland, 413 
Virtual organisation governance 

corporate vs. IT, 410–412 
virtual organization management theories, 409, 

410 
Virtual organization governance model, works 

essential for, 412 
Virtual space of collaboration of universities of 

economics, 409 
Virtual university architecture, 415 
Virtual university governance, 412, 413 

contract management, 415, 416 
virtual education, standardization  

for, 416–418 
virtual university architecture, 415 
virtual university strategy management, 414, 

415 
Visual variables 

for graphical communication, 484 
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W3C platform, for P3P, 219 
WAP, 217. See Wireless application protocol 
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deep, facts about, 494, 495 
deep, searching of, 496 
deep, WOW project for searching of, 493, 494 
in 2005, distribution of, 495 

Web content management system. See Typo3 
Web data storage, change in, 494 
Web design, paralingual, 227 
Web EDI, 474 
Web engineering, practical experiences in, 421–423 

global evaluation, 428–431 
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practical applications of (see Navigational 
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Web information, deep, quality of, 494 
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Web log entries, LRT for management of, 181 
Web of words (WOW) project, 497 

development of SADL by, 501 
for searching DW, 493, 494 

Web search 
deep, connection with content providers for, 
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system architecture of, 498, 499 
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ontology-based user modeling for, 457, 458 
user modeling in, advantageous for, 467 
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implementation of, design alternatives for, 4 
implementing properties of, 8 
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lifetime in, comparison of, 5, 6 
ORDBMSTTM in, possible designs of, 3, 4 
secondary characteristics of, 4 
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Wireless application protocol (WAP) 
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Wireless internet, WAP for building of, 511 
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test grammar in, 513 
with formal grammars, 511, 512 

Wolverhampton Online Learning Framework 
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Work environment quality, 317 
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Work practices in companies, levels of change for, 
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Working memory (WM) 

in human graphical information processing, 
484 

use of, 488 
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real, characteristics of, 140 
real, dynamics of, 139 
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World bank, FPESP in Kenya, 329 
WOW. See Web of words 
WTP. See Wireless transaction protocol 
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Yet another modeling approach (YAMA) 
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invention of, 111 
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