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Preface

Proteolysis is essential for life. From the breakdown of proteins in food for

biosynthesis, through to antigen processing in the immune system, the blood clot-

ting cascade, and the hormone-regulated remodelling of female reproductive tissues

in adult mammals – proteolysis governs functionality, homeostasis, and fate at the

levels of the cell and the entire organism. For the cancer cell, intracellular proteol-

ysis carried out by caspases and the proteasome must be enlisted and controlled to

allow it to escape apoptosis. Functioning on the cancer cell surface or in the

extracellular milieu, secreted proteases (primarily metalloproteinases, serine pro-

teases, and cathepsins) determine the interactions of cells with their environments.

Once considered simply as promoting tumour cell invasion through tissue barriers,

proteolysis is now known to be integral to many aspects of cancer biology,

including angiogenesis, regulation of the bioavailability of growth factors, cellular

adhesion, cytokine/chemokine signalling, inflammatory cell recruitment, and the

mobilization of normal cells from their tissue compartments to act as accomplices

in metastasis. The last decade has witnessed a revolution in our thinking concerning

the role of extracellular proteolysis in cancer biology: this is the primary focus of

this book.

The full repertoire of proteases and their inhibitors – collectively called the

degradome – has now been revealed from the sequence analysis of several animal

genomes. The first section of this book discusses our current perception of the

degradome, and the “degradomic” technologies that have been developed for its

study. Chapters cover such topics as the bioinformatic analysis of the human

degradome, the use of different technology platforms for transcriptomic studies,

substrate identification using proteomics and mass spectrometry, and finally the use

of activity-based probes to image protease action in cultured cells and whole

organisms.

Section II switches focus to deal with particular classes of proteases and inhibi-

tors, discussing new insights into their roles in cancer biology, primarily derived

from the study of mouse model systems. A reader looking for comprehensive

coverage here will be disappointed, as we felt that there have been many outstand-

ing recent reviews of the basic biology of protease families such as the matrix

metalloproteinases (MMPs) and a disintegrin and metalloprotease (ADAMs), and

our intention was therefore to highlight other enzymes that have not been covered
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extensively, such as the transmembrane serine proteases, or new concepts that have

emerged. Chapters also discuss model systems that have been employed in angio-

genesis and tumour cell invasion. Section III carries the theme of new perspectives

of protease function further, dealing in particular with the connections between

proteolysis and cell signalling. Chapters discuss invadopodia as membrane regions

where the cellular proteolytic and signalling machineries congregate, the role of

urokinase plasminogen activator (uPAR) signalling in haematopoietic stem cell

mobilization, the connections between MMPs, cytokine signalling and tumour–

bone interactions, and the linkage of distinct proteolytic pathways in the “protease

web” during tumour metastasis.

In Section IV the use of the degradome as a source of tumour biomarkers is

highlighted. There are chapters reviewing the state of play with established markers

based on the uPA system, and other valuable indicators such as cysteine cathepsins

and TIMP-1. Two chapters cover information from bioinformatic analysis of

transcriptomic data. This leads to the final section of the book, in which the

potential for targeted cancer therapeutics based on the degradome is evaluated.

As well as discussing the problems associated with clinical trials of metalloprotei-

nase inhibitors, chapters in Section V cover the development of novel selective

inhibitors based on thorough structural knowledge of specific targets. In addition,

exciting new strategies for anti-cancer therapies are discussed that take advantage

of tumour-associated proteases to generate cytotoxic payloads from latent pro-

drugs, and for improved delivery of drugs to the tumour vasculature.

The five sections share a similar arrangement of subject topics, with proteases or

their inhibitors being dealt with in the order of serine proteases, cysteine cathepsins,

and metalloproteinases. Sections I–III begin with chapters that the reader may find

particularly useful in providing an overview to a particular area.

Following the disappointments of the clinical trials of early synthetic metallo-

proteinase inhibitors, the cancer protease field is now resurgent, as basic cancer

biology and the pharmaceutical industry take on board the new knowledge of the

multifaceted roles of proteases. Not only do some proteases antagonize tumour

growth, rendering them “anti-targets” that must be spared in the design of novel,

more selective agents, but their involvement in the tumour–host interplay identifies

entirely new areas for intervention. Also, beyond active site-directed inhibitors,

new cancer targets emerge based on knowledge of exosites, substrate cleavages,

and protein–protein interactions.

We hope that The Cancer Degradome: Proteases and Cancer Biology will

convey the prevalent sense of excitement and optimism as protease research enters

this new era.

Dylan Edwards

Francesco Blasi

Gunilla Høyer-Hansen

Bonnie F. Sloane
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Appliquée (GIGA-R), University of Liège, Tour de Pathologie (B23), B-4000
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Hvidovre, Kettegaard Allé 30, DK-2650 Hvidovre, Denmark

Norbert E. Fusenig

Group Tumor and Microenvironment (A101), German Cancer Research Center

(DKFZ), 69120 Heidelberg, Germany

Henrik Gårdsvoll

Finsen Laboratory, Rigshospitalet, Copenhagen Biocenter, Ole Maaløes Vej 5,

DK-2200 Copenhagen, Denmark

Jelena Gavrilovic

Biomedical Research Centre, School of Biological Sciences, University of East

Anglia, Norwich, NR4 7TJ, UK

Jason H. Gill

Institute of Cancer Therapeutics, University of Bradford, West Yorkshire, BD7

1DP, UK

Vasilena Gocheva

Cancer Biology and Genetics Program, Memorial Sloan Kettering Cancer Center,

New York, NY 10021, USA

and

Weill Graduate School of Medical Sciences, Cornell University, New York, NY

10021, USA

Kirsty Anne Green

Finsen Laboratory, Rigshospitalet, Copenhagen Biocenter, Ole Maaløes Vej 5,

DK-2200 Copenhagen, Denmark

Thore Hillig

Finsen Laboratory, Rigshospitalet, Copenhagen Biocenter, Ole Maaløes Vej 5,

DK-2200 Copenhagen, Denmark

Gunilla Høyer-Hansen

Finsen Laboratory, Rigshospitalet, Copenhagen Biocenter, Ole Maaløes Vej 5,

DK-2200 Copenhagen, Denmark

xvi Contributors



Kristiina Iljin

Medical Biotechnology, VTT technical Research Centre of Finland and University

of Turku, Turku, Finland

Johanna Ivaska

Medical Biotechnology, VTT technical Research Centre of Finland and University

of Turku, Turku, Finland

Benedikte Jacobsen

Finsen Laboratory, Rigshospitalet, Copenhagen Biocenter, Ole Maaløes Vej 5,

DK-2200 Copenhagen, Denmark

Christopher Jedeszko

Department of Pharmacology and Barbara Ann Karmanos Cancer Institute, Wayne

State University School of Medicine, Detroit, MI 48201, USA

Maud Jost

Laboratory of Tumor and Development Biology, Centre de Recherche en Cancér-

ologie Expérimentale (CRCE), Groupe Interdisciplinaire de Génoprotéomique
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Nataša Obermajer

Faculty of Pharmacy, University of Ljubljana, Aškerčeva 6, 1000 Ljubljana,
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The Degradome and Its Analysis



Chapter 1

Protease Genomics and the Cancer Degradome

Xose S. Puente, Gonzalo R. Ordóñez, and Carlos López-Otı́n

Abstract Proteases comprise a large group of enzymes involved in multiple

physiological and pathological processes, which has made necessary the introduc-

tion of global concepts for their study. Thus, the human degradome has been

defined as the complete set of proteolytic genes encoded by the human genome.

Likewise, the term cancer degradome defines the set of protease genes expressed by

a tumour at a specific time. Detailed genomic analyses have revealed that the

human degradome is composed of 569 protease-coding genes, whereas mouse

and rat degradomes are even more complex, containing 649 and 634 genes,

respectively. The precise knowledge of these differences is essential to understand

the utility and limitations of these animal models to investigate human diseases,

including cancer. In this regard, recent studies with genetically modified mice have

shown that proteases contribute to all stages of tumour progression and not only to

the later stages as was originally proposed. These studies have also revealed the

existence of proteolytic enzymes with tumour-suppressive functions. Accordingly,

any attempt to understand the biological and pathological relevance of proteases in

cancer must take into account the large structural and functional diversity of

proteolytic systems operating in all stages of the disease. Hopefully, the novel

information derived from protease genomics may finally lead to the validation of

some of these enzymes as important components of future strategies for cancer

treatment.

Introduction

Proteases constitute a group of enzymes with the ability to hydrolyze peptide bonds.

The irreversibility of this type of reaction makes it suitable for multiple cellular

processes, which has contributed to a widespread use of this mechanism in different
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biological contexts, including development, apoptosis, homeostasis, reproduction

or host defense (López-Otı́n and Overall 2002). Since their initial discovery, this

group of enzymes has attracted the interest of numerous researchers because of their

participation in important physiological processes such as food digestion and blood

coagulation. This fact has contributed to clarify important features of this type of

enzymes, including the biochemical mechanisms implicated in their catalysis, the

structural determinants which define their substrate specificity and the different

mechanisms by which their activity is regulated, either by specific activation

through limited proteolysis of an inactive precursor or by the action of endogenous

protease inhibitors (Rawlings et al. 2004). As novel proteases were identified and

additional features discovered, the interest on proteolytic enzymes has grown

accordingly. In fact, over the last two decades, proteases have acquired great

biomedical interest due to the identification of numerous human pathologies in

which proteolytic enzymes are implicated. These protease-associated diseases

include inflammatory conditions, cardiovascular alterations, neurodegenerative

disorders and cancer (Coussens et al. 2000, Esler and Wolfe 2001, Mohammed

et al. 2004, Overall and López-Otı́n 2002, Puente et al. 2003). In most of these

cases, the diseases are linked to an increased proteolytic activity, resulting in

enhanced protein degradation and finally leading to tissue damage and destruction.

That is the case for inflammatory diseases such as rheumatoid arthritis, in which an

excessive protease activity results in cartilage degradation and impaired joint

function, or cancer, in which proteases acting at the leading edge are responsible

for basal membrane degradation, facilitating the invasion of tumour cells and the

further development of metastasis (Zucker et al. 2003). These studies together with

the introduction of improved cloning technologies have resulted in the identifica-

tion of numerous novel human proteases and their association with specific pathol-

ogies, which has led to the consideration of these enzymes as promising targets to

treat different human diseases (Turk 2006). In this chapter, we will discuss our

current knowledge on human proteolytic enzymes and the utility of comparative

genomic analysis to understand their evolutionary history and to evaluate experi-

mental data on proteases obtained in animal models. Finally, we will specifically

discuss the relevance for cancer of this genomic analysis of proteolytic systems.

The Human Degradome

The importance of proteolysis for life is underscored by the fact that all living

organisms contain proteases which are required for normal development or growth

(Barrett et al. 2004). Although proteases perform the same catalytic reaction, the

hydrolysis of a peptide bond, this activity has evolved independently several times

leading to the emergence of numerous enzymes with different mechanisms capable

of performing this type of reaction. As a result, proteolytic enzymes can be

classified in six different classes according to their catalytic mechanism, including

aspartic-, cysteine-, serine-, threonine-, and metalloproteases, as well as the recently

identified fungi-specific class of glutamic-peptidases (Fujinaga et al. 2004,

4 X.S. Puente et al.



Rawlings et al. 2004). The large number of identified proteases and their impor-

tance in human biology and pathology has made necessary the use of novel

concepts for the global study of proteolysis. Thus, we have introduced the term

degradome to define the complete set of protease genes present in one organism or

the repertoire of proteases expressed by a certain tissue (López-Otı́n and Overall

2002). Likewise, the term cancer degradome has been rapidly coined to define the

set of protease genes expressed by a tumour at a specific time (Overall and López-

Otı́n 2002). Although our current understanding of the role of proteases in tumour

development is still limited, it is generally accepted that a detailed knowledge of the

proteases expressed by a tumour at a certain stage will be extremely useful for early

detection and prognosis evaluation of the disease as well as for designing specific

treatments based on the degradome of the tumour.

The availability of the human genome sequence opened the possibility to

characterize the complete repertoire of human protease genes. To this aim, we

first performed a bioinformatic analysis of the human genome to classify all

previously known protease-coding genes and to identify novel genes encoding

proteins with sequence similarity to previously known proteases from human or

other organisms. This allowed us to determine that the human degradome is

composed of 569 protease and protease-related genes (López-Otı́n et al. 2004,

Puente et al. 2003). Taking into account that the human genome is estimated to

contain less than 25,000 genes (Collins et al. 2004, Hubbard et al. 2007), the

analysis of the human degradome indicates that proteases represent more than 2%

of the total genes in the human genome, underscoring the importance of proteolysis

in human biology.

Human proteases can be divided into five different catalytic classes, with

metalloproteases, serine and cysteine proteases being the most abundant ones

(194, 176 and 150 genes in the human genome, respectively), while aspartic and

threonine peptidases are composed of a limited number of members (21 and 28,

respectively) (Fig. 1.1). Nevertheless, it is worthwhile mentioning that among the

569 human proteases, 92 have lost key residues necessary for their proteolytic

activity and have been classified as non-protease homologues (Puente et al. 2003).

Despite the lack of proteolytic activity, these inactive proteases have acquired

different biological properties, and some of them might regulate the activation of

other proteases or their access to substrates or inhibitors (Boatright et al. 2004).

Although the function for most of these catalytically inactive proteases is not fully

understood to date, many of them show a high degree of conservation between

human and other mammals, suggesting that they appeared before the mammalian

expansion and have been conserved through evolution probably because of their

relevance in diverse biological functions. Another interesting characteristic of

proteolytic enzymes is the presence in most of them of one or several auxiliary

domains. These domains lack proteolytic activity and in most cases can be also

found in other types of proteins. The presence of these ancillary regions confers

novel biological functions to proteolytic enzymes, facilitating their interaction with

specific substrates, activators or inhibitors or their localization on specific cellular

compartments (Overall 2002).

1 Protease Genomics and the Cancer Degradome 5



F
ig
.
1
.1

G
en
o
m
ic
v
ie
w
o
f
th
e
h
u
m
an

d
eg
ra
d
o
m
e.
D
is
tr
ib
u
ti
o
n
o
f
p
ro
te
as
e
g
en
es

al
o
n
g
in
d
iv
id
u
al
ch
ro
m
o
so
m
es

sh
o
w
in
g
g
en
es

as
b
o
x
es

co
lo
u
re
d
ac
co
rd
in
g

to
th
e
ca
ta
ly
ti
c
cl
as
s
to

w
h
ic
h
th
ey

b
el
o
n
g
.
T
h
e
lo
ca
ti
o
n
o
f
sp
ec
ifi
c
p
ro
te
as
e
g
en
e
cl
u
st
er
s
in

th
e
h
u
m
an

g
en
o
m
e
is
in
d
ic
at
ed
,
as

w
el
l
as

th
e
n
u
m
b
er

o
f
g
en
es

p
re
se
n
t
in

ea
ch

cl
u
st
er
.
T
h
e
n
u
m
b
er

o
f
p
ro
te
as
es

in
ea
ch

h
u
m
an

ch
ro
m
o
so
m
e
is

sh
o
w
n
o
n
th
e
ri
g
h
t
si
d
e.

T
h
e
ci
rc
le

re
p
re
se
n
ts

th
e
d
is
tr
ib
u
ti
o
n
o
f
h
u
m
an

p
ro
te
as
e
g
en
es

p
er

ca
ta
ly
ti
c
cl
as
s.
(S
ee

a
ls
o
C
o
lo
r
In
se
rt
I)

6 X.S. Puente et al.



The completion of the human genome sequence has been a starting point to

define the complexity of the human degradome. In this regard, the number of

proteases and protease homologues currently annotated in the degradome database

(http://www.uniovi.es/degradome) must be viewed as a current estimate of human

protease-coding genes and not as a definitive number of human proteases. Accord-

ingly, the number of human proteases has grown slightly during the last few years

as novel structural designs and catalytic mechanisms have been unveiled and the

corresponding human orthologs identified (Diaz-Perales et al. 2005). However, it

must be taken into account that about one third of all human proteins cannot be

classified into any of the protein families currently present in the protein family

(Pfam) database (Finn et al. 2006). Therefore, it is expected that the experimental

analysis of these orphan proteins could result in the identification of as yet unknown

novel catalytic mechanisms which might contribute to expand the dimensions of the

human degradome.

Tools for Degradome Research

The growing interest in proteolytic enzymes during the last decade was mainly due

to the observation that proteolytic activity was associated with the progression of

numerous human diseases, and especially cancer. The ability to determine the set of

protease genes expressed by a tumour, or cancer degradome, can be extremely

useful to understand the invasive potential of the tumour and to decide personalized

treatments based on the use of specific protease inhibitors. In this regard, the

definition of the human protease repertoire has opened the possibility to understand

the complexity of the human degradome and has allowed the design of novel tools

to study the implication of proteases in physiological and pathological processes.

Thus, the knowledge of the coding sequences for all human proteases and inhibitors

has been first used to develop a cDNAmicroarray, the CLIP-CHIP, for the detection

of all proteases and protease inhibitors in human and mouse samples (Overall et al.

2004). Similar approaches based on oligonucleotide microarrays have also been

used by different groups to analyze the expression of proteases and their inhibitors

in malignant tumours (Schwartz et al. 2007). More recently, low-density arrays

based on specific TaqMan probes have been developed to allow the detection and

quantification of even low-expressing protease genes (G.R.O, X.S.P. and C.L.O.,

unpublished). The recent availability of these discovery tools opens the possibility

to analyze in more detail the complexity of biological or pathological processes

in terms of proteases, and to understand the molecular mechanisms underlying

different human diseases, including cancer.

Increased Complexity of Rodent Degradomes

Although many proteases have been identified due to their expression in different

human physiological or pathological conditions, the contribution of a certain

1 Protease Genomics and the Cancer Degradome 7



protease to processes such as inflammation or tumour growth cannot be inferred

from its expression pattern, making necessary the introduction of other approaches

to address this question. In this regard, different animal models including mouse,

rat, macaque and chicken have proved useful to understand the molecular mechan-

isms underlying several human diseases. In fact, rat is widely used to study

pathologies such as cardiovascular or neurodegenerative diseases, as well as to

carry out pharmacological studies of specific drugs. However, the ability to easily

manipulate the mouse genome to either mutate or overexpress specific genes has

made this species one of the most valuable tools to understand the molecular

mechanisms underlying certain human diseases such as cancer (Rosenthal and

Brown 2007). In any case, the broad use of animal models to study these processes

and to test novel protease inhibitors implies the need to fully define the complexity

of their proteolytic systems.

The recent availability of the mouse and rat genome sequences (Gibbs et al.

2004, Waterston et al. 2002) has provided an excellent opportunity to characterize

their degradomes and to gain insights into the evolution of mammalian proteases.

Surprisingly, despite their smaller genomes, rodent degradomes are more complex

than the human degradome, with 649 genes in mouse and 634 in rat, compared to

the 569 proteases present in the human degradome (López-Otı́n and Matrisian

2007, Puente and López-Otı́n 2004). These evolutionary differences between

human and rodent degradomes can be explained by two different mechanisms.

The first one proposes that the increased number of proteases in rodents could be

due to an expansion of protease-coding genes in their genomes after the rodent and

human lineages diverged about 75 million years ago. Alternatively, the reduced

number of proteases in the human degradome could be a consequence of the loss or

inactivation of protease-coding genes in this lineage. Comparison of the degra-

domes of these mammalian species has shown that both mechanisms have been

acting during evolution yielding the current differences in the complexity of

mammalian degradomes.

In relation to the first mechanism, we have reported that the increased com-

plexity of rodent degradomes is mainly due to the expansion of specific families of

protease genes, most of them implicated in reproduction and host defense (Puente

et al. 2005b). Several examples illustrate the existence of major differences in the

functioning of proteolytic systems associated with these important physiological

processes. Thus, the comparison of human and rodent proteases has revealed the

presence of genes encoding placental cathepsins, testins and testases in mouse and

rat, while no human orthologs could be identified for this group of proteases

implicated in placental development and fertilization (Deussing et al. 2002, Puente

and López-Otı́n 2004, Puente et al. 2003). However, the increased complexity of

rodent degradomes is also due to the expansion of certain protease families which

are also present in humans. This is the case for the mast cell protease subfamily of

trypsin-like serine proteases, which are implicated in host defense functions. In

humans, this group of proteases is composed of just four genes—cathepsin G,

chymase and granzymes B and H—which are clustered in a small region of

chromosome 14q11. Interestingly, a closer look at the syntenic regions in mouse

8 X.S. Puente et al.



chromosome 14C1 and rat chromosome 15p13 has shown that this cluster of

proteolytic genes has undergone a large expansion, and now contains up to 17

protease genes in mouse and 28 in the rat (Puente and López-Otı́n 2004). Similarly,

the genes encoding kallikreins are also located in a cluster with 26 genes in mouse,

23 in rat and only 15 in human. As reflected by these examples, expansion of

proteolytic genes has contributed to the increased complexity of rodent degra-

domes. Remarkably, these differences correspond almost exclusively to genes

implicated in reproductive or immunological functions, indicating that these pro-

cesses have been major forces acting during mammalian evolution. The precise

knowledge of these differential genes will be extremely useful when interpreting

experimental data obtained using animal models.

The occurrence of rodent-specific protease subfamilies constitutes an extreme

case of differences between human and rodent degradomes. Despite the existence

of numerous examples that illustrate the importance of gene expansion events

during the evolution of rodent degradomes, we have been unable to identify similar

expansions in the human genome, with the single exception of a recent duplication

involving the gene encoding MMP23, which has originated two almost identical

copies of this gene (MMP23A and MMP23B) (Gururajan et al. 1998, Puente et al.

2005a). Based on these data, it appears that gene expansion could be sufficient to

explain the larger number of genes present in rodent degradomes when compared to

that of humans. However, the loss of protease-coding genes in the human genome

has also contributed to the observed differences with rodents. In fact, if for each

mouse and rat protease gene absent in humans we analyze the corresponding region

in the human genome, we will be able to identify a human sequence with high

similarity to the murine counterpart in about 30 cases. However, a detailed analysis

of this sequence will rapidly reveal the presence of premature stop codons, frame-

shifts or partial gene deletions which have contributed to the inactivation of this

protease gene in the human genome. Therefore, pseudogenization has also been an

important mechanism contributing to the increased degradome complexity of

rodents when compared to humans. Interestingly, a detailed comparative analysis

has revealed that most of the pseudogenized proteases which are still functional in

rodents are involved in reproductive processes or in immunological functions,

reinforcing the importance of these processes during mammalian evolution.

Complexity of the Protease Inhibitor Repertoire

The overall picture emerging from this comparison of human and rodent degra-

domes suggests that the larger number of rodent proteases would result in an

increased proteolytic activity in rodent tissues. Therefore, it is tempting to speculate

that additional mechanisms could have evolved to compensate this increase in

proteolysis. As an initial approach to address this question, it should be of interest

to investigate whether the genes encoding protease inhibitors are different between

these species, as this group of proteins is responsible for the inhibition of specific

1 Protease Genomics and the Cancer Degradome 9



proteases under physiological conditions. In this regard, determination of the

protease inhibitor complement in the genomes of human, mouse and rat has

shown that changes in this group of genes might compensate the increased proteo-

lytic potential of rodent tissues. Thus, the repertoire of protease inhibitor genes

present in the human genome consists of more than 156 members, while mouse and

rat show a higher complexity, with 199 and 183 members, respectively (Puente and

López-Otı́n 2004).

Similar to the case of protease-coding genes, the increased complexity of protease

inhibitor genes in rodents is mainly due to the expansion of gene clusters in these

species. In fact, a detailed genomic analysis has revealed that a series of protease

inhibitor genes expanded in the rodent genomes belong to groups which specifically

inhibit some of the protease families which were also expanded in these species. An

interesting case is that of a group of serine protease inhibitors of the serine proteinase

inhibitor B (SERPINB) family. This group of inhibitors is located in human

chromosome 6p25 and is composed of three different genes (SERPINB-1, -6 and

-9), while the syntenic regions in mouse chromosome 13A4 or rat 17p12 have

undergone a gene expansion process resulting in the presence of eight functional

genes encoding SERPINB inhibitors in rat and fifteen in mouse. Similarly, the

cystatin gene family, encoding a group of protease inhibitors with high specificity

for cathepsins, has also been expanded in rodents. Together, these data suggest that

the expansion of protease inhibitor genes in the rodent genomes might constitute a

general mechanism to compensate the increased proteolytic activity in rodent

tissues which might result from the expansion of protease-coding genes.

Applications of the Comparative Analysis

of Mammalian Degradomes

One of the main conclusions that can be raised from the genomic comparison

between the human degradome and those of mouse and rat is the increased

complexity of the protease complement in these species. Taking into account that

these rodents are the most widely used animal models to investigate human

diseases, the characterization of their degradomes constitutes a valuable resource

to evaluate experimental data obtained with these animals. In this regard, the

presence in rodents of large protease families with high sequence identity and

similar substrate specificity among their members might generate compensatory

mechanisms which complicate the analysis of animals deficient in specific protease

genes. Moreover, this increased protease complexity should be taken into consid-

eration when studying the efficacy of novel protease inhibitors. In fact, it is possible

that the existence of other family members not affected by the inhibitor might be

able to compensate the biological function performed by the target protease,

leading to discouraging results with compounds which otherwise could be useful

in humans or if experimented in other animal models. The understanding of the

different complexity of human and mouse degradomes will be helpful to anticipate
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this kind of result and to design alternative strategies to investigate the role of

proteases in specific physiological or pathological processes.

The above data reflect the utility of degradome comparison between species to

identify differential genes which might contribute to differences in physiological

processes. The current sequencing of numerous mammalian genomes is extending

these findings and will contribute to identify the molecular mechanisms responsible

for some of the physiological differences between organisms. In this sense, the

availability of the chimpanzee genome sequence (Mikkelsen et al. 2005) has

opened the possibility to characterize its degradome and to define small changes

in protease-coding genes which might explain differences between these closely

related species. The chimpanzee degradome is virtually identical to the human

degradome, with 567 protease genes and more than 99.1% identity at the amino

acid level between orthologs. However, there are seven protease genes which are

differential between human and chimpanzee, most of them being implicated in

immunological functions (Puente et al. 2005a, Saleh et al. 2004). On the contrary,

more than 75 chimpanzee genes encode proteases which are identical to their

human orthologs. These genes can be classified in two different groups, proteases

implicated in housekeeping processes, such as the proteasome components, and

proteases that participate in neurological processes, including the three secretases

implicated in Alzheimer disease or the UCHL1 deubiquitinase which is mutated in

patients with Parkinson disease (Esler and Wolfe 2001, Leroy et al. 1998). Other

proteases implicated in cancer, such as the deubiquitinating enzyme CYLD, which

is mutated in patients with cylindromatosis (Bignell et al. 2000), are also identical

between human and chimpanzee. The different susceptibility of humans and chim-

panzees to disorders such as Parkinson or Alzheimer disease, and the low incidence

of cancer in non-human primates (Beniashvili 1989, Varki 2000), reinforces the

hypothesis that changes in gene regulation might be responsible for the different

susceptibility to these pathologies in both species (Enard et al. 2002, King and

Wilson 1975). Future analysis aimed at identifying the mechanisms involved in the

regulation of proteolytic gene expression might shed insights into the molecular

basis of these differences.

In summary, the study of mammalian genomes has helped to understand the

complexity of proteolytic enzymes and the importance of proteolysis for human

biology. Current efforts, aimed at identifying the substrate specificity and biological

function for most protease genes, together with the development of novel protease

inhibitors with increased specificity and reduced side effects, will greatly benefit the

treatment of numerous human pathologies, including cancer.

Protease Genomics and Its Application to Cancer

Degradome Research

The classical association of proteases with cancer derives from the proposal that

these enzymes could be responsible for the degradation of extracellular matrix

components facilitating the release and dissemination of tumour cells and, finally,
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the generation of metastasis. Accordingly, multiple studies have examined the

potential value of these enzymes as targets for cancer therapy. Unfortunately,

most clinical trials with protease inhibitors have yielded negative results which

has made necessary to re-evaluate the role of proteases in cancer (see Chap. 36 by

Fingleton, this volume). Recent molecular and cell biology studies as well as loss-

of-function and gain-of-function experiments in animal models have led to the

somewhat unexpected conclusion that proteolytic enzymes contribute to all stages

of tumour progression and not only to the later stages as was originally proposed

(Borgono and Diamandis 2004, Egeblad and Werb 2002, Folgueras et al. 2004,

Mohamed and Sloane 2006). Thus, proteases act as signalling molecules involved

in the regulation of several cellular processes essential for cancer biology. These

protease-regulated processes include cell proliferation and adhesion, migration,

differentiation, angiogenesis, senescence, apoptosis, autophagy and host defense

evasion. Nevertheless, it has been widely assumed that, similar to the previously

described pro-metastatic action of these enzymes, the participation of proteases in

all these additional cellular processes also favours the tumour instead of the host

and facilitates tumour progression. However, the clinical observations showing the

acceleration of tumour growth in patients treated with particular broad-spectrum

metalloproteinase inhibitors were a clear indication that some proteases might play

anti-tumour roles (Coussens et al. 2002). Further studies based on the generation of

loss-of-function animal models have provided definitive evidence on the existence

of proteases with anti-tumour properties (Balbin et al. 2003, McCawley et al. 2004,

Overall and Kleifeld 2006). Interestingly, very recent work has shown that pro-

teases with tumour-suppressive properties are not rare exceptions to the widely

assumed rule that protease up-regulation in cancer is synonymous with tumour

progression and poor clinical outcome. Thus, it has been reported that proteases

of all major catalytic classes may act as tumour suppressors (López-Otı́n and

Matrisian 2007). This growing category of proteases with tumour-defying functions

includes several MMPs (matrix metalloproteinases), ADAM-TSs (disintegrin-

metalloproteinases with thrombospondin domains), cathepsins, caspases, DUBs

(deubiquitinating enzymes) and kallikreins. The molecular mechanisms used by

proteases to exert their anti-tumour properties are quite diverse and influence all

stages of cancer progression. Thus, tumour-suppressive proteases may negatively

regulate cell growth and survival of tumour cells, inhibit angiogenesis, stimulate

apoptosis or modulate the inflammatory responses elicited by cancer cells.

The identification of anti-target proteases that favour the host instead of the

tumour has made necessary the design of novel approaches to identify the relevant

proteases which must be targeted in each individual cancer patient (Acuff et al.

2006, Overall et al. 2004). This aspect is of special interest in the case of proteases

belonging to large families identified in the genomic analysis of the human degra-

dome, which are composed of multiple members with structural relationship but

playing opposite functions in cancer. As discussed above, recently developed

devices such as those called CLIP-CHIP and Hu/Mu-ProtIn have provided

the first experimental approaches to facilitate the profiling of tumour proteases.

This global analysis of the cancer degradome has already yielded important new
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information including the identification of the protective role for MMP-12 in lung

cancer (Acuff et al. 2006). Likewise, these analyses have pointed to the existence of

a number of proteases previously unsuspected to be related to cancer, which may be

of future clinical interest as molecular markers for the diagnosis or prognosis of

malignant tumours.

In summary, the genomic and functional analysis of proteolytic systems asso-

ciated with cancer has revealed the large and growing complexity of this field. Over

the last few years, our view has evolved from the classical consideration of

proteases as non-specific and late-acting prometastatic enzymes, to the recognition

of their key roles in early stages of cancer and finally to the identification of their

dual functions as pro- or anti-tumourigenic enzymes. Accordingly, any attempt to

understand the biological and pathological relevance of proteases in cancer must

take into account the large structural and functional diversity of proteolytic systems

operating in all stages of the disease. There are still multiples challenges ahead

before translating these recent findings into clinical applications but hopefully, the

novel information derived from protease genomics may finally lead to the valida-

tion of some of these enzymes as important components of the future strategies for

cancer treatment.
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Chapter 2

The CLIP-CHIPTM: A Focused Oligonucleotide

Microarray Platform for Transcriptome

Analysis of the Complete Human and Murine

Cancer Degradomes

Reinhild Kappelhoff, Claire H. Wilson, and Christopher M. Overall

Abstract By modifying the secretome, cancer disturbs normal tissue homeostasis

leading to pathological changes, often driven by perturbed proteolysis. Besides the

traditional dogma of tumor promotion and metastasis through degradation of the

extracellular matrix, extracellular proteases are now recognized to play more impor-

tant roles as signalingmolecules thatmodulate thewebof cytokines and growth factors

that orchestrate extracellular homeostasis and cell proliferation, adhesion, migration,

differentiation, apoptosis, and evasion from the immune system. Although proteases

have long been regarded as promising drug targets in cancer, increasingly it is being

recognized that many proteases have beneficial roles in mitigating the detrimental

effects of cancer, classifying these proteases as drug anti‐targets. Discrimination of

protease drug targets and anti-targets in cancer is therefore critical for understanding

oncogenesis and for drug development programs. Complicating target and anti-target

identification, is the fact that proteases do not act in isolation, but interact in pathways,

circuits and cascades with other proteases to form the protease web. The CLIP-

CHIPTM is the only microarray platform that focuses on all proteases, non‐proteo-
lytic homologues, and protease inhibitors in the human and mouse genomes making

it an ideal platform for an unbiased transcriptomic analysis of the cancer degradome

– the complete repertoire of proteases and inhibitors expressed in cancer, reactive
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stromal cells, and normal tissue – and the changes wrought in the protease web by

cancer. By analysis of cancer-type-specific expression profiles of proteases and

inhibitors, the CLIP-CHIP oligonucleotide-based microarray assists in understand-

ing how proteases modulate the tumor and the enveloping secretome.

Introduction: The Cancer Degradome

The information content of the secretome is one of the most important regu-

latory influences on a cell. Since proteolysis represents one of the last oppor-

tunities that a cell can modulate the composition and function of the secretome,

proteolysis arguably represents the most important of the posttranslational

modifications of protein. Perturbed signal pathways, both extracellular and

intracellular, can result in pathology. In cancer, altered signaling can impart

selective advantage to the tumor, resulting in loss of regulated cell growth and

tissue localization constraints, leading to further oncogenic changes that pro-

mote metastasis. Extracellular proteolytic processing of signal molecules in the

secretome changes their activity – including activation (Tester et al. 2007), release of

inhibitory binding proteins (Dean et al. 2007), loss of agonist function (McQuibban

et al. 2001, Dean et al. 2007), switching activity to antagonism (McQuibban et al.

2000), or switching receptor specificity (Vergote et al. 2006) shedding from the

cell surface (Dean and Overall 2007) – and so profoundly changes signal pathways

and hence cell function. Intracellular proteases play critical roles in the initiation

of apoptosis and in the turnover of cytosolic and nuclear proteins, including

the regulation of protein ubiquitination. By dynamically altering the levels of

ubiquitin-conjugated protein, the deubiquitinating proteases regulate levels of sec-

ond messenger molecules, transcription factors, and of tumor suppressors such as

p53 (Li et al. 2002). Hence, at both the extracellular and intracellular levels, proteases

are key components of signaling pathways and in both compartments proteolytic

changes can lead to oncogenesis – similarly, oncogenesis can result in altered

proteolytic potential which might manifest as increased oncogenesis and metastasis.

Proteolytic processing of signaling molecules, even of only 2–4 amino acids, can

profoundly change their biological activity. Elevated expression of 48 genes was

found to be associated with breast cancer metastases to the lung and of those

validated three signature genes were expressed only in the most virulent of the

lung metastases: matrix metalloproteinase (MMP)-2, SPARC, and IL13RA2

(Minn et al. 2005a). In breast carcinoma metastases to the bone MMP-1, connec-

tive tissue growth factor (CTGF) and CXCR-4 were key molecules (Minn et al.

2005b). CXCL-12 (SDF-1) binds the chemokine receptor CXCR-4, which is one of

the bone metastasis signature genes, and is cleaved and inactivated by MMP-2 and

MMP-1 (McQuibban et al. 2001). CTGF is a substrate of MMP-1 and MMP-2 and
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mobilizes the vascular endothelial growth factor (VEGF) (Dean et al. 2007),

providing an alternate explanation for the recent results from the Massague group

who suggested that MMP-2 was involved in remodeling of the vascular architecture

in aggressive breast cancer metastases to the lung (Gupta et al. 2007). Therefore,

simple annotation of normal or transformed cell transcripts or nuclear, cytosolic and

secreted proteomes is not sufficient to decipher their information content and

pathologic potential. The functional annotation of processed proteins in the cancer

proteome is therefore a priority along with the identification of the proteases that

mediate these important proteolytic events. That is why cancer degradomics is such

a critically important area of research. Degradomics embraces all systems biology

studies of proteases. It includes the annotation of the proteases and inhibitors

present in a cell or tissue at a particular time (the protease degradome), their

substrates (the substrate degradome), and their interactomes – hence the proteolytic

potential of the cancer cell or reactive tissue stroma.

Protease Targets and Anti-targets

A long-held assumption has been that proteases that are highly overexpressed in

cancer tissues are drug targets. This is wrong. In addition to the destructive role

of proteases in cancer and oncogenesis, other proteases have host protective

functions. These include mitigating the effects of oncogenic changes, such as by

growth suppression and antiangiogenic activities, as well as exerting important

roles in host defense. Hence, increases in activity of drug anti-targets are

associated with protective host responses. Since these may be expressed by

the reactive stroma or by infiltrating inflammatory and immune cells then anti-

target proteases are often present in the secretome at the tumor–stroma interface.

So, the mere annotation of protease levels by transcript analysis of cancer is

therefore insufficient to associate proteases with oncogenesis. For example,

MMP-8 is expressed mainly in neutrophils and is associated with inflammatory

conditions. However, the absence of MMP-8 expression in the Mmp8�/� mouse

showed a strong increase in skin tumors (Balbin et al. 2003). Although overexpres-

sion in cancer of some kallikreins can lead to a poor clinical outcome, increased

levels of other kallikreins lead to a favorable prognosis (Borgono and Diamandis

2004). So, proteases can both promote tumor progression and metastasis, but a

growing number, to date around 30, contribute to tumor suppression (López-Otı́n

and Matrisian 2007), making these drug anti-targets (Overall and Kleifeld 2006).

Hence, it is important to annotate both target and anti-target proteases in cancer to

design rational drug therapies.
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The Protease Web

Complicating the analysis of proteases in cancer as targets and anti-targets is the

growing realization that proteases do not operate alone, but interconnect in

signaling or proteolytic pathways (Overall and Kleifeld 2006). Proteases form

regulatory circuits where information can feed back, and through amplification

cascades with a unified flow of information. In so doing, proteases form a

dynamic and flexible web of interactions – the protease web – that is embedded

in every proteome. Further complexity of this system occurs in that proteases

also interact with cofactors, interactor proteins, receptors, inhibitors, substrates,

and their cleavage products to modify proteolytic function and biological out-

comes. Cancer and cancer therapy disturbs the protease web resulting in altered

biological behavior that is not immediately predictable from analysis of protease

levels alone. Therefore, although identification of all components in the protease

web is critically important in the understanding of the biological role of pro-

teases in the cancer degradome (Overall and Kleifeld 2006), it is as important to

understand at the systems level the interactions and substrates of proteases.

The CLIP-CHIP

The protease degradome comprises 1.7% of the human and mouse genomes, the

second largest group after the ubiquitin-ligase family and larger than the kinase

family. According to their mechanism of catalysis, human and mouse proteases are

divided into the well-established five classes of aspartic, cysteine, metallo, serine,

and threonine proteases (Fig. 2.1a) (Barrett et al. 1998), which are further sub-

Fig. 2.1a The human and murine degradome. Class distribution of human and murine proteases

and inhibitors in the degradome. Serine and metalloproteases are the most highly represented

proteases, followed by cysteine proteases. In contrast, there are only a few aspartic and threonine

proteases likely reflecting their highly specialized roles
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divided into 69 families according to the MEROPS the peptidase database criteria

(Rawlings et al., 2008, www.merops.ac.uk). Besides active proteases, there are

numbers of protease‐like proteins, which are predicted to be inactive in that they

have a change in a residue crucial for proteolytic activity and are called non‐
proteolytic homologues. These molecules are suggested to have important roles

as inhibitory or regulatory molecules by titrating inhibitors from the cell medium

and thereby increasing the proteolytic activity and by having the ability to bind

substrates through the inactive catalytic or exosite domains to act as a dominant

negative molecule (Lopez-Otin and Overall 2002). Protease pseudogenes have been

found in both human and mouse genomes and have an active counterpart in other

species. Pseudogenes are derived by duplication, retrotransposition, frameshifts or

by integrated stop codons. The humane degradome is composed of 565 proteases

with 156 inhibitor genes. The mouse degradome is more complex with 641 pro-

teases and 205 inhibitors annotated to date (Figs. 2.1a and 2.1b). This increased

complexity is mainly derived from the expansion of several protease families,

including placental cathepsins, testases, glandular kallikreins, and hematopoietic

serine proteases, which are involved in immunological or reproductive functions.

To compensate for this increase in proteolytic activity, the cysteine and serine

protease inhibitors have also expanded in the mouse (Puente et al. 2003).

Fig. 2.1b Comparison of protease and inhibitor distribution between the CLIP-CHIP and the Hu/

Mu ProtIn Affymetrix Chip. The CLIP-CHIP contains oligonucleotides for 565 human and 646

murine proteases, and 156 human and 197 murine inhibitor gene transcripts; the Hu/Mu ProtIn

Affymetrix Chip contains 292 human and 254 murine proteases and 77 human and 74 murine

inhibitors (Acuff et al. 2006, Supplementary data)
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In cancer research, mice have been the primary models for both understanding

the nature of the disease and also as diagnostic and therapeutic tools for tumor

cancer treatment (Egeblad and Werb 2002). Because of the differences between the

human and mouse degradomes, animal models experiments have to be carefully

designed and the results carefully interpreted. But even with this drawback, animal

models continue to be important for studying diseases. Therefore, to annotate the

human and murine degradomes the CLIP-CHIP microarray was designed. As will

be described in this chapter, every human and murine protease, inactive homologue,

and inhibitor can be profiled at the transcript level by hybridization against 70-mer

oligonucleotides specific for the each of these genes using the CLIP-CHIP.

Transciptomics and the Advent of Microarrays

Microarray technology has significantly changed the way we can measure and

observe gene expression at the mRNA level within a given biological sample of

interest, allowing the expression of tens or hundreds of thousands of genes to be

monitored at a single time point or relative to another sample within a single

experiment. Microarrays are thus the ultimate tool for transcriptomics, allowing

for system-wide analysis of the transcriptome. The transcriptome is defined as

being the complete set of messenger RNA molecules that are produced from the

genome of a given cell, tissue, or whole organism at any given time. In contrast to

the ‘‘fixed’’ genome, the transcriptome can dynamically change in response to

environmental and pathological stimuli, thus reflecting the active expression of

genes at a particular point in time. Before the advent of microarrays, researchers

were limited to using more traditional methods for the analysis of gene expression

such as Northern blotting, quantitative real-time polymerase chain reaction (qRT-

PCR), and ribonuclease protection assays (RPA). Such techniques limited the

researchers to investigating mRNA level expression for only single or a limited

number of genes at a time, eliminating the feasibility of performing a transcriptome-

wide analysis.

One of the biggest limitations of microarrays is that mRNA level expression

does not directly relate to protein abundance. Although proteins are the ultimate

products of genes, measuring mRNA level expression is a good starting point for

functional gene characterization and is currently a considerably cheaper technology

then measuring direct protein levels via mass spectrometry resources or by using

ELISA (Enzyme-linked immunosorbent assay) technology.

In contrast with the commonly used whole-genome arrays, several companies

currently offer specialized microarrays [e.g., Oligo GEArray1 (SuperArray Bio-

science Division, MD); DualChip1 (Eppendorf, Hamburg, Germany); Amplichip1

(Roche Basel, Switzerland); SurePrint Microarray Kits (Agilent, Santa Clara, CA)]

or they offer ready-to-print oligonucleotide sets [e.g., Operon1 Array-Ready Oligo

SetsTM (Operon, Huntsville, AL)] with a smaller gene coverage specifically focused

on research topics like apoptosis, biomarkers, cancer, cell cycle, common diseases,
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cytokine and inflammatory response, extracellular matrix and adhesion molecules,

neuroscience, signal transduction, stem cell and development, toxicology and drug

metabolism, or tumor metastasis. Therefore, more specific research questions can

be addressed while reducing the amount of raw data generated that can be vast when

whole-genome arrays are used. The development of focused microarrays has been

an important contribution for clinical diagnostic purposes. In 2004, the Ampli-

Chip1 Cytochrome P450 Genotyping Test manufactured by Roche (Switzerland)

for use with the Affymetrix GeneChip (Affymetrix, Santa Clara, CA) became the

first microarray genetic-test approved by the U.S. Food and Drug Administration

(FDA). Providing comprehensive genotyping of the CYP2D6 and CYP2C19 genes

from genomic DNA, the AmpliChipTM CYP450 Test helps determine how a patient

may metabolize and therefore respond to a variety of prescription-based drugs,

hence allowing for physicians to individualize drug administration and dosage. The

AmpliChip Leukemia and AmpliChip p53 are currently in development (www.

roche.com).

In February 2007, Agendia’s MammaPrint1 breast cancer prognosis test

(Amsterdam, The Netherlands) became the worlds first In Vitro Diagnostic Multi-

variate Index Assay (IVDMIA) to receive U.S. FDA approval for marketing as a

prognostic test for the development of distant metastasis in lymph node-negative

patients and determines the likelihood of breast cancer returning within 5–10 years

after a woman’s initial cancer. The MammaPrint1, a 60-mer oligonucleotide-based

microarray (manufactured by Agilent, Santa Clara, CA), measures the activity of 70

genes, thereby giving a prognosis expression signature that provides information

about the likelihood of tumor recurrence using a specific formula or algorithm to

produce a score that determines whether the patient is deemed at low risk or high

risk of the cancer spreading to another site (van’t Veer et al. 2002, Weigelt et al.

2005, Glas et al. 2006).

Generic Features of Microarray Technology

Microarrays are a type of ligand assay based on the same principles as immunoas-

says, and Northern and Southern Blots. Regardless of whether the microarrays are

manufactured commercially or in-house, cDNA or oligonucleotide based, roboti-

cally spotted or in situ synthesized, they all share a number of generic features in

regards to their underlying technology such as the probe or ‘‘spot,’’ the target or

sample probe and the solid-phase medium of the array platform, for example, glass

or plastic slides similar to a microscope slide and silica chips. The probe or ‘‘spot’’

typically refers to the single stranded polynucleotide of known or unknown se-

quence that is fixed onto the array at a specific location. Each individual spot on the

grid of an array generally represents an individual gene, thus serving as an experi-

mental assay for the relative level of expression for that given gene. In general,

there are two basic approaches for fixing probes onto the array: unique oligonucleo-

tide probes can be individually synthesized nucleotide by nucleotide directly onto

the array by in situ synthesis such as by using photolithography (Lockhart et al.
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1996). Agilent uses ink jet printing with standard phosphoramidite chemistry in

solution. Combimatrix uses electrochemical acid generation in specified locations

on a silicon matrix. Presynthesized DNA, cDNA, oligonucleotides, or PCR pro-

ducts are robotically spotted onto the array, where they become directly covalently

bound to the array surface or are cross-linked via UV-irradiation. When oligonu-

cleotide probes are used they are generally referred to as being either short, 24–30

bases in length, or long, 60–70 bases in length, while the presynthesized PCR and

cDNA products are typically hundreds to thousands of base pairs in length (Yauk

et al. 2004). Probes of unknown sequence may also be fixed to the array if a custom

unsequenced cDNA library is used. The term ‘‘target’’ or ‘‘sample probe’’ com-

monly refers to the polynucleotide from the biological sample of interest that

hybridizes to a fixed complementary probe sequence present on the array. Typically,

the target or sample probe is amplifiedRNA (aRNA) or cDNA synthesized from total

RNA or mRNA extracted from the sample of interest. For detection purposes, this

probe is typically synthesized using fluorescently or biotinylated nucleotides or

chemically labeled with fluorophores such as Cyanine 3 (Cy3) and Cyanine 5

(Cy5) dyes postsynthesis.

Presently, the two most commonly used techniques for microarray analyses are

one-color experiments using in situ synthesized short oligonucleotide arrays such as

the Affymetrix GeneChip and competitive two-color hybridization experiments

using robotically spotted cDNA or long oligonucleotide arrays or the Agilent,

Combimatrix, and Nimblegen arrays. In brief, the two-color array platform allows

for the hybridization of two differently labeled samples (e.g., disease vs. nondi-

seased) to a single array while one-color/channel arrays allow for hybridization of

only one labeled sample per array therefore eliminating the ability for direct

comparisons to be made. Regardless of platform the underlying basis of microarray

technology is complementary base pairing between the array-fixed probes and the

target or sample probe. This allows for the determination of the relative levels of

mRNA expression of target sequences with the sample via measurement of the

quantity of labeled target that binds to each immobilized spot, also termed a feature,

of DNA (Colebatch et al. 2002).

Transcriptomic Analysis of the Cancer Degradome with the

Two-Color CLIP-CHIP Microarray Platform

Transcriptome analysis of the cancer degradome is an important first step to

understand the biology of cancer and is an excellent starting point for identifying

which protease targets and anti-targets are expressed. Moreover, identifying the

expression levels of all proteases and inhibitors renders possible the determination

of the active pathways of the protease web within specific cancer types and hence

protease-specific disease biomarkers. Transcriptome-level analysis can lead to the

detection of slight subtle changes in the underlying gene expression patterns of the
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protease web between patients and different tumor types, resulting in the identifi-

cation of both diagnostic and prognostic markers of disease. Identifying subtle

differences can help identify protease pathways warranting further investigation

ultimately leading to the development of novel therapeutics and individualized

molecular medicine with treatment being tailored specifically for the individual

patient. Microarrays such as the highly specialized CLIP-CHIP provide an effective

way to investigate the cancer degradome at the transcriptome level.

The Two-Color CLIP-CHIP

The CLIP-CHIP is a dedicated and complete two-color oligonucleotide microarray

of all human and mouse protease, non-proteolytic homologues and inhibitor

sequences (Overall et al. 2004). Every gene transcript is analyzed by hybridizations

to unique 70-mer oligonucleotides, which are robotically spotted onto a glass matrix

and cross-linked via UV-irradiation. This format allows for great flexibility in

design upgrades. As newly identified proteases enter the databases, unique oligo-

nucleotides can be designed and spotted onto the CLIP-CHIP at the next printing.

The CLIP-CHIP platform also gives the additional benefit that oligonucleotides for

specifically relevant biological questions, for example, for breast, lung, or prostate

cancer-specific genes, can be added to the chip as a separate focused array. In this

way, specific correlations in gene expression may be determined for proteases and

other cancer-specific genes. A number of oligonucleotides on the CLIP-CHIP,

representing synthetic sequences that are nonhomologous with any human or

murine sequence (negative controls) and several housekeeping genes (positive

controls) have also been printed onto the array, which help in analysis and normali-

zation of the microarray data. Oligonucleotides coding for the three genes gpt

(Xanthine guanine phosphoryltransferase), pac (Puromycin N-acetyltransferase),
and neo (Neomycin phosphotransferase) commonly used in the development

of stable cell lines and knockout mouse models have also been added to the

microarray as a positive control for tissue culture or knockout model experiments.

An oligonucleotide was designed from the cDNA sequence of the green fluores-

cence protein (GFP) and printed on the CLIP-CHIP to aid with slide orientation and

gridding.

571 human oligonucleotides were obtained from the Human Genome Oligo Set

Version 2 and 740 murine oligonucleotides were obtained from the Murine Genome

Oligo Set Version 2, 3, and 4 (Operon, Huntsville AL, www.operon.com). Oligo-

nucleotides for genes not represented in the Human Oligo Set (144) or Murine

Oligo Set (74) were synthesized after extensive BLAST (basic local alignment

search tool) analyses to identify unique sequences. The CLIP-CHIP is printed in

two replicate subarrays within one slide; therefore, there are three printed versions

of the CLIP-CHIP available: a human CLIP-CHIP with two human subarrays; a

murine CLIP-CHIP with two murine subarrays; and a hybrid CLIP-CHIP which

contains one human and one murine subarray that is still under validation to
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determine cross-species hybridization between the oligonucleotides. The CLIP-

CHIP platform is designed in such a way that it is easy to produce customized

microarray chips with additional genes, for additional information in a specific

study.

Comparison of Technologies for Transcriptomic Analysis
of the Cancer Degradome

Within this volume, two other technologies developed for the transcriptomic

analysis of the cancer degradome are presented: the Hu/Mu ProtIn microarray

chip Schwatz, Chapter 3 and qRT-PCR assay (Pennington, Chapter 4). All three

transcriptome platforms have their separate advantages and disadvantages making

all three approaches complementary. No one approach will provide comprehensive

and qualitative information and a combination of all three platforms is recom-

mended.

The Hu/Mu ProtIn microarray chip is a two-species one-channel Affymetrix-

based microarray. It is a focused array, containing selected protease, inhibitor, and

interactor oligonucleotides from both human and mouse which have been reported

to be important in cancer and has particular use in the determination of cellular

origin of proteases and their inhibitors in xenograft models of human cancer (Acuff

et al. 2006). Short 25-mer oligonucleotides have been designed and validated to

distinguish between proteases and inhibitors expressed by the tumor (human cells)

and the host stromal tumor microenvironment (mouse cells) (Schwartz et al. 2007).

Being a focused array, the Hu/Mu ProtIn chip contains a selected set of proteases

(292 human/254 mouse) and protease inhibitors (77 human/74 mouse). In contrast,

the CLIP-CHIP contains the complete repertoire of all proteases (565 human/621

mouse) and protease inhibitors (156 human/205 mouse), thus giving the CLIP-

CHIP the advantage of profiling the expression of the full spectrum of the degra-

dome in an unbiased manner (Fig. 2.1b).

Manufactured by Affymetrix the short oligonucleotide probes of the Hu/Mu

ProtIn chip are in situ synthesized directly onto the array surface and are an industry

standard. While this mode of probe attachment readily produces high quality,

reproducible arrays it is not as easily customizable for individual projects as the

robotically spotted CLIP-CHIP array where changes or additions to oligonucleotide

probes can simply be added in the next round of printing. An integral component of

the Hu/Mu ProtIn chip is probe redundancy with each gene being represented by

one probe set consisting of 11 probe pairs, each covering a different 25-mer region

of the target mRNA. Each of these probe pairs consists of a complementary perfect

match (PM) oligonucleotide and a mismatch (MM) oligonucleotide in which the

13th nucleotide in the sequence is changed to its complement thereby functioning

as a nonspecific hybridization control and reducing the likelihood of cross-hybri-

dization. In contrast the CLIP-CHIP contains a single 70-mer oligonucleotide probe
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per gene transcript. Whereas longer probes are much more sensitive and therefore,

able to detect subtle changes in gene expression especially for poorly expressed

genes. However, they can be more susceptible to specificity issues. The probability

for cross-hybridization (both intra-and interspecies) is higher with a 70-mer probe

than with a smaller probe. In contrast, a 70-mer is far more sensitive than a smaller

probe. Such probes are also more tolerant of sequence mismatching and thus are

more suitable for the analysis of highly polymorphic regions as commonly found

within cancer. However, species similarity can render species to species cross-

hybridization unavoidable for a limited number of genes, despite high stringency

oligonucleotide design criteria.

The Hu/Mu ProtIn chip and CLIP-CHIP are based on two different microarray

platforms. Being a one-color array the Hu/Mu ProtIn chip allows for the hybridiza-

tion of only one sample per chip. In contrast the two-color CLIP-CHIP microarray

allows for the competitive hybridization of two alternatively labeled samples (e.g.,

disease vs. non-disease) to the one chip. Competitive hybridization allows for direct

comparisons to be made in each array and reduces the number of slides required per

experiment and hence the overall cost of the microarray experiment to be per-

formed. While it is probable that the Affymetrix chip may have a higher sequence

specificity, its sensitivity to detect low-abundance transcripts is inherently lower

then 70-mer oligonucleotide platforms such as the CLIP-CHIP. Further, a typical

microarray analysis with the CLIP-CHIP only requires 100 ng of total RNA and 2 g

of amplified RNA from a control and test sample labeled and hybridized to the same

array (Kappelhoff and Overall 2007). As it is typical for Affymetrix chips, the Hu/

Mu ProtIn chip reported results using 5 g total RNA as 15 g biotinylated cRNA

from each sample are needed for the hybridization to individual microarray chips

(Acuff et al. 2006). Hence, it is possible to analyze laser capture microdissected

tissue samples from tumor versus stroma from the same biopsy by the CLIP-CHIP.

The other approach presented in this volume for transcriptomic analysis of the

cancer degradome utilizes one of the most established methods for analysis of gene

expression, qRT-PCR. The Edwards lab has developed a qRT-PCR assay that

allows for the specific analysis of over 100 human and mouse genes including the

MMP, ADAM, ADAMTS, and TIMP gene families and numerous proteases,

inhibitor, growth factor, receptor, and regulatory proteins in human- and mouse-

derived cells and tissues (Nuttall et al. 2003, Jones et al. 2006). Inherently, the data

generated are accurate and quantitative. The huge advantage of the qRT-PCR assay

is the quantitative and reliable detection of less than 100 copies of RNA in a 5 ng

pool of total RNA, which is equivalent to less than 1 copy per cell (Nuttall et al.

2003). High sensitivity of the qRT-PCR assay has been demonstrated in mice by

Pedersen et al. (2005) who demonstrate the assay to be an excellent tool for

quantification of small amounts of RNA, without the need for amplification, from

laser capture microdissected cancer cells isolated from stromal cells, thus allowing

for the quantitative determination of several mRNAs expressed by a very small and

specific population of cells. Such an application and sensitivity has at present not

been demonstrated for the Hu/Mu ProtIn or CLIP-CHIP arrays. However, with
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amplification or double amplification of total RNA to obtain higher aRNA amounts

it is theoretically possible to perform this, but with the risk that double amplification

does not bring an accurate reflection of the true RNA composition.

Out of the three systems presented in this volume, the CLIP-CHIP is the only

complete technology capable of analyzing the entire degradome within one experi-

ment for both human and mouse samples. While the Hu/Mu ProtIn chip is particu-

larly useful for applications such as xenograft experiments due to its extensive

validation, it still does not cover the entire degradome of either mouse or human.

What will be of interest in the future is the use of the Hu/Mu ProtIn chip as a tool for

validating results obtained by CLIP-CHIP analysis or vice versa. Although the two

chips are two separate microarray platforms strong correlation between results

obtained from two-color long-oligonucleotide arrays and one-color short oligonu-

cleotide Affymetrix arrays has been demonstrated (Barczak et al. 2003, Petersen

et al. 2005). In our analysis of CLIP-CHIP data generated from breast carcinoma,

we have found a high correlation with Affymetrix GeneChip data. The qRT-PCR is

highly sensitive; however, its application for full degradome analysis is limited.

Nevertheless, qRT-PCR is a quantitative, well established, and very informative

tool for follow-up validation experiments from results obtained from the CLIP-

CHIP or the Hu/Mu ProtIn microarray chip. In the future, the most suitable

application for the qRT-PCR assay will be within a clinical setting where it can

be used for fast diagnostic and prognostic purposes, detecting cancer-specific

protease gene signatures in patients that have been previously discovered by

application of the CLIP-CHIP and/or Hu/Mu ProtIn chip. Utilizing a combination

of technologies can help overcome the inherent biases of each approach. While

searching for biomarkers within the cancer degradome, it would be ideal if the

patterns identified could be detected by the two different microarray platforms

providing wide-scale validation then quantified using the qRT-PCR assay.

Scanning, Image Processing, and Microarray
Data Analysis of the CLIP-CHIP

A typical CLIP-CHIP array experiment begins with the extraction of total RNA

from a specific biological sample of interest followed by amplification of the RNA

and fluorescent labeling with Cy3 or Cy5 for detection during the scanning process.

Before hybridization to the array, the labeled samples are fragmented and heat

denatured to gain single stranded polynucleotides. Following hybridization, the

array is washed under stringent conditions to remove nonhybridized sample

(Kappelhoff and Overall 2007). Scanning of the CLIP-CHIP is performed for

measurement and acquisition of the fluorescent signal present for each spot on the

28 R. Kappelhoff et al.



array. This information is stored within an image that is analyzed for the extraction

of foreground and background intensity values that are used in subsequent analysis.

Microarray scanners compatible for scanning of the CLIP-CHIP utilize an

optical system, similar to that of a confocal laser microscopy system, where a

separate laser is used as a source of excitation light for each fluorescent dye and a

photomultiplier tube (PMT) is used for detection of the emitted photons. Scanning

produces a digital record containing the fluorescence intensity for every pixel at

each grid location on the array where the intensity is proportional to the number of

sample probes hybridized to the spotted probe (Cheung et al. 1999). Depending on

the array platform in use, one typically has little control over selection of scanning

equipment; however, as the CLIP-CHIP is of the common two-color array format

utilizing Cy3 and Cy5 dyes, it is compatible for use with a number of different

scanners provided that they are equipped with 532 and 635nm excitation lasers.

Typically for most microarrays, including the CLIP-CHIP, a 16-bit grey scale

image containing the raw data of the experiment is produced for each frequency, for

example, Cy3 and Cy5 channels. The images from these two channels can be

combined into a single false colored red-yellow-green image to provide an estimate

of array quality, for example,spatial effects, before further processing.

CLIP-CHIP Image Analysis

Once the raw data is acquired, the image needs to be analyzed and intensity data

extracted. Image analysis and the resulting acquisition of data is an important aspect

of microarray experiments and can potentially have a large impact on subsequent

data analysis. Currently, there is a wide range of both commercial and freeware

image analysis software available that are readily compatible with the two-color

array format of the CLIP-CHIP. At present we are using the commercial ImaGene

(BioDiscovery, CA); however, other software programs such as Spot (CSIRO

Mathematical and Information Sciences, AUS), ScanAlyze (Michael Eisen’s lab;

Lawrence Berkely National Lab), and TIGR Spotfinder (The Institute of Genomic

Research, MA) are also suitable.

There are three fundamental processes that the image analysis software should

perform: Gridding, segmentation, and intensity extraction or data acquisition (Yang

et al. 2001). Gridding the array involves determining the location of each spot on

the array. Although this can be done automatically or semiautomatically, the user

should preferably always check the gridding process. To aid in this process, the

CLIP-CHIP has been printed with a number of GFP controls that act as ‘‘landing

lights’’ when a Cy3-labeled anti-GFP oligonucleotide is spiked into the hybridiza-

tion solution.
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For spotted arrays, segmentation involves the classification of pixels as being

foreground or background for both the Cy3 and Cy5 channels. There are a number

of segmentation methods available and the type used is dependent on the image

analysis software selected (Yang et al. 2001). Data extraction by determining the

spot intensity requires computation of the average pixel value of a spot and

subtraction of background intensity approximated using a suitable method to

provide a corrected foreground fluorescent intensity. Correction for background

intensity is necessary as it is likely that not all of the measured spot intensity comes

from the fluorescent label. After background correction, the raw microarray data

undergo a logarithmic transformation to the base 2 and the log-differential expression

ratio, M = log2Cy5/Cy3, and the log-intensity (overall brightness), A = 1/2log2
Cy5Cy3, is calculated for each spot using appropriate data analysis software.

Performing logarithmic transformation helps to minimize some of the systematic

variation and by converting the intensity ratios into differences between the two

channels aids in the identification of differentially expressed genes by ensuring that

everything is on the same scale.

Analysis of CLIP-CHIP Microarray Data

After image analysis and logarithmic transformation, the raw CLIP-CHIP data

needs to be normalized to correct for systematic variation before any further

downstream analysis is performed. Downstream analysis of the CLIP-CHIP data

involves determining if a protease, protease inhibitor, or inactive homologue is

present or absent within a given tissue (tissue profiling), identifying genes that are

differentially expressed between two given samples such as diseased versus non-

diseased tissue, or treated versus nontreated tissue on a single-gene basis or

performing multiple gene analysis where clusters of genes are analyzed to

determine common functionality, pattern identification, gene–gene interaction,

and gene regulatory networks within the protease web. The overall success in

performing downstream analysis and identifying differentially expressed genes is

largely dependent on the suitability of the chosen experimental design which

ultimately governs what analysis approach to apply to the data (Yang and Speed

2002, Churchill 2002, Maindonald et al. 2003).

Accurately determining differential expression of a gene requires the selection

and calculation of a suitable statistic for gene ranking followed by selection of an

appropriate cutoff point whereby genes having a rank value above the cutoff are

considered to be differentially expressed and those having a value below are

considered not to be. When using the CLIP-CHIP in tissue profiling to identify

which degradome members are expressed then a suitable cutoff point where one can

have confidence as to the absence or presence of a degradome member from the

sample needs to be determined for the spot intensity data only. A number of

housekeeping genes have been spotted onto the CLIP-CHIP, which can aid in the

clustering of present degradome members as being either a low, medium, or high
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intensity-expressed gene within the given tissue. For tissue profiling, a reference

sample can be cohybridized to the array or the same sample labeled with both Cy3

and Cy5 can be hybridized to the same array as a self–self hybridization experiment

to control for experimental variation. After profiling, it will then be possible to look

for differential expression of degradome members across different tissue types via

the reference sample or by applying a normalization method that allows for single

channel analysis.

Within any microarray experiment, not only those performed with the CLIP-

CHIP, there are many possible sources of variation throughout the experimental

process that can contribute to poor quality or noise within the microarray data.

Normalization of the array data is thus required to correct for the effects of

experimental or systematic variation while not altering any variation arising from

the biological samples themselves (Smyth et al. 2003). For two-color microarrays, a

major source of variation is that arising from dye bias that results from the different

labeling efficiencies and scanning properties of the Cy3 and Cy5 dyes. Thus,

normalization methods applied to the CLIP-CHIP data need to minimize this bias

by balancing the fluorescence intensities of the two channels. However, intensity-

dependent normalization may not be the only type of normalization required. Yang

et al. (2002) address three main forms of normalization being: within slide normal-

ization, paired-slide normalizing for dye-swap experiments, and between-slide

normalization. During the process of robotic spotting systematic variation can

arise within individual arrays and between arrays due to variations between print-

tips of the spotter leading to inconsistencies occurring with location, size and shape

of the spots. For CLIP-CHIP array data it is thus recommended that print-tip

intensity dependent LOWESS (locally weighted scatterplot smoothing) normaliza-

tion (Yang et al. 2002) be used as the default method for normalization. It is also

possible to perform single channel analysis of CLIP-CHIP array data by utilizing

the single channel normalization method for two-color array data as proposed by

Yang and Thorne (2003). This normalization approach separately treats the Cy3

and Cy5 data, removing systematic intensity bias that is not due to real gene

expression and ultimately allowing for comparison of absolute intensities between

separate arrays to be made for which no direct comparisons have been made or

allowed for during experimental design, that is, self–self hybridization experiments,

errors arising in data from one of the channels making it unusable.

The final stage in the analysis of CLIP-CHIP array data requires bioinformatics

analysis of the final list of differentially expressed genes in the degradome. Bioin-

formatic analysis is used to identify characteristics of the gene and determine the

functions and pathways that each gene is involved in within the protease web and

ultimately its interaction and role within the cancer degradome. Such analysis helps

to determine genes that will be of most interest to follow up in further experiments

after confirmation of their differential expression by some of the more traditional

methods for measuring gene expression such as Northern blots, qRT-PCR, in situ

hybridization, or RPA assays. Further biological studies may involve altering gene

function with targeted mutations, antisense technology, or protein inhibition with

the ultimate goal to be aiding in the understanding of the biological question at
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Fig. 2.2 Current and future application of the CLIP-CHIP. The CLIP-CHIP has many uses: it can

be used for tissue expression profiling and hierarchical clustering, as shown here in a quick

overview in the protease and inhibitor profile of eight human tissues; for gene regulation in tissues,

organs or cells, in order to identify up- and downregulated genes. Signal intensities measured in

both control and tumor cell lines might show either equal intensities or if up- or downregulated, a

higher or lower signal in comparison to the control signal. As an example, equally expressed or

differentially regulated MMPs are shown in a human lung cancer cell line A549 versus a control

lung cell line. Upregulated genes have a ratio higher than 1.5, downregulated genes have a

ratio lower than 1.5. Samples for CLIP-CHIP analysis can either be from human or murine origin,

from tissues, organs, tumors, or tissue culture cells, or because of the ability to analyze
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hand. In this way the underlying role of the protease web within cancer and the

ranking of identified genes and gene products that might be developed for target

validation can be more readily made.

Current and Future Applications and Directions

of the CLIP-CHIP in Cancer Degradomics

Multiple studies have already demonstrated that microarray-based gene expression

profiling enables accurate tumor classification and showed its potential for deci-

phering tumor diagnosis, prognosis, and therapy. Current applications for the human

and murine CLIP-CHIP are the analysis of the complete repertoire of proteases,

non-proteolytic homologues, and inhibitor gene transcripts in all human and murine

tissues and pathological samples. It can be used for identifying differentially ex-

pressed genes or used for gene expression profiling in tissues to find the expressed

genes for clustering according to gene ontology (Fig. 2.2). The murine CLIP-CHIP

can help to unravel which proteases and their inhibitors are expressed in different

murine models of cancer, at different stages of carcinogenesis, such as the transition

from benign to malignant tumors, and before and after treatment with chemothera-

peutic or radiotherapeutic agents. The human CLIP-CHIP can be used in the same

way with human-derived cancer cell lines and patient samples. By identifying the

cancer signature genes, this might lead to setting guidelines for their collective use

as a signature profile of cancer biomarkers. The human/mouse hybrid CLIP-CHIP

is still in its validation phase, but like the Hu/Mu ProtIn chip it should become an

important tool for xenograft experiments. However, both the Hu/Mu ProtIn chip

and the CLIP-CHIP will not be able to provide relative levels of expression for

human and murine transcripts of homologous genes in xenograft studies. These

experiments will simply show the presence or absence of expression of a particular

protease and its homologues since each primer set for the two species is different

and so intrinsically hybridizes with different efficiencies. Therefore, the levels of

transcript obtained for one species are not comparable with levels of the transcript

from the homologous gene in the other species determined using different primers.

Nonetheless, this is still useful information. Finally, the CLIP-CHIP is being made

readily available on request for collaborative studies on the cancer degradome.

Fig. 2.2 (Continued) down to 100 ng of RNA in a sample, from laser capture microdissection of

cancerous tissues. With the CLIP-CHIP, protease and inhibitor relationships can be identified from

which it might be possible to determine the proteolytic potential of a cell or tissue. Time or drug

concentration-dependent gene expression can also be monitored and cancer-related signature

protease and inhibitor and potential biomarkers can be identified using this microarray platform.

Key genes and their products might be useful for diagnostic or prognostic purposes in the clinical

environment, leading to individualized molecular medicine in the future. The hybrid human/

murine CLIP-CHIP allows for xenograft experiments to be analyzed where human tumors or

tumor cells are implanted in murine mouse models. Such an analysis shows protease and inhibitor

expression in the tumor and tumor secretome (human origin) and microenvironmental stroma and

stromal secretome (mouse origin), so aiding in identification of protease targets and anti-targets

2 The CLIP-CHIPTM: A Focused Oligonucleotide Microarray Platform 33



References

Acuff H.B., Sinnamon M., Fingleton B., et al. (2006). Analysis of host- and tumor-derived

proteinases using a custom dual species microarray reveals a protective role for stromal matrix

metalloproteinase-12 in non-small cell lung cancer. Cancer Res. 6616:7968–7975.

Balbin M., Fueyo A., Tester A.M., et al. (2003). Loss of collagenase-2 confers increased skin

tumor susceptibility to male mice. Nat. Genet. 35(3):252–257.

Barczak A., Rodriguez M.W., Hanspers K., et al. (2003). Spotted long oligonucleotide arrays for

human gene expression analysis. Genome Res. 13:1775–1785.

Barrett A.J., Rawlings N.D., and Woessner J.F. (1998). Handbook of proteolytic enzymes. San

Diego: Academic Press.

Borgono C.A., and Diamandis E.P. (2004). The emerging roles of human tissue kallikreins in

cancer. Nat. Rev. Cancer. 4(11):876–890.

Cheung V.G., Morley M., Aguilar F., et al. (1999). Making and reading microarrays. Nat. Genet.

21:15–19.

Churchill G.A. (2002). Fundamentals of experimental design for cDNA microarrays. Nat. Genet.

32(Suppl):490–495.

Colebatch G., Trevaskis B., and Udvardi M. (2002). Functional genomics: Tools of the trade. New

Phytol. 153:27–36.

Dean R.A., and Overall C.M. (2007). Proteomics discovery of metalloproteinase substrates in the

cellular context by iTRAQ labeling reveals a diverse MMP-2 substrate degradome. Mol. Cell.

Proteomics 6(4):611–623.

Dean R.A., Butler G.S., Hamma-Kourbali Y., et al. (2007). Identification of candidate angiogenic

inhibitors processed by MMP-2 in cell based proteomic screens: Disruption of VEGF/HARP

(Pleiotrophin) and VEGF/CTGF angiogenic inhibitory complexes by MMP-2 proteolysis. Mol.

Cell. Biol. 27(24):8454–65.

Egeblad M., and Werb Z. (2002). New functions for the matrix metalloproteinases in cancer

progression. Nat. Rev. Cancer. 2(3):161–174.

Glas A.M., Floore A., Delahaye L.J., et al. (2006). Converting a breast cancer microarray signature

into a high-throughput diagnostic test. BMC Genomics 7:278.

Gupta G.P., Nguyen D.X., Chiang A.C., et al. (2007). Mediators of vascular remodelling co-opted

for sequential steps in lung metastasis. Nature 446(7137):765–770.

Jones G.C., Corps A.N., Pennington C.J., et al. (2006). Expression profiling of metalloproteinases

and tissue inhibitors of metalloproteinases in normal and degenerate human achilles tendon.

Arthritis Rheum. 54(3):832–842.

Kappelhoff R., and Overall C.M. (2007). The CLIP-CHIP2 oligonucleotide microarray: Dedicat-

ed array for analysis of all protease, nonproteolytic homolog, and inhibitor gene transcripts in

human and mouse. Curr. Protoc. Protein Sci. 49:21.19.1–21.19.16.

Li M., Chen D., Shiloh A., et al. (2002). Deubiquitination of p53 by HAUSP is an important

pathway for p53 stabilization. Nature 416(6881):648–653.

Lockhart D.J., Dong H., Byrne M.C., et al. (1996). Expression monitoring by hybridization to

high-density oligonucleotide arrays. Nat. Biotechnol. 14:1675–1680.
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Chapter 3

The Hu/Mu ProtIn Chip: A CustomDual-Species

Oligonucleotide Microarray for Profiling

Degradome Gene Expression in Tumors

and Their Microenvironment

Donald R. Schwartz, Kamiar Moin, Ekkehard Weber, and Bonnie F. Sloane

Abstract Proteases and protease inhibitors of the cancer degradome derive from

tumor-associated cells as well as tumor cells. Xenograft studies in which human

tumor cells are implanted inmice have revealed the contribution of tumor-associated

cells to progression and metastasis of the human tumors. The roles of individual host

(mice) proteases or protease inhibitors can be defined by implanting the human

tumors in mice deficient in the protease or protease inhibitors. Such studies are time

consuming and costly. Therefore, to identify proteases and protease inhibitors of

interest, we partnered with Affymetrix to develop a dual-species oliogonucleotide

microarray chip, the Hu/Mu ProtIn chip, that would discriminate between human

and murine proteases and protease inhibitors in the same sample. The Hu/Mu ProtIn

chip can be used to determine the expression of human or murine proteases, protease

inhibitors, and protease interactors in single-species specimens or in dual-species

specimens. Here,we describe our rationale for the design of this chip, its character-

istics and its validation. In addition, we present examples of its successful use by

ourselves and others to identify host proteases that play functional roles in tumor

growth, angiogenesis, and metastasis. The Hu/Mu ProtIn chip helps us to identify

interactions among proteases in the tumor and its surrounding microenvironment,

interactions that can then be tested for their contribution to tumor progression.

Introduction

More than one protease class has been implicated in the progression of human

tumors, as is evidenced in the content of this volume on the cancer degradome.

Although the preclinical data implicating matrix metalloproteinases (MMPs) in

malignant progression were particularly compelling, the clinical trials on MMP

inhibitors (MMPIs) did not fulfill the promise of MMPs as therapeutic targets in

cancer. There are several possible explanations for this apparent ‘‘disconnect’’
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between the preclinical and clinical data. Unfortunately, the failures of MMPIs in

clinical trials have resulted in allegations that MMPs and, by extrapolation, other

proteases are not appropriate therapeutic targets in cancer. Is this the case or might

the failure of the MMPI trials reflect problems in clinical trial design for cytostatic

agents (see Egeblad and Werb 2002, Chau et al. 2003, Coussens et al. 2002 for

discussion)? Clinical trials without surrogate endpoints to monitor and confirm the

efficacy of the therapeutic strategies being tested, as is true of the MMPI trials,

should not be viewed as definitive (McIntyre and Matrisian 2003, Li and Anderson

2003). Among the critical questions is, whether the MMPIs actually reached and

reduced the activity of their target MMPs in vivo. Imaging probes, discussed in

Chaps. 7 and 8, that are being developed to assess protease activity in vivo could

provide a surrogate endpoint for clinical trials of agents that modulate proteolytic

pathways. The MMPI trials, however, did not include surrogate endpoints to assess

reductions in protease activity so it is not known whether MMPs were actually

inhibited in the test patients (Chau et al. 2003, McIntyre and Matrisian 2003, Li and

Anderson 2003). There are other concerns about the MMPI trials. Coussens et al.

(2002) cite data revealing that the tumors studied in the clinical trials did not

necessarily express the particular proteases targeted by the MMPIs. None of the

clinical trials with BAY 12-9566 or other MMPIs included patients with breast

cancers although this is a cancer for which there is strong preclinical evidence that

MMPs impact progression. For example, Sledge and colleagues (2003) have

demonstrated efficacy for BAY 12-9566 in an orthotopic human breast model.

Furthermore, not all MMPs should be inhibited, depending on the type of tumor;

this is clearly the case for MMP-8 (collagenase-2), an MMP expressed by inflam-

matory neutrophils, which plays a protective role in skin cancer (Balbin et al. 2003),

and for MMP-12, an MMP expressed by macrophages, which plays a protective

role in non-small cell lung cancer (Acuff et al. 2006). More detailed information on

possible protective effects of MMPs and other proteases is included in two recent

reviews (Lopez-Otin and Matrisian 2007, Martin and Matrisian 2007). Broad-

spectrum MMPIs might have had unanticipated side effects, indicating how essen-

tial it is ‘‘to define precisely the tumor degradome’’ (Balbin et al. 2003) before using

MMPIs or other protease inhibitors for cancer therapy. In fact, unanticipated side

effects occurred in the clinical trials leading to limitations in the amount of MMPIs

that the patients could take and in some patients necessitating MMPI-free holidays

(Coussens et al. 2002). How endogenous protease inhibitors factor into the equation

is also of relevance. As just one example, tissue inhibitor of metalloproteinase 1

(TIMP-1) has been shown to promote carcinogenesis of squamous cell carcinoma

of the skin, exerting ‘‘differential regulation on tissues in a stage-dependent man-

ner’’ (Rhee et al. 2004). We are still far from having a thorough understanding of

the roles of proteases in cancer: this includes understanding the roles of MMPs, the

roles of other proteases, that those roles are dynamic and may change during the

course of malignant progression, whether the proteases playing critical roles in

malignant progression come from tumor, stromal, or inflammatory cells, whether

the critical proteases are affected by interactions of the tumor with its microenvi-

ronment, and so on. In short, we do not yet know which protease(s) is the most
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appropriate target for antiprotease therapies or when antiprotease therapies might

prove most effective.

The initial working hypothesis for those studying proteases in cancer was that

invasive processes (local and during metastatic spread) required degradation of

extracellular matrices by proteases. The roles of proteases in cancer are now known

to be much broader, as discussed in several chapters in Sects. 2 and 3 of this

volume. Furthermore, the proteases themselves derive not only from tumor cells,

but also from the multiple cell types present in the tumor stroma, for example,

fibroblasts, macrophages, mast cells, neutrophils, and endothelial cells. A factor in

understanding how proteases function in malignant progression is that a purified

protease capable of cleaving a protein substrate in vitro may not be the protease or

the only protease responsible for degradation of that substrate in vivo. Transgenic
mice deficient in specific proteases have not only helped elucidate the in vivo
functions of proteases but have also confirmed a high degree of redundancy. This

along with the large number of proteases in the human genome (Rawlings et al.

2007, Puente et al. 2003, Chap. 1), the interplay of proteases with their endogenous

inhibitors and activators and the complexity of their biological roles suggest that we

should take advantage of array technologies to identify candidate proteases asso-

ciated with tumor initiation and progression for further study.

The Hu/Mu ProtIn Chip

We have designed, through collaborative efforts of members of the Protease Con-

sortium (Giranda andMatrisian 1999) and a Department of Defense (DOD) Protease

Breast Cancer Center of Excellence, the Hu/Mu ProtIn chip, in large part because so

many so-called ‘‘tumor’’ proteases originate from tumor-associated cells rather than

the tumor cells (e.g., see Bamba et al. 2003, Hulkower et al. 2000). Our goal was to

develop, in partnership with Affymetrix, a dual-species microarray chip that would

allow us to distinguish changes in expression of proteases in human tumor cell

xenografts from those in the host mouse cells surrounding and infiltrating into the

xenograft. We chose the Affymetrix platform because (1) it is commercially

available and thus readily accessible to the research community; (2) this platform

is an industry standard and is one that is routinely available in genomic cores at

most institutions; (3) genomic cores and bioinformatics facilities have extensive

experience with this platform and thus the requisite data analysis capabilities; (4) it

uses 25-mer oligonucleotide probes that are highly specific (Relogio et al. 2002)

and thus exceptionally suitable for a focused array; and (5) Affymetrix subjects

their arrays to rigorous quality control. On the basis of these characteristics, we felt

that partnering with Affymetrix would provide us with an array platform that is

suitable for use in multiple laboratories, that is, a platform that is both reliable and

reproducible. In fact, the Microarray Quality Control Consortium (MAQC Consor-

tium; Shi et al. 2006) found that among the microarray platforms tested (n ¼ 7, 6

commercial and 1 spotted array), the Affymetrix platform showed outstanding
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repeatability of expression signal within the four test sites, lowest signal variation

between test sites and the highest concordance with TaqMan validation data (see
Chap. 4 for further discussion of TaqMan technology). A secondary goal was to

have a single microarray platform that would allow us to assess expression of

protease-relevant genes in human tissues and cell lines, mouse tissues and cell

lines, and in human tumors implanted in mice. We therefore selected proteases,

protease inhibitors, and genes that we have designated as protease interactors for

inclusion on the chip. The protease interactors include receptors, binding partners,

activators, and transcription factors that have been shown to coordinately upregu-

late expression of protease genes, for example, Ets1. The choice of genes for the

chip was not intended to be comprehensive, but was based on the interests of

protease consortium and center of excellence members.

The Hu/Mu ProtIn chip contains 516 and 456 custom probe sets, each probe set

consisting of 16 probe pairs of Affymetrix’s typical Perfect Match and Mismatch

design. These custom probe sets survey, respectively, 431 human and 387 mouse

genes of interest with some genes surveyed by more than one probe set. The probe

sets on the Hu/Mu ProtIn chip differ from those on either the Affymetrix human or

mouse genome chips. For a complete list of the custom probe sets for proteases,

inhibitors and protease interactors for both mouse and man and for Affymetrix’s

control probe sets, see Supplementary Table S1 (Schwartz et al. 2007). For the

Hu/Mu ProtIn chip, Affymetrix designed a probe set of 16 unique oligonucleotide

(25-mer) probes for each gene transcript and blasted these against both the human

and mouse genomes to determine the potential for cross-hybridization. We have

published an extensive characterization and validation of the Hu/Mu ProtIn chip

(Schwartz et al. 2007), including as supplemental data a file that lists all of the

probes that might cross-hybridize. As this publication includes detailed information

on the methodologies we used, including data processing and computational meth-

ods, we will not repeat this information here.

We assessed the selectivity and specificity of the custom probe sets against

universal reference RNAs from human and mouse and established that the probe

design is sufficiently stringent to prevent detection of transcripts from the other

species (Fig. 3.1a; Schwartz et al. 2007). Since transcript signatures of carcinomas

are likely to differ from that of universal reference RNAs, we also assessed the

selectivity and specificity of the custom probe sets against human and murine mam-

mary carcinomas (Fig. 3.1b; Schwartz et al. 2007) and established that the probe

design is sufficiently stringent to prevent detection of transcripts from the other

species in tumor tissue as well as in the universal reference RNAs. Nonetheless,

those studies do not demonstrate whether the Hu/Mu ProtIn chip is able to detect

and differentiate human and murine transcripts in a sample containing both

species of transcripts. Therefore, we used the Hu/Mu ProtIn array to analyze two

xenograft models in which human tumor cells (A549 human non-small cell lung

carcinoma and MDA-MB-231 human breast carcinoma) were implanted orthoto-

pically in immunodeficient mice. We profiled (1) tissue from the orthotopic sites for

implantation of the human lung and breast carcinoma cells, that is, normal murine

lung and mammary fat pads, respectively (Fig. 3.2a and b, left two bars); (2) the two
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human carcinoma lines grown in monolayer culture in vitro (Fig. 3.2a and b, middle

two bars; and (3) the human lung and breast carcinoma xenografts (Fig. 3.2a and b,

right two bars). We confirmed that the probe design is sufficiently stringent to

prevent detection of transcripts from the other species in tumor cell lines as well

as in the orthotopic sites for implantation of those cell lines, as was the case for

human and murine universal reference RNAs and human and murine mammary

carcinoma tissues (Fig. 3.1). Both human and murine transcripts are detected in

orthotopic xenografts of human lung carcinoma cell lines in murine lung or human

breast carcinoma cell lines in murine mammary fat pads. There is a higher freq-

uency of detection of murine transcripts in lung tumor xenografts than in mammary

tumor xenografts. This may reflect removal of the entire lung in the former and

dissection of the tumor-containing mammary fat pad from surrounding tissues in

the latter as well as differences in cellularity between lung and fat pad. Our analyses

demonstrate that probes on the Hu/Mu ProtIn array, in response to these biologi-

cally diverse RNAs, retain their intended species-identical fidelity, that is, the

mouse probes detect mouse transcripts in the mouse orthotopic sites and the

human probes detect human transcripts in the human cell lines. In contrast, in

Fig. 3.1 Species identical probe response to universal reference total RNA and mammary carci-

noma total RNA. In a, three independent replicates of XpressRef (SuperArray Bioscience)

universal reference total RNA from mouse or human tissues were profiled with the Hu/Mu ProtIn

microarray. The presence of a transcript was determined by the detection algorithm in MAS5

software (Affymetrix), which assigns P as a measure of the detection call confidence. The number

of probe sets, giving present call P values smaller than 0.05, for all three replicates are indicated. In

the presence of only mouse transcripts, there were extremely few present detection calls by human

probe sets (gray bars), and vice versa (black bars), despite the high sequence similarity among

protease and protease inhibitor genes and their potential for cross-hybridization. In b, total RNA

derived from spontaneous mammary carcinomas from MMTV-PyMTþ (FVB/n) (n ¼ 8) and

MMTV-PyMTþ/uPARAP�/� (FVB/n) (n ¼ 2) transgenic mice or human breast ductal carcinoma

biopsies (n ¼ 18) from women with stage II or III disease was profiled. The number of probe sets,

giving present call P values smaller than 0.05, for �80% are indicated. Transcripts derived from

mammary carcinoma were rarely detected by nonspecies identical probes (human, gray bars,

mouse, black columns). Frequency represents the number of probe sets that satisfy the selection

criterion. Adapted from Schwartz et al. (2007)
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the orthotopic xenografts, both human and mouse transcripts are detected. Further-

more, these data indicate that the Hu/Mu ProtIn array can detect mouse transcripts

in the presence of human RNA and thus should be a useful tool for detecting host

gene expression in xenograft models of human disease (Schwartz et al. 2007),

despite the interspecies homology of proteases (Puente et al. 2003) and protease

inhibitors (e.g., Abrahamson et al. 2003, Nagase and Brew 2003).

The most compelling proof of the utility of the Hu/Mu ProtIn chip is its

successful use in the identification of host proteases. This includes host proteases

that are upregulated in non-small cell lung carcinoma orthotopic xenografts: MMP-

12 and -13 and the cysteine cathepsin, cathepsin K (Acuff et al. 2006). All three

were shown by microarray analysis to be upregulated in human lung tumors as well

as in the xenograft model. Levels of MMP-12 protein are increased in stromal cells,

including macrophages, in both the xenografts and the human lung tumors. Further

studies on the functional role of MMP-12 in lung tumors, using MMP-12-deficient

mice, found increases in tumor size, tumor angiogenesis, and decreases in levels of

the angiogenesis inhibitor angiostatin. These findings are consistent with stromal

MMP-12 serving a protective function in these tumors.

J.A. Joyce and colleagues (personal communication) are successfully using

the Hu/Mu ProtIn chip to profile metastasis-related changes in proteases and

protease inhibitors, in this case changes that define site-specific metastases from

human mammary tumor xenografts. We have used the Hu/Mu ProtIn chip to

profile expression of proteases and protease inhibitors in orthotopic xenografts of

Fig. 3.2 Frequency of transcript detection by mouse and human probe sets in samples derived

from normal mouse lung and mammary fat pads (orthotopic sites), cultured human cell lines, and

orthotopic xenografts. In a, total RNA derived from normal mouse lung (n¼ 3), cultures of human

A549 lung adenocarcinoma cells (n ¼ 2) and orthotopically implanted xenografts of A549 cells

(n ¼ 3) was profiled. In b, total RNA derived from normal mouse mammary fat pads (n ¼ 4),

MDA-MB-231 breast carcinoma cells (n ¼ 3), and orthotopically implanted xenografts of MDA-

MB-231 cells (n¼ 3) was profiled. Number of probe sets, giving present call P values smaller than

0.05, for all replicates in each group is indicated. Nonspecies identical probes (gray bars, human

and black bars, mouse) rarely detect transcripts in mouse lung, mouse mammary fat pads, A549

cells, and MDA-MB-231 cells. Importantly, transcripts from A549 (a) and MDA-MB-231 (b)

orthotopic xenografts were detected by both mouse (black columns) and human probes (gray

columns), suggesting that both mouse (host) and human (tumor) transcripts present in the

xenograft can be detected simultaneously by the Hu/Mu ProtIn microarray. Frequency represents

the number of probe sets that satisfy the selection criterion. Adapted from Schwartz et al. (2007)
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premalignant MCF10 (DCIS) and malignant (MDA-MB-231) human mammary

cell lines (Table 3.1), human invasive ductal carcinomas (IDC) of stage I and II

(Table 3.1) and 3D culture and coculture models of human cell lines recapitulating

changes in mammary architecture during the transition from normal to malignant

(Mullins, Sameni, Jedeszko and Sloane, unpublished data). In the xenografts,

murine cathepsin S and serpins a3g, e1, and e2 are upregulated and human

cathepsins H (CTSH) and V/L2 (CTSV) and cystatin/stefin A (CSTA) are upregu-

lated and downregulated, respectively (Table 3.1). The increase in cathepsin S may

reflect angiogenesis induced by the xenograft or macrophage infiltration into the

xenograft; both endothelial cells (Shi et al. 2003) and macrophages (Shi et al. 1992)

are rich in cathepsin S. In human IDC, we confirmed upregulation of cathepsins H

and V and downregulation of cystatin A and, in addition, identified upregulation of

MMP-11/stromelysin 3 (Table 3.1). Since MMP-11 is a fibroblast enzyme (Basset

et al. 1990), we would not expect to see an increase in human MMP-11 in the

xenografts. One might, however, have expected to see an increase in murine MMP-

11, but this was not observed. We were pleased that we identified upregulation of

MMP-11 and cathepsin V in IDC as these two genes comprise the invasion

signature of the recurrence score model, a 21-gene prediction algorithm used in

the Oncotype DX clinical test to direct therapeutic decisions for women with early

stage breast cancer (Paik et al. 2004). This test has been confirmed independently to

accurately predict prognosis of both ER+ and ER- breast cancers (Fan et al. 2006).

We confirmed the increase in expression of both MMP-11 and cathepsin V by

quantitative real-time-polymerase chain reaction (qRT-PCR), using primers for

MMP-11 designed by Pennington (see Chap. 4, this volume). High levels of

expression of cathepsin V protein were confirmed by immunohistochemistry (Fig.

3.3). Interestingly, cathepsin V is primarily localized to the nucleus of tumor cells

in IDC, a finding consistent with the recent report that cathepsin V, yet not its close

homologue cathepsin L, interacts with DNA (Ong et al. 2007). Sinnamon et al.

(2008) have recently used the Hu/Mu ProtIn chip in an all murine system, that is, for

analyses of proteases and protease inhibitors in intestinal adenomas of Min mice. In

this model for the early stages of intestinal tumorigenesis, they identified a number

of mast cell proteases that are upregulated and established a protective role for the

Table 3.1 Hu/Mu ProtIn expression profiling

IDC Xenografts

DCIS 231a

MMP 11 " — —

CTSV " — "
CTSH " " —

CTSS —

CSTA # # —

Serpin a3g —

Serpin e1

Serpin e2
a MDA-MB-231 Arrowheads indicate mouse genes

3 The Hu/Mu ProtIn Chip 43



mast cells that is mediated in part by mast cell protease/chymase induction of

eosinophil migration. In all of the cited studies, hybridizations were performed

with 5 mg total RNA; this amount of RNAwas readily available from these samples,

but it should be emphasized that, as with other Affymetrix platforms, for example,

Affymetrix Hu 133A, one can use much less RNA, including RNA amplified from

laser capture microdissected tissue (Yang et al. 2005). The cited studies on dual-

species xenografts and single-species models illustrate the capabilities of the Hu/

Mu ProtIn chip and the xenograft studies validate the ability of the Hu/Mu ProtIn

chip to discriminate between human and mouse proteases and protease inhibitors in

the same sample.

Use of Hu/Mu ProtIn Chip in the Context of Other Technologies

We designed the Hu/Mu ProtIn chip with specificity as our most important criteri-

on. The small degree of cross-hybridization between murine and human probes

(Figs. 3.1 and 3.2; Schwartz et al. 2007) and the ability to identify increases in host

(murine) proteases and protease inhibitors in human tumor xenografts (Acuff et al.

2006, Sinnamon et al. 2008) (Table 3.1) indicates that we have achieved specificity.

In a dual-species array such as the Hu/Mu ProtIn array when proteases and protease

inhibitors of the two species are known to be highly homologous (Abrahamson

et al. 2003, Nagase and Brew 2003, Puente et al. 2003), the use of shorter 25-mer

probes is desirable as longer probes increase the probability for cross-hybridization.

On the contrary, if sensitivity is the most important criterion then longer probes

such as the 70-mer probes used in the CLIP-CHIP array, described in Chap. 2, are

Fig. 3.3 Cathepsin V protein in invasive human ductal carcinoma. Paraffin-embedded sections

were stained for cathepsin V with a monoclonal antibody against human cathepsin V. Expression

of cathepsin V protein is indicated by dark brown staining (arrows). Magnification, 40�. (See also
Color Insert I)
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desirable. In a comparison of 25- and 60-mer probes, the 25-mer probes were found

to be 20-fold more specific and the 60-mer probes found to be threefold more

sensitive (Relogio et al. 2002). This suggests that the Hu/Mu ProtIn and CLIP-

CHIP arrays are complementary and that, depending on the experiment, one may

want to use one or the other or the two arrays in tandem. Either array is able to

analyze total RNA or amplified RNA so that either can be used to analyze laser

capture microdissected tissue samples although analyses with either array of ampli-

fied RNA may be subject to errors introduced by the double amplification.

If one is interested only in proteases, protease inhibitors, and protease interac-

tors, then using the Hu/Mu ProtIn chip is warranted. As compared to whole genome

chips, the smaller number of genes on the Hu/Mu ProtIn chip makes the analyses

less time consuming. Furthermore, one can analyze both human and murine

proteases, protease inhibitors, and protease interactors on a single chip, reducing

cost. If one, however, is interested in the interactions of proteases with other

pathways, then whole genome chips should be used.

Caveats

The recent publication from the pilot phase of the Encyclopedia of DNA Elements

(ENCODE Project Consortium; Birney et al. 2007) suggests that all presently

available microarrays, including the Hu/Mu ProtIn chip and the CLIP-CHIP, may

have to be redesigned. The ENCODE analysis of only 1% of the human genome

revealed that it is ‘‘pervasively transcribed.’’ Many novel nonprotein-coding tran-

scripts were identified, with many of these overlapping protein-coding transcripts.

In short, the ENCODE data have revealed that the complexity of RNA transcripts

cannot be accounted for by known genes (Henikoff 2007), and suggests that our

analyses of the degradome should concentrate on expression at the protein level and

in particular levels of functional proteins, rather than levels of transcripts.

Acknowledgments This work was supported by a Department of Defense Breast Cancer Center of

Excellence (DAMD17-02-1-0693).

References

Abrahamson M, Alvarez-Fernandez M, Nathanson C M (2003) Cystatins. Biochem Soc Symp 70:

179–199.

Acuff H B, Sinnamon M, Fingleton B, et al. (2006) Analysis of host- and tumor-derived

proteinases using a custom dual species microarray reveals a protective role for stromal matris

metalloproteinase-12 in non-small cell lung cancer. Cancer Res 66: 7968–7975.

Balbin M, Fueyo A, Tester A M, et al. (2003) Loss of collagenase-2 confers increased skin tumor

susceptibility to male mice. Nat Genet 35: 252–257.

3 The Hu/Mu ProtIn Chip 45



Bamba S, Andoh A, Yasui H, et al. (2003) Matrix metalloproteinase-3 secretion from human

colonic subepithelial myofibroblasts: Role of interleukin-17. J Gastroenterol 38: 548–554.

Basset D, Bellocq J P, Wolf C, et al. (1990) A novel metalloproteinase gene specifically expressed

in stromal cells of breast carcinomas. Nature 348: 699–704.

Birney E, Stamatoyannopoulos J A, Dutta A, et al. [ENCODE Project Consortium] (2007)

Identification and an analysis of functional elements in 1% of the human genome by the

ENCODE pilot project. Nature 447: 799–816.

Chau I, Rigg A, Cunningham D (2003) Matrix metalloproteinase inhibitors—an emphasis on

gastrointestinal malignancies. Crit Rev Oncol Hematol 45: 151–176.

Coussens L M, Fingleton B, Matrisian L M (2002) Matrix metalloproteinase inhibitors and cancer:

Trials and tribulations. Science 295: 2387–2392.

Egeblad M,Werb Z (2002) New functions for the matrix metalloproteinases in cancer progression.

Nat Rev 2: 161–174.

Fan C, Oh D S, Wessels L, et al. (2006) Concordance among gene-expression-based predictors for

breast cancer. N Engl J Med 355: 615–617.

Giranda V L, Matrisian L M (1999) The protease consortium: An alliance to advance the

understanding of proteolytic enzymes as therapeutic targets for cancer. Mol Carcinog 26:

139–142.

Henikoff S (2007) ENCODE and our very busy genome. Nat Genet 39: 817–818.

Hulkower K I, Butler C C, Linebaugh B E, et al. (2000) Fluorescent microplate assay for cancer

cell-associated cathepsin B. Eur J Biochem 267: 1–7.

Li W P, Anderson C J (2003) Imaging matrix metalloproteinase expression in tumors. Q J Nucl

Med 47: 201–208.

Lopez-Otin C, Matrisian L (2007) Emerging roles of proteases in tumour suppression. Nat Rev

Cancer 7: 800–808.

Martin M D, Matrisian L (2007) The other side of MMPs: Protective roles in tumor progression.

Cancer Met Rev 267: 717–724.

McIntyre J O, Matrisian L M (2003) Molecular imaging of proteolytic activity in cancer. J Cell

Biochem 90: 1087–1097.

Nagase H, Brew K (2003) Designing TIMP (tissue inhibitor of metalloproteinases) variants that

are selective metalloproteinase inhibitors. Biochem Soc Symp 70: 201–212.

Nozaki S, Sissons S, Chien D S, et al. (2003) Activity of biphenyl matrix metalloproteinase

inhibitor BAY 12-9566 in a human breast cancer orthotopic model. Clin Exp Metastasis 20:

407–412.

Ong P C, McGowan S, Pearce M C, et al. (2007) DNA accelerates the inhibtion of huma cathepsin

V by serpins. J Biol Chem, 282: 36980–36986.

Paik S, Shak S, Tang G, et al. (2004) A multigene assay to predict recurrence of tamoxifen-treated,

node-negative breast cancer. N Engl J Med 351: 2817–2826.

Puente X S, Sanchez L M, Overall C M, et al. (2003) Human and mouse proteases: A comparative

genomic approach. Nat Rev Genetics 4: 544–558.

Rawlings N, Morton F R, Kok C Y, et al. (2008) MEROPS, the peptidase database. Nucleic Acids

Res 36: D320–D325.

Relogio A, Schwager C, Richter A, et al. (2002) Optimization of oligonucleotide-based DNA

microarrays. Nucleic Acids Res 30: e51.

Rhee J-S, Diaz R, Korets L, et al. (2004) TIMP-1 alters susceptibility to carcinogenesis. Cancer

Res 64: 952–961.

Schwartz D R, Moin K, Yao B, et al. (2007) Hu/Mu ProtIn oligonucleotide microarray: Dual

species array for profiling protease and protease inhibitor gene expression in tumors and their

microenvironment. Mol Cancer Res 5: 443–454.

Shi G P, Munger J S, Mear J P, et al. (1992) Molecular cloning and expression of human alveolar

macrophage cathepsin S, an elastinolytic cysteine protease. J Biol Chem 267: 7258–7262.

Shi G P, Sukhova G K, Kuzuya M, et al. (2003) Deficiency of the cysteine protease cathepsin S

impairs microvessel growth. Circ Res 92: 492–500.

46 D.R. Schwartz et al.



Shi L, Reid L H, Jones W D, et al. [MAQC Consortium] (2006) The microarray quality control

(MAQC) project shows inter- and intraplatform reproducibility of gene expression measure-

Sinnamon M J, Carter K J, Sims L P, et al. (2008) A protective role for mast cells in intestinal

tumorigenesis. Carcinogenesis 29: 880–886.

tumors reveal ER-alpha related genes and pathways. Oncogene 25: 1413–1419.

3 The Hu/Mu ProtIn Chip 47

ments. Nat Biotechnol 24: 1151–1161.

Yang F, Foekens J A, Yu J, et al. (2005) Laser microdissection and microarray analysis of breast



Chapter 4

Quantitative Real-Time PCR Analysis

of Degradome Gene Expression

Caroline J. Pennington, Robert K. Nuttall, Clara Sampieri-Ramirez,

Matthew Wallard, Simon Pilgrim, and Dylan R. Edwards

Abstract Dissection of the contribution of proteases and inhibitors in the complex

molecular events involved in cancer initiation, growth, and spread requires as a

starting point detailed knowledge of the degradome genes that are expressed and

dysregulated in cancer. This information identifies candidate genes for functional

investigations and also reveals potential markers of disease progression and severity.

Quantitative real-time polymerase chain reaction (qRT-PCR) analysis provides

optimal sensitivity and specificity for analysis of RNA from human tumors and

nonneoplastic tissues. In this chapter, we outline basic qRT-PCR technologies, and

approaches for normalization and analysis of expression data. Degradation of

RNA is amajor problem for microarray analyses, but we demonstrate that TaqMan1

qRT-PCR is a remarkably robust technique that can provide reliable information

on archival specimens that would not be appropriate for other transcriptomic

analyses. We also highlight the utility of low-density TaqMan arrays for degradome

expression analysis.

Introduction

Quantitative real-time polymerase chain reaction (qRT-PCR) is one of the principal

platform technologies of the genomic age that overcomes some of themain challenges

associated with characterization and accurate quantification of protease expression in

tissues and cell lines (Bustin et al. 2005). Unlike earlier methods of quantifying gene

expression, such as Northern blotting, which requires 5–30 mg of RNA, qRT-PCR can

accurately detect as little as 100 copies of target sequence in a 5 ng pool of reverse-

transcribed complementary DNA (cDNA), equivalent to about 1 copy per cell (Nuttall

et al. 2003). The technique can, therefore, be adapted when clinical tissue or cell

samples are limited. As qRT-PCR simultaneously detects and quantifies the presence
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of a specific region of DNA during the early, efficient phase of PCR, results

obtained are more accurate and reproducible than those obtained from semiquanti-

tative PCR techniques. The relative ease of methodology has resulted in high

throughput profiling studies of large gene families in extensive collections of

samples (Wall and Edwards 2002, Morimoto et al. 2004, Porter et al. 2004, Over-

bergh et al. 2003).

Technologies

qRT-PCR follows the general pattern of polymerase chain reaction, that is, the

exponential amplification of target DNA, but with the added advantage of quantifi-

cation after each round of amplification; this is the ‘‘real-time’’ aspect of the process.

The accumulation of data at each cycle of the PCR greatly increases the sensitivity of

the reaction and negates the need for post-PCR image processing involved in

semiquantitative end-point strategies such as competitive PCR and ‘‘primer-

dropping’’ PCR (Wall and Edwards 2002). Quantification of up to 384 samples

can be determined in the time it takes to run a 40-cycle PCR, which, depending

on the instrument, can be as little as 35 min.

Quantification Strategies

Four quantification strategies are currently available for qRT-PCR amplification:

SYBR1 green, Taqman1 probes (Applied Biosystems, Foster City, CA), and

Molecular Beacons and Scorpions1 (DxS Ltd., Manchester, UK). Each of these

chemistries relies on the detection of a fluorescent signal. SYBR uses a fluorescent

molecule in the reactionmix that emits little fluorescencewhen in solution but a strong

signal when incorporated in double-strand DNA (dsDNA) during primer extension.

Taqman probes, Molecular Beacons, and Scorpions depend on Förster resonance

energy transfer (FRET), in which a fluorogenic dye molecule and a quencher are

coupled on a gene-specific oligonucleotide. In both cases, the increase in fluorescence

signal is proportional to the amount of product produced during each PCR cycle.

Individual samples are quantified relative to each other by determining the cycle at

which the signal rises above background fluorescence, termed the cycle threshold or

Ct. The lower the Ct, the earlier the signal is detectable above the threshold, the

more target is present. The ability to quantify the amount of template in a sample

remains accurate over a wide (at least 6 log) dynamic range (Nuttall et al. 2003).

SYBR

SYBR intercalating dyes are perhaps the simplest and certainly the cheapest method

of quantifying gene expression using qRT-PCR. Nonlabeled target-specific primers

are generated following qRT-PCR primer design protocols (see below), and these are
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combined with a PCR reaction mix that contains SYBR dye and a passive reference

dye. The passive reference dye provides an internal reference to which the SYBR

green signal can be normalized during data analysis, which is necessary to correct

for fluorescent fluctuations caused by changes in concentration or volume. How-

ever, despite the apparent cost-effectiveness of using SYBR reactions one major

disadvantage is the ability of SYBR dye to bind to any dsDNA including unspecific

products and primer dimers, thus overestimating the amount of target in a sample.

The presence of nonspecific amplification can be recognized by detecting amplifi-

cation products in a ‘‘no template’’ control and by performing a post-run melting

curve analysis to display dissociation curves for each target gene. If nonspecific

products are amplified it will be necessary to carry out reaction optimization or

redesign primers to overcome the problem. The need to run melt curves and conduct

PCR optimization adds to the complexity of the analysis increasing the time and

potential cost of the reaction. Another drawback of SYBR is that because multiple

dye molecules bind to each product, longer amplicons will incorporate more dye

molecules, resulting in a higher signal. More efficient reactions will also bind more

SYBR molecules than would less-efficient reactions. Both these problems can be

overcome by standardizing amplicon size and optimizing PCR efficiencies.

Probe-Based Chemistry

A major advantage of probe-based detection systems over SYBR is the added

specificity of using a third gene-specific oligonucleotide or probe in the reaction. In

this case, a dual-labeled fluorescent probe is positioned between the forward and

reverse primers. These oligonucleotides are combined in a reaction mix that unlike

the SYBR does not contain additional signaling dyes. A signal will only be generated

if the probe itself hybridizes to its complementary target and fluoresces. Probes can be

labeled with dyes of different wavelength emission spectra, so multiplexing qRT-

PCR reactions is possible. It should be noted, however, that lack of detection of

nonspecific products does not mean that the reaction is completely specific. Unde-

tectable amplification of nontarget products will affect the efficiency of a PCR

reaction and, consequently, the relative fold differences between individual samples.

Assessing the efficiency of the reaction by analyzing a standard curve should indicate

if this is a problem but generally the risk of amplifying and detecting additional

products will be significantly reduced compared to SYBR reactions. An additional

drawback of using probe-based technology in qRT-PCR is the cost of the individual

probes that are required for each target sequence.

Three different probe chemistries are commonly available: Taqman probes, Mo-

lecular Beacons, and Scorpion probes. During PCR, a Taqman fluorogenic probe,

consisting of an oligonucleotide labeled with a reporter and a quencher dye in close

proximity, anneals specifically to the target sequence between the forward and reverse

primers.When the probe is cleaved by the 50 nuclease activity of the DNA polymerase

during primer extension, the reporter dye is separated from the quencher dye, FRET no

longer occurs, and a sequence-specific signal is generated. With each subsequent
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cycle, additional reporter dye molecules are cleaved from their respective probes

and the increasing fluorescence intensity is monitored. Minor groove binding

(MGB) Taqman probes are a modification of Taqman probes. Because of the

minor groove binding moiety, probes can be shorter than other Taqman probes;

this is an advantage when designing probes for single nucleotide polymorphism

(SNP) and allelic discrimination analysis or at GC-rich or other sequence regions

for which larger probes are unsuitable. MGB probes have added target specificity

but are more expensive than non-MGB Taqman probes.

Molecular Beacons, like Taqman probes, rely on FRET for detection and quanti-

fication of target sequences. Unlike Taqman probes, Molecular Beacons form stem-

loop structures when not hybridized to target DNA with a reporter dye on one arm

and quencher in close proximity on the other arm. When annealed to its comple-

mentary target strand, a conformational transition occurs, the stem structure opens,

and the entire length of the probe anneals to the target. The reporter and quencher are

spread apart and florescence is emitted. Unlike Taqman probes, Molecular Beacons

are not hydrolyzed and can be denatured from the target to reform the stem-loop

configuration and can then be reused in the next cycle of PCR.

Scorpion probes are described as unimolecular in that the probe is linked, via a

nonamplifiable linker to one of the gene-specific primers. Following annealing and

extension of the primer, the stem-loop of the attached probe disassociates, stretches

out, and anneals to the target, again separating the reporter and quencher dyes and

preventing FRET occurring.

The higher initial costs of probe-based assays is partially offset since careful

design can result in little requirement of reaction optimization, but there is no doubt

that probe-based assays are expensive. One possible compromise between high

specificity and cost considerations is the recent introduction of the Roche Universal

Probe Library (Roche Applied Science, Burgess Hill, UK). This is a library of short,

8–9 nucleotide (nt) probes which offer transcriptome-wide coverage for specific

organisms. Locked nucleic acid (LNA) chemistry means these probes are highly

specific for 8–9 nt complementary strands. Added specificity is achieved by design-

ing 50 and 30 flanking primers. A full set of 165 Universal Probe Library probes will

effectively provide a probe for every gene in a number of specified organisms

(including human, mouse, rat). Although initially expensive the Universal Probe

Library allows a researcher to design and buy only relatively cheap primers to

match an existing ‘‘in-house’’ probe. This makes preliminary studies into potential

target genes a much more financially feasible option.

Methodological Aspects of TaqMan qRT-PCR

Primer Design

As with standard end-point PCR, primer design is vital to the success of qRT-PCR.

Several design programs are available, for example, Primer Express (Applied Biosys-

tems, Warrington, UK), Primer 3 (Rozen and Skaletsky 2000), or HUSAR (DKFZ,
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Heidelberg, Germany). All should allow the strict criteria for qRT-PCR amplicon

design to be selected; for example, Taqman probes should have

l not more than 2 Gs or Cs in the last five bases.
l a gauss/call second content of 30–80%.
l an amplicon size range of 50–150 bp.
l a maximum amplicon melting temperature of 85�C.
l a primer length of 9–40 bp.
l a primer melting temperature of 58–60�C with a difference of less than 2�C

between primers.
l a probe melting temperature that is 10�C higher than that of the primers.
l more call second than gauss in the probes sequence.
l no gauss on the 50 end of the probe.
l no self-binding complementarity.

It is important that at least one primer, but preferably the probe, crosses an exon

junction. The primers thus created would amplify cDNA but not genomic DNA.

This is important since DNase treatment of RNA is rarely 100% efficient and

genomic DNA amplification will clearly lead to erroneous results. Primer and

probe sets should be checked for sequence specificity by BLAST analysis and by

sequencing of the PCR products.

Roche provides an online design center for use with the Universal Probe Library to

find the best primer set to flank one of the universal probes. A sequence or accession

number can be input and a list of potential primers and corresponding probes are

returned in order of suitability. Likewise, PrimerBank provides predesigned and vali-

dated primer sequences for SYBR reactions via their Web site (Wang and Seed 2003).

Designing primers and probes for a gene of interest is relatively quick and allows

the targeting of specific splice variants that may be of interest and offers more

control of the regions targeted. However, time can be saved by purchasing ready-

made primer/probe sets or SYBR primer pairs from companies specializing in their

manufacture, for example, Qiagen (Crawley, UK) and Applied Biosystems (War-

rington, UK) both have a genome-wide stock of fully validated primers and probes.

It should be noted, however, that ‘‘off-the-shelf’’ primer/probes are more expensive

than custom-designed sets. Whichever option is chosen for primer design, a useful

validation of downstream analysis is to use more than one primer/probe set. Nolan

et al. (2006a) suggest a 50:30 assay for glyceraldehyde 3-phosphate dehydrogenase

(GAPDH) in which RNA integrity can be assessed. This assay uses primer sets

designed for the 50, mid, and 30 region of GAPDH mRNA. Since these authors use

oligo(dT) priming for reverse transcription, the ratio of amplicon in this assay

indicates whether the reverse transcription reaction represents full-length cDNAs

and thus intact starting RNA. This assay has the added benefit of providing a

validation that a given gene is correctly amplified and quantified by a chosen

primer set. Although this is an expensive option, if broad scale profiling is to be

undertaken, it is a useful tool for genes that will be focused on more specifically.

This is also an option for validating gene expression of rare transcripts where the

sensitivity of the reaction may be borderline.
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RNA Quality and Integrity

One of the prime benefits of using qRT-PCR to quantify gene expression is the

sensitivity of the technique when using very small amounts of precious clinical

specimens or cells, laser-captured tissue, or even formalin-fixed paraffin-embedded

archived material. Each of these strategies imposes challenges on the extraction

of high quality, intact RNA that is free of genomic DNA, nucleases, and other

PCR contaminants. It is easy to argue that the quality of RNA is perhaps the most

important determinant of the reproducibility and biological relevance of qRT-PCR

data, and so it is important to recognize and remove samples that have degraded to

such an extent that their use could result in amisinterpretation of results. Conversely,

the meaningful statistical analysis of many tissue-based studies depends on the

number of samples included. It is, therefore, equally important to maximize sample

numbers and not reject samples that have some degradation but are still of adequate

quality for qPCR.

Since most of the actual RNA isolation procedure takes place in a strong

denaturant that renders RNases inactive, it is typically before isolation when

RNA integrity is most at risk. At this stage, the quality of RNA can be maximized

by careful and prompt treatment of starting material; for example, samples should

be snap frozen or stored in buffers such as RNAlater1 (Ambion, Warrington, UK)

immediately following collection and then stored correctly before RNA extraction

(Schoor et al. 2003). During tissue homogenization for RNA isolation, it is vital that

the denaturant be in contact with the cellular contents from the very moment that

the cells are disrupted. This can be problematic when tissues are difficult to break

down (e.g., bone) or when samples are numerous, making rapid processing difficult,

consequently some optimization of technique and a pilot quality check may be

necessary before large numbers of extractions are undertaken. Additionally, where

possible, tissue sample collection and extraction protocols should be highly stan-

dardized since different protocols will have implications on the type of RNA, the

amount, and quality of RNA extracted.

Generally, column-based kits for RNA isolation, for example, SV total RNA

isolation kit (Promega Southampton, UK) or High Pure RNA isolation kits (Roche

Burgess Hill, UK), are preferable to the more traditional phenol/chloroform extrac-

tion methods as these greatly reduce the potential for contamination of extracted

RNA with salts, alcohols, and proteins, although it should be noted that small RNAs

can remain in silica-based columns during the extraction procedure, and so kits

specifically designed for the extraction of microRNAs, for example, mirVanaTM

(Ambion, Warrington, UK), should be used. The quality and quantity of RNA is

initially assessed by measuring UV absorbance in a spectrophotometer. Nucleic

acids absorb light at a wavelength of 260 nm, whereas organic compounds like

phenol/trizol/rnazol, sugars, and alcohols absorb light at 230 nm and proteins at

280 nm (Sambrook et al. 2001). 260/280 and 260/230 ratios greater than 1.8

are generally indicative of good quality, uncontaminated RNA. We use the

NanoDrop1 ND-1000 (Nanodrop Technologies, Wilmington, DE), which is highly

accurate and requires the use of just 1 ml of RNA that can be used without dilution

or the need for cuvettes.
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A 260/280 ratio of less than 1.8 can indicate protein contamination or possibly

overdried RNA pellets that are not fully in solution. Freezing overnight at�80�C or

briefly heating the RNA to 65�C can help rectify the latter problem. Contamination

of RNA with residual extraction substances is more of a problem and can have wide

ranging consequences for qRT-PCR results. A significant reduction in the sensitivity

and kinetics of PCR assays is caused by inhibitory components; also different

reactions may not be inhibited to the same degree and the effects can be compounded

in absolute quantification where an external calibration curve is used to calculate the

number of transcripts in the test samples. Various methods can be used to assess the

presence of PCR inhibitors in samples with low 260:280/230 ratios. The PCR

efficiency can be tested by the standard curve method, in which a single sample is

serially diluted and the slope of the curve calculated. This is probably adequate if

samples are not limited. Alternatively, the SPUD assay (Nolan et al. 2006b) can be

used in which a potentially contaminated RNA sample is spiked with an uncontam-

inated high-quality control RNA that yields a defined Ct in an uninhibited reaction.

PCR inhibitors will result in a higher than expected Ct value when the control RNA

is amplified in the presence of contaminants in the test RNA.

A major problem that can be encountered when handling RNA for transcrip-

tomic studies is RNA degradation. Degraded RNA can reduce the yield of reverse-

transcribed cDNA and subsequent qPCR resulting in inaccurate representations of

gene expression: this is particularly acute if oligo(dT) is used for RT priming.

Traditionally, RNA quality has been evaluated by observation of ethidium-bromide

stained bands of ribosomal RNA (rRNA) on nondenaturing agarose gels; this is still

a good and cheap way of visualizing RNA quality and quantity although alone this

would not be adequate for qRT-PCR. More recently, the introduction of the

AgilentTM 2100 Bioanalyser (Agilent Technologies UK Ltd., Stockport, UK) and

the BioRad Experion microfluidic capillary electrophoresis (BioRad, Hemel Hemp-

stead, UK) systems have provided a more informative, qualitative, and quantitative

assessment of RNA by calculating more precisely total RNA concentration based

on the 28S:18S rRNA ratio. Additionally, an RNA integrity number (RIN) can be

calculated and used to plot samples on a scale of quality and suitability for qRT-

PCR (Schroeder et al. 2006).

However, our experience has been that some degradation of RNA for TaqMan

qRT-PCR can be tolerated, allowing analysis of samples that would be unsuitable

for microarray studies. The rationale for this is that amplicons for qRT-PCR are

typically short (70–150 bp), and with random hexamer priming of RT reactions (see

below), even partially degraded transcripts are successfully and reproducibly quan-

tified. It is, however, vitally important to recognize and remove samples that have

degraded to such an extent that their use could result in a misinterpretation of

results. As an example, RNA samples from a bank of 169 archived urothelial

carcinomas (UCCs) (Wallard et al. 2006) were assessed by Agilent 2100 Bioana-

lyser, and found to fall into approximately three equal groups representing ‘‘Poor,’’

‘‘Intermediate,’’ and ‘‘Good’’ quality based on 28S:18S rRNA ratios (Fig. 4.1a). All

samples were analyzed by TaqMan qRT-PCR for 18S rRNA and 30 protease genes.

Although Agilent traces suggested that RNA samples classified as ‘‘Poor’’ quality
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Fig. 4.1 TaqMan1 quantitative real-time polymerase chain reaction (qRT-PCR) allows quantita-
tive analysis of partially degraded RNAs. (a) AgilentTMRNA traces: Representative traces obtained

for samples from 169 urothelial carcinoma (UCC) samples representing intact (left), intermediate

quality (middle) and poor quality RNA (right). (b) Comparison of threshold cycles (Ct) with

Agilent total RNA analysis. The graph shows the median Ct value � one standard deviation. (c)

Relative expression of matrix metalloproteinase (MMP) transcripts in relation increasing tumor

grades, grouped by Agilent total RNA trace quality. Data show the median expression � one

standard deviation for MMP-9 (left) and MMP-14 (right). (d) Agarose gel analysis of RNA
degraded over time on incubation with 10 mM or 25 mM of NaOH and corresponding Ct values

for 18S, MMP-2, and cFos are shown in the columns underneath



had undergone degradation, the majority of the 18S Ct values for such samples did

not differ significantly from those for samples showing an intermediate or good

trace (Fig. 4.1a and b). Conversely, the few samples with high Ct values for 18S

always corresponded to poor quality or low yield Agilent traces. Exclusion of these

18 out of the initial 169 samples based on high 18S Ct (operationally we exclude

any samples that are more than 1 Ct different from the median 18S Ct of the sample

set) demonstrated that the remaining 151 samples showed similar patterns of

expression of all degradome genes analyzed, regardless of their Agilent quality

level. Figure 4.1c shows quantification of matrix metalloproteinase (MMP)-9 and

MMP-14 in specimens of increasing histological grade, demonstrating that the

patterns of expression in relation to tumor grade are evident, regardless of the

RNA quality as assessed by Agilent. Agilent analysis would have excluded approx-

imately two-thirds of the specimens, thus reducing the power of the study. These

data show that small amplicon size – which is a necessary criterion of the qRT-PCR

system – allows the use of moderately degraded samples that might be rejected if

inclusion criteria relied on Agilent trace alone.

We extended this analysis by evaluating RNA that had been subjected to alkali

degradation following isolation. Figure 4.1d shows that 18S and 28S bands were

present on agarose gels following up to 24 h incubation with 10 mM NaOH, but

these bands were no longer present after 15 min of incubation with 25 mM NaOH.

Ct values for 18S rRNA remained stable, within 1 Ct of the control, at all time points

during incubation with 10 mM NaOH. After 15 min of incubation with 25 mM

NaOH, Ct values had increased by more than 1 Ct and continued to rise until there

was no amplification of 18S 5 h after incubation with 25 mM NaOH (Ct ¼ 40).

Analysis of mRNA expression for MMP-2, a relatively stable mRNA with a long

half-life (Overall et al. 1991), showed a similar pattern with Ct values rising by 2 as

RNA degradation became detectable by raised 18S Ct and on agarose gels. Expres-

sion of cFos mRNA, an immediate early gene with a short half-life, also remained

stable alongside TaqMan 18S values and amplification diminished in parallel with

18S as the RNA degraded. This again demonstrates that some RNA degradation is

tolerated by qRT-PCR as long as amplicons are kept short and expression is

normalized or analyzed alongside an endogenous control gene, a conclusion also

reached by (Hamalainen et al. 2001).

Reverse Transcription

Once RNA has been extracted, checked for quality, and accurately quantified, it is

necessary to reverse transcribe the RNA to generate cDNA. This can be performed

as a one-tube, single-combined reverse transcription and PCR method or as a two-

tube method with an initial reverse transcription followed by multiple qRT-PCRs

using aliquots of cDNA. This section will focus solely on the more commonly used

latter method.

Surprisingly, the relatively small stage of reverse transcribing RNA into cDNA

can be an important contributor to variability and lack of reproducibility observed
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in qRT-PCR (Stahlberg et al. 2004a, 2004b; Bustin et al. 2005). A major source of

that variability can be introduced by poor pipetting practice. Also, interassay

variability can be introduced because the efficiency of reverse transcription reac-

tions depends somewhat on the relative abundance of transcripts (Karrer et al. 1995,

Curry et al. 2002, Bustin and Nolan 2004). Rare transcript templates will not

reverse transcribe as efficiently as more abundant transcripts and may be dispro-

portionately affected by background nucleic acid contamination. This problem can

be exacerbated by the reverse transcription priming strategy. Three priming strate-

gies are in common use; oligo(dT), random hexamers, and gene-specific priming

(GSP). The effectiveness of each of these may vary depending on the concentration

of the target genes, the quality and configuration of RNA, and the number of genes

the researcher may wish to profile.

Oligo(dT) primers used in reverse transcription target the poly A tail of mRNA

and are used in�40% of reported assays using qRT-PCR (Bustin et al. 2005). Since

rRNA will represent 75–80% of total RNA extracted and this abundance can affect

the reverse transcription efficiency of rare mRNA species, priming specifically to

target mRNA has some advantage. However, oligo(dT) priming is less efficient at

generating cDNA from RNAs with significant secondary structures that block

elongation of the cDNA strand. Oligo(dT)-primed cDNA will not include targets

without a poly A tail, for example, histones, viral RNAs, or rRNAs that may be

required as endogenous controls or quality control genes (see later). As discussed in

the previous section, oligo(dT) priming is also only possible for good quality, intact

RNA since cDNA synthesis of fragmented RNA will fail to reach the qRT-PCR

amplicon site if this is located toward the 50 end of a long mRNA, resulting in false

negatives at qRT-PCR.

An alternative to oligo(dT) priming used in �30% of qRT-PCR assays is

priming by random hexamers (Bustin et al. 2005). These are 6 bp oligonucleotides

of a varying sequence that prime at multiple origins along all the RNAs in a sample.

The drawback of using this priming strategy is that rare mRNA targets may not be

primed proportionately due to competition for priming sites by the more abundant

rRNA molecules. This may have implications for the accuracy of qRT-PCR

quantification. Random priming has also been reported to overestimate mRNA

copy numbers compared to a 22 base gene-specific primer (Zhang and Byrne 1999).

Gene-specific priming uses a unique antisense primer or the reverse primer of

the subsequent qRT-PCR to target and reverse transcribe only a gene of interest.

Because of this specificity, this strategy has been considered sensitive when analyz-

ing rare transcripts. However, if a broader profiling of gene expression is required

this strategy becomes both time consuming and financially prohibitive since a

reverse transcription reaction would be necessary for every gene to be analyzed.

More recently, the use of random pentadecamer (15-mer) priming has been

reported to be 40% more efficient than using random hexamers (Stangegaard

et al. 2006). Also, Abgene (Epsom, UK) recommend a 3:1 mix of random hexamers

to oligo(dT). We have recently compared qRT-PCR results of rare (MMP-8) and

more abundant (MMP-1) protease genes and 18S rRNA primed with either oligo

(dT), random hexamers, GSPs for each target, a random pentadecamer or a 3:1 mix
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of random hexamers:oligo(dT). Gene-specific primers did not increase the sensitiv-

ity of the reverse transcription reaction for the rare MMP-8 transcript. There was no

significant difference in quantification of targets using any of the priming strategies

except that random hexamers allowed for the use of rRNA in qRT-PCR and was

cheaper and quicker than using GSPs for each target. For ease and flexibility,

random hexamers are probably the most versatile solution to reverse transcription

priming, and are the basis of all of our published work.

A third source of variation at the reverse transcription stage of qRT-PCR can be

introduced by varying reverse transcriptase enzymes used in reverse transcription

reactions. This is particularly relevant if samples are reverse transcribed in separate

laboratories and gene expression data are compared. Reverse transcriptases vary in

efficiency and it is prudent to standardize protocols between laboratories or indeed

experiments within the same laboratory that will be compared at a later date.

Finally, it is important to include negative controls in any reverse transcription

reaction. In this case, this should include a sample that has been through the reverse

transcription reaction except that reverse transcriptase has been omitted and a

reverse transcription in which no template RNA has been added. These controls

will detect genomic DNA contamination of RNA and contamination of nucleic

acids by other reagents or pipettes, tubes, and so on used during the preparation of

the reaction. These controls should be included in subsequent qRT-PCR reactions.

Validation and Normalization

Ideally, an internal control used to normalize between samples should be constitu-

tively expressed in all cell types at similar levels to the target gene and should

remain constant, independent of disease status or experimental conditions. Histori-

cally, ‘‘housekeeping’’ genes, including GAPDH and b-actin, have been used as

internal references, but their use has been largely discredited as expression of these

genes can alter with varying cell culture conditions, hypoxia, in malignancy, and

following treatment with tumor promoters (Hamalainen et al. 2001, Zhong and

Simons 1999, Bhatia et al. 1994, Goldsworthy et al. 1993). In contrast, the expres-

sion of rRNA has been found to be relatively stable and has become a commonly

used endogenous control in qPCR assays (Zhong and Simons 1999, Schmittgen and

Zakrajsek 2000, Bhatia et al. 1994) Since rRNA and mRNA are generated by

distinct polymerases, their levels are less likely to vary under conditions which

would affect the expression of mRNA (Paule and White 2000). These features

suggest that rRNA may be an appropriate gene for intersample standardization.

However, concern has been expressed regarding possible imbalances between

rRNA and mRNA fractions of different samples (Solanas et al. 2001), and the

general unsuitability of rRNA as a normalizer for genes expressed at very different

levels. Despite these hesitations, we believe that 18S rRNA is the most reliable

method of assessing the quality of samples used in qRT-PCR. This is based on the

fact that rRNA constitutes 75–80% of total RNA, so if the same amount of RNA of

equal quality is used for the reverse transcription and if the same amount of cDNA is
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used in qRT-PCR, amplification should be identical in all samples. This is opera-

tionally equivalent, therefore, to loading equal amounts of total RNA, as deter-

mined spectrophotometrically, on a gel for Northern blotting. Based on the analysis

shown in Fig. 4.1 on the effects of RNA degradation on 18S rRNA Ct values and our

experience, accumulated from analysis of thousands of clinical samples from

diverse tissue origins, exclusion of samples that show more than 1 Ct variation

from the median 18S Ct value is essential: when such samples are not removed

these can lead to a distortion of expression profiles. We believe this level of quality

control is central to all qPCR analysis and that 18S rRNA amplification efficiency

serves as a quality control and possibly a potential normalizing agent.

The consensus regarding subsequent normalization of qRT-PCR data has been

reached following years of publications advocating the use of one or another

reference gene followed by contradictions and further propositions. The recent

introduction of GeNormTM (Vandesompele et al. 2002) provides an Excel-based

program for determining the most stable reference genes from a panel of potential

endogenous control genes. Vandesompele et al. show that the common practice of

using a single normalizing gene can lead to erroneous normalization. They suggest

that an ideal, universal control gene probably does not exist and that normalizing

to more than one endogenous control gene may be a more robust strategy. To

determine the most appropriate normalizing genes, GeNorm analyzes a panel of

6 or 12 genes (ACTB, B2M, GAPD, HMBS, HPRT1, RPL13A, RPL32, RPS18,

SDHA, TBP, UBC, YWHAZ) to find the optimal genes to use as endogenous controls

in each unique experimental system. Primer Design (Southampton, UK) provides a

panel of primers for use with SYBR primer or fluorescently labeled probe sets which

can be used in conjunction with GeNorm, although other potential normalizes can be

added to this panel if appropriate. GeNorm has become the gold standard for deter-

mining the number of identity of the most stable normalizing genes for qRT-PCR

analysis and overcomes many of the uncertainties that existed before its introduction.

Standard Curve Versus D/D Ct Post-Run Analysis

qRT-PCR data can be analyzed using an absolute or relative standard curves

method (Nuttall et al. 2004) or a comparative Ct method. Full details of both

methods and examples are found in User Bulletin #2 produced by Applied Biosys-

tems (Warrington, UK). It is ideal to include standard curves on every plate so that

unknown samples that may fall within the less-sensitive region of amplification are

recognized (as detailed earlier). Standard curves also show samples have been

pipetted accurately, that the probe and primers are amplifying product in a mean-

ingful way, and that the PCR is efficient (no contaminants etc.). The slope of the

standard curve should be close to �3.2, which shows the PCR is 100% efficient. A

slope with a value varying from this will indicate that each PCR cycle does not

represent a doubling of product. The comparative method of data analysis is

commonly used, but the strict rules regarding the efficiency of compared reaction

and validation assays are not always adhered to. In brief, the absolute values of the

slope of the log input amount versus the DCt should be less than 0.1. See User

Bulletin #2 for further clarification.
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Degradome Expression in Cancer Cell Lines and Human Tumors

TaqMan qRT-PCR analyses of the MMPs and tissue inhibitor of metalloproteinases

(TIMPs) have been reported in human cancer cell lines and gliomas (Nuttall et al.

2003), for the ADAMTS subfamily in breast cancers (Porter et al. 2004, 2006), for

broader collections of serine and metalloproteinase and inhibitors in prostate cancer

(Riddick et al. 2005), urothelial carcinoma (Wallard et al. 2006), and in compar-

isons of peripheral blood mononuclear cells and microglia (Nuttall et al. 2007). The

developmental profiles of murine MMP and TIMP genes have also been presented

(Young et al. 2002, Nuttall et al. 2004). One of the major issues in display of

TaqMan data is the comparison of expression for different genes across the same

sample set, since numerical values generated by the standard curve method dis-

cussed above are specific for particular primer–probe combinations, making inter-

gene comparisons difficult. This can be overcome by the D/DCt method by

reporting Ct differences between the genes of interest and 18S rRNA (see, for
example, Jones et al. 2006). However, using the standard curve method and

calibrating against synthetic RNA templates for a collection of MMP and TIMP

genes (Young et al. 2002, Nuttall et al. 2003), we found that raw Ct values could

be used for approximate intergene comparisons because no two genes showed

more than a 5 Ct difference for equivalent absolute levels. Consequently, we

developed a ‘‘tile-pattern’’ display that groups genes by 5 Ct ranges of Ct values,

represented as very high expression (Ct � 25), high expression (Ct ¼ 26–30),

moderate (Ct ¼ 31–35), low (Ct ¼ 36–39), and not detected (Ct ¼ 40). This has

proved to be a valuable way to display comparative expression across degradome

gene families, as shown for the analysis of MMPs and TIMPs in a panel of

human mammary tissues as shown in Fig. 4.2. Another useful display is the box-

and-whisker plot of D/DCt differences relative to 18S rRNA, though it needs to be

emphasized that unless amplification efficiency is the same for each gene probe,

comparison of levels of expression between different genes is only an approxima-

tion. We have also used heatmap displays of Ct data, which is useful in conjunction

with hierarchical cluster analysis (Eisen et al. 1998).

We have recently developed a 384-gene TaqMan low-density array (TLDA) that

includes the entire human metalloproteinase and serine proteinase families, along

with their inhibitors and additional control genes. This TLDA has been used to

analyze expression in a small collection of breast cancers and normal mammary

tissue, revealing excellent fidelity and sensitivity compared to conventional Taq-

Man qRT-PCR. In addition to the confirmation of several MMP genes that are

dysregulated (including MMP-1, �3, �10, �11, �12; ADAMTS-14), this analysis

revealed for the first time several other genes whose expression is elevated in

tumors compared to normal breast (see Chap. 30 by Pennington et al., this volume).

These genes are being evaluated further using in silico transcriptomic data mining

of resources such as Oncomine and In Silico Transcriptomics (see Chap. 31 by Iljin
et al., this volume).
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Fig. 4.2 Comparative TaqMan1 expression profiles of matrix metalloproteinase (MMP) and

tissue inhibitor of metalloproteinase (TIMP) gene families in normal and malignant human

mammary tissues. Data are displayed as the expression levels of the indicated genes in human

mammary tissue samples, which have been reported in detail elsewhere (Porter et al. 2004). The

tissues are grouped as normal and histopathological grades 1, 2, and 3, respectively. Expression

levels (raw Ct levels) are shown in the associated key. (See also Color Insert I)
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Conclusions and Perspectives

qRT-PCR continues to have value in the analysis of the cancer degradome both as a

tool for validation of microarray findings and for primary data generation, the latter,

in particular, through the development of low-density arrays that provide compre-

hensive coverage of gene families. Cost is certainly a factor, but the sensitivity

provided by TaqMan and the robustness of the technique, which can tolerate levels

of RNA degradation that exclude samples from use on array platforms, make it

applicable to analysis of archival material and laser-captured tissue specimens,

without a requirement for RNA amplification (Pedersen et al. 2005). The universal

probe library strategy also increases its versatility. The specificity of the technique

makes it ideal for single nucleotide polymorphism analysis or quantification of

alternatively spliced mRNA variants, which are beginning to be studied in detail for

degradome genes. We have also applied the technique for parallel quantification of

heterogeneous nuclear RNA (hnRNA) and mature mRNA in the same total RNA

preparations, the hnRNA providing a surrogate of gene transcription that was

shown to correlate well with transcription rates determined in nuclear run-on assays

(C. Pennington, unpublished data).

Perhaps one of the major areas where TaqMan analysis will become increasingly

valuable is in clinical diagnostics using expression signatures that identify patients

at high- and low risk of recurrence, and in prediction of response to therapy (see
also Chap. 30 by Pennington et al., this volume). The sensitivity, reliability, and

speed of TaqMan make it attractive for analysis of small gene subsets, such as the

Oncotype 21-gene and the 70-gene Amsterdam ‘‘MammaPrint1’’ signatures (Sotir-

iou and Piccart 2007). As will be discussed in Chap. 30, it is possible that these

signatures could be refined further, potentially by including genes such as MMP-

8 and ADAMTS-15 that have been shown to have prognostic value in breast cancer

(Porter et al. 2006, Gutierrez-Fernandez et al., submitted), but which likely are

expressed at levels that are too low for reliable quantification by microarray

analysis.
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Chapter 5

Identification of Protease Substrates by Mass

Spectrometry Approaches-1

Mari Enoksson, Wenhong Zhu, and Guy S. Salvesen

Abstract The identification of protease substrates is a challenging task, especially

in vivo. Bioinformatics-based prediction of cleavage sites and determination of

protease preferences on synthetic substrates are important techniques in predicting

natural protease substrates. These techniques tell us what a protease can do, but to

enable a clear understanding of what a protease actually does in vivo, different
approaches are required. The introduction of diverse proteomics-based methods is

now leading toward the identification of natural protease substrates. These methods

can provide a picture of the general protein cleavage pattern at a given time, that is, the

proteolytic signature, in a complex biological sample. While gel-based (two-dimen-

sional polyacrylamide gel electrophoresis and two-dimensional differential gel elec-

trophoresis) methods have been used for a long time, there are some disadvantages

with these methods. The introduction of protein- and peptide-labeling strategies, such

as isotope-coded affinity tags, isobaric tag for relative and absolute quantification, and

NHS-SS-biotin, together with enrichment procedures, such as combined fractional

diagonal chromatography, have opened up new possibilities for the identification and

relative quantification of protease cleavage in vivo, and thus have set the scene for a

new direction in the study of proteolytic pathways. We give an overview of the

different gel-based and solution-based strategies, provide examples of substrate

identification, and also discuss the benefits and the pitfalls of the existing strategies.

Introduction

Analysis of protease substrate specificity has come a long way since the 1970s when

the activity of new proteases was tested on the oxidized insulin B chain (Blow and

Barrett 1977, Kargel et al. 1980, McKay et al. 1983). Today, a number of chemis-

try- and biology-based technologies are widely available to define the preferences
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of proteases for certain sequences. They are, naturally, all carried out on unnatural

substrates, but they give invaluable information on the inherent properties of

proteases to accept certain side chains of peptide or protein sequences in their

active-site clefts. These techniques tell us what a protease can do.

Identifying natural protease substrates is more challenging. One has to take into

account the activity of a protease, or a group of proteases, in their natural location,

and somehow subtract all of the noise to give the essential information. A conve-

nient way of studying the general protein cleavage pattern at a given time, that is,

the proteolytic signature, in a complex protein mixture such as a cell lysate or tissue

sample, is by using proteomic technology. Proteomics provide the necessary sepa-

ration, protein identification and, in some cases, also the relative quantification of

substrate cleavage. This methodology tells us what a protease does in vivo.
We will provide a short overview of the different methods, give some examples

of substrate identification, and also discuss the benefits and the pitfalls with the

different strategies.

Intrinsic Protease Specificity

Most proteases bind their substrates in an extended manner with the peptide chain

running through the protease’s catalytic cleft. The intrinsic specificity of a protease is

defined by our ability to determine the optimal peptide sequence (motif) that binds

into the specificity determinants of the active-site cleft (Fig. 5.1). Motifs have been

Fig. 5.1 Substrate cleft convention. The convention for naming protease substrate residues came

from the work of Schecter and Berger on the size of the active site in papain (Schecter and Berger

1967). Think of the surface of a protease as a cleft with pockets defined by protease side chains.

These are known as the specificity (S) pockets. Into these, in an extended conformation, fit the

peptide (P) substrate side chains. By convention the scissile bond (yellow bolt) is between P1 and

P1’. Residues toward the N-terminus of the substrate are numbered P1, P2, P3, . . . , Pn, and toward

the C-terminus of the substrate they are named P1’, P2’, P3’ . . . , Pn’. Thus, subsites toward the

N-terminus of the scissile bond are ‘‘unprimed’’ but sites toward the C-terminus are ‘‘primed.’’

(See also Color Insert I)

68 M. Enoksson et al.



suggested for many different proteases, based on information from, for example,

synthetic peptide libraries or phage display technology (Deng et al. 2000, Ding et al.

1995, Harris et al. 2000, Nazif and Bogyo 2001, Smith et al. 1995, Stennicke et al.

2000, Thornberry et al. 1997, Turk et al. 2001). These approaches (see Table 5.1)
have been exploited very successfully to define the intrinsic substrate specificity of

a handful of proteases, such as fibrinolytic proteases, matrix metalloproteases

(MMPs), caspases, and membrane-associated serine proteases.

Cleavage site specificity predictions have been used as an indirect means for the

identification of potential protease substrates containing the consensus cleavage

sites. While these rapid methods have accelerated the discovery of intrinsic speci-

ficity, they do not provide reliable information on natural protease substrates. On the

Table 5.1 A brief survey of methods for determining intrinsic protease specificity

Methods Description Selected references

Combinatorial

peptide

library

Several versions exist: The main objective

is to array individual peptides, or pools

of peptides, that essentially cover all

possible sequences within the peptide

(up to four amino acids in length).

Peptides are frequently coupled to a

fluorescent group that reports cleavage.

(Matthews and Wells 1993,

Thornberry et al. 1997,

Stennicke et al. 2000, Turk

et al. 2001)

Phage/bacterial

display

A library of randomized peptides (up to

eight residues long) encoded as a fusion

protein bound to a support (phage) or as

an Escherichia coli surface protein
bound to a fluorescent reporter. In

phage display, protease is added, and

released phage are amplified and

subjected to several rounds of selection

to give a family of putative target

sequences. In bacterial display,

protease is added and nonfluorescent

bacteria are sorted by FACS, amplified,

and the surface gene sequenced to

determine the target sequence.

(Boulware and Daugherty 2006,

Ding et al. 1995, Kridel et al.

2002)

Small pool

expression/

mRNA

display

In the small pool expression method, a

cDNA library is transcribed/translated

in vitro, divided into subpools,

incubated with the target protease and

screened for protease substrates by

SDS-PAGE. In mRNA display, a short

strand of mRNA is coupled to its

encoded protein sequence (80–200 aa

residues) and to an affinity tag. Cleaved

substrates are enriched after treatment

with the protease and several rounds of

selection gives a pool of putative target

substrates.

(Cryns et al. 1997, Ju et al.

2007, Li et al. 1998, Loeb

et al. 2006)

FACS fluorescence-activated cell sorter, SDS-PAGE sodium dodecyl sulfate-polyacrylamide gel

electrophoresis
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contrary, this information has sometimes produced substrate predictions that do not

occur naturally (Ding et al. 1995). Exposure on the protein surface is usually pivotal

for substrate cleavage, and the cleavage site is usually found in regions of the

protein that do not take part in the secondary structure, such as in disordered loops.

Moreover, the importance of exosites, protein regions that take part in the sub-

strate–protease interaction but are distant from the cleavage site, are often over-

looked. Naturally, cell compartmentalization separates protease from substrate as a

means of regulating cell signaling. A protein containing a predicted cleavage site

may thus often not be a substrate in vivo. More important, these methods do not

provide information about which substrates are cleaved in vivo during a specific

signaling event. The only way to determine the natural substrates is by genetic

methods (Bugge et al. 1996), or by directly determining the products of proteolysis

ex vivo.

Discovery of Natural Substrates

The detection of natural substrates has been made more simple, as well as more high

throughput, by the use of proteomic methods. Comparative proteomics involves the

identification and quantification of all expressed proteins and assessment of their

cellular localization and their posttranslational modification. Proteolysis is the major

posttranslational modification that occurs in living organisms, and identification of

natural substrates by comparative proteomics thus provides us with information about

not only the protease but also the cellular signaling that follows a proteolytic event.We

can break down the proteomic methods into gel-based and solution-based methods.

Currently, one of the main advantages of solution-based proteomics is that, under the

right conditions, direct demonstration of the in vivo cleavage sites is possible.

Gel-Based Proteomic Methods

Two-dimensional polyacrylamide gel electrophoresis (2D-PAGE) has been used for

decades to identify differential protein expression or posttranslational modifications,

including proteolytic processing. First described by O’Farrell in 1975 (O’Farrell

1975), the method evolved after the discovery of immobilized pH gradient (IPG) gel

strips and further improved after the introductionoffluorescent dyes, such asSYPRO1

Ruby (Lopez et al. 2000). Traditional 2D-PAGE suffers from problems with gel

reproducibility. The same sample run on two different gels may look slightly

different, thereby making correct protein detection and identification more difficult.

This can be circumvented by using 2D-DIGE (two-dimensional differential gel

electrophoresis) (Tonge et al. 2001). Protein samples are labeled with fluorescent

cyanine dyes (Cy2, Cy3, and Cy5), which have the same gel migration capacity but

different fluorescence excitation and emission. Protein samples are labeled with one

of the different dyes and samples are subsequently mixed and run on the same gel.

The same protein from two different samples will comigrate to the same spot within
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the gel, but can be differentially visualized by altering excitation and emission

filters. A protein that is equally abundant in the two different samples will be

detected as a yellow spot in the gel, while proteins detected in only one sample

will be either green or red depending on which label was used. The target proteins

can then be identified after in-gel digestion and mass spectrometry (MS/MS). The

2D-DIGE system makes the relative quantification of protein abundance within the

same gel possible, and available software and hardware platforms are more sensi-

tive than the naked eye, thus allowing detection of more proteins. It is, however,

still advisable to run several gels to confirm the reproducibility of the differential

protein pattern.

2D-PAGE and 2D-DIGE have been successfully used to identify several protease

substrates (Bech-Serra et al. 2006, Bredemeyer et al. 2004, Hwang et al. 2004, Taylor

et al. 2007, Zhou et al. 2004). These methods give sufficient evidence for substrate

identification, but the substrate hunt is limited to proteins of fairly high abundance,

largely due to the limited gel-loading capacity. For example, Gygi and coworkers

(Gygi et al. 2000) showed that the 2D-PAGE/MS approach failed to identify proteins

that occur in low-copy number (i.e., codon bias values of<0.1) in the yeast genome.

Unfortunately, these undetected proteins most likely include many important proteins

such as signaling proteins and transcription factors thatmay be important substrates for

proteases.Moreover, although a substrate is cleaved in sufficient quantity for detection

by 2D-PAGE or 2D-DIGE, protein identification is not always possible (Bredemeyer

et al. 2004). 2D-PAGE has good resolving power, but gel-spot recognition and

quantitation can be time consuming and not very accurate, and 2D-PAGE as a separa-

tion tool has several drawbacks, such as a limited dynamic range, molecular mass

range, and pI range (Gygi et al. 2000). Most importantly, several proteins can be

covered in one protein spot, making correct protein ID problematic, and hydrophobic

proteins and highmolecularweight proteins are underrepresented in the 2Dgel system.

Some of these problems can be circumvented by sample fractionation and/or substrate

enrichment. The 2D resolution can be changed by the use of bigger gels, altering pI, or

molecular weight separation, and thus improve the detection of less-abundant proteins

and decrease the risk of incorrect protein identification.

Altogether, without prior sample fractionation or enrichment, the applications of

these gel-based approaches are limited to profiling of highly expressed proteins. In

addition, these methods do not offer information about the protease cleavage site,

which makes it more difficult to pinpoint the protease responsible for a protein

cleavage.

Solution-Based Proteomic Methods Using Protein

or Peptide Labeling

In light of the drawbacks of 2D-PAGE, various solution-based proteomic methods

have been developed recently. Different labeling methods have been used for detec-

tion of proteolysis substrates, depending on the sample and the availability of reagent
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and MS/MS instrumentation. These methods rely on the same main principles as

2D-PAGE – protein separation, identification, and relative quantification. Protein

quantification by MS/MS is greatly aided by the availability of small tags that have

the same chemical composition and properties, but differ in mass. The relative

abundance of the differentially labeled peptides in MS/MS reflects the difference in

the protein levels between the labeled biological samples. Importantly, several of

these labeling strategies provide information of the protease cleavage site.

ICAT Labeling

The introduction of isotope-coded affinity tags (ICATs) had a great impact on the

field of comparative proteomics (Gygi et al. 1999, Tao and Aebersold 2003). The

basic principle is to mix differentially labeled samples, digest the proteins, and

analyze the peptides by liquid chromatography (LC)-MS/MS. Labeling with ICAT

and its variants occurs at the free thiol group of Cys residues (which are convenient

nucleophiles for specific modifications) through an alkylation reaction using iodo-

acetyl- (Gygi et al. 1999, Zhou et al. 2002) or maleimidyl- (Qiu et al. 2002) contain-

ing labeling reagents. One sample is labeled with an isotopically light (1H or 12C)

reagent and the second sample with the corresponding isotopically heavy (2H or
13C) reagent. The 13C ICAT reagent is preferred by most laboratories since this

variant overcomes the separation of the light and heavy forms of labeled peptides in

the LC step that otherwise can occur with 2H labels.

ICAT and its variants in combination with 1D- or 2D-LC-MS/MS have been

successfully used for protein expression profiling in many fields of biology (Gygi

et al. 2002, Tao and Aebersold 2003). ICAT labeling has also been used to identify

putative natural substrates of MMPs in cell culture supernatants (Tam et al. 2004).

The advantage of ICAT labeling is that it significantly reduces the complexity of the

peptide mixture and increases the dynamic range of MS analysis. However, Cys is a

relatively rare amino acid. The limited number of Cys residues reduces both protein

coverage and proteome coverage, thereby reducing confidence in protein identifi-

cation. Moreover, the use of ICAT reagent fails for quantification of Cys-free

proteins. In fact, 8% of yeast proteins and 11% of human proteins do not contain

Cys residues (Wang et al. 2002). Generally, this method has limited use in quanti-

tative analysis of proteolysis or other posttranslational methods and it does not

provide cleavage site information.

Amine-Reactive Reagents

Because of the limitation with the Cys-reactive labels, several strategies using other

types of labels have been proposed. Most of these methods rely on N-terminal

labeling of the proteins. A proteolytic event generates a new N-terminal, which if

specifically labeled, provides both substrate identification and cleavage site loca-

tion. The reactivity of protein N-terminals and the e-amines on Lys side chains are
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very similar, but specific N-terminal labeling can be achieved by conversion of Lys

to homoarginine by o-methylisourea (Beardsley et al. 2000, Kimmel 1967, War-

wood et al. 2006). Since the exact location of the natural cleavage site can now be

determined, bioinformatics analysis [CutDB (Igarashi et al. 2007), PoPS (Boyd

et al. 2005), or Casbah (Luthi and Martin 2007) for example] can be used to suggest

or even identify the culprit protease. The majority of the methods described below

thus rely on selective analysis of protein N-terminals and/or on the incorporation of

a heavy or light isotopic mass tag to detect the protease substrates based on the

differential ratio of labeled peptides.

iTRAQ Labeling

A very powerful amine-reactive label that has been used for comparative proteo-

mics is iTRAQ (isobaric tagging for relative and absolute quantitation). The iTRAQ

reagent consists of a reporter group, a balance group, and an amino-reactive group.

The latter can react with all N-termini, for example, Lys side chains and protein/

peptide N-termini. The iTRAQ reagent has been used for measurement of differen-

tial protein expression (Ross et al. 2004). Peptides of the same sequence labeled

with iTRAQ reagents are identical in mass in single MSmode, but show strong low-

mass MS/MS signature ions (114–117 m/z) due to the presence of the reporter

group in the labeling reagent. Relative quantification of the labeled peptides is done

by analyzing the ratio of the signature ion (114:115:116:117) in the MS/MS spectra,

allowing for the quantification of four different samples simultaneously. The latest

iTRAQ labeling reagents are able to quantify up to eight protein samples.

iTRAQ has been used for detection of proteolytic substrates using two different

approaches. The iTRAQ mass tags were used to label all amine-reactive groups

(N-termini and Lys side chains) in proteins from conditioned culture medium of

MMP-2 activated and inactivated cells (Dean and Overall 2007). This iTRAQ

labeling strategy is similar to ICAT labeling (above), but a comparison between

the two labeling reagents showed that the iTRAQ strategy is more powerful in

finding protease substrates. In fact, the total number of identified proteins by

iTRAQ was ninefold more than that by ICAT and the multiple peptide identified

and quantified from the same protein increased the identification confidence.

Because iTRAQ is an amine-specific reagent, it can be used to label N-termini

generated during proteolysis. But first, side chain Lys residuesmust be blocked, and a

recent approach reveals that protein guanidination by treatment with o-methyli-

sourea serves this purpose (Enoksson et al. 2007). Samples are differentially labeled

by iTRAQ reagents, mixed and digested together, thus ensuring a reproducible

protein digestion pattern. The peptides are separated by LC, and the labeled

peptides detected by MS/MS. The labeled peptides are subsequently mapped into

the protein database. While an uncleaved protein is labeled only at the original

protein N-terminal [unless this is blocked by, for example, acetylation, which is the

case for most human cytosolic proteins (Polevoda and Sherman 2003)], a cleaved

protein will show labeling at an internal fragment, at the protease cleavage site. This
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procedure was evaluated in a mixture of cleaved recombinant proteins (Enoksson

et al. 2007). The sensitivity of the method was further demonstrated by detection of

caspase-3 substrates in activated cell-free apoptosis. There are several advantages

using this iTRAQ method. Since labeling only occurs at the N-termini, the com-

plexity of the sample analysis is greatly decreased. The iTRAQ ratios are higher

using this procedure since activation of a protease will show an all-or-nothing effect

if the target protease is completely inactive in the control sample. Relative ratios

can thus only be demonstrated if several time points are analyzed. The power of this

iTRAQ procedure is that it is focused on the new N-terminals formed after

proteolytic cleavage and it reveals not only the protease substrate but also directly

demonstrates the location of cleavage. A drawback with the iTRAQ reagent is that

the results are greatly influenced by MS/MS apparatus availability. Not all mass

spectrometers have the accuracy and sensitivity in the low-mass region that is

necessary for the optimal sample analysis by iTRAQ-labeled samples. Also, it

does not offer an enrichment of labeled peptides over tryptic peptides before the

LC-MS/MS. This can, however, be achieved if this labeling strategy is combined

with a positive (enrichment of labeled peptides) or negative (removal of tryptic-

unlabeled peptides) selection strategy.

Other Potential N-Terminal-Labeling Strategies

Some other types of isotopic amine-reactive labeling reagents such as ICPL

(isotope-coded protein label) (Schmidt et al. 2005) and dimethyl labeling (Ji et al.

2005, Ji and Li 2005) can, in principle, be adapted to quantitative protease substrate

proteomics. In an improved variant of the dimethylation method, the N-termini

were specifically labeled by blocking the Lys side chains by guanidination (Ji et al.

2005). In addition, IVICAT (in vacuo isotope-coded alkylation technique), which

specifically labels the N-terminal without prior blocking of Lys side chains, was

introduced recently (Simons et al. 2006).

These labeling strategies can potentially be used for the identification of protease

substrates and can also provide cleavage site identification. However, a major

drawback is the lack of enrichment of the labeled peptide, which has to be achieved

either by running the samples on a gel, cut slices, and do in-gel digestion on the

fractions and/or by LC separation. Also, in these labeling strategies, as well as other

negative selection methods mentioned below, the digestion occurs before the labeling

step, which may induce differences in peptide occurrence (Picotti et al. 2007).

Negative Selection of Tryptic Peptides

In a negative selection procedure, the labeled peptides are enriched from the sample

simply by extracting the tryptic peptides from the sample after digestion. Here, we

discuss two such examples in which the N-termini are acetylated, the proteins

digested and the tryptic peptides retained by different methods.
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Biotinylation of Tryptic Peptides

In one strategy, the internal tryptic peptides are reacted with biotin after acetylation

of N-termini (McDonald et al. 2005). The peptide mixtures are passed over the

immobilized streptavidin column,whichwill retain the internal biotinylated peptides

on the column while the flow-through is expected to contain all original N-terminal

peptides. This negative selection method simplifies the complexity of peptide

mixture and thus enhances the identification of N-terminal peptides, whether native

N-terminal peptides or newly generated by protease cleavage. This isolation method

has been used to analyze the soluble proteins of mouse skeletal muscle and mouse

liver (McDonald et al. 2005). N-terminal processing such as removal of initiator

methionine and signal peptide was detected. One could imagine that a negative

selection procedure could be used in concert with an amine-reactive isotopic label,

such as iTRAQ, to further enhance the detection of labeled peptides and thus

strengthen the analysis. Options other than biotin could also be used, such as

amine-reactive resin.

COFRADIC – Separation of TNBS-Treated Tryptic Peptides

A different negative selection approach using solution-based proteomics named

combined fractional diagonal chromatography (COFRADIC) was described in

2003 (Gevaert et al. 2003). This negative selection procedure is based on the

introduction of hydrophobicity to the internal tryptic peptides after digestion of

the proteins. In brief, proteins are first denatured, reduced, and alkylated. Free

amino groups are acetylated using sulfo-N-hydroxysuccinimide acetate and the

acetylated proteins are digested. The peptide mixtures are separated by a reverse-

phase chromatography into smaller fractions, and each fraction is treated with

2,4,6-trinitrobenzenesulfonic acid (TNBS). The TNBS treatment blocks all the

free amines of the internal peptides while the acetylated N-terminal peptides remain

unchanged. The hydrophobic TNBS-blocked internal peptides shift on the LC

column and can thus be separated from the unaltered N-terminal peptides. The

sorted N-terminal peptides are collected in a number of secondary separation

fractions and identified by further LC-MS/MS analysis and database searching.

By repeating the procedure without the acetylation step, in vivo acetylated proteins

can also be identified.

The analysis of a cytosolic and membrane skeleton fraction of human thrombo-

cytes was used for validation of this method (Gevaert et al. 2003). The identified N-

terminal peptides included signal peptides, peptides with initiator methionine,

peptides with the initiator methionine removed, peptides with a small number of

N-terminal residues removed, and internal peptides. Since the overall efficiency of

the TNBS reaction is estimated about 98%, this N-terminal selection procedure

can greatly decrease the complexity of peptides digested from protein mixtures,
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thereby improving the detection of N-terminal peptides resulting from proteolytic

events. However, the identification of small number of internally cleaved and

reacetylated peptides may be due to the incomplete reaction of abundant peptides

with TNBS.

More recently, isotopic labeling using 16O/18O was introduced into the

COFRADIC method to identify substrates in apoptosis signaling and their exact

cleavage sites in vivo (Van Damme et al. 2005). 18O-labeling is achieved by

introduction of 18O from H2
18O into all newly produced carboxyl groups during

the tryptic hydrolysis step (Yao et al. 2001). By using this isotope-labeling

COFRADIC method, more than 1,800 proteins were identified from Fas-induced

apoptosis of Jurkat cells. A total of 93 cleavage sites were located in 71 proteins.

Most identified cleavage was found at caspase consensus sites. The same method

was also used to detect possible HtrA2/Omi cleavage sites (Vande Walle et al.

2007). Jurkat cell lysates were incubated with wild-type or inactive HtrA2/Omi and

50 cleavage sites (in 15 potential substrates) were identified. Since this study was

performed in vitro, it is hard to judge which of these substrates are in fact cleaved in
vivo during apoptosis signaling. However, this study shows an example of how a

small subset of protease substrates can serve as a base for prediction of the protease

cleavage site motif, as compared, for example, to peptide libraries.

The COFRADIC approach is overall quite successful in isolating N-terminal

peptides from the internal peptides. The limitation of this approach comes from

the size of the sorted N-terminal peptides, which depends on the distance between

the N-terminus and the first arginine. The average length of the detected

N-terminal peptides was found between 12 and 13 amino acid residues. Very

short or very long N-terminal peptides are likely missed during the LC fraction

collection. Protein digestion from enzymes other than trypsin should improve

this limitation. As mentioned above, incomplete chemistry in two of the steps

(TNBS labeling and isotope incorporation) may decrease the power of this

method. Also, since the samples are mixed after digestion, differential digestion

efficiency will have a substantial impact on reproducibility of the analysis. Also,

in these labeling strategies, as well as the other negative selection methods

mentioned above, the digestion occurs before the labeling step (Picotti et al.

2007). This can, however, be avoided by introducing the isotopic mass difference

by stable isotope labeling by amino acids in cell culture (SILAC). In brief, cells

are grown in media where an essential amino acid has been replaced by an

isotopic variant (Ong et al. 2002, Ong and Mann 2007). The isotopic difference

will, however, then only be detected in peptides containing that specific amino

acid residue.

Despite these few limitations, the COFRADIC method coupled with SILAC or
16O/18O peptide labeling is currently the only reported MS-based method that can

fulfill the two distinct demands in analysis of proteolysis in vivo: identification of

protease substrates quantitatively, which normally requires isotope labeling of

proteins or peptides, and identification of exact cleavage sites within processed

proteins, which normally requires N-terminal peptide detection from complex

mixtures.
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Positive Selection – Enrichment of Specifically Labeled

N-Terminal Peptides

During positive selection, the labeled peptide is coupled to an affinity tag that can

be used for selection and enrichment of the labeled peptides. A proteomic method

based on a combination of N-terminal-specific labeling and positive selection of

labeled peptides and LC-MS/MS detection was introduced recently (Timmer et al.

2007). Protein N-termini were labeled with NHS-SS-biotin, a commercially avail-

able (Pierce Biotechnology), relatively cheap cleavable amine-reactive label with

an affinity (biotin) tag. Similar as in the iTRAQ approach mentioned above

(Enoksson et al. 2007), the proteins are specifically labeled at the protein N-termini

by first blocking the Lys side chains by guanidination. The proteins are labeled at

the N-termini by NHS-SS-biotin and the excess label is quenched and removed by

buffer exchange. After digestion, the labeled N-terminal peptides are selected and

enriched by streptavidin, which binds strongly to the biotin tag. The labeled

peptides are eluted with dithiothreitol (DTT), analyzed by LC-MS/MS, and subse-

quently mapped into the protein database. The constitutive protolytic events in

Escherichia coli, yeast, mouse tissue, human cell lysate, and human blood samples

were used for validation of this method (Timmer et al. 2007). Methionine removal

by methionine aminopeptidases, signal peptide removal by signal peptidases, and

mitochondrial transit peptide removal by mitochondrial peptidases were detected

using this method. Previously reported and predicted cleavage sites were detected

and used as validation for the method. Moreover, some cases of previous misanno-

tations of cleavage sites were found. However, many of the peptides could not be

assigned to a protease because the particular cleavage event has not been previously

reported or predicted. This problem could be avoided by the development of a

similar affinity tag with a heavy and light variant, thus allowing a specific ex vivo

comparison between, for example, cells with activated protease signaling and cells

with inactivated protease signaling. It is also possible to combine this method with

the Cy3/Cy5 dyes that previously have been used in the 2D-DIGE experiments. By

only labeling the protein N-terminals, specific protease substrates will light up in a

2D-DIGE system.

Label-Free Analysis

Identification of proteolytic substrates or products by MS can be accomplished

using the different chemical labeling approaches mentioned above. Introduction by

isotope mass difference can also be achieved by SILAC, in vivo incorporation of

isotope-labeled amino acids in cell culture. In fact, several putative or natural

protease substrates have been detected by SILAC in combination with 2D-electro-

phoresis and/or MS/MS (Neher et al. 2006, Pinto et al. 2007, Schmidt et al. 2007,

Thiede et al. 2006). In addition, Gupta et al. (2007) demonstrated that at least some
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conservative proteolytic events can be identified by label-free analysis, but this

method requires massive numbers of peptide-proteomic data. A total of 14.5

million MS/MS spectra were collected from the MS analysis of trypsin digests of

Shewanella oneidensis. The large dataset was searched using InsPect (Tanner et al.

2005) and MS-alignment (Tsur et al. 2005) against a six-frame translation of the

entire genome. About 28,000 unique peptides and 2,000 proteins were identified.

From this dataset, 366 N-terminal peptides revealed the cleavage of N-terminal

methionine in 218 proteins. Also, 117 putative signal peptides predicted by MS/MS

analysis, 94 of which match predictions made by SignalIP and/or by Prediction of

Signal Peptides (PrediSi). This method requires extensive MS/MS as well as dataset

analysis, and at this point can only be recommended for laboratories with the

adequate equipment and expertise.

Summary

There is an array of different MS-based methods available to find protease sub-

strates and/or detecting protease pathways. The different proteomic methods are all

very powerful in separating the starting material and allow for the detection of

protease substrates that cannot be detected by other methods. Depending on the

setup of the experiment, one can use the data output for protease specificity motif

studies, detecting natural protease substrates, or even mapping out protease

pathways. The choice of method depends on the type of sample, the available

instrumentation, and the type of data that is desired. For example, while 2D-PAGE

or 2D-DIGE provides information about the relative difference in cleavage of

different substrates, they do not provide cleavage site information and are restricted

to proteins of medium or high abundance. Thus, a solution-based method may be

preferred since this gives cleavage site information and thus help identify the culprit

protease. However, these methods will not tell us to what extent different substrates

are cleaved, and every substrate cannot be identified – detection requires that the

N-terminal peptide can be analyzed in the MS step. Using different digestion

techniques (trypsin, Glu-C, etc.) will help to overcome the latter problem. In the

solution-based methods, there are also several different labeling strategies to

choose from (see Table 5.2). The options for isotope incorporation are diverse; in
vivo corporation of isotopic amino acid residues (SILAC) introduces isotopes in the

starting material, but is limited to peptides that contain the residue of choice, and

cannot be used for human samples. Of the different isotopic labeling strategies, one

that occurs before mixing and digesting samples is preferred since that assures that

the samples have the same tryptic peptides (Picotti et al. 2007). Also, an isotopic

label that contains the 12C/13C isotopic couple instead of 1H/2H is usually preferred

since this variant is not separated in the LC step.

While each of the different methods mentioned in this chapter have proved to

help identify protease substrates, a combination of the different strategies could

increase the efficiency and the sensitivity of the strategies even further. Ideally, a
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method that gives us separation as well as enrichment of N-terminal peptides

originating from the protease substrates and that carries an isotopic tag would

provide the required separation, identification, and relative quantification of

protease substrates.
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Chapter 6

Identification of Protease Substrates

by Mass Spectrometry Approaches-2

Anna Prudova, Ulrich auf dem Keller, and Christopher M. Overall

Abstract Proteolysis is a major posttranslational modification of proteins with

critical functional consequences to the protein, cell, and organism. The most effe-

ctive way to monitor proteolytic events is to analyze the proteins directly. This

chapter summarizes advantages and limitations of different mass spectrometry-

based approaches for detection of proteolysis products. In general, liquid chroma-

tography separation-based proteomics approaches are superior to 2D gel-based

techniques and, in turn, quantitative proteomics have a significant advantage over

label-free methods. Isotopic labeling of samples helps to identify substrates but fails

to detect the exact cleavage site. Techniques that enrich for peptides containing the

N-terminus of each protein provide a more relevant context for protease substrate

discovery – they focus on the analysis of the neo-N-termini resulting from proteol-

ysis. These techniques identify not only the substrates but also the prime side of the

cleavage sites with a potential to extract further information of the protease sequence

site specificity, thus setting the gold standard for the future of the degradomics field.

Introduction

Having identified the components of the protease degradome gives the researcher a

good picture of the proteolytic potential of the system. The ultimate information

about the function of the identified degradome components and the resulting effects

on the biological system in question, however, can be evaluated only by defining the

direct action of the proteases, that is, the proteolytic modification of their substrates.

This requires first, the identification of potential substrates in a given active
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degradome and second, the specific cleavage sites (auf dem Keller et al. 2007). In

view of the overwhelming complexity of the protease web (Overall and Kleifeld

2006), exhaustive identification of the protease substrate repertoire with the

corresponding cleavage sites can be a very daunting task.

Since proteolysis directly acts on proteins themselves as a posttranslational

modification, the most obvious way to monitor this event is to analyze the proteins

directly. Until recently, this was done by serial in vitro incubations of mostly

recombinant substrate candidates with the protease under study and subsequent

analysis by sodium dodecyl sulfate-polyacrylamide gel electrophoresis (SDS-

PAGE). Thereby, only one substrate candidate could be analyzed at a time under

conditions far from in vivo physiology. For identification, the cleavage site frag-

ments had to be isolated and subjected to time consuming and expensive chemical

amino acid sequencing (Niall 1973). Even if the substrate under study was effi-

ciently cleaved under in vitro conditions, it did not mean that the same would have

happened in a complex biological system in vivo. Simply the fact that it can cleave
does not mean that it does cleave under physiological conditions (Tam et al. 2004).

Furthermore, substrate candidates had first to be identified in a separate experiment.

The development of mass spectrometry (MS) technology for the analysis of large

biomolecules, particularly proteins, fundamentally changed the way proteins and

their modifications are analyzed (Fenn et al. 1989). Now, the protein band of interest

could be digested in the gel with a specific protease, such as trypsin, followed by

protein identification based on its peptide mass fingerprint and database data analy-

sis (Fenyo 2000). The invention of tandem mass spectrometry (MS/MS) for peptide

analysis enabled further fragmentation of the protein-derived peptides, leading to

the possibility to unambiguously identify proteins in more and more complex

mixtures from their sequences (Wilm et al. 1996). In this chapter, we will summarize

recent developments in the application of MS-based techniques for protease sub-

strate discovery.

Two-Dimensional Gel Electrophoresis

The combination of MS with two-dimensional polyacrylamide gel electrophoresis

(2D-PAGE) facilitated the simultaneous identification of hundreds of proteins in a

complex biological mixture (Shevchenko et al. 1996). The high resolving power of

2D-PAGE and the development of various staining procedures to visualize these

protein ‘‘spots’’ made it a popular method of choice for identifying protein abun-

dance changes between two proteome samples.

Hwang et al. (2004) were the first to employ 2D-PAGE in combination with MS

for protease substrate discovery. The authors incubated human plasma proteins with

matrix metalloproteinase (MMP)-14 and compared the treated and untreated pro-

tein mixtures by 2D-PAGE. Subsequently, protein spots which disappeared or, in

contrast, appeared in the MMP-14-treated sample due to the proteolytic cleavage

were analyzed by peptide mass fingerprinting. This allowed the simultaneous

identification of six known and nine new MMP-14 substrates in a complex
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biological mixture. In a similar study, new substrates for caspase-3 were identified

in human breast cancer cell lines by incubating the lysates of caspase-3-deficient

MCF-7 cells with the recombinant protease (Lee et al. 2004b). Another study

implemented the 2D-PAGE approach to characterize substrates for the intracellular

serine protease-1 from Bacillus subtilis (Lee et al. 2004a). More recently, Major

et al. (2006) used 2D-PAGE to assess the substrate range of the yeast mitochondrial

matrix protease Pim1 in vivo using wild-type and Pim1delta strains. In addition to

peptide mass fingerprinting, the authors extended the coverage of identified proteins

by using MS/MS (Major et al. 2006).

One major limitation of conventional 2D-PAGE analyses is the reliability of

protein identifications and the relatively high threshold for their quantification.

Indeed, the two samples (with and without protease activity) have to be first

electrophoresed in a very reproducible manner on two separate gels and then altered

spots can be quantified by a densitometric image analysis. Thereby, the detection of

only slight changes (which, however, can result in a strong biological phenotype) is

still a major challenge. This drawback was recently offset by the introduction of

two-dimensional difference gel electrophoresis (2D-DIGE), which involves label-

ing of samples with different fluorescent dyes (Cy3, Cy5) with subsequent analysis

of two conditions on a single gel. This technique in combination with MS/MS was

successfully used to identify new granzyme A and B substrates by incubating

murine cell lysates with the corresponding recombinant proteases (Bredemeyer

et al. 2004). A more recent study employed the 2D-DIGE technique to identify

ADAMTS-1 substrates in a cell-based screen (Canals et al. 2006).

Two-dimensional gel electrophoresis techniques, however, remain limited in

their sensitivity, making it very difficult to identify biologically relevant low-

abundant proteins in complex proteomes. Furthermore, very large and small mo-

lecular weight proteins evade detection by this method due to their electrophoretic

migration behavior on PAGE gels. Difficulties also exist with highly hydrophobic

proteins, such as all membrane proteins, and those with extreme pI values. Finally,

2D-PAGE resolution is often insufficient, as shown by the MS-based detection of

up to six proteins in one gel spot when analyzing yeast cell extract proteins (Gygi

et al. 2000). For many proteases, substrates are cleaved by less than 10 residues

Overall and Blobel 2007), often resulting in significant alteration of biological

activity. For such substrates, 2D-PAGE lacks the resolution to detect these subtle

but important changes to a protein substrate.

Shotgun Proteomics

While 2D-PAGE is still widely used as a reliable, robust, and inexpensive method,

researchers tried to enhance the number of identified proteins in a complex prote-

ome by exploring alternative methods for the separation of proteins and their

tryptic peptides before MS analysis. This led to the development of so-called

‘‘shotgun’’ proteomics, a solution-based approach which involves fractionation of
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trypsin-generated peptides in two dimensions of liquid chromatography (LC)

before MS/MS analysis, and thereby termed 2D-LC-MS/MS (Washburn et al.

2001). The 2D-LC most commonly involves a combination of strong cation

exchange (SCX) and reverse-phase C18 chromatography. The first dimension LC

can be performed either off-line on a conventional high-performance liquid chro-

matography (HPLC) system or in-line with the nano LC-MS/MS system—amethod

also known as multidimensional protein identification technology (MudPIT)

(Wolters et al. 2001). Combining this approach with prior protein fractionation

further enhances the proteome coverage (Chen et al. 2006). This technique was

recently used to obtain comprehensive proteome maps of different eukaryotic

samples, including mammalian tissues (Kislinger et al. 2006; Brunner et al. 2007).

ICATs Quantitative Proteomics

The above-described powerful solution-based techniques are aimed for a maximal

number of proteins to be unambiguously identified in a complex biological sample.

However, initially they lacked an easy possibility to also quantify the identified

proteins, a prerequisite for the detection of proteolytic events. This problem was

solved by the introduction of stable isotopic tags, with the most widely used being

isotope-coded affinity tags (ICATs) (Gygi et al. 1999). ICATs comprise a trifunc-

tional structure: (1) a cysteine-reactive group allowing for covalent binding to

reduced cysteine residues of peptides; (2) a linker region with nine carbon atoms

which can be synthetized either with ‘‘light’’ (13C0) or with ‘‘heavy’’ (
13C9) isotopes;

and (3) a cleavable biotin moiety as a handle to isolate ICAT-labeled peptides from

the mixture. In this approach, protein samples to be compared are trypsin digested

and the peptide mixtures are subsequently reacted with either the light or the heavy

ICAT label. Hereby, the labels are incorporated into all cysteine-containing pep-

tides. Afterward, both samples are combined and the labeled peptides positively

selected via an avidin affinity column. Upon reductive elution, the peptides are

subjected to 2D-LC-MS/MS analysis. Thereby, each peptide is represented in MS1

mode by a pair of peaks with a mass difference of 9 Da corresponding to the heavy

and light ICAT labels. The areas of these peaks are integrated and used to determine

the relative abundance of the peptide in both samples to be compared.

The first to employ ICAT labeling as a proteomic method for substrate discovery

were Tam et al. (2004). Here the authors analyzed the substrate degradome of MT1-

MMP in a cell-based system, where the protease and its substrates were present in

the relevant context of a complete proteolytic pathway, including cofactors, binding

proteins, inhibitors, and other modifying agents. Thereby, numerous novel bioac-

tive substrates including connective tissue growth factor (CTGF), secreted leuko-

cyte protease inhibitor (SLPI), and tumor necrosis factor a (TNFa) as well as the
death receptor-6 were identified. These findings underlined the important functions

of MMPs as signaling proteases and pioneered the use of quantitative proteomics

for protease substrate discovery in a complex biological system under physiological
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conditions. Consistently, ICAT-based quantitative proteomics also revealed that the

inhibition of MT1-MMP overexpressed in MDA-MB-231 cells using small mole-

cule inhibitors, resulted in decreased shedding of cell-surface proteins with con-

comitant increase in the uncleaved protein levels on the plasma membrane (Butler

and Overall 2007). The myriad of substrates so identified using MMP inhibitors

underscore the complex problem of using MMPs as targets for disease intervention.

Inhibition of proteolysis of many protease substrates may lead to a loss of signifi-

cant biological functions which cannot be ‘‘buffered’’ by robust compensatory

pathways and thus result in drug side effects.

In a more recent and also cell-based study, ICAT labeling was used to identify

novel bioactive proteins as MMP-2 substrates and mechanistically dissect the

angiogenic function of this MMP (Dean et al. 2007). Here, vascular endothelial

growth factor (VEGF)-binding proteins (connective tissue growth factor, CTGF

and heparin affin regulatory peptide, HARP) were found to be substrates of MMP-2,

the cleavage of which mobilized VEGF and its angiogenic function.

iTRAQ Quantitative Proteomics

While ICAT labeling was successfully used to identify novel protease substrates,

the shortcoming of this method is that only cysteine-containing peptides can be

analyzed, thus limiting proteome coverage to ~93% of proteins. To overcome this

limitation, a new generation of labels for quantitative proteomics that is named

iTRAQ (isobaric tag for relative and absolute quantification) (Choe et al. 2005) can

be used. The iTRAQ consists of a group that is reactive toward primary amino

groups, the linker region, and a reporter group that gives rise to a highly diagnostic

low-mass reporter ion upon fragmentation of a tagged peptide in MS/MSmode. The

currently available set of iTRAQ reagents contains four different isobaric variants

which have the same total mass but are different in the corresponding masses of

their linker and reporter regions. Thus, when four different samples containing

equal amounts of the same peptide are labeled with the four variants and then

combined at a one-to-one ratio, the MS mode will show a single peak representing

this peptide. However, upon fragmentation, four different reporter ion peaks will

appear in the 114–117 m/z spectra region, with the areas of these peaks

corresponding to the peptide amounts in each of the original four samples. There-

fore, labeling of a peptide N-terminus and/or lysine residues allows peptide se-

quence information to be obtained together with its relative quantification in MS/

MS mode without doubling the spectra complexity in the MS mode (as observed

with any other nonisobaric labeling techniques, such as ICAT, SILAC, acetylation,

or reductive dimethylation).

The iTRAQ-based labeling in application to protease substrate discovery was

first employed by Dean et al. (2007) (Dean and Overall 2007) using MMP-2 as a

model secreted protease. In this study, the authors examined the conditioned

medium from Mmp-2–/– murine fibroblasts transfected with active MMP-2 or its
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inactive mutant form (so as to present a ‘‘naive’’ proteome that had not been

exposed to the protease). The secreted and shed cell-surface proteins in the

serum-free medium were collected and then denatured, alkylated, and digested

with trypsin. Following peptide labeling with two different iTRAQ reagents, the

samples were mixed in one-to-one ratio and analyzed by 2D-LC-MS/MS. Compar-

ison of the relative abundances of each peptide identified in the two samples

(derived from the corresponding iTRAQ ratios for each peptide) identified proteins

that were degraded (and therefore represented by low iTRAQ ratios) and the

proteins that were shed from the cell surface into the medium (and therefore

presented by high iTRAQ ratios). The peptides that belonged to the proteins (or

their regions) that were unaffected by MMP-2 cleavages exhibited iTRAQ ratios of

~1. In further experiments with four different iTRAQ labels, different time points

were analyzed in a multiplex approach. On the basis of iTRAQ ratios for known

previously reported substrates of MMP-2 observed in their analyte mixture, the

authors established an iTRAQ ratio cutoff of fourfold. Thus, proteins with ratios

less than 0.25 or greater than 4 were considered potential substrates, with some of

them tested and confirmed in in vitro cleavage assays using purified proteins and

recombinant MMP-2. In total, the analysis yielded known substrates (thus validat-

ing this approach) and also identified many previously undescribed substrates. In

addition, mapping of the peptides with altered iTRAQ ratios compared to those

peptides showing no change to the corresponding protein sequences, together with

the results of in vitro cleavage assays, allowed identification of the region and even
the exact site of the cleavage event in some proteins.

To summarize, the above-described solution-based quantitative proteomics

approaches have a significant advantage over label-free methods in as much they

identify substrates and may highlight a specific region of the molecule which is

cleaved based on the differences in label ratios between specific peptides. However,

the success of this strategy largely depends on the completeness of sequence

coverage of the protein in question. In reality, the exact peptide(s) showing altered

label ratios often remain undetected due to the complexity of a proteome mixture in

general and its wide dynamic range, resulting in undersampling of lower-abundance

proteins. Therefore, identifying potential substrates in a complex proteome still

heavily resembles looking for a proverbial needle in a haystack.

ICAT-based substrate discovery methods somewhat address this issue since the

proteomicmixture is simplified as it is being enriched for cysteine-containing peptides

via label-dependent affinity pullout. As a result, the mixture contains fewer peptides,

thus improving statistical chances for the identification of lower-abundance proteins.

However, the same chemical bias excludes from analysis all the proteins without any

cysteine (7% of all proteins) and limits the coverage of proteins containing only one

cysteine residue in their sequence (35% of proteins), thus limiting the utility of this

strategy for substrate discovery (Dean and Overall 2007). Consistent with this notion,

comparison of iTRAQ and ICAT-based strategies within the same cellular context

resulted in identification of higher numbers of total identified proteins (9-fold), known

substrates (8-fold), protease inhibitors (4-fold), and proteases (31-fold) in iTRAQ-

labeled samples (DeanandOverall 2007). Therefore,while anenrichment ofproteomic
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samples for cysteine-containing peptides by ICAT may offer an advantage in

analysis of cysteine-rich potential substrates (e.g., many extracellular matrix pro-

teins and cytokines), it is not beneficial for a system-wide unbiased substrate

discovery. On the contrary, enrichment for N-terminal portion(s) of each protein

provides a far superior context for protease substrate discovery, as every act

of proteolytic processing results in a neo N-terminus representing the prime side

of the cleavage site. Thus, by analyzing the neo N-terminal peptide resulting from

the proteolytic cleavage one can identify not only the candidate substrate but also

the exact cleavage site with a potential to extract further information of the pro-

tease sequence site specificity (Overall and Dean 2006). The methods for selective

N-termini recovery, their MS and data analysis, and the application to protease

substrate identification will be discussed in the next section in the chronological

order in which each method was first reported.

N-terminal Enrichment Methods for Protease
Substrate Discovery

There have been a number of strategies reported that aim to selectively isolate

protein N-terminal peptides for gel-free proteomic characterization of proteolysis.

These include (1) differential N-terminal labeling to modify peptide hydrophobicity

before diagonal chromatography (Gevaert et al. 2003); (2) N-terminal acetylation,

then trypsin digestion, biotinylation, and affinity pullout of the internal peptides

(McDonald et al. 2005); and (3) N-terminal-specific protein biotinylation with

consequent affinity enrichment (Timmer et al. 2007).

The very first study using N-terminal enrichment to examine proteolytic proces-

sing of proteins, utilized an elegantly designed combined fractional diagonal chro-

matography (COFRADIC) approach (Gevaert et al. 2003). In this strategy, proteins

are first acetylated with acetic anhydride at their N-terminal and lysine amino groups,

digested with trypsin, and separated by reversed-phase HPLC. Internal peptides in

each of the resulting 12 fractions are then chemically modified by 2,4,6-trinitroben-

zenesulfonic acid (TNBS) at their N-termini to form very hydrophobic trinitrophenyl

(TNP) derivatives, followed by a second reversed-phase fractionation. Because of

their higher hydrophobicity, TNP-peptides are bound stronger by the column, elute in

later fractions, and can be discarded. The acetylated peptides representing the original

N-terminal portion of each protein are eluted in earlier fractions, collected, and then

subjected to MS analysis. This secondary reversed-phase fractionation is performed

for each of the 12 primary fractions, resulting in a total of 96 fractions and hence in

96 LC-MS/MS analyses per average experiment. The COFRADIC technique was

first tested using human thrombocytes-derived proteomes, where 264 proteins were

identified from 305 different peptides, with one peptide per protein, on average.

About 10% of identified peptides were contaminating internal peptides that start with

proline and pyroglutamate residues, and therefore have low or no reactivity toward

2,4, 6-trinitrobenzenesulfonic acid. In addition, another 74 internal tryptic peptides
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were identified, suggesting incomplete TNP-modification, regardless of the first

N-terminal amino acid. Based on the theoretical in silico digestion of the human

proteome yielding 17.5 internal peptides per N-terminal peptide, the authors’

results demonstrate a significant N-terminal enrichment. To evaluate the true

efficacy of this enrichment technique, it should also be experimentally shown

how many N-terminal peptides are omitted from the analysis due to incomplete

acetylation, overlapping elution with internal TNP-modified peptides, or sample

loss during multiple handling steps, that is, chemical modification and cleanup steps

as well as the multiple LC analyses.

Since the COFRADIC technique is based on the MS analysis of the initially

chemically acetylated and therefore retained peptides, it does not allow for distin-

guishing these from the protein N-termini which are retained due to their acetyla-

tion in vivo. While in vivo N-terminal acetylation is absent in prokaryotes, it is

estimated to occur in up to 80% of eukaryotic proteins (Polevoda and Sherman

2003). To differentiate between in vivo and in vitro acetylation, the authors per-

formed two sets of COFRADIC experiments for the same sample, with and without

the first acetylation step in the workflow. Omitting the acetylation reaction, results in

the retention and analysis of the N-terminal peptides of in vivo N-terminally blocked

proteins. However, if these N-terminal peptides contain lysine residues, their

side-chain amino groups will be TNP-modified and the peptides excluded from

the analysis during the secondary reversed-phase separation. According to the

authors, this chemical bias results in the loss of approximately half of all in vivo
acetylated proteins.

Among the identified protein N-termini, the authors observed the following

posttranslational proteolytic modifications: (1) removal of the initiator methionine;

(2) propeptide or signal peptide removal; and (3) internal cleavages. For example,

the study uncovered a previously undescribed truncated form of actin starting at

amino acid 29. In some instances, a proteolytic processing predicted by homology

with other proteins has been verified and corrected. For example, dihydroorotate

dehydrogenase was found to start at residue 28 rather than predicted position 11.

While the study demonstrates the utility of the N-terminal enrichment approach to

describe proteolytic processes in a biological sample, it does not, however, allow

for strict quantification of these events.

To address this issue, the original COFRADIC technique was slightly modified

to introduce the quantitative differential aspect (Van Damme et al. 2005). To

incorporate the label, the samples are digested with trypsin in the presence of

water with 18O isotope. Thus, trypsin-catalyzed incorporation of two 18O atoms at

the C-terminus of the newly cleaved-off peptide results in a 4 Da mass difference

compared to the same peptide created in the presence of light 16O water (Staes et al.

2004). In this approach, two samples representing protease(s) treated and untreated

proteomes are differentially labeled during the digest, then mixed in a one-to-one

ratio (total peptide amount), COFRADIC-sorted, and MS analyzed. The N-terminal

peptides equally present in both samples will be represented by a 4 Da-different

doublet in the first dimension of MS analysis (MS1). Given their equal representa-

tion, the area under the corresponding peaks should be the same with the ratio of ~1.
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However, if the parent N-terminus is cleaved by a protease, then its area will

decrease, resulting in a ratio between protease treated/untreated samples less than

1. In addition, a neo N-terminus resulting from proteolytic cleavage will be

generated and represented by a singlet in the MS1 lacking its 4 Da different

counterpart due to its presence only in the protease-treated sample. The ratio of

such peptides will be greater than 1.

The quantitative COFRADIC approach was applied to describe apoptosis-in-

duced proteolytic events in anti-Fas antibody-treated versus untreated human Jurkat

T lymphocytes (Van Damme et al. 2005). In addition to characterizing apoptosis-

independent N-terminal processing (i.e., the baseline proteolytic activity of initiator

methionine removal, signal peptide trimming, etc.), the analysis identified 93

apoptosis-induced cleavage sites in 71 proteins among 1,834 proteins detected in

total. Consistent with the previously well-studied experimental model, most ob-

served cleavages were found to be at the caspase consensus sites. The few cleavages

showing other than aspartate P1 specificities represent either noncanonical caspase

cleavages, additional protease classes activated during apoptosis, or false positives.

To validate the findings, a few caspase-specific cleavage sites were investigated in

in vitro cleavage assays, where recombinant caspases were used to cleave synthetic

peptides harboring the identified candidate cleavage sites. Also, processing of four

canonical caspase substrates was successfully detected in the activated Jurkat cell

lysates by immunoblotting with the corresponding specific antibodies. However,

processing of proteins with caspase unspecific cleavages was not tested by Western

blotting, and therefore the possibility that such peptides are due to false-positive

identifications was not addressed.

More recently, the same group used the quantitative COFRADIC approach to

identify the substrates of an apoptosis-activated mitochondrial serine protease high-

temperature requirement protein A2 (HtrA2/Omi) (Vande Walle et al. 2007).

Recombinant wild-type HtrA2/Omi or its catalytically inactive S306A mutant

was incubated with Jurkat T cell lysates which were then differentially labeled

and N-terminally sorted. The analysis yielded 1,162 total protein identifications

(from 1,964 peptides) and determined 50 cleavage sites in 15 proteins, represented

mostly by cytoskeletal proteins. Several cleavage events were validated by specific

immunoblotting in treated Jurkat T cells and by in vitro cleavage assays with

recombinant HtrA2/Omi and in vitro translated susbstrates. Analysis of the 50

detected cleavage sites indicated a HtrA2/Omi preference to cleave after an ali-

phatic residue at P4 with the four positions C-terminal to the cleavage site being

most commonly occupied by small or hydrophobic residues.

To summarize, COFRADIC is a powerful approach that allows for a significant

sample simplification and N-terminal peptide enrichment, and therefore enables

effective identification and quantification of proteolytic processing in a biological

sample. However, the experimental design does not allow the analysis of in vivo
modified (i.e., acetylated) and unblocked protein N-termini in a single experiment,

thus somewhat limiting its use for characterization of N-terminal posttranslational

modifications in eukaryotes. In addition, the above-discussed sequence bias of the

labeling efficacy and the absence of a clear cutoff between N-terminal and internal
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TNP-modified peptides during chromatographic separation limit the number of

peptides being analyzed and reduce the proteome coverage. With 2 chemical

labeling steps, 2 rounds of HPLC separation, and 96 LC-MS/MS runs per average

experiment, this technique is rather time-, equipment-, and labor-intense and so far

has not been adopted by a broad scientific community.

A different N-terminal enrichment approach designed by the Beynon laboratory

also utilizes protein acetylation as the first step, followed by tryptic digestion

(McDonald et al. 2005). Newly formed unblocked internal tryptic peptides are then

coupled with N-hydroxysuccinimide (NHS), ester-derivative of biotin, retained by

immobilized streptavidin and discarded. The remaining mixture consisting of

protein N-terminal peptide(s) (naturally blocked or chemically acetylated) is then

analyzed to yield information on the proteolytic processes in the sample. To

distinguish between and quantify in vivo and chemically acetylated proteins, the

authors suggest using stable isotope-labeled (3H) acetic anhydrate that would result

in a 3 Da mass shift in MS1. By analogy with COFRADIC, labeling with 18O at the

C-terminus during trypsin digest (Van Damme et al. 2005) or with acetic anhydrate

at the N-terminus has the potential to be utilized for comparative quantification of

protease activity between two samples. This technique was tested on the soluble

protein fraction of mouse skeletal muscle and a more complex mixture of soluble

proteins from mouse liver (McDonald et al. 2005). As a proof of concept, qualita-

tive comparison of matrix assisted laser desorption/ionization–time of flight

(MALDI–TOF) spectra of an unfractionated peptide mixture with or without the

N-terminal enrichment step indicated a significant spectra simplification, and

enabled assignment of the highest intensity signals to true N-terminal peptides in

the enriched samples. In contrast, without N-terminal selection the complexity of

the sample prevented identification of any N-terminal peptides. LC-MS/MS anal-

ysis of N-terminally enriched mouse liver peptides yielded information on the

N-terminal processing, such as removal of initiator methionine, loss of a signal

peptide or propeptide, either known previously or inferred.

In order to yield more suitable sets of analytes and to increase the N-terminal

sequence coverage of any given proteome, the authors suggest performing twoparallel

digests with proteases of different specificities. To test this hypothesis, in silico digest
of 8,000 mouse liver proteins with trypsin and/or endopeptidase GluC was filtered

to remove the peptides smaller than 500 Da and larger than 5,000 Da which are not

suitable for MS analysis. The analysis of the remaining peptides indicated that

tryptic or GluC digests alone would result in a respective 50% and 60% unambigu-

ous proteome coverage (using the mass spectrometer with 20 ppm accuracy). The

coverage reaches 80% when the sample is digested by the two proteases in parallel.

The value can be improved even further when using higher accuracy MS (almost

90% coverage with two digests and 1 ppm instrument accuracy), further under-

lining the feasibility of proteome characterization via protein identification by a

single peptide.

This time-efficient protocol was further improved to decrease the number of

steps and therefore to increase sample recovery. The biotinylation step is now

excluded and replaced by a direct coupling and removal of internal peptides via a
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commercially available amino-reactive immobilized reagent, NHS-activated

Sepharose (McDonald and Beynon 2006). Thus, in the final protocol the internal

peptides can be removed directly after the digest, with the flow-through being

analyzed without further treatments. The protocol was tested using LC-MS/MS

with soluble proteins from Escherichia coli and identified ~300 proteins by their N-
termini with relatively few internal peptides. As the authors suggested, the prote-

ome coverage might be further increased by employing additional fractionation

steps before LC-MS/MS. In principle, this approach could be used to identify

substrates of a specific protease, but this has yet to be reported.

Yet another interesting approach for N-terminal enrichment has been demon-

strated by Timmer et al. (2007). Here, the proteins are first denatured, reduced, and

alkylated and then the amino groups of lysine side chains are protected by lysine-

specific guanidinylation. In the next step, the N-termini of proteins are selectively

labeled with NHS-biotin. Following tryptic digest, biotin-labeled N-terminal peptides

are positively selected by immobilized streptavidin. The captured peptides are then

reductively cleaved off from the column using dithiothreitol (DTT) and analyzed by

LC-MS/MS. This approach was tested on E. coli, yeast, mouse and human cell lines,

and serum proteomes to profile constitutive proteolytic events in these samples. To

increase the confidence and coverage, the samples were digested with both GluC

and trypsin and run three times using dynamic exclusion criteria. Consistent with

previous reports, multiple runs yielded a 50–70% overlap between the same sample

analyzed by MS several times. The coverage of the proteome ranges from ~350

peptides in serum to ~500 peptides in E. coli, yeast, and mouse tissues and ~1,000

peptides in 293A human embryonic kidney cell line. These values are comparable

to the number of peptides identified by McDonald and colleagues in E. coli
(McDonald and Beynon 2006), but are lower than the ones reported using the

COFRADIC technique on a similar cell-line model (Van Damme et al. 2005). This

can be due, at least partially, to a higher degree of sample fractionation before LC-

MS/MS analysis in COFRADIC or might be inherent to the technique. However, in

contrast to COFRADIC where the majority of the identified peptides represented

N-terminal peptides (Van Damme et al. 2005) (Gevaert et al. 2003), Timmer et al.

(2007) reported that many of the identified peptides belong to internal sequences

and can not be ascribed to any known proteolytic modifications (e.g., initiator

methionine removal, propeptide removal). With the exception of E. coli, where
such unascribed peptides constitute less then 50% of total peptides identified, the

rest of the samples exhibit a broader range—from 70% of unascribed peptides in

yeast and mouse tissues to 80–90% in human cell lines and serum. A possible

explanation for such a high percentage of proteolysis in the samples could be a high

general protease activity induced by cell disruption that was not completely inhib-

ited before sample denaturation. Using this technique, the authors observed and

characterized methionine aminopeptidase activity and removal of signal peptides as

well as N-terminal trimming of proteins in serum samples.

In contrast to COFRADIC and McDonald et al., N-terminal enrichment strategies

where naturally acetylated N-termini are automatically included in the analyte mix,

the present protocol results in retention of only the N-termini of unblocked proteins.
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Thus, such selection excludes from the analysis up to 80% of total natural N-termini

in eukaryotic samples. In contrast, retaining naturally modified (i.e., acetylated)

N-termini helps to curb sample loss and has an additional advantage of higher

confidence protein identifications, as it is then based on a positionally anchored

original N-terminal peptide (McDonald et al. 2005).

Following from the design of the present method, the degree of N-terminal

enrichment (in terms of contamination with internal peptides) of the final analyte

largely depends on the efficacy/completeness of protein lysine residue guanidinyla-

tion in the beginning of the protocol and on the absence of side reactions during

biotin coupling. As noted by the authors, incomplete and/or side reactions will lead

to biotin coupling to lysine and/or serine, threonine, or histidine residues and will

result in contamination of the final analyte with internal peptides, and therefore

must be strictly controlled for. It should be noted that such spectra pollution will

decrease true N-termini coverage and further complicate data analysis leading to a

higher rate of false-positive identifications.

While the current protocol by Timmer et al. (2007) does not readily allow for

quantification of proteolytic events in the analyzed sample, the authors propose that it

can be modified to incorporate stable isotope-labeled biotin for N-terminal labeling,

or to include C-terminal trypsin-dependent 18O exchange as seen in COFRADIC.

Both such potential modifications would result in a mass shift in MS1 and enable

relative quantification of the same peptide in two samples.

A different strategy for coping with overwhelming sample complexity has been

offered by Enoksson et al. (2007). In this N-terminal pseudo-enrichment approach, the

sample is not treated to physically remove all internal peptides, but is left complex, and

then filtering for N-terminal peptides is applied at the sample analysis stage on the

MALDI–TOF/TOF. Briefly, the proteins are first lysine-specific guanidinylated to

block their reactive side-chain amino groups and then labeled with the iTRAQ reagent

at the protein N-terminus. Followingmixing of two samples (that have been treated or

not with a protease) at one-to-one ratio, the sample is digested by trypsin, chromato-

graphically separated and analyzed on a MALDI–TOF/TOF instrument.

This strategy takes advantage of the fact that in contrast to LC-coupled mass

spectrometers with electrospray ionization, the MALDI instruments allow for

multiple scans/analysis of the same peptide(s) in the sample. Thus, during the

first low-energy scan the sample is surveyed for the presence of peptides with

the iTRAQ reporter ion in the spectra to form a data-dependent inclusion list for the

second scan. The first low-energy scan results in low sample consumption, and its

limited fragmentation is not sufficient for peptide sequencing but is suitable for

indicating diagnostic iTRAQ reporter ions. Therefore, in the second higher-energy

scan only the previously selected peptides with iTRAQ tag will be fragmented for

high confidence identification and quantification. In this workflow, the iTRAQ-

bearing peptides represent original N-termini of the proteins as well as protease-

generated neo-N-termini, with iTRAQ ratios allowing discrimination between the

two. Thus, the original N-termini equally present in both samples will have iTRAQ

ratio of ~1, while protease-dependent neo N-termini will have a singleton or greater

than 1 iTRAQ signal ratio.
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This approach was first tested on a mixture of seven purified E. coli proteins
containing putative caspase cleavage sites, which were treated with wild-type

caspase-3 or its catalytically inactive mutant C285A. A total of 12 cleavage sites

in 6 proteins were identified in the MS analysis compared to 5 cleavage fragments

identified by SDS-PAGE and 8–10 indicated by Western blotting analysis. Further,

the method was tested on a cell-free apoptosis model using HEK293 hypotonic

extracts, where 20 different cleavage sites were identified, mostly previously

undescribed but with canonical caspase cleavage site specificity. Cleavage of one

identified substrate, actin, was further confirmed by Western blotting.

As discussed in previous sections of this chapter, iTRAQ labeling does not result in

a mass shift in MS1 and therefore does not lead to doubling of the sample complexity.

A very serious limitation of this technique is in the fact that identification of iTRAQ-

bearing peptides in the first ‘‘surveyMS/MS’’ will be limited by ion suppression due to

the physical presence of many internal peptides, that is, many N-terminal peptides

simply will not be ionized and detected under such conditions. This notion is sup-

ported by observations ofMcDonald et al. made under very similar conditions using a

MALDI–TOF instrument to analyze fractionated mouse liver proteins (McDonald

et al. 2005). Thus,McDonald et al. reported that high sample complexity prevented N-

termini detection when internal peptides are physically present in the sample. Consis-

tent with ion suppression being a limiting factor, Enoksson et al. (2007) detected only

20 cleavage sites compared to 93 cleavages identified by the COFRADICmethod in a

similar cell-based apoptosis model (Van Damme et al. 2005). However, it should be

noted that the use of a different cell linemight be a contributing factor as well. Also, in

contrast to all the other above-described techniques, the lattermethod can only be used

with MALDI mass spectrometers. Thus, the virtual N-terminal enrichment technique

of Enoksson et al. is a suitable method for detection and quantification of protease

cleavage sites in defined protein sets of test substrates or in less complex proteomes.

As a future direction, another technique for substrate discovery is in develop-

ment by the authors’ laboratory termed ‘‘terminal amine isotope labeling of sub-

strates’’, TAILS (Kleifeld et al., manuscript in preparation). In this approach, the

sample is enriched for N-terminal peptides of each protein, thus allowing for neo-

N-termini resulting from proteolysis to be identified with higher probability (sam-

ple complexity reduction) and confidence (positional information). Specifically,

the proteomes of two samples containing active and inactive protease (control) are

first reduced, alkylated, and labeled with amino-reactive isotope-containing

reagents (such as formaldehyde or iTRAQ). Such labeling selectively modifies

lysine residues and protein N-termini. Following trypsin digestion, the newly

created and therefore unblocked internal peptides are selectively removed by an

amine scavenging polymer or beads. The remaining N-terminome fraction is then

analyzed by MS/MS. For example, when the iTRAQ reagents 114 and 115 are

used to differentially label samples containing active and inactive protease, respec-

tively, this results in protease-cleaved neo-N-termini identified as spectra with

singletons (i.e., containing only one isotopic signature, 114). These are distinct

from noncleaved peptides, which exhibit both isotopic signatures, 114 and 115, at

1:1 ratio. Therefore, MS/MS sequencing identifies protease substrates and defines
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the sequence of the cleavage site, with iTRAQ labeling allowing for an estimate of

how much a particular substrate is processed.

To summarize, this approach utilizes the power of multiplex isotope labeling and

negative selection of internal peptides by use of a highly soluble, highly derivatized

polymer. Thus, it enriches for protease cleavage neo-peptides and natural N-termini

(acetylated and nonacetylated), allowing determination of both protease substrates

and their cleavage sites, as well as annotation of N-terminal posttranslational

proteome processing in a single experiment.

Conclusions

A number of reported techniques that are different in their labeling, enrichment and

quantification strategies all aim at proteome simplification and N-terminal enrich-

ment in order to enable more efficient protease substrate identifications. When

selecting a suitable MS technique for determining the substrate(s) of a particular

protease, one may choose to consult the following checklist: (1) proteome coverage

achieved by the method; in general, the higher it is the better is the chance for finding

the substrate(s); (2) quantification aspect; quantification always strengthens qualita-

tive findings and allows for subtraction of basal proteolysis. MS/MS-based quantifi-

cation methods, such as those based on iTRAQ, offer some advantages, including a

possibility for the simultaneous analysis of up to eight samples in one experiment;

(3) reagent availability and level of expertise required to perform the protocol and to

analyze the data; (4) instrumentation, time, labor, and cost efficiency.
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Chapter 7

Activity-Based Imaging and Biochemical

Profiling Tools for Analysis of the Cancer

Degradome

Vincent Dive, Margot G. Paulick, J. Oliver McIntyre, Lynn M. Matrisian,

and Matthew Bogyo

Abstract Proteases represent one of the largest and most well-characterized fami-

lies of enzymes in the human genome. Furthermore, there are many human health

conditions associated with alterations in protease activity and function, most nota-

bly cancer. Frequently, associations between specific proteases and a given disease

are correlative, and there is a need to determine the significance of direct causal

relationships. Unfortunately, our understanding of protease function in the context

of complex proteolytic cascades involved in human biology remains in its infancy.

This gap in our knowledge has to do with the high degree of complexity both at

the level of expression and also at the level of posttranslational regulation of

proteases involved in the pathways that regulate human physiology or disease

pathology. Thus, in order to begin to decipher complex regulatory networks and

to assign function to the more than 500 proteases in the human genome, tools

will need to be generated that allow direct assessment of protease activity in the

context of complex biological systems. In this chapter, we will focus on the recent

advances in the development and application of protease probes that can be used

to directly monitor levels of active proteases in biological environments ranging

from whole cell lysates to whole organisms. This chapter focuses on new devel-

opments in the field of small molecule activity-based probes and the development

of protease sensors based on substrates. The goal of this chapter is to give the

reader an update on our ability to spy on proteases at the level of their enzymatic

activity.
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Introduction: Why Monitor Protease Activity?

Proteases, like most other classes of enzymes, are rarely regulated at the level of

transcription and translation. Instead, virtually all proteases are synthesized as

inactive zymogens that are subsequently activated by any of a number of stimuli

that can range from change of pH to direct proteolytic processing by other pro-

teases. To further complicate the regulatory process, many classes of endogenous,

protein-based inhibitors exist that serve to regulate the activity of proteases even

after processing of an inactive zymogen has occurred. Thus, simple measurement of

location and abundance of a protease is not sufficient to be able to define its

functional roles in a given disease process. In response to this challenge, significant

efforts have been made to develop tools that allow direct monitoring of protease

activity in the context of their native biological environment. One of the most

common ways to monitor activity of a protease is to develop substrates whose

processing by a protease can be easily monitored. Thus, substrate turnover can be

measured and the overall binding specificity and enzyme efficiency can be deter-

mined. Simple fluorogenic substrates have been designed for use with purified

proteases, and modifications of this design have resulted in substrate-based probes

that have been used to visualize proteolytic activity in living cells and tissues. The

specificity of these reagents is often controlled both by the localization of the probes

and by the use of extended peptide sequences that show high selectivity for a given

protease target. However, these reporters often lack the required selectivity for use

in complex biological samples containing hundreds of proteases. Thus, in order for

reagents to be useful for profiling protease activities in complex samples they must

have a high degree of selectivity or allow direct identification of the target pro-

teases. The use of small molecule inhibitors with exquisite selectivity for specific

proteases has resulted in significant advances in the development and application of

activity-based reagents that make use of these highly selective reactive functional

groups to limit the complexity of protease that are targeted by a single probe.

Furthermore, the permanent nature of activity-based probe (ABP) labeling allows

identification of targets using biochemical methods. While it remains difficult to

make either ABPs or substrate-based imaging agents with absolute specificity for a

given protease, these reagents can often be highly effective tools for monitoring the

regulation of a defined and relatively small subset of target proteases. As we outline

below, these tools have led to a number of important discoveries and have greatly

increased our understanding of protease function in disease states such as cancer.

Small Molecule Activity-Based Probes for Proteases

The field of activity-based proteomics is a relatively new discipline that makes

use of small molecules, termed ABPs, to tag and monitor distinct sets of proteins

within a complex proteome. These activity-dependent labels facilitate analysis of

system-wide changes at the level of enzyme activity rather than simple protein
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abundance. In their most basic form, ABPs consist of three distinct functional

elements (Fig. 7.1): a reactive group for covalent attachment to the enzyme, a

linker region that can modulate reactivity and specificity of the reactive group, and

a tag for identification and purification of modified enzymes.

Perhaps the greatest challenge in the design of a chemical probe is the selection

of a reactive group that provides the necessary covalent modification of a target

protein. It is often difficult to select effective reactive functional groups as they

must be both reactive toward a specific residue on a protein and inert toward other

reactive species within the cell or cell extract. In general, the reactive groups

of most of the successfully designed chemical probes have been based on the

Fig. 7.1 General and specific structures of activity-based probes (ABPs). (a) General structure of
an ABP. (b) DCG-04 is an ABP that targets cysteine proteases and contains a biotin tag (red), a

dipeptide-containing linker (blue), and an epoxide as a warhead (green). Fluorophosphonate

(FP)-rhodamine is an ABP that targets the serine hydrolase superfamily of enzymes and contains

a rhodamine fluorophore (red), a poly (ethylene glycol) linker (blue), and a fluorophosphonate as a

warhead (green). (See also Color Insert I)
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chemistries of covalent, mechanism-based inhibitors of various enzyme families.

Protease inhibitors provide a rich source of reactive groups that have been designed

based on subtle differences in reaction mechanisms for the major protease families

(for an extensive review, see Powers et al. 2002). However, only the serine,

threonine, and cysteine protease families utilize a catalytic mechanism that allows

direct covalent modification of the primary active-site nucleophile. For these two

protease families, the majority of probes have been designed based on the prior

work of medicinal and natural product chemists that have pioneered the use of

suicide inhibitors (for reviews, see Powers et al. 2002, Jeffery and Bogyo 2003,

Speers and Cravatt 2004, Evans and Cravatt 2006, Sadaghiani et al. 2007b). For the

metalloprotease family, the lack of a direct acyl-enzyme intermediate in the catalytic

hydrolysis reaction has required the use of alternate strategies to direct covalent

modification of target proteases. All of the current examples of metalloprotease

ABPs make use of a pharmacophore that binds with high specificity and affinity to

the catalytic metal in the active site. This tight binding element is attached to a

photocrosslinker that can be used to secure the probe in place through the formation

of a nonspecific, light-activated covalent bond. Because of the limitations in devel-

oping metalloprotease ABPs, there has been a significant effort in developing

substrate-based imaging probes for metalloproteases, as discussed below.

In ABPs, the linker region of a chemical probe connects the reactive group to the

tag used for identification and/or purification. The linker region can serve multiple

purposes. Its primary function is to provide enough space between the reactive

group and the tag to prevent steric hindrance that could block access of the reactive

group or accessibility of the tag for the purpose of purification. The linker can also

incorporate specificity elements used to target the probe to a desired enzyme or

family of enzymes. These specificity elements normally take the form of a peptide

or a peptide-like structure, particularly for the ABPs used to target proteases.

The purpose of the tag on a chemical probe is to allow quick and simple identi-

fication and purification of probe-modified proteins. The most commonly used tags

are biotin, fluorescent, and radioactive tags (for review see Sadaghiani et al. 2007b).
Biotin facilitates detection by simple Western blot approaches using a reporter

avidin molecule in place of the standard secondary antibody. Furthermore, biotin

allows direct isolation of labeled targets through affinity chromatography. Fluores-

cent and radioactive tags can be visualized by direct scanning of gels with a

fluorescence or phosphorimager scanner and typically have a greater dynamic

range than do streptavidin–biotin detection methods. Fluorescent tags also have

the added advantage of allowing direct microscopic imaging of proteases that have

been modified by an ABP. Specific application of fluorescent ABPs for imaging

applications are discussed later in this chapter.

The last 10 years have seen a significant increase in the number and types of

ABPs that have been designed by chemists. While the field of activity-based protein

profiling has continued to expand in the scope of enzymatic targets that can be

profiled, the greatest progress has been made with probes that target proteases (for a

relatively complete list, see Table 7.1). Profiling of the active forms of cysteine,

serine, and threonine proteases in complex proteomes has been successfully
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Table 7.1 List of commonly used protease activity-based probes (ABPs)

Papain family Probe name References

Cysteine

proteases

Biotin tags

Cathepsins/

Calpains

DCG-04 (Greenbaum et al. 2000)

Cathepsin B NS-196 (Schaschke et al. 2000)

Legumain Asp-AOMK (Kato et al. 2005)

Fluorescent tags

Cathespins/

Calpains

BODIPY-DCG-04 (Greenbaum et al. 2002)

Cathepsins GB-111, GB-123,

GB-137

(Blum et al. 2005, 2007)

Cathepsin B SV5 (Verhelst and Bogyo

2005)

Legumain Fam-XPD-AOMK (Sexton et al. 2007b)

Radiolabels

Cathespins/

Calpains

Cbz-Try-Ala-N2 Enzyme Systems

Products

DCG-04 (Greenbaum et al. 2000)

JPM-565 (Shi et al. 1992)

JPM-OEt (Bogyo et al. 2000)

LHVS-PhOH (Bogyo et al. 2000)

Cathepsin B MB-074 (Bogyo et al. 2000)

Caspases

Biotin tags

General caspase Biotin-X-VAD(OMe)-

fmk

Calbiochem

Z-VK-X-(biotin)-D

(Ome)-fmk

Calbiochem

KMB-01 (Berger et al. 2006)

Caspase-3 b-EvaD-epoxide (Sexton et al. 2007a)

Caspase-8 bAB06, bAB13 (Berger et al. 2006)

Caspase-9 bAB19 (Berger et al. 2006)

bAB28 (Berger et al. 2006)

Fluorescent tags

General caspase SR-VAD-fmk Immunochemistry

Technologies, LLC

FAM-VAD-fmk

Deubiquitinating enzymes

HA tags HA-Ub-VS (Borodovsky et al. 2002)

HA-Ub-Cl (Borodovsky et al. 2002

HA-Ub-Br2 (Borodovsky et al. 2002)

HA-Ub-Br3 (Borodovsky et al. 2002)

HA-Ub-VME (Borodovsky et al. 2002)

HA-Ub-VSPh (Borodovsky et al. 2002)

HA-Ub-VCN (Borodovsky et al. 2002)

Arg-Gingipain

Biotin tags BiRK (Mikolajczyk et al.

2003)

(continued)
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achieved through the development of ABPs that exploit the presence of conserved

active-site nucleophiles in these protease families. These probes selectively interact

with the enzyme active site, free of propeptide or inhibitor, and then form specific

mechanism-based covalent bonds between the active-site nucleophile and the

reactive warhead group. After modification by the probe, target proteases can be

isolated, biochemically monitored, or imagined by virtue of the tagging group used

on the probe. For metalloproteases, the lack of corresponding conserved nucleo-

philes in the active site has required the use of a photochemical group which, upon

light excitation, forms a stable linkage with amino acid residues of enzyme active

site. Several ABPs have been successfully developed for zinc proteases, leading in

some cases to the discovery of elevated zinc protease activities in pathological

samples (Chan et al. 2004, Saghatelian et al. 2004). However, up to now, the ABPs

developed for matrix metalloproteases (MMPs) have failed to detect endogenous

Table 7.1 (continued)

Papain family Probe name References

Serine proteases Radiolabels

All hydrolyases 3H-DFP PerkinElmer

Biotin tags

All hydrolyases FP-Biotin (Liu, Patricelli and

Cravatt 1999)

FP-Peg-Biotin (Kidd, Liu and Cravatt

2001)

Chymotrypsin-like Biotin-AAF-cmk Enzyme Systems

Products

Trypsin-like Bio-PK-DPP, Bio-NK-

DPP

(Pan et al. 2006)

Granzyme B Bio-x-IEPDP-(OPh)2 (Mahrus and Craik

2005)

Granzyme A Bio-x-IGN(AmPhg)p-

(OPh)2

(Mahrus and Craik

2005)

Fluorescent tags (Patricelli et al. 2001)

All hydrolyases (Liu et al. 1999)

(Patricelli et al. 2001)

Threonine

proteases

The proteasome

Radiolabels NP-LLL-VS (Bogyo et al. 1997)

Biotin tags Epoxomicin biotin (Meng et al. 1999)

AdaLys(Bio)AhX3L3-VS (Kessler et al. 2001)

Metalloproteases General probes

Biotin tags

Hydroxamates TFMPD-K(Bio)-GGX-

NHOH

(Chan et al. 2004)

Fluorescent tags HxBP-Rh (Saghatelian et al. 2004)

Hydroxamates TFMPD-K(Cy3)-GGX-

NHOH

(Chan et al. 2004)

Radiolabel

Phosphinic peptides Compound 1 (David et al. 2007)
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active forms of these proteases in samples known to overexpress MMPs (cancer

cells or tumors). Possible reasons for this failure as well as future directions to

overcome the actual limitations are discussed below.

Substrate-Based Imaging Agents

The principle of using substrate-based imaging agents as a means to detect proteo-

lytic activity in vivo has been demonstrated by a number of investigators. The

Weissleder group hasmade inroads into the application of near infrared (NIR) probes

for proteolytic activity as a means to measure protease activity and subsequent

inhibition (Weissleder 2002). NIR fluorophores have been attached to a linear

copolymer either directly (Weissleder et al. 1999) or via a peptide containing a

proteolytic cleavage site (Bremer et al. 2001). These probes function on the principle

of fluorescence/Förster resonance energy transfer (FRET): close proximity of the

fluorophores results in resonance transfer that quenches the fluorescent signal, and

the fluorescence intensity increases after cleavage of the peptide linker abrogating

the quenching of the fluorophore. These probes have been injected into tumor-

bearing mice and have applications relevant to many diseases, including cancer

(McIntyre and Matrisian 2003). For example, Cy 5.5-based reagents containing a

peptide cleavable by cathepsin B have been used as a method to distinguish well-

differentiated and undifferentiated breast cancers (Bremer et al. 2002) and the early

detection of intestinal adenomas (Marten et al. 2002) in preclinical models.

More than three decades ago, reagents to measure intermolecular distances by

FRET (Förster 1948) between donor (D) and acceptor (A) chromophores (Stryer

and Haugland 1967) were incorporated into substrates designed to measure hydro-

lase activity based on increased fluorescence attendant on loss of FRET (Latt et al.

1972). In these kinds of FRET-based reagents, FRET reduces the apparent lifetime

of the excited state of the chromophore resulting in a reduction in the amplitude

of fluorescence, particularly of the D chromophore. The efficient quenching of

EDANS by DABCYL, introduced in a novel fluorogenic substrate for assaying

retroviral proteases by FRET (Matayoshi et al. 1990), has been used in a plethora of

FRET substrates with specificity for various proteases afforded by the sequence of

the peptide linking the D fluorophore (EDANS) and the A quencher (DABCYL),

for example, Calbiochem, http://www.emdbiosciences.com; Sigma-Aldrich, http://

www.sigmaaldrich.com. In such FRET-based protease substrates, the intrinsic

fluorescence of a specific chromophore incorporated into the substrate is quenched

by resonance energy transfer to an acceptor; FRET is optimized by using fluor-

ophores with relatively long fluorescence lifetimes and acceptors with resonance

absorption bands that overlap the fluorescence emissions (Haugland et al. 1969,

Matayoshi et al. 1990). In the design of FRET-substrates for proteases, though,

optimal FRET quenching is afforded by attachment of donor and acceptor chro-

mophores in proximity on either side of the cleavable peptide bond; interference of

the chromophores with peptide recognition and cleavage must be considered.

For example, a FRET-peptide substrate for ADAMTS13 with fluorophore donor
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located at P7, the seventh amino acid from the scissile bond, and acceptor (quench-

er) at P5
0, that is, separated by 11 amino acids, serves as an efficient and selective

substrate for the protease, while a substrate with the donor located at P4 to reduce

the D–A separation was cleaved less efficiently, attributed to proximity of the modi-

fied residue to the cleavage site (Kokame et al. 2005). The design of these kinds

of fluorogenic peptide substrates is particularly pertinent in the development of

fluorescent triple-helical peptide collagen-like substrates (Lauer-Fields et al. 2003).

In such reagents, the conformation of the substrate, known to be critical for

platelet–collagen interactions (Smethurst et al. 2007), has a significant effect on

protease affinity and specificity (Lauer-Fields et al. 2007b) and has resulted in the

development of a new class of selective MMP inhibitors based on the structure of

the triple-helical transition state (Lauer-Fields et al. 2007a).

FRET-based proteases probes have also been developed based on fluorescence

homotransfer (Erijman andWeber 1993), in which the fluorescence is attenuated by

resonance energy transfer to an adjacent identical chromophore. For example, the

fluorescence of multiply labeled fluorescein (FL)-Dipyrromethene boron Difuoride

(BODIPY) albumin is 98% quenched due to homotransfer, providing a reagent that

can be used to monitor proteolytic cleavage of albumin (Reis et al. 1998). Likewise,

collagen and gelatin heavily labeled with FL, referred to as dye-quenched (DQ)-

collagen and DQ-gelatin, respectively, are minimally fluorescent with fluorescence

being manifest following proteolytic cleavage; these kinds of reagents have been

used for in vitro imaging of proteolysis by human breast cancer cells (Sameni et al.

2000). The principle of homotransfer self-quenching has been used in a number of

polymer-based NIR fluorescent (NIRF) protease probes developed by Weissleder’s

group (Weissleder et al. 1999, Bremer et al. 2001, Weissleder 2002). A similar

strategy has been used recently to measure the degradation of a NIRF-labeled

polyglutamic acid by cysteine proteases (Melancon et al. 2007).

In addition to the classical fluorescent chromophores, FRET has also been demo-

nstrated between variants of green fluorescent protein (GFP) (Heim and Tsien 1996,

Zhang et al. 2002) as well as with a number of new classes of fluorophores such as

nanocrystals and nanoparticles (Sapsford et al. 2006). FRET within a fusion protein

of blue- and green-fluorescent proteins (BFPs–GFPs) was abrogated by proteolytic

cleavage of the linker between the two domains (Heim and Tsien 1996). The

development of GFPs with different spectral properties (Piston et al. 1999) has

opened the possibility for generating reagents for in situ assay of various proteases.

For example, a modified GFP–Discosoma sp. Red (DsRed) sensor with a linker

cleavable by the 2A-protease encoded by enterovirus 71 (EV71) has been developed

to detect EV71 virus infection manifest by increased lifetime of the GFP donor

following proteolytic cleavage of the substrate sensor (Ghukasyan et al. 2007).

Another recently developed GFP-based sensor uses a nonfluorescent yellow-FP as

acceptor to measure FRET in living cells (Ganesan et al. 2006); in such resonance

energy-accepting chromoprotein (REACh) reagents, the donor GFP is quenched by

FRET to a dark nonfluorescent acceptor. Analogous to the DABCYL quenching of

EDANS (Matayoshi et al. 1990) and the more recently described ‘‘DQ’’ reagents such

as those with ‘‘black hole quencher’’ (Zheng et al. 2007), the REACh reagents have
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only a single fluorogenic chromophore (donor fluorescence), facilitating fluores-

cence lifetime imaging (FLIM). The quenched GFP–REACh reagents have been

used to visualize the distribution of specific biological processes, for example,

ubiquitination machinery, without the attenuation of signal that accompanies the

spectral selection required with reagents that contain more than one fluorophore

(Ganesan et al. 2006).

ABPs for Cysteine and Serine Proteases

The development of ABPs for cysteine proteases has been particularly successful

mainly due to the availability of a large number of covalently reactive functional

groups and to the fact that this catalytic class is divided into relatively small

subfamilies with overlapping substrate specificity. Thus, probes with optimal reac-

tive functional groups and selective linker sequences can be used to monitor small

sets of related cysteine proteases.

By far the largest family of cysteine proteases is the family of deubiquitinating

proteases (DUBs) with a total of more then 60 members in the human genome

(Lopez-Otin and Overall 2002). These proteases regulate the removal of ubiquitin

from target proteins, thus controlling their rates of degradation by the proteasome.

In addition, there are a number of small ubiquitin-like modifiers (SUMOs) that also

are attached to protein substrates and eventually are removed by proteases related to

the DUBs. Members of this family of cysteine proteases are somewhat unique in

that they recognize a folded protein (ubiquitin) as a substrate and therefore only

inefficiently process small peptide substrates. Thus, ABPs designed to target this

family of enzymes have required the use of the full 76 amino acid ubiquitin chain as

the linker region of the probe. A number of useful ABPs for the DUB family have

been synthesized by native ligation of a range of small electrophiles to the

C-terminus of epitope-tagged ubiquitin (see Table 7.1). These probes have been

used to identify new protease families and to monitor changes in activities of DUBs

in cancer cells as outlined later in this chapter.

Two other significant subfamilies of cysteine proteases that have been studied with

ABPs are the primarily lysosomal cysteine proteases of the papain family (clan CA/

CB) and the cytosolic caspases (clan CD) involved in the regulation of cell death.

A number of different classes of probes for both papain family and caspases have been

developed (see Table 7.1). The majority of these probes are short, tri- or tetrapep-

tides that carry reactive functional groups such as epoxides, acyloxymethyl ketones

(AOMK), or vinyl sulfones. Since members of both of these protease families

play important roles in regulation of cellular processes involved in cancer progres-

sion or response to chemotherapy, probes have already found widespread use for

imaging and biomarker discovery. These applications are outlined later in this

chapter.

Serine proteases, while similar in overall number of total family members to

the cysteine protease family, have been somewhat more difficult to study using

ABPs. This is primarily because the serine protease family is made of many highly
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specialized subfamilies that have relatively few or even single members. In addi-

tion, serine proteases are part of a larger group of serine hydrolyase enzymes, thus

complicating the development of protease-specific probes. Regardless of these

limitations, general serine hydrolyase probes have proven to be highly valuable

reagents for monitoring this larger family of enzymes (see Table 7.1). In particular,
a general fluorophosphonate probe has been used to identify a number of significant

new cancer biomarkers as outlined later in this chapter. In addition, probes contain-

ing peptide-based scaffolds in combination with a less reactive diphenyl phospho-

nate warhead have proven to be quite selective as ABPs for serine proteases (see
Table 7.1). By changing the sequence of the primary peptide scaffold, probes of this

family have been designed to target diverse enzymes in both trypsin and chymo-

trypsin family proteases and granzyme family proteases with distinct specificities

and functional roles. It is clear that further development of probes for serine

proteases will likely yield new tools with direct applications to cancer in the near

future.

Probes for Metalloprotease Activity

Small Molecule Activity-Based Probes

Development of ABPs to covalently modify the active site of zinc metalloproteases

reliesfirst on the selection of anoptimal broad-spectrumor selective synthetic inhibitor

and secondon the identificationof a suitable photolabile group that canbe incorporated

into the inhibitor structure. The main classes of photolabile groups (or photophores)

yielding reliable and reproducible labeling of target proteins are depicted in Fig. 7.2.

These photophores fulfill a number of important criteria for photoaffinity labeling

experiments: reasonable stability under ambient light, a photochemically generated

Fig. 7.2 Structures of the three major photophores incorporated in zinc metalloprotease activity-

based probes (ABPs): benzophenone, diazirine, and phenylazide.
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excited state with lifetime shorter than the dissociation of the inhibitor–enzyme

complex but long enough to spend sufficient time in close proximity to the target

site for covalent linkage, unambiguous photochemistry to provide a single covalent

adduct, an activated form that reacts with CH groups as well as nucleophilic X–H

bonds, and an activation wavelength longer than the ultraviolet absorption of

protein targets (>300 nm) (Fleming 1995, Dorman and Prestwich 2000). These

common photophores are hydrophobic groups and thus their incorporation into an

inhibitor may compromise inhibitor solubility. In complex proteomes, potentially

useful ABPs might be missed because of high nonspecific background labeling.

Also, given the bulkiness of these photophores, the site of incorporation into the

inhibitor should be chosen carefully in order to preserve the inhibitor affinity for its

targets. Commercially available derivatives of amino acids incorporating these

photophores can be used during classical peptide synthesis. Introduction of the

photophore at a specific site on the inhibitor is also possible; however, this often

requires significant synthetic efforts that often make such strategies impractical.

While attachment of a highly reactive photolabile group may yield the desired

results for cross-linking, in some cases synthesis of multiple analogues may be

required to ensure an efficient labeling of the targeted enzymes. In fact, the chemical

composition of the residues surrounding the photoreactive group in the enzyme active

site often varies leading to highly variable yields of covalent cross-linking among

related protease targets. Efficient labeling is expected to occur when, in the enzyme–

ABP complex, the reactive group points toward cavities of the enzyme active site,

while weak labeling may arise if the reactive moiety is highly exposed to solvent

molecules. Thus, the positioning of the photolabile group in the inhibitor structure

requires significant optimization. This was illustrated in a series of probes developed

to target MMP active forms. In this study, a benzophenone photolabile group was

incorporated either in the P2
0 or P30 position of hydroxamate peptide inhibitors (Fig.

7.3) (Sieber et al. 2006). Whereas a strong labeling of MMP-1 was observed when

the benzophenone occupied the inhibitor P2
0 position, only weak labeling of MMP-

1 was observed when this group was positioned at the P3
0 position. The same trends

were reported for MMP-9 and MMP-12. These results can be explained by the fact

that the S3
0 subsite of MMPs is much more solvent exposed than the S2

0 subsite.
Variation in the cross-linking yield was also found to depend on the identity of the

target protein, even within the same protein subfamily. The presence of a very deep

cavity (the S1
0 subsite) in most MMP active sites (except MMP-1 and -7) was

exploited to introduce a photolabile group (an azide group) in the P1
0 position of a

phosphinic peptide inhibitor of MMPs (Fig. 7.3) (David et al. 2007). In this MMP

probe, the photolabile group was incorporated on the distal part of an unnatural side

chain, placing the azido group deep inside the S1
0 cavity of MMPs, in a position

protected from bulk solvent. This probe was shown to selectively label only the

active site of MMP-12 with a cross-linking yield of 42%. Determination of the

probe efficiency in modifying other MMPs revealed some unexpected results. In

fact, this probe was observed to cross-link the active site of eight MMPs (MMP-2, -

3, -8, -9, -11, -12, -13, and -14), but with a 40-fold difference in efficacy, a variation

that may limit the detection of some MMP active forms in complex proteomes. The
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lowest yield of covalent modification with this probe was observed for MMP-3 and

MMP-8, suggesting that it may be difficult to detect these two MMPs with this

probe. These results highlight one of the main drawbacks of using a photolabile

group to cross-link ABPs to their target, namely, that even modest changes in the

active sites may result in dramatic variation in cross-linking yields and thus a strong

impact on the detection threshold for a given target protease.

Many ABPs developed to target the MMPs have made use of hydroxamate-

containing peptides as templates (Chan et al. 2004, Saghatelian et al. 2004, Sieber

Fig. 7.3 Examples of activity-based probes (ABPs) developed to detect matrix metalloproteases

(MMPs), using hydroxamate or phosphinic peptide templates. The hydroxamate ABPs incorporate
an alkyne group in the C-terminal position making it possible to add, post-photoactivation, either a

fluorescent or a biotin tag using click chemistry
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et al. 2006). Given the avidity of the hydroxamate group for the zinc atom, hydro-

xamate inhibitors were observed to display only modest selectivity toward zinc

metalloproteases (Brown et al. 2004, Cuniasse et al. 2005). Thus, ABPs using this

pharmacophore bind many classes of metalloproteases. Ilomastat (GM6001), a

highly potent hydroxamate-based MMP inhibitor, was used as a template to derive

one of the first generation metalloprotease ABPs (Saghatelian et al. 2004). By

incorporating a benzophenone photolabile group in the P2
0 position of Ilomastat,

a highly potent ABP was developed, allowing efficient labeling of recombinant

MMP-2. However, treatment of tumor cells known to overexpress MMPs led to

strong labeling of three zinc proteases (NEP, LAP, and DPPIII), but not of any of

the MMP family proteases. Labeling of these targets was rationalized by showing

that Ilomastat displayed nanomolar potency toward these zinc proteases. It is worth

noting that these zinc proteases display low sequence homology with MMPs and

possess very different active site topologies. Thus, the use of the relatively nonse-

lective hydroxamate inhibitor scaffold may allow broad coverage of the zinc metal-

loprotease family; however, it may also be possible that the lack of probe selectivity

toward MMPs is responsible for the inability to detect MMPs using this class

of probes. Furthermore, the potentially low abundance of MMP active forms

may require the generation of extremely selective ABPs to isolate and enrich the

MMPs from the proteome to facilitate their detection and identification. The

use of lower affinity zinc-binding elements, such as the phosphoryl group, can be

exploited to develop phosphinic peptide inhibitors exhibiting high potency and

restricted selectivity profile toward MMPs (Devel et al. 2006).

The difficulty in detecting active forms of MMPs can be explained by arguing

that these proteases are mostly expressed as inactive zymogen forms and that most

of the activated MMP fractions are blocked by endogenous inhibitors (i.e., the

tissue inhibitors of metalloproteinases, TIMPs). Thus, active forms of MMPs may

exist at levels that are well below the current detection limit of ABP technologies,

even when using the exceptional resolution and sensitivity of multidimensional

liquid chromatography coupled to mass spectrometry (MS). Analysis of MMP

expression by cells or tumor tissues by gelatin zymography allows the detection

of extremely low levels of activated forms of MMP-2 and MMP-9 in complex

proteomes. In fact, for MMP-9, a threshold of detection of 100 attomoles has been

reported (Masure et al. 1991). Given the sensitivity of this method, the detection of

MMP-9 and MMP-2 active forms in cell supernatants and tumors tissues extracts is

often reported. However, these data should be interpreted with great caution since

the ‘‘active’’ forms of MMP-2 and MMP-9 detected at 82 and 62 kDa in gelatin

zymography may account for both active forms and their TIMP complexes, since

the denaturing conditions of electrophoresis dissociate the MMP–TIMP complexes.

Using affinity capture approaches, which allow enrichment of only active forms of

MMPs, it has been reported that the conditioned media of HT1080 fibrosarcoma

cells, pretreated with concanavalin A to activate pro-MMP-2, mostly contains

TIMP-2/MMP-2 complexes and only trace amounts of active MMP-2 (Hesek

et al. 2006). Here again, trace amounts of active MMP-2, as detected by gelatin

zymography, may represent only a few femtomoles of protein, a quantity poorly
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detected even by MS. In confirmation of this finding, labeling of murine tumor

extracts with a phosphinic radioactive probe led to similar conclusions. In order to

quantify the amounts of MMP active forms labeled by the probe in tumor extracts, a

known quantity of the catalytic domain of human MMP-12 was added to the

sample, before photoactivation of the probe. The catalytic domain of h-MMP-12

was chosen due to its unique molecular weight and isoelectric point that allow it to

be differentiated from murine-derived MMPs. Furthermore, sensitive detection of

h-MMP-12 was achieved with the phosphinic probe; as low as 2.5 fmol of h-MMP-

12 can be detected (David et al. 2007). As shown in Fig. 7.4 (unpublished results),

labeling of exogenous MMP-12 (0.5 pmol) can be observed, confirming that the

probe is able to find its targets, even in complex proteomes. Other labeled proteins

may represent either specific labeling of endogenous MMP active forms or nonspe-

cific labeling of proteins present in high abundance in the tumor extract. Competi-

tive experiments with excess of MMP inhibitors suggest that several proteins

detected in this experiment represent MMP active forms. Based on radioactivity

counting, it can be estimated that, as a whole, ~0.5 pmol of endogenous proteins are

labeled by the ABP in this sample, with the most intense spots representing about

50 fmol of MMP active forms, a level preventing direct identification of the labeled

proteins by 2DE-MS. These experiments again suggest that MMP active forms are

present in extremely low amounts, a result in agreement with gelatin zymography

data and which may explain the failure to detect MMP active forms in previous

reports. These results support the notion that MMPs are mostly present in their

zymogen form and in complex with TIMPs, a situation that could be very specific to

the MMP family, as compared to other classes of zinc metalloproteases. In this

respect, it is worth noting that many zinc metalloproteases identified by the ABP

profiling approach are expressed directly as active forms, for which no natural

Fig. 7.4 Labeling of mice tumor extract (colon carcinoma) by the phosphinic probe displayed in

scheme 2. Before photoactivation, 0.5 pmol of h-matrix metalloprotease (MMP)-12 were added to
the sample as an internal standard for protein quantification. The sample was analyzed by 2D

sodium dodecyl sulfate–polyacrylamide gel electrophoresis (SDS–PAGE) followed by detection.

(See also Color Insert I)
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inhibitors have been reported. Included in this family are the three metalloproteases

(neprilysin, dipeptidylpeptidase, and leucine aminopeptidase) observed to be cova-

lently labeled by an ABP developed to target MMPs. Using a more sensitive

approach to detect labeled proteins, based on a liquid chromatography–MS plat-

form and a series of new ABPs, Sieber et al. (2006) identified several zinc metal-

loproteases whose activity is not regulated by zymogen activation and natural

inhibitors. In a recent report, using sepharose resin functionalized with a hydro-

xamate-based MMP inhibitor, detection of MMP active forms in tumor extracts was

achieved (Hesek et al. 2006). However, the quantity of total protein loaded on this

affinity column was not specified, thus it is not possible to estimate the percentage

of MMP active forms relative to total protein levels present in these tumor extracts.

While a number of valuable new metalloprotease probes have been reported that

are highly useful reagents for monitoring the activities of a number of metallopro-

tease families (see Table 7.1), optimal covalent labeling of active MMPs remains

challenging. As discussed above, the yield of cross-linking by photoaffinity probes

is likely to be controlled by several factors, which are not easy to explicitly take into

consideration when designing a probe. Thus, the development of ABPs that are

able to label all MMPs with high efficiency will require more systematic studies

evaluating the influence of the photolabile group, as well as its site of incorporation

on the probe scaffold. The specificity of the inhibitors selected for developing ABP

probes is likely to be critical to allow successful detection of MMP active forms

when these forms are present at a much lower abundance compared to other related

zinc proteases. Thus, fine-tuning the yield of covalent modification and selectivity

of the ABP will require dedicated efforts. Additional factors, such as tissue extrac-

tion procedures, stability of the MMP active forms in extraction buffers, storage of

the sample before processing, and analysis conditions, may also be critical for

detection of proteins expressed in low amounts. Thus, optimization of all these

factors may prove to be critical to fill the gap in MMP detection. Finally, since the

photoactivation step of the metalloprotease ABPs limits their use to ex vivo

experiments, future developments in reactive moieties to incorporate in ABPs

will be necessary to generate ABPs that can be used to profile the zinc metallopro-

teases in vivo.

Substrate-Based Imaging Agents for Metalloprotease Activity

A NIR FRET substrate-based probe containing the peptide sequence GPLGVRGK

was developed and used to detect MMP-2 activity in HT1080 human fibrosarcoma

xenografts, giving a fluorescence response that could be inhibited by treatment with

a synthetic MMP inhibitor (Bremer et al. 2001). In more recent studies, these kinds

of polymer-based protease substrates have been used to assess proteases activities

in murine arthritis (Izmailova et al. 2007) and in cardiovascular disease (Jaffer et al.

2007). Interestingly, a peptide-based NIRF probe, quenched by heterotransfer to a

NIR absorber and designed to detect MMP-7 activity (Pham et al. 2004), appears to
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provide detection of tumor-associated MMP activity without the use of a polymer

delivery vehicle (Wellington Pham, personal communication). For optical imaging,

Achilefu and colleagues have prepared a number of NIR optical contrast agents

designed to either bind to or be metabolized by tumors and, together with Britton

Chance, have demonstrated the feasibility of detecting 2 cm-deep subsurface tumors

using a metabolism-enhanced NIR fluorescent contrast agent and NIRF in vivo

imaging (Achilefu et al. 2002, Chen et al. 2003, Achilefu 2004). The Tsien group

have described a new strategy to use activatable cell-penetrating peptides (ACPPs),

consisting of a polyarginine membrane-translocating motif linked via an MMP-

cleavable peptide (PLG*LAG) to an appropriate masking polyanionic domain

(a cleavable peptide hairpin), to deliver fluorescent labels to within tumor cells

both in vitro and in vivo after cleavage by tumor-associated proteases (Jiang et al.

2004). Such ACPPs offer a general strategy toward both imaging and delivery of

therapeutics in a variety of diseases in which extracellular proteases have been

implicated.

McIntyre and Matrisian have generated dendrimer-based optical proteolytic bea-

cons (PBs) for MMP-7 detection (McIntyre andMatrisian 2003, McIntyre et al. 2004)

(Fig. 7.5). Their PBs are built on a dendrimeric polymer core, such as Generations 4

Starburst1 Polyamidoamine (PAMAM) (nominal MW, 14,215). The prototype

visible-range PB for MMP-7, PBvisM7, consisted of dendrimer coupled to sub-

strate peptide previously labeled with fluorescein (FL) linked to its N-terminus

(McIntyre et al. 2004). The peptide sequence is selectively cleaved by MMP-7 as

compared to other MMPs (Welch et al. 1995). A caproyl linker (Ahx) is included

adjacent to the N-terminal FL so as to diminish the solubility of the FL-RPLA

peptide produced by proteolysis. The FL-labeled cleavable peptide serves as the

Fig. 7.5 Schematic structure of PBvis and PBnir. In PBvisM7, fluorescein (FL), linked at the

N-terminus of the matrix metalloprotease (MMP)-selective cleavable peptide (cleavage site

denotated by *), serves as the optical sensor. The internal reference, tetramethylrhodamine

(TMR), is linked directly to the Starburst (PAMAM) dendrimer (generation 2 shown at the left,

generation 4 in the space-filling model). For PBnirM7, AlexaFluor700 serves as the sensor and

AlexaFluor750 as the reference
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optical sensor and the PBs also include tetramethylrhodamine (TMR) linked direct-

ly to the dendrimer scaffold; the TMR serves not only to quench the fluorescence of

the FL on the protease sensor, but also as an internal reference that is used to track

both substrate and product. Treatment of PBvisM7 with MMP-7 results in a

significant enhancement in the FL fluorescence with a minimal change in the

fluorescence of TMR, with the maximal MMP-7 enhancement in green fluorescent

signal ~17-fold (McIntyre et al. 2004). The more recently reported NIR version of

the MMP-7-PB, PBnirM7, uses AlexaFluor700 or Cy5.5 as the sensor instead of FL

and AlexaFluor750 instead of TMR for the reference (Scherer et al. 2008).

Applications of Activity-Based Probes

Once a small-molecule ABP has been designed and its targets identified by affinity

purification, it is possible to use this probe in a number of diverse applications. In one

of themost useful applications of anABP, levels of active proteases can bemonitored

in a range of samples that differ in stages or types of disease pathology. This

application for ABPs allows specific proteases to be identified that may serve as

useful biomarkers of that disease. A number of elegant examples of the use of ABPs

to identify proteases as cancer biomarkers are outlined below. Proteases that show

altered levels during progression toward disease may also represent valid targets for

drug development. ABPs also serve as potentially valuable tools to monitor inhibi-

tion of target proteases by small molecule drug leads. ABPs allow therapeutic effects

of a drug to be linked with inhibition of specific protease targets, thus helping to

validate that target for further drug development efforts. Finally, since ABPs form

direct covalent bonds with their targets, it is possible to directly visualize the

localization of active proteases in whole cells and even in whole animals. The final

application of ABPs covered in this chapter is their use for in vitro and in vivo

imaging. Note that the applications of ABPs are also pertinent to the use of substrate-

based imaging probes, that is, as noninvasive cancer biomarkers, tools for target

modulation by small molecule protease inhibitors, and in cancer detection.

Using ABPs to Identify Protease Biomarkers in Cancer

One of the potentially most promising applications for ABPs is for the discovery of

new biomarkers of disease. Since members of all of the major classes of proteases

have been implicated in some stage of cancer progression, it is likely that proteases

will be a rich source for new markers for disease diagnosis and prognosis. Several

ABPs have been developed to target enzymes implicated in cancer progression

and tumorigenesis, including metalloproteases, cysteine cathepsins, and esterases

(Evans and Cravatt 2006, Schmidinger et al. 2006, Fonovic and Bogyo 2007).

These ABPs have been used to profile human tumors and tumor cell lines and
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identify novel enzyme activities for the diagnosis and treatment of cancer (Table

7.2). In a typical experiment, normal and disease proteomes are labeled with an

ABP and the proteins are separated and analyzed by gel electrophoresis (Fig. 7.6).

Enzymes that differ in their activity levels can then be identified as potentially

interesting new biomarkers.

In one example of an application of ABPs to cancer biomarker discovery, FP-

rhodamine, an ABP that targets the serine hydrolase superfamily of enzymes, was

used to profile the activities of these enzymes in a set of human breast and

melanoma cancer cell lines (Jessani et al. 2002). This study confirmed that highly

invasive cancer cells from several different tumor types upregulate a distinct set of

serine hydrolase activities, including the protease urokinase and a novel integral

membrane hydrolase, KIAA1363. Although urokinase was known to be involved in

tumor progression, KIAA1363 had never been implicated in cancer and therefore

represents a potentially important new cancer biomarker (Jessani et al. 2002). In a

related study, a panel of primary human breast cancer tissues was probed with the

biotin-labeled version of FP-rhodamine (Jessani et al. 2002). Probe-labeled proteins

were enriched using avidin-conjugated beads, digested by trypsin, and subjected to

semiquantitative MS analysis. A set of enzymes, including KIAA1363, with ele-

vated activities in the most aggressive tumor tissues, was identified as potential

breast cancer biomarkers. Recently, both FP-rhodamine and FP-biotin were used to

identify enzymes that are involved in cancer cell intravasation, the process by

which tumor cells enter into the vasculature (Madsen et al. 2006). The activity

level of the serine protease urokinase-type plasminogen activator (uPA) was sub-

stantially elevated in the high intravasating (HT-high/diss) variants of the human

fibrosarcoma cell line HT-1080. Inhibition of uPA activity significantly reduced the

rate of intravasation and metastasis of HT-high/diss cells, suggesting that active

uPA is a key determinant of these processes (Madsen et al. 2006).

Metalloproteases also play key roles in cancer progression events such as angio-

genesis and metastasis (Deryugina and Quigley 2006). Several metalloprotease

genes are overexpressed in metastatic cancers, and inhibitors of these enzymes

reduce tumor angiogenesis in animal models of cancer (Egeblad and Werb 2002).

A library of metalloprotease probes based on a peptide hydroxamate scaffold carry-

ing a photocrosslinker was used to profile the activities of metalloproteases in both

breast carcinoma and melanoma cell lines (Saghatelian et al. 2004, Sieber et al.

2006). Neprilysin, alanyl aminopeptidase, and ADAM10 activities were found to be

elevated in invasive cells. Although neprilysin has historically been considered a

negative regulator of tumorigenesis, its high activity in invasive melanoma cells

suggests that this enzyme may contribute to cancer progression.

Histone deacetylases (HDACs) are enzymes that remove acetyl groups from

lysine residues on histone tails and therefore are important regulators of gene

expression. These enzymes have also been implicated in tumor growth and devel-

opment (Minucci and Pelicci 2006). While not proteases, these enzymes carry out a

hydrolysis reaction using catalytic residues that are similar to a metalloprotease.

Thus, ABPs have been designed to target HDACs that are similar to ABPs that

target metalloproteases. An HDAC-selective ABP has been designed based on a
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hydroxamic acid zinc-chelating moiety and a photoactivatible benzophenone group

(Salisbury and Cravatt 2007). This probe was used to analyze HDAC activity

in melanoma and ovarian cancer cell proteomes (Salisbury and Cravatt 2007).

Differences in the composition and activity of HDACs were found among cancer

cells indicating that the members of the HDAC enzyme family may have a variety

of functional roles in cancer.

The ubiquitin-specific proteases (USPs) are a large family of proteolytic enzymes

that regulate the production and recycling of ubiquitin and are involved in cell growth

and differentiation (Rolen et al. 2006, Ovaa 2007). ABPs containing a reactive

electrophile conjugated to the full-length ubiquitin protein have been shown to be

highly selective probes of the USPs. A number of these probes were used to identify

unique and tumor-specific activities in a variety of human tumor cell lines (Ovaa et al.

2004). One specific USP, UCH-L1, was highly active in numerous malignant tumor

cell lines. UCH-L1 activitywas also found to be upregulated in normalB cells after in

vitro Epstein-Barr virus infection. This increase in activity correlated with a transi-

tion from slow to rapid proliferation of the cells, implicating UCH-L1 in this

adaptation. USP-specific ABPs have also been used to profile USP activity in

human cervical cancer biopsies (Rolen et al. 2006). The activities of two USPs,

UCH-L3 and UCH-37, were elevated in tumor tissue when compared to normal

tissue. Additionally, the activities of four USPs were upregulated in primary kerati-

nocytes upon infection with human papilloma virus oncogenes, suggesting that the

USPs are involved in growth transformation (Rolen et al. 2006).

ABPs have also been applied to functionally characterize enzyme activities in

mouse models of cancer. The biotinylated ABP DCG-04 that targets the papain

family of cysteine proteases was used to evaluate cysteine cathepsin activity in

mammary tumor cells from PyMT;ctsb�/� mice, a mouse mammary cancer model

deficient in cathepsin B (Vasiljeva et al. 2006). Although cathepsin B is the most

active cysteine cathepsin on the surface of PyMT;ctsbþ/þ mammary cells, tumor

cells lacking this protease (from PyMT;ctsb�/� mice) show an upregulation of

active cathepsin X on their cell surfaces. Cathepsin X activity partially compensates

for the deficiency of cathepsin B in these tumor cells. Data from these experiments

suggest that proteases can dynamically compensate for each other, thus complicat-

ing the analysis of data from genetically deficient ‘‘knock-out’’ mice. In a similar

study using the DCG-04 probe, the levels of multiple cysteine cathepsins were

found to be highly upregulated in tumors that developed in the beta cells of the

pancreas of the RIP1-Tag2 mouse, a mouse model of pancreatic cancer. Cathepsin

expression was found to be linked to processes such as angiogenesis, and levels of

active protease correlated with overall invasiveness of tumors (Joyce et al. 2004).

In an effort to more fully characterize the enzyme activity profiles of xenografted

mouse tumors, ABPs such as FP-rhodamine have been used to characterize enzyme

activities inMDA-MB-231 breast cancer cells both before and after growth as tumors

in the mammary fat pad of immune-deficient mice (Jessani et al. 2004). Many serine

hydrolase activities, such as uPAand tissue plasminogen activator (tPA),were highly

elevated in the in vivo-derived lines of MDA-MB-231 and correlated with increased

tumor growth rates and metastasis upon reintroduction into mice.
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ABPs in Enzyme Inhibitor Discovery and Verification

In traditional drug discovery, libraries of small molecules are screened in vitro against

purified, often recombinant, protein targets to identify inhibitors. However, in vitro

assays provide only limited information regarding the in vivo potency and selectivity

of an inhibitor for a related series of enzymes and provide no information about the

selectivity pattern thatwill beobservedonce the compound is used invivo. SinceABPs

bind to the active sites of their enzyme targets, probes have been used to develop small

molecule inhibitor screens that resolve many of the shortcomings that plague standard

in vitro inhibitor assays (Greenbaum et al. 2002, Leung et al. 2003, Evans and Cravatt

2006, Fonovic and Bogyo 2007, Sadaghiani et al. 2007a). In an ABP-based screen,

whole cells, cell lysates, or even whole organisms are treated with a range of concen-

trations of a potential inhibitor (Fig. 7.7). Total tissue or cell extracts are then reacted

with an ABP and subjected to gel electrophoresis to separate the labeled enzymes.

Small molecule inhibitor binding to a target is then measured as a decrease in

enzyme labeling by the ABP. The resulting percent competition values can be

measured by quantification of labeled proteins and used to generate IC50 values of

the small molecule for each of the primary targets of the ABP. In contrast to

standard inhibitor assays, ABP-based assays can be performed in complex prote-

ome mixtures (including cells and whole organisms) containing multiple related

enzymes, thus allowing for the evaluation of both potency and selectivity in a native

cellular environment. These assays also eliminate the need for time-consuming

expression and purification of drug targets and can be used to identify inhibitors for

enzymes that lack known substrates. Finally, when used in vivo, ABP-based drug

screens provide information regarding potency, selectivity, and biodistribution of

an inhibitor in the context of a whole organism.

In one example of an ABP-based competition study, the potency and selectivity

of a series of cysteine protease inhibitors was monitored in rat liver extracts

(Greenbaum et al. 2002). This screen identified a small molecule that selectively

targeted cathepsin B activity. Since cathepsin B is suspected of facilitating tumor

invasion, this compound could potentially be used as a lead target for cancer

therapy. ABP-based assays using the serine hydrolase probe FP-rhodamine have

also been applied to the discovery of novel, selective inhibitors of KIAA1363, a

poorly characterized enzyme with highly elevated activity in invasive cancer cells

(Leung et al. 2003, Chiang et al. 2006). This screen yielded valuable lead com-

pounds that facilitated further study of the function of KIAA1363 in the metabolism

of lipids. Highly selective inhibitors of the caspases, cysteine proteases involved in

apoptosis that are often dysregulated in cancer, have also been identified using an

ABP-based competition assay (Berger et al. 2006).

In addition to the discovery of new inhibitors for cancer-related enzymes, ABPs

have been applied to the characterization of existing drugs. Proteasome-directed

ABPs have been used to evaluate the specificity of bortezomib, a clinically

approved proteasome inhibitor for the treatment of multiple myeloma (Altun

et al. 2005, Berkers et al. 2005). Myeloma cells were cultured in the presence or

7 Activity-Based Imaging and Biochemical Profiling Tools 123



absence of bortezomib, incubated with a cell-permeable, proteasome-specific ABP,

lysed, and then analyzed by gel electrophoresis. Results from these experiments

revealed that only the activities of the b1/b1i and b5/b5i subunits of the proteasome

were inhibited by bortezomib (Altun et al. 2005, Berkers et al. 2005).

ABPs have also been employed for the in vivo evaluation of inhibitors that target

enzymes involved in cancer. Kraus and colleagues used a proteasome-directedABP to

identify the active human proteasomal subunits targeted by bortezomib in patients

receiving this drug (Kraus et al. 2007). Blood cells obtained from a patient receiving

bortezomib monotherapy for multiple myeloma were treated with a proteasome-

Fig. 7.7 Enzyme inhibitor discovery using an activity-based probe (ABP)-based assay. Cell

lysates or whole cells are treated with a range of concentrations of an inhibitor. These samples

are then reacted with an ABP and subjected to gel electrophoresis to separate active enzymes. A

decrease in residual activity corresponds to more potent inhibition by the inhibitor. Additionally,

the selectivity of the inhibitor for one or multiple enzymes can be determined using this assay
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specific ABP. Bortezomib treatment was shown to reversibly eliminate both b1 and
b5 proteasomal activities and reduce b2 proteasomal activity in human blood cells.

Since proteasomal subunits in cancer cells are known to have variable activity, the

preferences of bortezomib for certain subunits may explain the differences in

patient sensitivity to this cancer drug (Kraus et al. 2007). The in vivo specificity

and biodistribution of another proteasome inhibitor, MG262, was monitored in

murine tissues using a fluorescently labeled proteasome-specific ABP (Verdoes

et al. 2006).

In another example of an application of ABPs to monitor the in vivo potency and

selectivity of small molecule inhibitors, the cathepsin-specific ABP DCG-04 was

used to evaluate inhibition of cysteine cathepsins in the RIP1-TAG2 transgenic

mice, a mouse model of pancreatic cancer (Joyce et al. 2004, Sadaghiani et al.

2007b). In these studies, inhibitors were injected into mice, and normal and tumor

tissue samples were collected and analyzed for residual cathepsin activity. The

inhibition of these proteases by the cathepsin-specific inhibitor JPM-OEt resulted in

a reduction in invasion, angiogenesis, and tumor growth (Joyce et al. 2004).

Importantly, fluorescently labeled DCG-04 enabled the biochemical identification

and monitoring of the cysteine cathepsins during tumorigenesis in these mice. In a

follow-up study, a panel of cathepsin inhibitors was evaluated in this same mouse

model using radiolabeled DCG-04 (Sadaghiani et al. 2007b). Inhibitors that had

been optimized for selectivity and potency against target proteases in crude tissue

extracts were tested for overall potency, biodistribution, and selectivity in vivo.

From these studies, a set of inhibitors was identified that showed optimal potency

and selectivity in tumor tissues and can be used as lead compounds for cancer

therapy. These studies demonstrate that ABPs can be a valuable tool for the analysis

of drug specificity and pharmacodynamic properties in vivo.

The substrate-based proteolytic probes have also been used as pharmacodynamic

markers to demonstrate efficacy of small molecule protease inhibitors. A NIR FRET

substrate-based probe detected proteolytic activity in HT1080 human fibrosarcoma

xenografts, giving a fluorescence response that could be inhibited by treatment with

the synthetic MMP inhibitor prinomastat (Bremer et al. 2001). Using the dendrimer-

based proteolytic beacon PBvisM7, treatment of tumor-bearingmice with the broad-

spectrumMMP inhibitor BB-94 resulted in a marked reduction in sensor FL fluores-

cence to ~40% of that before treatment (McIntyre et al. 2004). Interestingly, this

effect was observed only in MMP-7-transfected tumors, with no effect on the FL

fluorescence detected over the control tumor, suggesting that the selectivity of the

peptide sequence in substrate-based proteolytic probes may be a useful tool in

assessing the inhibitory profile of small molecule protease inhibitors in vivo.

Imaging Protease Activity in Tumors

One of the major challenges in cancer diagnosis is the early detection of small

primary tumors (Weissleder et al. 1999). Since many enzyme activities are upregu-

lated in tumor cells, probes that report on enzymatic activity represent valuable tools
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for early diagnostic imaging strategies (Weissleder et al. 1999, Mahmood and

Weissleder 2003, Sloane et al. 2006). In general, optical imaging techniques are

used to image protease activity in vivo. The cost, space, and time involved in optical

imaging are less demanding compared to other imaging modalities. Furthermore,

the advantage of optical imaging methods include the use of nonionizing low-

energy radiation, high sensitivity with the possibility of detecting micron-sized

objects, and continuous data acquisition in real time and in an intact environment.

Optical imaging in the NIR region between 700 and 900 nm has a low absorption by

intrinsic photoactive biomolecules and allows light to penetrate several centimeters

into the tissue, a depth that is sufficient to image practically all small animals

(Zuzak et al. 2002). Imaging in the NIR region has less tissue autofluorescence,

markedly improving the target/background ratio as compared with the visible

region of the spectrum (Rudin and Weissleder 2003). The detection sensitivity

depends both on selection of the fluoroscent probe and optimization of imaging

geometry for detection with a highly sensitive charge-coupled device (CCD)

camera. These kinds of optical imaging systems are capable of detecting a small

number of photons that are transmitted through living tissues permitting real-time

images to be collected within a few seconds. A fast and relatively easy imaging

procedure makes this modality attractive for potential clinical use. Fluorescence-

mediated tomography (FMT) has recently been shown to three-dimensionally

localize and quantify fluorescent probes in deep tissues at high sensitivity (Ntzia-

christos et al. 2002).

Current methods for imaging enzymes mainly rely on antibody labeling or on

substrates that become fluorescent after enzyme cleavage (Baruch et al. 2004,

Sloane et al. 2006). Although antibodies are specific for their enzyme targets,

they are not cell permeable and do not give information about enzyme activity.

Fluorescent substrates are useful for the activity-based imaging of proteases;

however, these compounds often suffer from a lack of specificity, leading to

cleavage by multiple classes of proteases (Baruch et al. 2004, Sloane et al. 2006).

Furthermore, there is no way to determine which protease is responsible for sub-

strate processing in vivo using fluorescent substrate reporters. In contrast, ABPs

covalently bind to active enzymes, thus permitting assignment of imaging signals to

specific enzymes (Fig. 7.8). In fact, a number of ABPs that target cysteine proteases

have been used to image enzyme activity in tumor cells both in vitro and in vivo

(Joyce et al. 2004, Blum et al. 2005, 2007).

A fluorescently tagged DCG-04 analogue has been used to image cysteine

cathepsin activity during tumorigenesis in RIP1-TAG2 transgenic mice (Joyce

et al. 2004). In this study, the ABP was administered systemically by intravenous

injection into a mouse. After allowing the probe to circulate for several hours,

pancreatic tumor tissue was collected and imaged using fluorescent microscopy.

Cathepsin activity was found to be elevated in tumors and at the invasive edges of

islet carcinomas. After imaging, tumor tissues were lysed and analyzed by gel

electrophoresis, providing an activity profile that could be used to identify and

quantify the levels of probe-modified cathepsins that produced the fluorescent

signals. Additionally, this ABP was applied to the imaging of cathepsin activity
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in a mouse model of cervical carcinogenesis (K14-HPV/E2 mice) (Joyce et al.

2004). Cathepsin activity levels were also elevated in cervical tumor tissues, further

confirming that cysteine cathepsin activity can serve as a useful cancer biomarker

and that cathepsin-specific ABPs have potential value as imaging agents to monitor

tumor progression in whole animals.

In a recent advance, a cathepsin-specific ABP that becomes fluorescent only upon

binding to its enzyme target has beendeveloped (Blumet al. 2005). Since taggedABPs

used in imaging are constitutively fluorescent, they generate a high nonspecific

fluorescent background when used in living cells. The newly designed quenched

ABP (qABP) makes use of the acyloxy leaving group found on the acyloxymethyl

ketone warhead. By attaching a fluorescent quencher, the probe is rendered nonfluo-

rescent when free in solution. Covalent modification of cysteine cathepsins by this

probe liberates the quencher moiety, and the probe becomes fluorescent. This cell-

permeable, quenchedprobe has beenused to image cathepsin activity levels in both the

murine fibroblast cell line NIH-3T3 and the human MCF-10A breast cancer cell line

Fig. 7.8 Quenched activity-based probes (ABPs) for the noninvasive imaging of tumors in vivo.

(a) Covalent labeling of a cysteine protease target by a quenched ABP. Activity-based labeling of

the target enzyme results in the loss of the quenching group and subsequent generation of a

fluorescently‐labeled enzyme. (b) Optical imaging of MDA-MB-231 breast cancer xenograft

tumors in nude mice using a quenched cysteine cathepsin-specific ABP. The quenched probe

was injected intravenously, and fluorescent images of the mice were taken at various time points

after injection. Images taken from Blum et al. (2007). (See also Color Insert I)
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(Blum et al. 2005). Cells treated with the qABP showed distinct punctuate fluores-

cent staining of lysosomal compartments, whereas the unquenched control probe

produced bright, nonspecific intracellular fluorescence that required extensive

washing to reveal specific target labeling. Importantly, the fluorescent signals

could be specifically blocked by pretreatment of cells with a general cysteine

protease inhibitor.

In a follow-up study, Blum et al. used a related series of quenched and non-

quenched ABPs to noninvasively image cathepsin activity in a xenografted mouse

model of breast cancer (Blum et al. 2007). NIR-labeled versions of the cysteine

cathepsin probes produced spatially resolvable fluorescence in the tumor tissues of

live mice that correlated with the levels of active cathepsins in those tissues (Fig.

7.8). Both quenched and nonquenched ABPs were able to selectively label tumor

tissue and had similar signal-to-background ratios; however, the quenched probe

achieved its maximum signal-to-background ratio much more rapidly than the

nonquenched probe. Ex vivo analysis of tumor tissues from these mice further

confirmed that the signals observed in the live animals were due to specific probe

labeling of active cathepsins.

The substrate-based PBs selective forMMP-7, PBvisM7, and PBnirM7, have been

used to detect MMP-7 activity in xenograft tumors in mice. In these studies, pairs of

xenograft tumors were established on the rear flanks of each animal; one tumor with

human colorectal tumor cells that express several MMP family members but do not

express detectable amounts of endogenous MMP-7, and a second with the same cells

transfected with an MMP-7 expression vector (Witty et al. 1994). Imaging was

achieved following intravenous injection of a single bolus of either PBvisM7 or

PBnirM7. Approximately 2–4 h following PB injection, the reference (R) signal was
low in both the control and MMP-7-transfected tumors while the sensor (S) channel
showed an approximately tenfold difference between the control and MMP-7-

expressing tumors with a comparable difference in sensor/reference (S/R) ratio

(Scherer et al. 2008). The second generation PBnirM7 has been used to detect

intestinal adenomas in the multiple intestinal neoplasia (Min) mouse model of

familial polyposis (Scherer et al. 2008). In those studies, the animals were sacrificed

post intravenous administration of PBnirM7 revealing enhanced fluorescence of the

MMP-7 sensor associated with a number of adenomas in the intestinal tract

examined ex vivo (Fig. 7.9). The S/R ratio was consistently and significantly higher

in Min adenomas compared to normal intestinal tissue of mice lacking the Min

mutation, and in Min adenomas from MMP-7-null mice. Similar studies by the

Weissleder group also demonstrated the detection of adenoma-associated protease

activity in the intestines of Min mice (Marten et al. 2002). Taken together, these

fluorescence imaging studies in living mice indicate that PB-M7s can be used to

detect and selectively image MMP-7 activity in vivo due to the enhanced fluores-

cence of the sensor in the proteolyzed reagent that results in an increase in S/R ratio.

The optical imaging approach using new optical reporters has the potential for

highly sensitive, noninvasive, in vivo detection and imaging of tumor-associated

proteolytic activity.
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Conclusion and Future Directions

Over the last several years, the field of activity-based proteomics has produced a

wealth of new technologies for the direct biological study of enzymes. Protease probes

that monitor the activity of numerous diverse enzyme classes have been synthesized,

and these probes have been applied to many biologically and pathologically relevant

fields. Additionally, a number of new tools, including gel-free screening systems and

quenched probes, have been developed that allow rapid identification and visualiza-

tion of enzyme activity in vitro and in vivo. Both ABPs and substrate-based imaging

probes have been applied to the identification and evaluation of potential enzyme

inhibitors in the physiologically relevant environments of a complex proteome, cell, or

even whole animal. However, challenges in the field of activity-based proteomics still

remain to be addressed. In order to identify new probe scaffolds that allow for greater

Fig. 7.9 In vivo imaging with substrate-based proteolytic beacon PB-M7NIR. (a–c) In vivo

imaging of mouse subcutaneous xenograft tumors with PB-M7NIR. Dorsal, caudal view of a

nude mouse of 4 weeks following subcutaneous injection of SW480neo (Neo) or MMP-7-expres-

sing SW480mat (Mat) cells. Tumor areas (~57 mm2 each) are shown in white light (a), the Cy5.5

sensor channel (b), and the reference channels (c) 4 h post retro-orbital intravenous injection of 1.0

nmol PB-M7NIR. Encircled areas represent regions of interest for quantitative assessment. Note

accumulation of PB-M7NIR in the kidneys of the mouse as detected with the reference channel (c),

but selective accumulation of sensor signal in the Mat tumor indicative of proteolytic activity (b).

Sensor signal on the spine and tail are presumed to be due to low levels of circulating, activated

probe that become detectable when they are close to the surface of the mouse. (d–g) Ex vivo

imaging of PB-M7NIR in APCMIN intestinal adenomas. Explanted mouse intestine from an

APCMIN mouse with spontaneous polyps in 60 min. Post-injection of 1 nmol of PB-M7NIR

Beacon. (d) White light image and (e) NIRF image in the Cy5.5 (sensor) channel. (e–f). High

power images of a single, intact adenoma (10�-objective) from an APCMin mouse (e). False-red

coloring in the Cy5.5 (sensor) channel (f) Cy7 (reference-green) channel. White line ¼ 100

microns. Adapted fr om Scherer et al. (2008). ROI, region of interest. (See also Color Insert I)
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proteomic coverage by ABPs, structurally diverse probe libraries need to be

developed. Furthermore, advances in gel-free analysis systems will be required to

profile proteins with low activities or abundances and to rapidly identify large

numbers of proteins targeted by ABPs. Perhaps the most important challenge facing

activity-based proteomics is the need to combine the data from activity-based

assays with relevant biological experiments to gain a more complete understanding

of enzyme function in cancer and other biological processes and diseases. The

continued use of optical imaging of proteolytic activity has exciting potential both

for the understanding of cancer and in applications to cancer detection, diagnosis,

and treatment. For preclinical studies, extension into the use of multiphoton fluo-

rescence microscopy for intravital imaging of protease activities should facilitate

the further delineation of specific roles of proteases in processes critical to tumor

progression. New developments in NIR optical tomography research (Nioka and

Chance 2005, Ntziachristos et al. 2005) are yielding promising optical approaches

for imaging in clinical practice, particularly as a complementary modality for breast

cancer detection (Chance et al. 2005, Zhu et al. 2005). The development of new

kinds of targeted optical reagents, including those providing for both imaging and

therapy (Chen et al. 2005, Zheng et al. 2007), will likely provide new paradigms for

the clinician. Noninvasive imaging techniques for proteolytic activity provide an

extraordinary opportunity to increase the sensitivity of detecting early-stage tumors

and to identify tumors that require particularly aggressive therapy. With time and

the rapid advance in technology, we are likely to see a sharp increase in the number

and types of applications of protease probes to oncology.
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Chapter 8

Images of Cleavage: Tumor Proteases in Action

Kamiar Moin, Mansoureh Sameni, Christopher Jedeszko, Quanwen Li,

Mary B. Olive, Raymond R. Mattingly, and Bonnie F. Sloane

Abstract The roles of proteases in cancer are now known to be much broader than

simply degradation of extracellular matrices during tumor invasion and metastasis.

Furthermore, proteases from tumor-associated cells (e.g., fibroblasts, inflammatory

cells, and endothelial cells) as well as tumor cells are recognized to contribute to

proteolytic pathways critical to neoplastic progression. Although increased expres-

sion of proteases at the level of transcripts and protein has been observed in many

tumors, the functional roles of proteases remain to be determined. Novel techni-

ques for imaging activity of proteases, both in vitro and in vivo, are available as are
selective imaging probes and substrates that allow discrimination of the activity of

one class of protease from another or one individual protease from another. In this

chapter, we describe in vitro models and assays for the functional imaging of

proteases and proteolytic pathways. These models and assays can serve as screen-

ing platforms for the identification of pathways that are potential therapeutic targets

and for further development of technologies and imaging probes for in vivo use.

Such uses might include diagnosis and patient follow-up during the course of

therapies that alter protease activities, perhaps even providing the crucial data

needed to alter the course of treatment and/or the therapies used.

Introduction and Historical Background

Elevated expression of proteases can be documented at the transcript and protein

levels in many tumors, as discussed in Chaps. 28–30. This elevated expression does

not necessarily translate into elevated activity as proteases are synthesized as

inactive proenzymes that require activation and there may also be elevated expres-

sion of endogenous protease inhibitors. Thus, to assess whether a protease is active
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and has the potential of playing a functional role, we need techniques that will allow

us to measure protease activity. Novel techniques and probes for functional imaging

of protease activity, both in vitro and in vivo, are being developed (for review, see
Moin et al. 2007). This chapter will discuss assays and probes for imaging protease

activity in vitro, and Chap. 7 by Bogyo and others will discuss assays and probes for
imaging protease activity in vivo.

The recent discordance between the results of preclinical and clinical trials

with matrix metalloprotease inhibitors (MMPIs) has led us to reevaluate what

we know and do not know about the functions of proteases in tumors. The MMPI

clinical trials did not include functional assays to determine whether the MMPIs

actually reached the sites of action of their target MMPs and most importantly

reduced the MMP activity at those sites. Thus, those in the cancer protease

community are left wondering whether their preclinical studies were inaccurate

or perhaps poorly designed, and whether the clinical studies did not use effica-

cious doses or dosing regimens for the MMPIs. Our hope is that imaging protease

activity in 4D (i.e., 3D in time) organotypic coculture models and in preclinical

models will improve our understanding of how proteases contribute to neoplastic

progression. Our intent is to use functional imaging techniques to delineate the

roles played during neoplastic progression by protease classes and ultimately by

individual proteases. This is obviously an ambitious goal that will require collab-

orative efforts among many investigators. Those partners presently in this effort

are the Protease Consortium (Giranda and Matrisian 1999), a Department of

Defense Breast Cancer Center of Excellence and the Center for Proteolytic

Pathways (http://cpp.burnham.org/metadot/index.pl).

There is an extensive body of literature documenting the association of proteases

with cancer. Indeed, a search of PubMed for the phrase ‘‘proteases and cancer’’

brings up a list of >43,000 papers, including >4,800 reviews. Nonetheless, the

protease community still has neither identified and validated all of the proteases that

play causal roles in neoplastic progression nor determined which proteases would

be appropriate therapeutic targets in premalignant lesions as compared to end-stage

cancers or in any one type of cancer. To help in this regard, we designed in

partnership with Affymetrix a custom oligonucleotide microarray, the Hu/Mu

ProtIn chip, for use in identifying the proteases that are expressed in human cancer

(Schwartz et al. 2007). The Hu/Mu ProtIn chip has on a single-chip oligos for

human and mouse proteases, protease inhibitors, and protease interactors. Thus,

using a single platform we can identify the proteases expressed in normal, prema-

lignant and malignant human specimens and determine whether similar patterns of

expression are found in mouse transgenic and xenograft models, that is, in models

required to test causality of the proteases and for preclinical studies of therapeutic

agents that target proteolytic pathways and protease imaging probes. Although the

Hu/Mu ProtIn chip is proving invaluable in discovering potential protease targets

(Schwartz et al. 2007, Sinnamon et al. 2008), identifying transcripts for proteases,

protease inhibitors and protease interactors does not tell us whether the proteases

are active. Thus, assays are needed that will assess protease activity, assays such as

those described in this chapter.
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Imaging Activity of Individual Proteases/Protease Classes

with Synthetic Substrates

Early attempts to define the protease activity in tumors and other tissues, such as

those pioneered by Robert E. Smith, used histochemical techniques (Smith and van

Frank 1975, for review see Boonacker and Van Noorden 2001). Smith’s probes

were designed primarily to assess the activities of lysosomal proteases. Cryostat

sections of the tumors were subjected to histochemical analyses employing the

substrates in solution or later in a cellulose membrane overlay. The latter is a

technique detecting fluorescence after isoelectric focusing and was first described

in 1985 (Garrett et al. 1985). This is similar to the primary imaging technique that

has been used to evaluate tumor activities of serine proteases and MMPs, that is, in

situ zymography. The first reported use of in situ zymography to determine protease

activity in tumors was for the localization of the urokinase-type plasminogen

activator (uPA) and tissue-type plasminogen activator (tPA) in tissue sections of

skin carcinomas (Sappino et al. 1991); use of in situ zymography to detect MMPs

was not reported until 1999 when it was used to establish that the gelatinolytic

activity of human thyroid carcinomas arose from tumor cell nests rather than the

stromal cells (Nakamura et al. 1999). By modifying the substrate (amino acid

derivatives of 4-methoxy-beta-napthylamine) originally developed by Smith

(Smith and van Frank 1975), Van Noorden and colleagues developed a technique

to continuously monitor activity of cathepsin B, a cysteine protease, in both cells

and tissue sections (Van Noorden et al. 1987). They recorded the accumulation of

the final fluorescent product (5-nitrosalicylaldehyde) over time and were able to

perform kinetic analyses. Furthermore, they were able to localize cathepsin B

activity to specific cell types and concluded that cysteine proteases play a signifi-

cant role in intracellular collagen degradation by fibroblasts and chondrocytes.

Later, Van Noorden in collaboration with Smith, developed a new set of peptide-

based fluorogenic substrates with cresyl violet as the reporting group to assess the

kinetic parameters of cysteine proteases in living cells and tissues (Van Noorden

et al. 1997, for review see Boonacker and Van Noorden 2001). Using such a probe,
Van Noorden and colleagues were able to demonstrate not only elevated cathepsin

B activity in well-differentiated human colon carcinomas but also a change in

localization of this activity from apical to basal within the same tissues (Hazen

et al. 2000).

Imaging Activity of Proteases with Protein Substrates

Another key development in imaging of proteolytic activity has been the availability

of protein substrates for functional imaging of live cells. Our laboratory has led

in the development of assay systems utilizing such substrates (for review see
Sloane et al. 2006). Initially, we grew tumor cells on fluorescein isothiocyanate
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(FITC)-labeled extracellular matrix (ECM) protein substrates and imaged the

ability of those cells to degrade their underlying ECM (Fig. 8.1a,b, Sloane 1996),

as had others (Chen et al. 1985). The advantage of such an assay is that it allows

one to image the degradation of large ECM substrates that may be relevant to the

ability of tumor cells, or other migrating cells such as endothelial cells, to move

through ECM in vivo. A limitation is that one is assessing discrete areas in which

there is loss of fluorescence in a high background of fluorescently tagged proteins.

Furthermore, in studies using FITC-labeled proteins, live cells and matrices

Fig. 8.1 Images of degradation of fluorescent and quenched fluorescent protein substrates by

tumor and stromal cells growing on the substrate. In panels a–b, BT549 human breast tumor cells

(2� 104) were grown on fluorescein isothiocyanate (FITC)-labeled collagen IV matrix for 2 days.

In panel d, BT549 tumor cells and WS1-2Ti human breast fibroblasts (5:1 ratio) were grown on

reconstituted basement membrane (rBM) containing dye-quenched (DQ)-collagen IV for 2 days.

All images were recorded with a Zeiss LSM 510 confocal microscope. (a) Differential interference

contrast (DIC) image showing BT549 cells growing on the collagen matrix. (b) Clearing of the

fluorescence background indicating proteolysis of the collagen IV substrate by BT549 cells

corresponding to the areas where cells are present. (c) Background image, without cells, of the

matrix containing DQ-collagen IV. (d) Areas of intense fluorescence representing cleavage

products of DQ-collagen IV adjacent to and inside cells. Magnification, 40�
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are not normally observed in real time but after fixation. This is due, in part, to the

need to counterstain for other markers, for example, paxillin, by immunocytochem-

istry. Therefore, one is observing proteolysis of a matrix that occurred at an earlier

time as a result of cells actively migrating on and invading into the matrix. Indeed,

when we imaged proteolysis of FITC-labeled laminin by U87 glioblastoma cells,

we were initially surprised to find trails in which there was loss of fluorescence that

did not coincide with the location of the fixed tumor cells, but rather appeared to

reflect migration on this matrix (Sloane 1996). Nonetheless, if one does not require

counterstaining, FITC-labeled substrates can be used in real time as was done for

the image in Fig. 8.1b. Such images of FITC-labeled substrates are, however,

difficult to interpret and quantify due to loss of fluorescence in a high background

of fluorescence. This led us to use dye-quenched (DQ) fluorescent protein sub-

strates, the DQ-substrates (Invitrogen, Carlsbad, CA), for imaging proteolysis by

live cells in real time.

Imaging Proteolytic Activity of Live Cells

The DQ-substrates are protein substrates (e.g., DQ-collagen IV, DQ-collagen I,

DQ-BSA) into which have been incorporated a large quantity of FITC molecules

that are situated very closely to each other on the protein backbone. This molecular

proximity causes the substrate to be self-quenched due to a FRET (Forester

resonance energy transfer) effect, as evidenced by the absence of fluorescence in

panel c of Fig. 8.1. Cleavage of the protein backbone by a protease results in

emission of fluorescent degradation products, that is, fluorescence due to loss of the

FRET effect. The gain in fluorescence due to cleavage of DQ-collagen IV by

cocultures of tumor cells and fibroblasts is illustrated in panel d of Fig. 8.1. We

have developed a novel confocal microscopy assay for functional imaging of DQ-

substrate degradation by live tumor cells grown in 2D monolayer (Sameni et al.

2001, Ahram et al. 2000), 3D monotypic (Sameni et al. 2001, 2003; Podgorski et al.

2005, Cavallo-Medved et al. 2005), and 3D multicellular or organotypic (Sameni

et al. 2003) cultures. We illustrate schematically in Fig. 8.2 the various elements

comprising a 3D culture in which tumor cells are grown on a reconstituted base-

ment membrane (rBM) of either Matrigel or Cultrex containing a DQ-substrate and

then overlaid with 2% rBM. Under such conditions, tumor cells invade into the

underlying matrix and in doing so generate green fluorescent degradation products

of the DQ-substrate, that is, pericellular proteolysis. Degradation products are also

observed inside the cells and may represent intracellular proteolysis or endocytosis

of cleavage products generated outside the cell. Our studies suggest that there is

both pericellular and intracellular proteolysis, the extent of each being dependent

on the proteolytic pathways used by the cells being imaged (Sameni et al. 2000).

Importantly, the proteolysis imaged in these assays can be quantified per cell

utilizing appropriate analytical software (see image analysis section below,

Jedeszko et al., 2008).
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We have analyzed the ability of live cells to degrade DQ-protein substrates when

growing in monolayers on those substrates mixed with a nonfluorescent matrix

(gelatin, rBM, collagen I). To date, monolayers of a variety of cells have been

shown to degrade DQ-BSA: BT20 and BT549 human breast carcinoma cells

(Sameni et al. 2001); DQ-collagen IV: BT20 and BT549 human breast carcinoma

cells (Sameni et al. 2001), U937 human macrophages (Sameni et al. 2003), U87

human glioblastoma cells (Sameni et al. 2001), and human endothelial cells

(Cavallo-Medved and Sloane, unpublished data); and DQ-collagen I: DU145,

PC3, and LNCaP (lymph node carcinoma of the prostate) human prostate carcinoma

cells (Podgorski et al. 2005) and human WS-12Ti breast and CCD colon fibroblasts

(M. Sameni, J. Dosescu, B.F. Sloane, unpublished data). In early studies, we used

DQ-protein substrates mixed with gelatin (Sameni et al. 2001, 2003; Ahram et al.

2000). As a denatured protein, gelatin is of course not representative of a matrix

encountered by migrating or invading cells in vivo. In addition, we were concerned
that DQ-protein substrates embedded in a denatured matrix might be more readily

endocytosed. If this was the case, their being degraded intracellularly might not

represent a normal pathway for degradation or alternatively enhanced endocytosis

might increase the ratio of intracellular to pericellular proteolysis. Therefore, we

now routinely use for our studies either DQ-collagen IV mixed with rBM, which

itself contains collagen IV, or DQ-collagen I mixed with collagen I.

Recent studies have allayed our concerns about endocytosis as they have shown

that internalization of collagen for intracellular degradation occurs normally as a

result of uPARAP (urokinase plasminogen activator receptor-associated protein)-

mediated endocytosis. uPARAP is a protein associated with the cell surface recep-

tor for uPA (for review, see Behrendt 2004) and uPARAP-mediated intracellular

degradation represents a major pathway of ECM turnover in murine mammary

tumors (Berger et al. 2004). These findings are consistent with our observations of

intracellular proteolysis of collagens IV and I by human breast, colon and prostate

carcinoma cells, and glioblastoma cells (Sameni et al. 2001, 2003; Podgorski et al.

Fig. 8.2 Schematic representation of a 3D reconstituted basement membrane (rBM) overlay

culture grown on rBM containing a dye-quenched (DQ)-substrate illustrating intracellular and

extracellular proteolysis. Green, red, and dark blue represent cleavage fragments of DQ-substrate,
cells, and nuclei, respectively. (See also Color Insert I)

142 K. Moin et al.



2005, Cavallo-Medved et al. 2005) and collagen IV by human macrophages

(Sameni et al. 2003).

MMPs, serine, and cysteine proteases all contribute to pericellular tumor prote-

olysis, as demonstrated by use of broad-spectrum and selective protease inhibitors

(Fig. 8.3, Sameni et al. 2000, 2003, Podgorski et al. 2005). Fluorescent degradation

Fig. 8.3 Images of abrogation of proteolysis by broad-spectrum inhibitors of several classes of

proteases. BT549 breast tumor cell and WS-12Ti breast fibroblast (5:1 ratio) cocultures were

grown on reconstituted basement membrane (rBM) containing dye-quenched (DQ)-collagen IV

with and without inhibitors and imaged with a Zeiss LSM 510 confocal microscope. Red, green,

and blue fluorescence depict pre-labeled fibroblasts, cleavage products of DQ-collagen IV, and

Hoescht-labeled nuclei, respectively. (a) Cocultures in the absence of inhibitors (same image as in

Fig. 8.1d, but including red and blue channels to illustrate the fibroblasts and nuclei, respectively)

showing strong green fluorescence representing proteolysis of DQ-collagen IV. Proteolysis, as

evidenced by a decrease in intensity of the green fluorescent cleavage products, is substantially

reduced in cocultures by 2 mM aprotinin (serine protease inhibitor); (b) 10 mMCAO74/CAO74Me

cocktail (cell permeable and impermeable, respectively, cysteine protease inhibitors that are

selective for cathepsins B and L); (c) 25 mM GM6001 [matrix metalloprotease (MMP) inhibitor].
(d) Magnification, 40�. (See also Color Insert I)
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products that accumulate intracellularly do so in vesicles that stain for lysosomal

markers such as LysoTracker and the cysteine protease cathepsin B. The latter was

demonstrated either by immunostaining to localize cathepsin B protein or by

histochemical staining to localize cathepsin B activity (Sameni et al. 2000, 2003;

Ahram et al. 2000). Inhibition of endocytosis reduces the accumulation of fluores-

cent degradation products without increasing the amount of degradation products

observed outside the cells (Sameni et al. 2000), whereas stimulation of endocytosis

by Rac1 increases accumulation of degradation products intracellularly (Ahram

et al. 2000). These findings are similar to those observed for uPARAP-mediated

endocytosis, as discussed above.

Another approach for imaging protease activity in living cells is to use activity-

based probes (ABPs), such as those developed byBogyo and colleagues (Berger et al.

2004, Bogyo et al. 2000, Kato et al. 2005). These probes are based on inhibitors and

target the active site of the enzyme, hence the nameABPs. In fact, they are specific to

the mature active enzyme and will not bind to the target if the active site is blocked

(Berger et al. 2004, Bogyo et al. 2000, Kato et al. 2005). The Bogyo group has

synthesized probes based on the molecular structure of the epoxide-derived E-64, a

potent inhibitor of cysteine proteases (Veerhelst and Bogyo 2005), to specifically

target these enzymes (Berger et al. 2004, Bogyo et al. 2000, Kato et al. 2005). They

have also developed quenched ABPs by including a quencher on the probes that can

be cleaved by proteolysis (Blum et al. 2005). Since ABPs bind to the proteases

covalently, they can be used to isolate and characterize the target protease biochemi-

cally, for example, subsequent to live cell imaging, cell extracts can be prepared and

the ABP-tagged proteases analyzed by sodium dodecyl sulfate–polyacrylamide gel

electrophoresis (SDS–PAGE) (Blum et al. 2005).

Tsien and colleagues have introduced exciting new fluorescent probes for

imaging of protease activity in living tumor cells (Jiang et al. 2004). In this

approach, a cationic cell penetrating peptide (CPP) carrying a fluorogenic cargo

(e.g., Cy 5) is fused to a polyanionic peptide via a cleavable linker sequence

selective for a particular protease. Normally, this complex cannot enter the cell

due to hindrance caused by the anionic moiety. When the linker is cleaved, the CPP

is released (hence activatable CPP) and can then enter the cell carrying its payload

(Jiang et al. 2004). Utilizing this technique, Tsein and coworkers were able to image

HT-1080 fibrosarcoma tumors in vitro and in vivo (Jiang et al. 2004). The same

concept can be used to deliver drugs to tumors in vivo (Jiang et al. 2004). In fact,

one can envision a scenario where drug and reporter are both delivered to the tumor

site, thus allowing for monitoring of drug delivery.

Imaging Proteolytic Activity of Live Cell Interactions

In tumors, proteases secreted from tumor cells, fibroblasts, or inflammatory cells

have been shown to bind to receptors/binding proteins in specialized regions of

the tumor cell surface such as invadopodia and caveolae. These specialized
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regions alter functional interactions among proteases and protease classes, in

many cases enhancing proteolysis (for reviews, see Cavallo-Medved and Sloane

2003, Chen and Wang 1999). In this regard, we have found that stromal and

inflammatory cells (monocytes, macrophages, and fibroblasts) alone either exhib-

ited no degradation or only modest degradation of DQ-collagen IV, whereas

in cocultures there is greatly enhanced degradation (Sameni et al. 2003). Fibroblasts

are important enhancers of colon and breast tumor proteolysis of DQ-collagen IV

(Sameni et al. 2003), resulting in an increase in proteolysis of as great as 15-fold.

Interaction of tumor cells with monocytes results in their activation to macrophages

(Mohamed et al. in press), with subsequent threefold increases in proteolysis. On

the contrary, the high levels of proteolysis that occur when fibroblasts are cocul-

tured with tumor cells are not further increased by addition of macrophages. The

intensity of fluorescent degradation products is highest at sites of fibroblast–tumor

cell interactions, consistent with cell–cell contact being required for enhancement

of proteolysis by fibroblasts (Sameni et al. 2000). In contrast, our most recent

studies of cocultures of tumor cells with myofibroblasts and mammary myoepithe-

lial cells show that whereas the interaction of tumor cells with myofibroblasts

enhances proteolysis, addition of myoepithelial cells results in a reduction of

proteolysis and reversal of the malignant phenotype (Sameni and Sloane, unpub-

lished data). Thus, tumor proteolysis can be modulated by tumor–stromal–inflam-

matory interactions as well as by the tumor cells themselves.

Model Systems for Imaging Proteolytic Activity of Tumor

Microenvironment

The contribution of the tumor microenvironment to neoplastic progression is now

well accepted. This was appreciated by the cancer protease community early as

many of the so-called tumor proteases are known to derive from tumor-associated

cells such as fibroblasts and inflammatory cells (also see above) rather than the

tumor cells themselves (Hewitt and Dano 1996, DeClerck 2000, Elenbaas and

Weinberg 2001, Owen et al. 2004, McCawley and Matrisian 2001). There are

several reviews that discuss the role of the tumor microenvironment in regulating

expression, activation, and localization of tumor proteases and thereby tumor inva-

sion (Hernandez-Barrantes et al. 2002, Quaranta and Giannelli 2003, Schmeichel

and Bissell 2003).

Elegant studies by Bissell, Brugge, and coworkers (for reviews see Schmeichel

and Bissell 2003; Shaw et al. 2004) have established the importance of studying

cells in vitro in a 3D context. Therefore, we have analyzed proteolysis of DQ-

collagen IV by cells grown as 3D spheroids, aggregates or acini, in the latter case

using the protocols established by Brugge and colleagues (Debnath and Brugge

2005, Debnath et al. 2003) for growing MCF-10A human breast epithelial cells in

3D rBM overlay cultures (Mullins and Sloane, unpublished data). As depicted in

Fig. 8.4a, MCF-10A acini degrade DQ-collagen IV at the periphery of the acini. In
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general, we observe both pericellular and intracellular proteolysis with spheroids

and aggregates of other cell lines examined to date: human carcinoma cells of breast

(Sameni et al. 2003), colon (Sameni et al. 2003, Cavallo-Medved et al. 2005), and

prostate (Podgorski et al. 2005) origin, human fibroblasts of breast and colon origin

(Sameni et al. 2003), and human glioblastoma cells (Sameni et al. 2001). The ratios

of pericellular to intracellular proteolysis vary from one cell line to another irre-

spective of their tissue of origin and presumably reflect the degradome of the

particular cell line. For example, BT20 human breast carcinoma cells grown as

either monolayers (Sameni et al. 2000) or spheroids (Sameni et al. 2003) exhibit

primarily pericellular degradation of DQ-collagen IV. In contrast, another human

breast carcinoma cell line, BT549, exhibits only intracellular degradation of DQ-

collagen IV in monolayer cultures (Sameni et al. 2003), yet both pericellular and

intracellular degradation when grown as spheroids (Sameni et al. 2003). The

cohesiveness of spheroids varies from one cell line to another, which might

influence the ability to endocytose substrates or degradation products. For example,

spheroids formed by the HCT116 human colon carcinoma cell line are cohesive,

whereas those formed by a daughter cell line in which the Ki-ras allele has been

deleted are amorphous (Sameni et al. 2003). Nonetheless, HCT116 spheroids

exhibit both more pericellular and intracellular degradation of DQ-collagen IV

than does the daughter cell line (Sameni et al. 2003). Other studies we have

conducted in which we examined tubule formation by endothelial cells have

revealed that even fibrillar matrices like collagen I are endocytosed (Cavallo-

Medved and Sloane, unpublished data), a finding consistent with those showing

that uPARAP-mediated endocytosis is associated with intracellular collagen

degradation (Curino et al. 2005).

Fig. 8.4 Images of PAK1 (p21-activated kinase 1) regulation of pericellular proteolysis by MCF-

10A human breast epithelial acini. MCF-10A cells were infected with control retroviruses that

only expressed RFP (red fluorescent protein) (panel a), or bicistronic constructs expressing RFP

plus wild-type PAK1 (panel b), constitutively active PAK1, 423E mutant (panel c), or two forms

of dominant-negative PAK1 (83, 86L, 299R; panel c or 299R mutants; panel e) and cultured for

2 days in a 3D reconstituted basement membrane (rBM) overlay culture containing dye-quenched

(DQ)-collagen IV. Nuclei of live cells were stained with Draq5 for 30 min and confocal images

were recorded with a Zeiss LSM 510 confocal microscope. Expression of retroviral constructs

(red), and nuclei (blue) are shown in equatorial sections of the cells along with the associated

cleavage products ofDQ-collagen IV (green). Expression of activated PAK1 increases pericellular

proteolysis, whereas dominant-negative forms of PAK1 block pericellular proteolysis. Magnifica-

tion, 40�. (See also Color Insert I)
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Imaging Modulation of Proteolysis

The individual proteases responsible for pericellular and intracellular proteolysis

have not been unequivocally identified (Sameni et al. 2000, 2003; Ahram et al.

2000, Podgorski et al. 2005). This is primarily due to the lack of specificity of

substrates available, especially ones for imaging proteolytic activity. Therefore, we

have used protease inhibitors in an effort to identify individual proteases or protease

classes (Fig. 8.3) as well as some other regulatory proteins that are involved in

the pericellular and intracellular proteolysis we are imaging (Figs. 8.4 and 8.5). The

intracellular degradation appears to be mediated primarily by lysosomal cysteine

cathepsins (Sameni et al. 2000, 2003; Ahram et al. 2000, Podgorski et al. 2005), as

Fig. 8.5 Differential interference contrast (DIC) and fluorescent overlay images of abrogation of

proteolysis by inhibitors of signaling pathways. BT549 breast tumor cells (2� 104) were grown on

reconstituted basement membrane (rBM) containing dye-quenched (DQ)-collagen IV alone (a), or

in the presence of 20 mg/ml anti-b1 integrin blocking antibody, AIIB2 (b), 10 mM Rho-kinase

inhibitor H1152 (c) or 30 mM Rac1 inhibitor, NSC23766 (d). All images were recorded with a

Zeiss LSM 510 confocal microscope. Magnification, 40�. (See also Color Insert I)
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in human breast carcinoma cells the selective, cell-permeable cysteine–cathepsin

inhibitor, CA074Me (Sloane et al. 2005), reduces intracellular degradation of BSA

by 90% and of type IV collagen by 80% (Sameni et al. 2000). Broad-spectrum

inhibitors of MMPs and serine and cysteine proteases reduce pericellular degrada-

tion of type IV collagen by human prostate carcinoma cells ~95% (Podgorski et al.

2005). Abrogation of either pericellular or intracellular proteolysis seems to depend

on the degradome of the tumor cell line as inhibition varied from one line to

another, even lines of the same tissue origin, and among the protein substrates

tested (Sameni et al. 2000, Podgorski et al. 2005).

Proteolysis may also be modulated by targeting protease-binding partners or

membrane domains in which proteases are localized. For example, stably down-

regulating the expression of caveolin-1, the structural protein of caveolae, in

HCT116 cells reduces their degradation of DQ-collagen IV in parallel with reduc-

ing the expression and localization to caveolae of cathepsin B, uPA and their cell-

surface receptors, p11/S100A10 (Mai et al. 2000a; Mai et al. 2000b), and uPAR,

respectively, and reducing their ability to invade through Matrigel (Cavallo-

Medved et al. 2005). By using an ECM protein substrate in these studies rather

than a substrate selective for an individual protease or protease class, we were able

to identify a potential proteolytic pathway involved in degradation of DQ-collagen

IV by live HCT116 cells rather than simply an individual protease(s). Given the

recent findings on uPARAP and intracellular collagen degradation, it will be of

interest to see whether uPARAP is involved in this pathway (Curino et al. 2005).

Another potential target for modulating protease activity is b1 integrin. Friedl,

Sahai, and colleagues (Mayer et al. 2004, Brockbank et al. 2005) have linked tumor

cell invasion to b1 integrin, a protein, which also exhibits reduced localization to

caveolae in the HCT116 cells in which caveolin 1 was stably downregulated

(Cavallo-Medved et al. 2005). This is in agreement with our own studies (Fig.

8.5b), demonstrating that a blocking antibody to b1 integrin decreases pericellular

proteolysis. Furthermore, Friedl and Sahai (Friedl and Wolf 2003, Sahai and

Marshall 2003) have suggested that in the tumor microenvironment, there are two

forms of cellular migration, one that requires proteolysis (cell movement via cell

elongation) and another that does not (cell movement via rounded bleb formation).

In agreement with Sahai and Marshall, we have found that Rho signaling does not

involve elongated cell movement that is dependent on pericellular proteolysis

(Sahai and Marshall 2003). In fact, in our hands, inhibition of the Rho pathway

promotes cellular elongation and invasion as well as increases pericellular proteol-

ysis (Fig. 8.5c). Wolf and Friedl (2005) have reported that tumor cells treated with a

cocktail of protease inhibitors at high concentrations become amoeboid in shape

and thereby remain motile and invasive in the absence of an ability to degrade the

ECM. In our hands, cocktails of protease inhibitors at those high concentrations

resulted in cytotoxicity for most cell lines (Sloane et al. 2006). Wolf and Friedl

recently described a battery of sophisticated techniques by which to image ‘‘pro-

teolytic tumor cell invasion’’ through 3D fibrillar collagen I matrices in vitro,
perhaps indicating a modulation of their earlier views on a dissociation of proteol-

ysis and tumor cell invasion (Brockbank et al. 2005). Indeed, in their most recent
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work (Wolf and Friedl 2007), they show that tumor cells in their forward movement

will reorganize the fibers impeding motility, thereby forming microtracks which are

subsequently expanded into wider tracks by ECM remodeling via MT1–MMP or

MMP-14. This will be discussed further in Chap. 18 by Scott and Gavrilovic.

Sahai and Marshall (2003) have divided tumor cell motility in 3D rBM into one

mode mediated by Rho/ROCK (Rho-associated coiled coil-containing protein

kinase) signaling and one mode mediated by proteases. If one mode of motility is

blocked, then the tumor cells switch to the other. Blocking both prevents the tumor

cells from invading. Therefore, we determined whether fibroblasts migrating on

collagen I containing DQ-collagen I degraded the DQ-substrates as we had ob-

served for tumor cells migrating on rBM containing DQ-collagen IV. We observed

fluorescent degradation products of DQ-collagen I as a result of WS-12Ti human

breast fibroblasts migrating on the collagen I matrix (Sloane et al. 2006). This

degradation could be reduced by either a broad-spectrum MMPI or a cell-perme-

able cysteine protease inhibitor, with the MMPI increasing the amount of fluores-

cent degradation products observed intracellularly. Once again this may relate to

the recent observations on dual pathways for collagen degradation (Behrendt 2004,

Curino et al. 2005).

In light of studies by Abba and colleagues showing that PAK1 (p21-activated

kinase 1) overexpression occurs during the transition from normal epithelium to

ductal carcinoma in situ (DCIS) (Abba et al., 2004), and our own observations that

(1) Ras and Rac small GTPases regulate protease activity in concert with changes in

cellular morphology and motility (Premzl et al. 2001, Bervar et al. 2003, Cavallo-

Medved et al. 2003, Sahai and Marshall 2003, Menard et al, 2005) and (2) proteol-

ysis is decreased by a Rac1 inhibitor (Fig. 8.5d), we hypothesized that PAK1

activation might also alter pericellular proteolysis. Indeed, in MCF-10A acini,

expression of activated PAK1 increases pericellular proteolysis, whereas abro-

gation of PAK1 blocks pericellular proteolysis (Fig. 8.4). These results are consis-

tent with a pathway in which Rac activation of PAK1 regulates pericellular

proteolysis during premalignant progression.

Image Analysis: Methods for Data Processing

and Quantification of Proteolysis

Analysis of images of proteolysis involves both morphology (e.g., distribution,

visualization in 3D) and quantification of the proteolysis. Localization of proteolysis

is important to our understanding of its biological or pathological significance. This

usually requires some sort of reference labeling. In our laboratory, we often pre-label

cells with CellTracker dyes (Invitrogen, Carlsbad, CA) in order to define the cell

boundaries for distinguishing between pericellular and intracellular proteolysis.

Advanced image analysis software available commercially, such as Volocity (Impro-

vision, Waltham, MA), Iamris (Bitplane, St. Paul, MN), and Metamorph (Molecular

Devices, Sunnyvale, CA), includes algorithms for visualization and quantification.
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Fig. 8.6 Quantification of intracellular and pericellular degradation of dye-quenched (DQ)-
collagen IV by MCF10–DCIS (ductal carcinoma in situ) cells. (a) Single optical section taken at

equatorial plane showing fluorescence from cleaved DQ-collagen IV (green), pre-labeled cells

(red) and nuclei (blue). (b) Same optical section as (a) but a binarized image of the cells (red

channel) was used to designate x, y coordinates of intracellular areas within the same optical

section. (c) Same optical section but binarized image of nuclei (blue channel) was used to create a

3D reconstruction for counting nuclei, thus allowing us to determine the number of cells within the

field of view. (d) Cleavage products ofDQ-collagen IV from same optical plane, representing both

intracellular and pericellular cleavage products of DQ-collagen IV. (e) Pericellular cleavage

products of DQ-collagen IV obtained by masking image from panel d with the image from

panel b to eliminate all signal from cytoplasmic areas. (f) Image of intracellular cleavage products

of DQ-collagen IV obtained by subtracting the image in panel e from that in panel d. (g)

Quantification of total proteolysis of DQ-collagen IV in all optical sections throughout the volume

of the structure was determined as normalized integrated intensity based on cell number. Total

fluorescence was separated into intracellular (Intra) and pericellular (Peri) degradation using

image arithmetic in Metamorph software (Molecular Devices, Inc.) Magnification, 40�. (See
also Color Insert I)
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We illustrate in Fig. 8.6, the method that we have developed to quantify both

intra- and pericellular proteolysis based on fluorescent intensity. Pre-labeling of

cells allows us to define the entire volume of the cell and/or structure under study.

This information is used to mask the intracellular proteolysis so that only extracel-

lular proteolysis is considered in the initial determination. Once extracellular

proteolysis is measured, the value obtained can be subtracted from the total

proteolysis to determine the value for intracellular proteolysis (Fig. 8.6, Jedeszko

et al. in press). This type of measurement allows us to determine what fraction of

proteolysis is due to endocytosis of the substrate as opposed to proteolysis due to

secreted and/or cell surface enzymes.

Future Directions

An ability to image the activity of proteolytic pathways, and in some cases the

activity of individual proteases, is essential if we are to define the biological and

pathobiological roles of these enzymes. Most importantly, these efforts will be

critical to evaluate therapeutic strategies that target proteolytic pathways, whether

those strategies be ones that target proteases specifically or target upstream signaling

pathways, and thereby proteases that are downstream of those signaling pathways.

Our ultimate goal is to develop and optimize technologies and imaging probes and

substrates that can be used in vitro as a screening tool in the clinic. In this regard, we

are developing Raman spectroscopy techniques for microscopic profiling of proteo-

lytic alterations in the tumor microenvironment. Raman spectroscopy has already

been shown to be capable of detecting structural changes in peritumoral collagen,

which occur as a result of proteolysis (Short et al. 2006). Our technique is based on

the principles of Raman spectroscopy that when light in the near-infrared region is

allowed to interact with a biological structure, it will cause molecular vibrations that

are unique to that entity (Rao et al. 2007). This molecular signature (Raman signa-

ture) can be recorded and then compared to that of another structure, for example,

tumor tissue as opposed to normal tissue. Eventually, we hope to have technologies

and imaging probes that would be useful for diagnosis and for patient follow-up

during the course of therapies that alter protease activities, perhaps even providing

the crucial data needed to alter the course of treatment and/or the therapies used.
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Insights into Protease Function



Chapter 9

Proteolytic Pathways: Intersecting Cascades

in Cancer Development

Nesrine I. Affara and Lisa M. Coussens

Abstract Matrix remodeling proteases, including metalloproteinases, serine pro-

teases, and cysteine cathepsins, have emerged as important regulators of cancer

development due to the realization that many provide a significant protumor

advantage to developing neoplasms through their ability to modulate extracellular

matrix metabolism, bioavailability of growth and proangiogenic factors, regulation

of bioactive chemokines and cytokines, and processing of cell–cell and cell–matrix

adhesion molecules. While some proteases directly regulate these events, others

contribute to cancer development by regulating posttranslational activation of

other significant protease activities. Thus, understanding the cascade of enzymatic

activities contributing to overall proteolysis during carcinogenesis may identify

rate-limiting steps or pathways that can be targeted with anticancer therapeutics.

This chapter reviews recent insights into the complexity of roles played by extra-

cellular and intracellular proteases that regulate tissue remodeling accompanying

cancer development and focuses on the intersecting proteolytic activities that

amplify protumor programming of tissues to favor cancer development.

Introduction

It is well established that cancer arises as a consequence of genetic alterations in

genes that provide a survival and/or proliferative advantage to mitotically active

cells. By studying mouse models of de novo cancer development, it is now clear

that genetically altered neoplastic cells co-opt important physiologic host–response

processes, that is, extracellular matrix (ECM) remodeling, angiogenesis, activation/

recruitment of innate, and adaptive leukocytes (inflammation), early during cancer

development to favor their own survival. While it was initially believed that matrix
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remodeling proteases merely regulated migration and/or invasion of neoplastic

cells into ectopic tissues, it is now clear that their more significant contribution

has to do with regulating the bioactivity of a diverse array of growth factors,

chemokines, soluble and insoluble matrix molecules that regulate activation

and/or maintenance of overall tissue homeostasis, as well as inflammatory and

angiogenic programs in pathologically damaged tissues, including cancer (Van

Kempen et al. 2006). Moreover, it has also become clear that in vivo, many critical

proteolytic cofactors for cancer development derive from activated stromal cells

and thus reinforces the concept that cancer development requires reciprocal inter-

action between genetically altered neoplastic cells with activated diploid stromal

cells and the dynamic microenvironment in which they both live (Bissell and

Aggeler 1987, Bissell and Radisky 2001). Recent advances in activity-based

profiling of protease function (Blum et al. 2005, 2007; Salomon et al. 2003; Sieber

and Cravatt 2006; Sloane et al. 2006) have enabled tracking the distribution and

magnitude of proteolytic activities in cells and tissues (Kato et al. 2005). Together

with insights gained from examining individual protease gene functions in mouse

models of de novo carcinogenesis, have emerged insights into the multitude of

enzymatic activities that participate in tissue remodeling associated with cancer

development (Egeblad and Werb 2002, Lopez-Otin and Overall 2002). Recently,

sequencing of the human genome enabled characterization of the human degra-

dome, which has been found to consist of at least 569 proteases and homologues

that belong to various classes, including metalloproteinases, serine proteases, and

cysteine cathepsins (Lopez-Otin and Matrisian 2007; Fig. 9.1 and see also Chap. 1

by Puente, Ordonez and López-Otı́n, this volume). For many of these enzymes,

their most significant protumor activity may lie in their ability to posttranslationally

regulate other proteases initially secreted as either inactive zymogens or seques-

tered by matrix in nonactive forms (Lopez-Otin and Matrisian 2007). This realiza-

tion has led to the notion that embedded within tissues are complex, interconnecting

protease networks that, depending on the tissue perturbation, selectively engage

specific protease amplification circuits (Lopez-Otin and Overall 2002). These

coordinated efforts regulate overall tissue homeostasis, response to acute damage,

and subsequent tissue repair, as well as contribute to the pathogenesis of chronic

disease states such as cancer.

Proteases Implicated in Cancer Development

Requisite for neoplastic, vascular, or inflammatory cell invasion during tumorigenic

processes are the remodeling events that occur within the stroma or the ECM and on

cell surfaces. ECM-remodeling proteases are universally expressed during tumor

progression andmetastasis, where in addition to interactingwith ECMand cell surface

substrates, many in turn regulate activation of other proteases initially secreted as

inactive zymogens or sequestered in ECM (Dano et al. 1999, DeClerck et al. 2004,

Egeblad and Werb 2002). Several classes of ECM-remodeling proteases have been

identified (metallo-, serine, and cysteine), some have emerged as important regulators

158 N.I. Affara, L.M. Coussens



of tissue remodeling, inflammation, and angiogenesis accompanying cancer devel-

opment. In epithelial tumors, a majority of ECM-remodeling proteases are made by

activated stromal cells, a large percentage of which being infiltrating leukocytes

such as mast cells, immature myeloid cells, monocytes, macrophages, granulocytes,

and lymphocytes (Van Kempen et al. 2006). In vivo assessment of individual

protease gene functions have indeed identified some proteases as significant cofac-

tors for cancer development due to their ability to regulate important aspects of

neoplastic progression, others are significant in that they set in motion

interconnecting protease cascades resulting in amplification of enzymatic activity

of ‘‘terminal’’ proteases, such as matrix metalloproteinase (MMP)-9 (Fig. 9.2).

While these cascades of activation important for carcinogenesis resemble those

regulating coagulation (Hoffman and Monroe 2005) and/or complement (Carroll

Fig. 9.1 Proteases act as critical cofactors for cancer development. Proteases belonging to several

catalytic classes, including metalloproteinases, serine, and cysteine proteases, have emerged as

important regulators of tissue remodeling, inflammation, angiogenesis, and acquisition of invasive

capabilities, processes that accompany and potentiate cancer development
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2004), in vivo experimental studies in mouse models have revealed organ- and

tumor type-specific regulation of protease bioactivities, as well as involvement of

proteases emanating from multiple enzymatic classes, that is, cysteine, serine, and

metallo. In the sections that follow, we discuss a significant role for MMP-9 during

tumor progression in multiple organ sites, and examine the diversity of proteases

whose bioactivity result in amplification of MMP-9-mediated effects in tumor

tissue.

Fig. 9.2 Intersecting protease pathways during neoplastic progression. Perturbation of extracel-

lular matrix (ECM) components through proteolysis during tumor progression results from the

activity of combined protease pathways belonging to diverse proteolytic enzyme systems, includ-

ing matrix metalloproteinases (MMPs), serine proteases, such as uPA, plasmin, mast cell chymase,

mast cell tryptase, neutrophil elastase, and proteinase 3, and cathepsins, such as cathepsin C.

Rather than functioning individually, each protease functions as a ‘‘signaling molecule’’ that exerts

its effects as part of a proteolytic pathway, where proteases potentially interact and activate other

proteases in a cascade-like manner, culminating in amplification of enzymatic activity of ‘‘termi-

nal’’ proteases, such as MMP-9
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Metalloprotease Activation and Function During

Cancer Development

MMPs, also known as matrixins, are a family of zinc-dependent endopeptidases

that facilitate neoplastic progression not only by degrading structural components

of the ECM but also by triggering release of growth and angiogenic factors

sequestered by neoplastic tissues and by processing of cell–cell and cell–matrix

adhesion molecules (Egeblad and Werb 2002). To date, 23 vertebrate MMPs have

been identified and classified into distinct categories based on domain structure

and substrate specificity (Egeblad and Werb 2002, Puente et al. 1996). Bioactivity

of MMP function is controlled posttranslationally. Secreted MMPs (with the

exception of stromelysin-3/MMP-11) remain as inactive zymogens, requiring

enzymatic and/or autolytic removal of propeptide domains. Once activated, how-

ever, MMPs are further regulated by two major types of endogenous inhibitors:

a2-macroglobulin and tissue inhibitors of metalloporoteinases [TIMPs; reviewed in

Egeblad and Werb (2002)]. Bioactivity of TIMPs is further regulated posttransla-

tionally where some are known to be inactivated by serine protease cleavage (Frank

et al. 2001).

Serine proteinases, such as plasmin or urokinase-type plasminogen activator

(uPA), neutrophil elastase, mast cell chymase, and trypsin, cleave propeptide

domains of secreted pro-MMPs and consequently induce autocatalytic activation

of MMP-1, -3, and -9 (Egeblad and Werb 2002). Some activated MMPs can further

activate other pro-MMPs. For example, MMP-3 activates pro-MMP-1 and pro-

MMP-9, whereas pro-MMP-2 is resistant (Egeblad and Werb 2002). Thus, some

serine proteinases act as initiators of activation cascades regulating bioactivity of

pro-MMPs in vivo.
Cell-mediated activation mechanisms have also been identified, most notably

represented by a plasma membrane-associated ternary complex formed by pro-

MMP-2, TIMP-2, and the transmembrane-spanning MMP/Membrane Type I‐MMP

[MMP-14/MT1-MMP; Itoh et al. (2001), Wang et al. (2000), Worley et al. (2003)]

that is activated intracellularly (Pei andWeiss 1995, Yana andWeiss 2000). Several

advantages to having degradative enzymes in a bound state at the cell surface have

been proposed. Namely, bound proenzymes may be more readily activated and the

bound enzymes generated may be more active than the same enzymes found in the

soluble phase. Bound enzymes may be protected from inactivation by inhibitors,

binding of an enzyme to a cell surface may provide a means of concentrating

components of a multistep pathway, thereby increasing rate of reactions. Immobi-

lizing enzymes on the cell surface or in matrix may provide a means of restricting

activity of an enzyme so that substrates only in the vicinity of the cell or adjacent

matrix components are degraded. Hence, activation at the cell surface links MMP

expression with proteolysis and invasion and may actually provide the most signifi-

cant control point in MMP activity.

To address the functional roles for MMPs during cancer development, tumor-

prone organ-specific transgenic mouse models harboring homozygous null gene
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deletions in individual MMPs have been utilized. Using a transgenic mouse model

of multistage skin carcinogenesis where the early region genes of human papillo-

mavirus type 16 (HPV16) are expressed as transgenes under control of the human

keratin 14 (K14) promoter, for example, K14-HPV16 mice (Coussens et al. 1996),

genetic elimination of MMP-9 significantly reduced the incidence of carcinomas in

K14-HPV16 mice, while in contrast, reconstitution of K14-HPV16/MMP-9null

mice with wild type bone marrow-derived cells restored characteristics of neoplas-

tic development and tumor incidence to levels similar to control HPV16 mice

(Coussens et al. 2000). More specifically, the cellular source of cells supplying

MMP-9 in neoplastic tissues was predominately chronically activated innate im-

mune cells, whose infiltration coincided with development of angiogenic vascula-

ture in premalignant skin (Coussens et al. 2000). Similarly, angiogenesis and tumor

development were significantly inhibited during pancreatic islet carcinogenesis

(Bergers et al. 2000) and cervical carcinogenesis (Giraudo et al. 2004) when

MMP-9 was either genetically deleted or inhibited pharmacologically. Similarly,

in each of these distinct tissue microenvironments, infiltrating leukocytes were the

predominant sources of MMP-9 (Bergers et al. 2000, Coussens et al. 2000, Giraudo

et al. 2004). During development of ovarian carcinomas using a xenograph model

(Huang et al. 2002), as well as during skin carcinogenesis (Coussens et al. 2000)

and neuroblastoma development (Jodele et al. 2005), reconstitution of MMP-9-

deficient mice with MMP-9-proficient bone marrow-derived cells restored cellular

programs necessary for development of angiogenic vasculature, tissue remodeling,

and overt tumor development, thus implicating leukocyte-derived MMP-9 as a

significant cofactor for cancer development.

Proangiogenic roles for leukocyte-derived MMP-9 are now well accepted.

During islet carcinogenesis, although vascular endothelial growth factor (VEGF)

is constitutively expressed in normal b-cells and at all stages of islet carcinogenesis,
it only becomes bioavailable for interaction with its receptor on microvascular

endothelial cells following infiltration of leukocytes expressing MMP-9, thereby

triggering activation of angiogenic programs (Bergers et al. 2000). During devel-

opment of experimental neuroblastomas, MMP-9 may regulate bioavailability of

VEGF, but also regulates pericyte recruitment to developing angiogenic vessels,

thus inducing stabilization of newly formed tumor vasculature (Chantrain et al.

2004, 2006). An additional line of evidence supporting a role for MMP-9 in

promoting neovascularization comes from studies reporting the unique ability of

MMP-9 to induce release of soluble kit-ligand, that thereby initiates mobilization of

hematopoietic stem cells/progenitor cells in bone marrow (Heissig et al. 2002,

Jodele et al. 2005).

Moreover, while MMP-9 induces a tissue microenvironment that is permissive

not only for primary tumor development but its bioactivities also regulate second-

ary metastasis formation. Some clues into the later aspects of events regulating

metastasis have implicated MMP-9 made by macrophages and alveolar VEGF

receptor (VEGFR1)+ endothelial cells in microenvironmental remodeling neces-

sary for metastatic cell survival in lung (Hiratsuka et al. 2002). Using a mouse

model of experimental metastasis formation, Hiratsuka et al. (2002) reported that
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following recruitment to sites of primary tumor growth, macrophages circulate to

distal organs. Distal organs exhibiting low-level expression of VEGFR1 fail to

induce MMP-9 in response to leukocyte presence and are therefore not suitable

environments for subsequent metastatic cell growth. In contrast, distal organs that

are VEGFR1-positive and contain a population of endothelial cells capable of

inducing expression of MMP-9 above that supplied by circulating macrophages

are ‘‘fertile’’ sites for productive metastatic growth. While induced expression of

the VEGFR1 ligand VEGF-A does not appear to be involved, presence of an active

VEGFR1 tyrosine kinase domain is necessary; thus, it seems reasonable that

activated MMP-9 releases matrix-sequestered VEGF-A rendering it bioavailable

for interaction with its receptors as has been reported by Bergers and colleagues

(Bergers et al. 2000), thus, stimulating efficient vascular remodeling and angiogen-

esis necessary for metastatic cell growth and survival. Studies by Matrisian and

colleagues have demonstrated MMP-9 derived from inflammatory cells (possibly

neutrophils) present in premetastatic lung facilitates survival/establishment of early

metastatic cells, but not growth of metastatic foci (Acuff et al. 2006), while MMP-9

derived from Kupffer cells in liver parenchyma, and not from bone marrow-derived

cells, facilitate ability of metastatic colon cancer tumor foci to grow (Gorden et al.

2007). Taken together, these findings indicate that mechanisms by which premeta-

static niches enhance metastatic outgrowth are organ and cancer-type specific.

In addition to MMP-9, other MMPs have also emerged as important cofactors in

cancer development. For instance, studies using MMP gene knockout mice have

indicated a key role of MMP-7 in the development of intestinal adenomas in the

multiple intestinal neoplasia (Min) mouse model of intestinal neoplasia (Wilson

et al. 1997). Genetic elimination of MMP-11 (stromelysin 3) resulted in a decreased

tumor incidence and tumor size in 7,12-dimethylbenzanthracene (DMBA)-induced

carcinomas (Masson et al. 1998). In contrast to the role of MMPs in promoting

tumor progression, studies using MMP-3 (stromelysin 1)-deficient mice revealed a

protective role for MMP-3 during chemically induced squamous cell carcinoma

development (McCawley et al. 2004). Similarly, loss of MMP-8 (collagenase 2)

enhanced rather than reduced skin tumor susceptibility in MMP-8-deficient male

mice (Balbin et al. 2003). In contrast, while MMP-14-deficient mice have not been

specifically examined using de novo models of cancer development, the role of

MMP-14 as a cancer cofactor is undisputed. MMP-14, alone or in concert with

MMP-2, has been found to activate procollagenase-3 (pro-MMP-13) (Knauper et al.

1996), that in turn mediates degradation of ECM components, including proteogly-

cans as well as type II collagen (Fosang et al. 1996). MMP-14 and MMP-2 have

also been shown to release cryptic fragments of laminin-5 g2 chain domain III,

which due to presence of epidermal growth factor (EGF)-like repeats, binds to

EGF-receptor on tumor cells, thus activating downstream signaling events that lead

to tumor cell motility (Giannelli et al. 1997, Koshikawa et al. 2000). Taken

together, the coordinated expression of MMP-14, MMP-2, and MMP-13 induces

formation of a cascade of zymogen activation in close proximity to the tumor

cell surface, resulting in amplification of proteolysis within pericellular tumor

microenvironments.
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It is not surprising that MMPs have attracted significant attention as anticancer

therapeutic targets. Unfortunately, clinical evaluation of MMP inhibitors revealed

no efficacy in patients suffering from the advanced stages of various types of cancer

(Coussens et al. 2002). These failed clinical experiments have nonetheless enabled

revisiting of the upstream regulatory mechanisms controlling activation of impor-

tant proteases, like MMP-9, that play a clear and undisputed role in cancer devel-

opment (Fig. 9.2). Active MMP-9 represents a terminal protease target whose

proteolytic activity is amplified by several proteolytic pathways that converge or

act in parallel to activate the latent proform of the enzyme, and thus indicating that

anti-protease-based therapeutics may achieve better efficacy when targeting a

‘‘pathway’’ as opposed to a single class or single species of enzyme(s).

Serine Protease Regulation of MMP Activity During

Cancer Development

Several serine proteases have been implicated as important regulators of cancer

development, some of which are known regulators of MMP-9 bioactivity. Some of

these include enzymes involved in regulating activation of plasminogen [urokinase-

type and tissue‐type plasminogen activators, uPA and tPA, respectively; see Chap.
10 by Bugge and Chap. 11 by Almholt et al., this volume; Bugge et al. (1998)], as

well as serine proteases stored in secretory lysosomes of leukocytes, namely mast

cell chymase (Coussens et al. 1999), mast cell tryptase (Coussens et al. 1999), and

neutrophil elastase [NE; Starcher et al. (1996)].

Serine proteases are synthesized as inactive zymogens whose activation involves

a two-step mechanism (Caughey 2002, Reiling et al. 2003). Following synthesis

and passage through the endoplasmic reticulum where signal peptides are removed,

the proprotease containing an ‘‘activation dipeptide’’ is generated characterized by

presence of two amino-terminal residues that blocks substrate access to the catalytic

site cleft, thereby maintaining the latent state and preventing premature protease

activation. In addition, serine protease proteolytic activity is tightly regulated by

low pH of the environment typical of secretory granules.

Plasminogen Activators

Several mechanistic studies have reported that the uPA/plasmin proteolytic cascade

functionally contributes to neoplastic progression, including acquisition of a

migratory and invasive phenotype by tumor cells, as well as remodeling of

ECM components via activation of a number of MMPs, such as MMP-9 (Ramos-

DeSimone et al. 1999). Enzymatic activity of plasmin is tightly regulated by two

plasminogen activators, uPA and tPA (tissue-type plasminogen activator). Initia-

tion of plasmin activation occurs following binding of uPA to its receptor uPAR

(urokinase receptor), a gycosyl-phosphathidylinosityl (GPI)-anchored cell mem-
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brane protein that has been found to localize at discrete focal contacts (Pollanen

et al. 1988). Subsequently, binding of uPA to uPAR catalyzes conversion of

plasminogen to its active form, plasmin. In contrast, uPAR-bound pro-uPA is also

activated by plasmin, which in turn results in a feedback pathway that accelerates

plaminogen activation (Ellis et al. 1991; Fig. 9.2). Once active, cell-bound plasmin

contributes to ECM remodeling by directly activating pro-MMPs, including pro-

MMP-1, -2, -3, and -9 (Hahn-Dantona et al. 1999, He et al. 1989, Monea et al. 2002,

Ramos-DeSimone et al. 1999).

Maintenance of this cascade depends upon the balance between uPAR-bound

uPA proteolytic activity and endogenous inhibitors, including plasminogen activa-

tor inhibitor-1 (PAI-1) (Wun and Reich 1987). PAI-1 not only regulates proteolytic

activity of uPA but also induces rapid internalization of the uPA/PAI-1/uPAR

complex (Conese and Blasi 1995), thus regulating levels of cell surface-bound

uPA as well. Taken together, through focally localized uPA/uPAR proteolytic

activity at the cell surface, plasmin is considered a key event in conferring tumor

cells with their ability to migrate through fibrinous matrices.

Mast Cell Serine Proteases

Mast cells represent a rich source of serine protease activity (uPA, chymases, and

tryptases) stored in secretory granules that is released into the extracellular milieu

following activation/degranulation in response to cross-linking of FceRI, a high

affinity receptor for immunoglobulin E (IgE) (Blank and Rivera 2004) as well as by

mechanisms including components of the complement system (C3a and C5a) (el-

Lati et al. 1994), neuropeptides such as substance P (Karimi et al. 2000), cytokines

including stem cell factor (Hogaboam et al. 1998), as well as engagement of the

Toll-like receptors (Kulka et al. 2004), that induce mast cell activation indepen-

dently of IgE. While tryptases are known to cleave substrates at the carboxyl-

terminal side of basic amino acids, chymases in contrast exert chymotrypsin-like

activity and cleave peptides at the carboxyl-terminal side of aromatic amino acids

(Schechter and Berger 1967, Schechter et al. 1986). To date, one human chymase

gene belonging to the a-chymase family has been identified, while rodents express

a-chymase (murine mast cell protease-5/mMCP-5), as well as several b-chymases

[mMCP-1, -2, and -4; (Tchougounova et al. (2003)]. Interestingly, genetic elimina-

tion of mMCP4 completely abolishes chymotrypsin-like activities in peritoneal

cells and cutaneous tissue (skin) isolated from mMCP-4-deficient mice (Tchougou-

nova et al. 2005), demonstrating that mMCP-4 is the major source of stored

chymotrypsin-like activity in these tissues. In contrast, mast cell tryptases in

rodents include mast cell protease-6 (mMCP-6) and mMCP-7. While mMCP-7 is

released into the circulation following mast cell degranulation, mMCP-6 is released

into the vicinity of degranulated mast cells (Ghildyal et al. 1996). Recently, a novel

mast cell tryptase, denoted mMCP-11/mastin, was also reported in dogs, pigs, and

mice (Wong et al. 2004). In humans, tryptases fall into two major categories,
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including membrane-anchored tryptases, such as g-tryptase, and soluble tryptases,

such as a-, b-, and d-tryptases, the latter that has also been termed mMCP-7-like

tryptase, given the similarity with mMCP-7 genetic organization. In particular, only

b-tryptase plays important roles following mast cell secretion since a- and b-
tryptases are secreted in their inactive zymogen forms due to the presence of

catalytic domain defects in addition to the presence of propeptide mutations

[reviewed in Caughey (2007)].

The functional significance of mast cell-derived chymases and tryptases in

neoplastic progression has been recently appreciated. Mast cell chymase has been

shown to elicit proinflammatory effects through its ability to mediate recruitment of

granulocytes into inflamed tissues (He and Walls 1998). Indeed, injection of human

chymase into skin of guinea pigs resulted in a significant increase in neutrophil

influx as well as increased vascular permeability (He and Walls 1998). Although

many enzymes have been shown to activate pro-MMP-9, mast cell-derived

mMCP-4 plays a critical role in activation of MMP-9, given that only the proform

of MMP-9 was detected in tissue extracts isolated from mMCP-4-deficient mice

(Tchougounova et al. 2005). Moreover, levels of active MMP-2 were significantly

lower in the absence of mMCP-4 as compared to tissues from wild-type mice,

indicating that mMCP-4 is important but not essential for activation of pro-MMP-2

in vivo (Tchougounova et al. 2005). In contrast, a-chymase has also been reported

to cleave and inactivate free TIMP-1, in addition to TIMP-1 when bound in a

complex with pro-MMP-9, thus enabling conversion of inhibited MMP-9 to active

MMP-9 (Frank et al. 2001). Thus, chymase possesses indirect proangiogenic

activities via regulating release of sequestered VEGF from the matrix following

activation of MMP-9 (Coussens et al. 1999). In addition, by evaluating skin, heart,

and lung tissues in mMCP-4 homozygous null mice, a major role of mast cell-

derived chymase in regulating turnover of connective tissue components, including

thrombin, fibronectin, and collagen, has been revealed (Tchougounova et al. 2005).

In contrast to chymases, mast cell tryptases have been implicated in cancer

development due to their ability to act as direct mitogens for stromal fibroblasts

(Hartmann et al. 1992, Ruoss et al. 1991) and epithelial cells (Cairns and Walls

1996), as well as their ability to activate MMP-9 indirectly through their ability to

initially activate pro-MMP-3 (Gruber et al. 1989; Fig. 9.2). Furthermore, mast cell-

derived tryptases have been found to modulate neoplastic microenvironments

during skin carcinogenesis by stimulating synthesis of a1 procollagen mRNA

and proliferation of dermal fibroblasts (Coussens et al. 1999). Tryptases also act

as potent proinflammatory factors, given that injection of mMCP-6, but not mMCP-

7, induced neutrophil infiltration into peritoneal cavities (Huang et al. 1998).

Although the mechanism by which mMCP-6 mediates accumulation of neutrophils

in inflamed tissues remains to be determined, recent studies indicate that tryptases

induce leukocyte recruitment indirectly by stimulating chemokine release, such as

IL-8, from endothelial and epithelial cells (Cairns and Walls 1996, Compton et al.

1999). Taken together, these findings indicate that mast cell-derived tryptases may

functionally contribute to ECM remodeling and inflammation that accompanies

cancer development.
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While specific gene knock-outs of murine chymases and/or tryptases have yet to

assessed in a de novo tumor model, their role in cancer appears clear; thus,

mechanisms regulating their activity in neoplastic tissues has been examined.

In contrast to most MMPs that are secreted as zymogens requiring pericellular

activation, mast cell proteases are stored in mast cell secretory granules in their

mature, enzymatically active forms ready for exocytic release. Upstream intracel-

lular activators of mast cell serine proteases include cathepsin C (Wolters et al.

2001), a cysteine protease particularly abundant in mast cell secretory granules,

thus implicating presence of a cascade of proteolytic activations (Fig. 9.1), that may

serve as potential therapeutic intervention strategies during tumor progression.

Neutrophil-Derived Serine Proteases

Neutrophil elastase (NE) is a serine protease transcriptionally activated during early

myeloid development and subsequently stored in azurophilic granules of neutro-

phils (Fouret et al. 1989, Zimmer et al. 1992). While the role of NE in pulmonary

disorders, including emphysema and fibrosis, has been well documented (Chua and

Laurent 2006), much less is known about its role in cancer. Interest in NE during

neoplastic processes stems from its ability to directly modulate ECM components

or indirectly through initiation of protease cascades that culminate in activation of

MMPs, including pro-MMP-9 (Ferry et al. 1997). In addition, NE has been found to

regulate inflammatory processes by enhancing neutrophil migration into inflamed

tissues (Nakamura et al. 1992). Through its ability to localize to plasma membranes

following exocytosis, membrane-bound NE facilitates transendothelial migration

of neutrophils (Cepinskas et al. 1999).

Early studies implicated NE as a key effector molecule regulating neutrophils,

given its potent ability to mediate intracellular clearance of bacteria (Belaaouaj

et al. 1998). More recently, a novel antimicrobial mechanism including secretion of

extracellular structures, also termed neutrophil extracellular traps (NET), has been

reported (Fuchs et al. 2007). NETs contain chromatin and sequestered neutrophil-

derived granule proteases that enable neutrophils to deliver high concentration of

proteolytic enzymes, including NE, to mediate bacterial clearance extracellularly

(Brinkmann et al. 2004, Fuchs et al. 2007).

Recent clinical reports have correlated elevated NE expression with poor sur-

vival rates in patients with primary breast cancer (Akizuki et al. 2007) and nonsmall

cell lung cancer (Yamashita et al. 1996), as well as having recently been found to

initiate development of acute promyelocytic leukemia by mediating direct catalytic

cleavage of PML-RARa, a protein generated by a chromosomal translocation

fusing promyelocytic leukemia (PML) and retinoic acid receptor-a (RARa) genes
(Lane and Ley 2003).

Experimentally, localization of active NE to the outer surface of the plasma

membrane enables neutrophil transmigration in vivo (Young et al. 2007). Using in
vivo intravital microscopy, recent studies revealed that neutrophil adhesion to
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postcapillary venules and emigration out of vasculature were attenuated in the

presence of selective NE inhibitors (Woodman et al. 1993). This role is further

supported by studies using a mouse model of acute experimental arthritis that found

reduced neutrophil infiltration into subsynovial tissue spaces in NE-deficient mice

(Sato et al. 2006), which were also found to exhibit reduced incidence of ultraviolet

B- and chemically (Benzopyrene)-induced skin tumors (Starcher et al. 1996).

Whether reduced tumor incidence was due to impaired NE-mediated cleavage of

ECM substrates, deficient MMP-9 activation, or diminished cleavage of NE sub-

strates such as ECM components or E-selectin on endothelial cells (Nozawa et al.

2000) remains to be established. In addition, genetic elimination of both NE and

cathepsin G (a cysteine protease) in mice completely attenuated neutrophil emigra-

tion to sites of inflammation in response to zymosan particles in an air-pouch model

of inflammation (Sato et al. 2006). However, absence of NE did not alter neutrophil

recruitment to inflamed tissues in response to lipopolysaccharide (Hirche et al.

2004). While neutrophils migrated normally to sites of bacterial infection in NE-

deficient mice, their ability to initiate intracellular killing of gram-negative bacteria

was altered (Young et al. 2004), thus indicating some degree of specificity for

recruitment and response regulated by NE.

The ability of NE to differentially regulate neutrophil recruitment and presence in

‘‘damaged’’ tissues, while directly significant for acute inflammatory responses, is

also significant in the context of the role of neutrophils in resulting remodeling of

matrix in tissues. Neutrophil-derived proteases have been identified as important

regulators of insoluble elastin (Baugh and Travis 1976), a structural component of

tissues such as blood vessels, skin, and lung, in addition to hydrolysis of other ECM

components, including fibronectin (McDonald andKelley 1980), proteoglycans, and

type IV collagen catabolism (Mainardi, Dixit and Kang et al. 1980, Sato et al. 2006,

Cepinskas et al. 1999). Some of these ECM molecules are direct substrates for NE,

while others are substrates for enzymes whose bioactivity is regulated by NE.

Central to the proposed roles of NE in tumorigenesis is the mechanism of NE

activation and identification of potential target substrates. NE is synthesized as an

inactive zymogen requiring posttranslational removal of the amino-terminal dipep-

tide for enzymatic activation (Adkison et al. 2002). Propeptide cleavage occurs

prior or during transport of NE to neutrophil azurophil granules through the

catalytic activity of cathepsin C (Fig. 9.2). Following activation of neutrophils by

various cytokines and chemoattractants, NE is secreted in its catalytically active

form. One mechanism by which NE resists inhibition by circulating proteinase

inhibitors, including a1-antitrypsin (Owen et al. 1995), is by localizing to neutrophil
cell surface following fusion of primary granules with plasma membranes during

exocytosis (Lee and Downey 2001).

NE can indirectly modulate structural components of tumor ECM and facilitate

tumor cell migration by activating MMPs. Following binding of pro-MMP-2 to

membrane-anchored MT1-MMP/MMP-14, pro-MMP-2 becomes susceptible to

activation by NE, as opposed to soluble pro-MMP-2 that is resistant to activation

by NE (Shamamian et al. 2001). Furthermore, NE has also been shown to activate

pro-MMP-3 (Okada and Nakanishi 1989), as well as pro-MMP-9 (Ferry et al.
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1997). In turn, MMP-9 can cleave the NE inhibitor a1-antitrypsin, and thereby

indirectly enhance NE enzymatic activity (Liu et al. 2000).

Taken together, these observations extend the role of NE to a modulator of

inflammatory responses, given its ability to facilitate neutrophil extravasation into

inflamed tissues by directly acting on ECM components such as elastin (Baugh

and Travis 1976). Furthermore, NE indirectly induces ECM remodeling by

activating MMPs (Ferry et al. 1997), and thus promoting tumor cell migration

and invasion. Following excessive neutrophil influx at sites of inflammation,

catalytically active NE is rapidly released from azurophil granules, along with

terminal proteases including pro-MMP-9 stored in its zymogen form in neutrophil

gelatinase granules. In turn, catalytically active NE within tumor microenviron-

ments induces activation of secreted pro-MMP-9 (Fig. 9.2). One way NE may

induce amplification of MMP-9-mediated effects is by catalyzing activation of pro-

MMP-9 originating from other cell populations, including infiltrated mast cells.

Thus, neutrophil-derived NE can significantly contribute to net tumor proteolysis.

Moreover, current insights regarding protease degradomics reveal that in addition

to targeting distinct matrix substrates, serine proteases exhibit partially overlapping

target substrate profiles, such as activation of pro-MMP-9, whose net activity is

significantly amplified during pathological processes and following simultaneous

activation of various serine protease circuits originating from different cellular

compartments, such as mast cells and neutrophils (Fig. 9.1). Alternatively, despite

the notion that these protease pathways may be individually redundant, the above

observations support the notion that serine proteases profoundly influence neoplas-

tic progression by acting collectively.

Cysteine Cathepsin Proteases in Cancer Development

Cathepsins are lysosomal cysteine proteases that belong to the papain-like super-

family, characterized by presence of an active site cleft in which amino acid residues

cysteine and histidine constitute the catalytic ion pair (Turk et al. 2001). Human

cathepsins comprise 11 members: cathepsins B, C, H, F, K, L, O, S, V, W, and X/Z.

While several familymembers have been identified as important regulators of cancer

development, we focus here on cathepsin C due to the significant role it plays in

regulating multiple serine proteases that together regulate important immune-based

aspects of cancer development include regulating overall MMP-9 bioactivity.

Cathepsin proteolytic activity is regulated at various levels. All members of the

cathepsin family are synthesized as zymogens, sharing a signal peptide and propep-

tide sequence removed at maturation (Vasiljeva et al. 2007). Interestingly, a residual

portion of the propeptide, termed the exclusion domain, remains bound to the

catalytic part of active cathepsin C (Dolenc et al. 1995) that contributes to formation

and stabilization of the tetrameric structure of the mature enzyme (Cigic et al. 2000).

In vitro studies indicate that procathepsin C cannot autolytically activate (Dahl

et al. 2001), but identity of cathepsin C activators are yet to be determined.
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While most cathepsins act as endopeptidases, cathepsin C, also known as

dipeptidyl peptidase I (DPPI), represents the only exception by acting as a dipepti-

dyl aminopeptidase, cleaving two-residue units from the N-terminus of a polypep-

tide chain (McGuire et al. 1992). Localization of active sites of cathepsin C to the

external surface of the protein confers cathepsin C with an advantage of hydrolyzing

diverse groups of chymotrypsin-like proteases in their native state, regardless of

size (Turk et al. 2001), as opposed to other oligomeric proteases, including tryp-

tases, where active site are located inside of the protein (Hallgren and Pejler 2006).

While cathepsins were initially thought to only mediate terminal intracellular

protein degradation within lysosomes, it is now evident that individual cathepsins

exert diverse biological functions, including interstitial thrombin and fibronectin

metabolism, cytotoxic lymphocyte-mediated apoptotic clearance of virus-infected

and tumor cells (Shresta et al. 1998), survival from sepsis (Mallen-St Clair et al.

2004) and experimental arthritis (Adkison et al. 2002). Using cathepsin C homozy-

gous null mice, cathepsin C has been found to activate several serine proteases, thus

supporting its role as an important upstream regulator of multiple proteolytic

events. In the absence of cathepsin C, cytotoxic T lymphocyte-derived granzymes

A and B were found to be inactive and present in their proforms (Pham and Ley

1999). Similarly, cathepsin C has been found to be essential for intracellular

activation of neutrophil-derived NE, cathepsin G and proteinase 3 (Adkison et al.

2002). In contrast, although cathepsin C has been shown to activate both human

mast cell pro-a-chymase and pro-b-tryptase in vitro (Muramatsu et al. 2000, Sakai

et al. 1996), cathepsin C was essential for activation of only mouse mast cell

chymase in vivo, as opposed to mMCP-6, a mouse tryptase sharing proregion

sequence homology with human b-tryptase (Wolters et al. 2001). Indeed, in vitro
studies indicate that pro-b-tryptase undergoes auto-cleavage, resulting in a two

amino acid residue activation dipeptide that is subsequently removed by cathepsin

C catalytic activity (Sakai et al. 1996). Nonetheless, these results indicate that

cathepsin C may not be essential for activation of all mouse mast cell tryptases

(Sheth et al. 2003, Wolters et al. 2001).

Interestingly, cathepsin C-dependent activation cascades induce multiple path-

ways that may be important for cancer development, namely those culminating in

the conversion of pro-MMP-9 and pro-MMP-2 to their mature forms, thus greatly

amplifying MMP bioactivity (Fig. 9.1). Indeed, following activation by cathepsin

C, mMCP-4, the major source of stored chymotrypsin-like activity in mouse

peritoneum and skin (Tchougounova et al. 2003), further activates pro-MMP-2

and pro-MMP-9 (Tchougounova et al. 2005). In addition, neutrophil-derived NE,

cathepsin G, and proteinase 3 have also been found to regulate MMP-2 activation

(Shamamian et al. 2001). While these proteases are unable to process soluble pro-

MMP-2, recent studies indicate that binding of pro-MMP-2 to the membrane-

tethered MMP-14 induces conformational change, rendering a cleavage site within

pro-MMP-2 prodomain region available for cleavage by neutrophil-derived serine

proteases (Shamamian et al. 2001). These observations raise an interesting point –

that being redundancy as a common theme among proteolytic cascades.
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In addition to the role of cathepsins in maintaining tissue homeostasis and

regulating diverse enzymatic activities, recent studies have revealed their involve-

ment as mediators of inflammation. While mice harboring homozygous deletions in

the cathepsin C gene exhibit normal neutrophil chemotactic responses to thiogly-

collate, mice were resistant to experimental acute arthritis and displayed altered

neutrophil recruitment in response to zymosan and immune complexes, a defective

response rescued by administration of a neutrophil chemoattractant (Adkison et al.

2002). Likewise, using the air pouch model of inflammation, the number of

infiltrating neutrophils was significantly attenuated in mice deficient in both NE

and cathepsin G (NE�/� � CG�/�; Adkison et al. 2002). Notably, a significant

decrease in local levels of chemokines, including tumor necrosis factor (TNF)-a
and interleukin-1b (IL-1b), was observed in air pouch microenvironment of cathep-

sin C-deficient mice as well as NE�/� � CG�/� mice. Moreover, injection of IL-8,

a neutrophil-specific chemokine, restored infiltration of neutrophils into air pouches

of cathepsin C-deficient mice (Adkison et al. 2002). These results provide novel

insights into the role of neutrophil-derived proteases in inflammation, in addition to

their ability to modulate ECM components, by regulating local levels of chemoat-

tractants at sites of inflammation (Adkison et al. 2002).

Using de novo carcinogenesis models in cathepsin-deficient tumor-prone mice

has implicated roles for individual cathepsins in distinct tumorigenesis processes.

Profiling of differential expression and activity of cathepsins in normal, premalig-

nant, and malignant islets of RIP1-Tag2 (rat insulin promoter (RIP)‐simian virus 40

tumor antigen (Tag)) transgenic mice revealed a complex cascaTagde of sequential

cathepsin expression correlating with tumor development (Gocheva et al. 2006,

Joyce et al. 2004). Taking a genetic approach, Joyce and colleagues eliminated

single cathepsin genes and assessed their unique roles to islet carcinogenesis and

found that while tumor-associated angiogenesis was significantly reduced in the

absence of cathepsin B or S, genetic elimination of cathepsin B or L instead

attenuated tumor cell proliferation and decreased tumor volume, while absence of

cathepsin C was without consequence (Gocheva et al. 2006). Similar studies by

Peters and colleagues found that during mammary carcinogenesis in MMTV-PymT

(mouse mammary tumor virus‐polyoma middle T antigen) transgenic mice (Guy

et al. 1992), absence of cathepsin B emanating from macrophages significantly

limited primary tumor development as well as pulmonary metastasis formation

(Vasiljeva et al. 2006). Interestingly, whereas cathepsin B was found to be a

significant protumor regulator of pancreatic and mammary carcinogenesis, cathep-

sin B does not appear to be functionally significant during skin carcinogenesis

(Junankar and Coussens, unpublished observations). Moreover, whereas absence of

cathepsin C during islet carcinogenesis is without consquence, its absence during

squamous carcinoma development in K14-HPV16 transgenic mice is profound

(Junankar and Coussens, unpublished observations). During murine skin carcino-

genesis, like in humans afflicted with loss of mutations in the cathepsin C gene (de

Haar et al. 2004, Frezzini et al. 2004, Hewitt et al. 2004, Noack et al. 2004),

myeloid cells fail to infiltrate damaged tissue (Adkison et al. 2002, Pham et al.
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2004, Pham and Ley 1999); thus, protumor programs (angiogenesis, matrix remo-

deling) regulated by inflammation, fail to be activated.

In summary, profiling cysteine cathepsin activities in various mouse models of

multistage cancer revealed interconnecting protease cascades that are initiated by a

common upstream protease activator, cathepsin C, and culminating in amplification

of enzymatic activity of ‘‘terminal’’ proteases such as MMP-9 (Fig. 9.2). Impor-

tantly, these studies identified individual cathepsins that play differential roles in

specific cancers emanating from multiple organ sites, and thus affirming the

significance of organ- and tumor type-specific regulation of protease bioactivities.

Functional Role for Amplifying Protease Activities

Collectively, a vast body of literature indicates that lysosomal and pericellular

proteases act as cofactors for cancer development. Rather than functioning individ-

ually, each protease can be regarded as a ‘‘signaling molecule’’ that exerts its effects

as part of a proteolytic pathway, where proteases potentially interact and activate

other proteases in a cascade-like manner, thus triggering formation of interconnect-

ing protease circuits that form the so-called ‘‘protease web’’ (Overall and Kleifeld

2006). Notably, these linear protease circuits converge, leading to amplification of

net proteolytic activity of enzymes like MMP-9 within tissues and consequently

enhancing development of pathological conditions (Fig. 9.2). Alternatively, by

using separate protease circuits, the same tissue may achieve comparable net

substrate activation under different pathological settings. These observations shed

light on the importance of characterizing how a tissue responds under distinct

circumstances by differentially activating specific proteolytic pathways. Nonethe-

less, in an attempt to understand the functional roles of proteases in cancer devel-

opment, it is necessary to further view proteolysis as a ‘‘system’’ by incorporating

all the elements of the protease web, including not only proteases but inhibitors,

cofactors, cleaved substrates, and receptors as well.

Perturbations of specific protease circuits may profoundly influence the normal

balance of enzymatic activities, affecting the net proteolysis as a whole and leading

to development of distinct pathological conditions. As an example, loss-of-function

mutations in the cathepsin C gene are associated with the autosomal recessive

disease Papillon-Lefevre syndrome (PLS) and Haim-Munk syndrome, character-

ized by severe periodontal inflammation and skin lesions, as well as increased

susceptibility to infections (Hart et al. 2000, Noack et al. 2004). These symptoms

may be attributed to a severe reduction in the levels and activities of multiple

neutrophil granule-associated serine proteases, including NE, cathepsin G, protein-

ase 3, and mast cell chymases. Thus, to understand the underlying pathology of

PLS, it is important to first define physiological substrates for cathepsin C – that is if

we step back and analyze the consequence of cathepsin C activation within the

context of a proteolytic pathway, such studies may reveal the mechanisms by which

cathepsin C-deficiency mediates disease processes. More importantly, protease

biology is a dynamic field, where potential activators and substrates are continu-
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ously identified. For example, using a membrane permeable inhibitor of cathepsins,

intracellular levels of collagen degradation were reduced in human breast carcino-

ma cells (Sameni et al. 2000), indicating a novel mechanism by which tumor cells

degrade collagen intracellularly within lysosomes, as opposed to the traditional role

of collagenolytic MMPs as the ultimate extracellular effectors of ECM catabolism

(Mott and Werb 2004). Such mechanisms include identification of new molecules

that link lysosomal cathepsin B and cell surface-bound pro-uPA (Sameni et al.

2000), such as uPAR-associated protein (uPARAP; see Chap. 13 by Hillig, Engel-

holm and Behrendt, this volume; Behrendt et al. (2000); Fig. 9.2]. Following

formation of a ternary complex with pro-uPA and uPAR, uPARAP is internalized

along with bound collagen to endosomal compartments where cathepsins mediate

collagen degradation (Curino et al. 2005, Mohamed and Sloane 2006). These

studies indicate that strategies aimed at inhibiting proteases should be carefully

designed, given the possibility that pharmacological inhibition of MMP pericellular

activities may be counteracted with increased cathepsin-dependent intracellular

catabolism of ECM components. Taken together, the net proteolytic activity of

neoplastic tissues can no longer be understood without taking into consideration the

cascade of protease activities and their potential interconnections – that is the flow

of information within the protease network as a whole.

Targeting Proteases or Novel Use of Proteases

Within the Tumor Microenvironment?

Important challenges for the future include characterization of the ‘‘cancer degra-

dome’’ at the protease and substrate levels. Which proteases are differentially active

in specific tumor types? What substrates do they activate and what interconnections

and networks can they potentially form? Alternatively, it is clear that disturbance of

individual proteases induces alterations in multiple levels of protease cascades.

Should future studies focus on combinatorial approaches targeting multiple pro-

teases as opposed to individual proteases? Answering this question is illustrated by

recent studies using direct intratumoral injections of interfering RNAs (RNAi) that

demonstrated simultaneous down-regulation of cathepsin B and MMP-9 (Lakka

et al. 2004) as well as MMP-9 and uPAR (Lakka et al. 2005, Lakka et al. 2003)

resulting in regression of preestablished tumors more effectively than targeting

either protease alone. Nonetheless, although these approaches are promising, future

studies should take into consideration the possibility that alternative pathways may

be activated to compensate for complete loss of one enzymatic activity. For

instance, following genetic elimination of cathepsin B, tumor cells have been

found to induce cathepsin X expression, resulting in a partial compensation for

loss of cathepsin B-mediated effects (Vasiljeva et al. 2006).

In contrast, will future strategies take advantage of unique characteristics limited

to specific protease pathways? Proteases may be restricted to certain regions of the

cell, such as proteases that are tethered to cell surfaces, including uPA, thus
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directing proteolysis to discrete focal areas versus intracellular proteases within

lysosomes, such as cathepsins. Recent studies exploiting unique localization of

specific protease pathways to direct activation of nontoxic ‘‘prodrugs,’’ such as

doxorubicin (Dox), selectively to tumor sites [see also Chap. 39 by Fields and Chap.
40 by Gill and Loadman, this volume; Devy et al. (2004)]. Here, incorporation of a

tripeptide specifier recognized exclusively by tumor-associated plasmin initiated

release of free Dox from its prodrug form selectively in the vicinity of tumor

cells, given that the systemic presence of physiological plasmin inhibitors,

including a2-antiplasmin and a2-macroglobulin, limits Dox activation within the

circulation (Devy et al. 2004). Using such approaches, Dox has been shown to exert

its cytotoxic and/or cytostatic effects locally while restricting cardiotoxicity, which

may limit Dox dosage intake. Similar strategies have been used to design prodrugs

that are activated in tumor cells over-expressing selective protease pathways,

including cathepsin B. Indeed, Panchal et al. (1996) engineered a-hemolysin,

which once activated by tumor cells expressing high levels of cathepsin B, induces

selective apoptosis of tumor cells, thus reducing side effects associated with the use

of this drug.

Furthermore, recent advances in novel anticancer therapies took advantage of

selective expression of the antiapoptotic protein survivin in malignant ovarian cells

to specifically activate expression of proapoptotic proteases, such as cytotoxic T

lymphocyte-derived granzyme B (Caldas et al. 2006). Driven by the survivin

promoter, active granzyme B not only reduced tumor incidence and size of xeno-

grafted human ovarian carcinoma in nude mice but also prevented metastatic spread

(Caldas et al. 2006). Such approaches illustrate the utility of proteases that are

normally employed by immune cells to eliminate tumor cells in designing future

therapeutics. Taken together, to advance the understanding of individual proteases

and delineate their physiological as well as pathological roles, the complexity by

which proteases interact must be taken into account as opposed to merely investi-

gating individual proteases.
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a novel membrane-type matrix metalloproteinase from a human breast carcinoma. Cancer

Research 56, 944–9.

Ramos-DeSimone, N., Hahn-Dantona, E., Sipley, J., Nagase, H., French, D.L., and Quigley, J.P.

1999 Activation of matrix metalloproteinase-9 (MMP-9) via a converging plasmin/stromely-

sin-1 cascade enhances tumor cell invasion. J Biol Chem 274, 13066–76.

Reiling, K.K., Krucinski, J., Miercke, L.J., Raymond, W.W., Caughey, G.H., and Stroud, R.M.

2003 Structure of human pro-chymase: A model for the activating transition of granule-

associated proteases. Biochemistry 42, 2616–24.

Ruoss, S.J., Hartmann, T., and Caughey, G.H. 1991 Mast cell tryptase is a mitogen for cultured

fibroblasts. J Clin Invest 88, 493–9.

Sakai, K., Ren, S., and Schwartz, L.B. 1996 A novel heparin-dependent processing pathway for

human tryptase. Autocatalysis followed by activation with dipeptidyl peptidase I. J Clin Invest

97, 988–95.

Salomon, A.R., Ficarro, S.B., Brill, L.M., Brinker, A., Phung, Q.T., Ericson, C., Sauer, K., Brock,

A., Horn, D.M., Schultz, P.G. et al. 2003 Profiling of tyrosine phosphorylation pathways in

human cells using mass spectrometry. Proc Natl Acad Sci USA 100, 443–8.

Sameni, M., Moin, K., and Sloane, B.F. 2000 Imaging proteolysis by living human breast cancer

cells. Neoplasia 2, 496–504.

Sato, T., Takahashi, S., Mizumoto, T., Harao, M., Akizuki, M., Takasug, M., Fukutomi, T., and

Yamashita, J. 2006 Neutrophil elastase and cancer. Surg Oncol 15, 217–22.

Schechter, I., and Berger, A. 1967 On the size of the active site in proteases. I. Papain. Biochem

Biophys Res Commun 27, 157–62.

Schechter, N.M., Choi, J.K., Slavin, D.A., Deresienski, D.T., Sayama, S., Dong, G., Lavker, R.M.,

Proud, D., and Lazarus, G.S. 1986 Identification of a chymotrypsin-like proteinase in human

mast cells. J Immunol 137, 962–70.

180 N.I. Affara, L.M. Coussens



Shamamian, P., Schwartz, J.D., Pocock, B.J., Monea, S., Whiting, D., Marcus, S.G., and Mignatti, P.

2001 Activation of progelatinase A (MMP-2) by neutrophil elastase, cathepsin G, and proteinase-

3: A role for inflammatory cells in tumor invasion and angiogenesis. J Cell Physiol 189, 197–206.

Sheth, P.D., Pedersen, J., Walls, A.F., and McEuen, A.R. 2003 Inhibition of dipeptidyl peptidase I

in the human mast cell line HMC-1: Blocked activation of tryptase, but not of the predominant

chymotryptic activity. Biochem Pharmacol 66, 2251–62.

Shresta, S., Pham, C.T., Thomas, D.A., Graubert, T.A., and Ley, T.J. 1998 How do cytotoxic

lymphocytes kill their targets? Curr Opin Immunol 10, 581–7.

Sieber, S.A., and Cravatt, B.F. 2006 Analytical platforms for activity-based protein profiling–ex-

ploiting the versatility of chemistry for functional proteomics. Chem Commun (Camb) 2311–9.

Sloane, B.F., Sameni, M., Podgorski, I., Cavallo-Medved, D., and Moin, K. 2006 Functional

imaging of tumor proteolysis. Annu Rev Pharmacol Toxicol 46, 301–15.

Starcher, B., O’Neal, P., Granstein, R.D., and Beissert, S. 1996 Inhibition of neutrophil elastase

suppresses the development of skin tumors in hairless mice. J Invest Dermatol 107, 159–63.

Tchougounova, E., Pejler, G., and Abrink, M. 2003 The chymase, mouse mast cell protease 4,

constitutes the major chymotrypsin-like activity in peritoneum and ear tissue. A role for mouse

mast cell protease 4 in thrombin regulation and fibronectin turnover. J Exp Med 198, 423–31.

Tchougounova, E., Lundequist, A., Fajardo, I., Winberg, J.O., Abrink, M., and Pejler, G. 2005 A

key role for mast cell chymase in the activation of pro-matrix metalloprotease-9 and pro-matrix

metalloprotease-2. J Biol Chem 280, 9291–6.

Turk, D., Janjic, V., Stern, I., Podobnik, M., Lamba, D., Dahl, S.W., Lauritzen, C., Pedersen, J.,

Turk, V., and Turk, B. 2001 Structure of human dipeptidyl peptidase I (cathepsin C): Exclusion

domain added to an endopeptidase framework creates the machine for activation of granular

serine proteases. Embo J 20, 6570–82.

Van Kempen, L.C., de Visser, K.E., and Coussens, L.M. 2006 Inflammation, proteases and cancer.

Eur J Cancer 42, 728–34.

Vasiljeva, O., Papazoglou, A., Kruger, A., Brodoefel, H., Korovin, M., Deussing, J., Augustin, N.,

Nielsen, B.S., Almholt, K., Bogyo, M., et al. 2006 Tumor cell-derived and macrophage-derived

cathepsin B promotes progression and lung metastasis of mammary cancer. Cancer Res 66,

5242–50.

Vasiljeva, O., Reinheckel, T., Peters, C., Turk, D., Turk, V., and Turk, B. 2007 Emerging roles of

cysteine cathepsins in disease and their potential as drug targets. Curr Pharm Des 13, 387–403.

Wang, Z., Juttermann, R., and Soloway, P.D. 2000 TIMP-2 is required for efficient activation of

proMMP-2 in vivo. J Biol Chem 275, 26411–5.

Wilson, C.L., Heppner, K.J., Labosky, P.A., Hogan, B.L., and Matrisian, L.M. 1997 Intestinal

tumorigenesis is suppressed in mice lacking the metalloproteinase matrilysin. Proc Natl Acad

Sci U S A 94, 1402–7.

Wolters, P.J., Pham, C.T., Muilenburg, D.J., Ley, T.J., and Caughey, G.H. 2001 Dipeptidyl

peptidase I is essential for activation of mast cell chymases, but not tryptases, in mice. J Biol

Chem 276, 18551–66.

Wong, G.W., Yasuda, S., Morokawa, N., Li, L., and Stevens, R.L. 2004 Mouse chromosome

17A3.3 contains 13 genes that encode functional tryptic-like serine proteases with distinct

tissue and cell expression patterns. J Biol Chem 279, 2438–52.

Woodman, R.C., Reinhardt, P.H., Kanwar, S., Johnston, F.L., and Kubes, P. 1993 Effects of

human neutrophil elastase (HNE) on neutrophil function in vitro and in inflamed microvessels.

Blood 82, 2188–95.

Worley, J.R., Thompkins, P.B., Lee, M.H., Hutton, M., Soloway, P., Edwards, D.R., Murphy, G.,

and Knauper, V. 2003 Sequence motifs of tissue inhibitor of metalloproteinases 2 (TIMP-2)

determining progelatinase A (proMMP-2) binding and activation by membrane-type metallo-

proteinase 1 (MT1-MMP). Biochem J 372, 799–809.

Wun, T.C., and Reich, E. 1987 An inhibitor of plasminogen activation from human placenta.

Purification and characterization. J Biol Chem 262, 3646–53.

9 Proteolytic Pathways: Intersecting Cascades in Cancer Development 181



Yamashita, J., Tashiro, K., Yoneda, S., Kawahara, K., and Shirakusa, T. 1996 Local increase in

polymorphonuclear leukocyte elastase is associated with tumor invasiveness in non-small cell

lung cancer. Chest 109, 1328–34.

Yana, I., and Weiss, S.J. 2000 Regulation of membrane type-1 matrix metalloproteinase activation

by proprotein convertases. Mol Biol Cell 11, 2387–401.

Young, R.E., Thompson, R.D., Larbi, K.Y., La, M., Roberts, C.E., Shapiro, S.D., Perretti, M., and

Nourshargh, S. 2004 Neutrophil elastase (NE)-deficient mice demonstrate a nonredundant role

for NE in neutrophil migration, generation of proinflammatory mediators, and phagocytosis in

response to zymosan particles in vivo. J Immunol 172, 4493–502.

Young, R.E., Voisin, M.B., Wang, S., Dangerfield, J., and Nourshargh, S. 2007 Role of neutrophil

elastase in LTB(4)-induced neutrophil transmigration in vivo assessed with a specific inhibitor

and neutrophil elastase deficient mice. Br J Pharmacol.

Zimmer, M., Medcalf, R.L., Fink, T.M., Mattmann, C., Lichter, P., and Jenne, D.E. 1992 Three

human elastase-like genes coordinately expressed in the myelomonocyte lineage are organized

as a single genetic locus on 19pter. Proc Natl Acad Sci USA 89, 8215–9.

182 N.I. Affara, L.M. Coussens



Chapter 10

Physiological Functions of Plasminogen

Activation: Effects of Gene Deficiencies

in Humans and Mice

Thomas H. Bugge

Abstract Exhaustive analysis of humans and mice with genetic deficiencies in

plasminogen, plasminogen activators, plasmin inhibitor, and plasminogen activator

inhibitors have yielded fundamental new insights into both the mechanisms of

activation and the physiological functions of the plasminogen activation system.

At least five different pathways for the activation of plasminogen are operative in

vivo, and these five pathways display a remarkable functional redundancy. Plas-

minogen as well as the components that govern the activation and inhibition of the

plasminogen activation system are dispensable for development. However, the

cleavage of fibrin and other extracellular substrates by plasmin is critical for

postnatal remodeling and repair of multiple epithelial and mesenchymal tissues.

As a consequence, life without plasminogen is associated with high morbidity and

mortality due to progressive multiorgan damage. Conversely, genetic deficiencies

in inhibitors of plasmin and plasminogen activators not only markedly accelerate

tissue repair but also result in a lifelong bleeding predisposition due to premature

fibrin dissolution.

Introduction

The plasminogen activation system was the first proteolytic system to be implicated

in human tumor progression, and for long it has served as a paradigm for extracel-

lular proteolysis in cancer, as well as a prospective target for cancer therapy (Dano

et al. 1985, 1999). Plasminogen, its activators, inhibitors, and cellular receptors
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have been exhaustively studied in the context of development, invasion, metastasis,

and prognosis of human tumors, as reflected by the publication of more than 4,000

primary research publications and 600 review articles containing the keywords

‘‘plasminogen’’ and ‘‘cancer.’’

This chapter will describe some of the key insights into the physiological

functions of plasminogen activation that have been gained over the last two decades

from the study of humans and mice deficient in plasminogen, plasmin inhibitor, and

plasminogen activator inhibitors. In the chapter, the term ‘‘physiological’’ is broadly

defined as processes that can be regarded as evolutionarily beneficial (e.g., devel-

opment, reproduction, restoration of tissue homeostasis). The many putative pro-

teolytic and nonproteolytic functions of components of the plasminogen activation

system that are unrelated to the activation of plasminogen will not be covered [for

recent reviews of these exciting topics, see, e.g., Blasi and Carmeliet (2002),

Loskutoff et al. (1999), Melchor and Strickland (2005), Stefansson and Lawrence

(2003), Tsirka (2002), and Yepes and Lawrence (2004)].

The Components of the Plasminogen Activation System – A Short

Synopsis

Plasminogen is a modular trypsin-like serine protease zymogen that is converted to

the active protease plasmin, by a single endoproteolytic cleavage within the activa-

tion site of the serine protease domain. Plasminogen is predominantly synthesized

by the liver and is present in a very high concentration (1–2 mm) in plasma and other

extravascular fluids (Collen and Lijnen 1986). Lower level extrahepatic synthesis of

plasminogen has also been documented (Zhang et al. 2002). Plasminogen is con-

verted to the active protease plasmin by urokinase plasminogen activator (uPA),

tissue-type plasminogen activator (tPA), and by an as yet unidentified serine

protease (Lund et al. 2006). tPA and uPA are closely related trypsin-like serine

proteases that are expressed at many extrahepatic sites, either constitutively or after

disruption of homeostasis, leading to local activation of plasminogen (Dano et al.

1985). Following its formation, plasmin is inhibited primarily by a2-antiplasmin: a

fast-acting, serpin-type protease inhibitor that is synthesized by the liver and is

present in high concentration in plasma and extravascular fluids (Coughlin 2005,

Lijnen and Collen 1985). Three serpin-type inhibitors for uPA and tPA have been

described: plasminogen activator inhibitor (PAI-1), PAI-2, and neuroserpin. Of

these, PAI-1 appears to be the most critical physiological inhibitor of uPA and

tPA, while the functions of PAI-2 and neuroserpin in the inhibition of plasminogen

activation at present are unclear (Dougherty et al. 1999, Galliciotti and Sonderegger

2006, Loskutoff 1993, Yepes and Lawrence 2004). After inhibition by their cognate

serpins, plasmin and plasminogen activators are internalized for lysosomal degra-

dation by members of the low-density lipoprotein receptor family (Herz and Strick-

land 2001, Strickland et al. 1995).
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The Many Pathways to Plasmin

Five pathways are currently known to lead to the conversion of plasminogen to

plasmin during physiological conditions (Fig. 10.1). tPA is a poor activator of

plasminogen in solution, but a very potent activator of plasminogen in the context

of a fibrin clot. Fibrin strongly promotes tPA-mediated plasminogen activation by

serving as a scaffold for the binding of tPA and plasminogen that brings the two

Fig. 10.1 The five known physiological pathways for plasminogen activation. a Fibrin-dependent

activation of plasminogen (Plg) by tissue-type plasminogen activator (tPA). Fibrin serves as a

scaffold for binding of tPA and Plg and protects newly formed plasmin from inactivation by a2-
antiplasmin. b Cell surface-mediated Plg activation by tPA. tPA and Plg bind to specific cell

surface receptors that provide a spatially favorable alignment and productive plasmin generation.

The cell surface protects plasmin from inactivation by a2-antiplasmin. c urokinase plasminogen

activator receptor (uPAR)-dependent Plg activation by urokinase plasminogen activator (uPA).
Pro-uPA binds to uPAR and Plg binds to specific cell surface receptors leading to feedback

activation of Plg to plasmin by uPA, and, conversely, pro-uPA to active uPA by plasmin. Cell

surface-bound plasmin is protected from inactivation by a2-antiplasmin. d uPAR-independent

activation of Plg by uPA. uPA converts Plg to plasmin in a process that does not involve uPAR and

may be cell surface dependent or independent. e uPA and tPA-independent Plg activation. Plg is

proteolytically converted to plasmin by an unknown serine protease that is different from uPA and

tPA
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molecules in close apposition and by protecting plasmin from inactivation by a2-
antiplasmin (Collen 1980, Collen and Lijnen 2005, Hoylaerts et al. 1982, Thorsen

1992).

A second pathway for plasminogen activation by tPA is cell mediated and

involves the simultaneous binding of tPA and plasminogen to the cell surface,

which leads to productive plasmin generation. The annexin II-S100A10 heterote-

tramer recently has emerged as one strong candidate receptor for mediating physi-

ologically relevant tPA-dependent cell surface plasminogen activation, as annexin

II-deficient mice develop widespread spontaneous fibrin deposition and cells from

annexin II-deficient mice display reduced tPA-mediated plasminogen activation in

vitro (Beebe et al. 1989; Felez et al. 1991; Hajjar et al. 1987, 1986; Hajjar et al.

1994; Kim and Hajjar 2002; Ling et al. 2004; Plow et al. 1986).

A principal pathway for plasminogen activation by uPA involves the binding of

uPA to a specific cell surface receptor, the urokinase plasminogen activator receptor

(uPAR). uPA is synthesized as a single chain proenzyme (pro-uPA) with low

intrinsic activity that is efficiently converted to active two-chain uPA by plasmin.

Two-chain uPA, in turn, is a potent activator of plasminogen. The concomitant

binding of pro-uPA to uPAR, and of plasminogen to as yet not fully characterized

cell surface receptors strongly potentiates uPA-mediated plasminogen activation,

probably through the formation of ternary complexes that align the two proenzymes

in a way that exploits their low intrinsic activity and thereby favors a mutual

activation process. The net result of this process is the efficient and localized

generation of active uPA and plasmin on the cell surface (Ellis et al. 1991, Ellis

and Dano 1993, Ellis et al. 1989, Ronne et al. 1991, Stephens et al. 1989).

Although uPAR appears to be critical for cell-mediated plasminogen activation

by uPA in vivo (Liu et al. 2003, Liu et al. 2001), it is not the only physiologically

relevant pathway, or even the dominant pathway, for the activation of plasminogen

by uPA in mice. Thus, mice deficient in uPAR or mice with combined deficiencies

in uPAR and tPA develop a much milder spectrum of phenotypic abnormalities

than uPA-deficient mice or mice with combined uPA and tPA deficiencies. Fur-

thermore, neither uPAR-deficient nor uPAR and tPA double-deficient mice display

the pronounced defects in tissue repair that are characteristic of uPA-deficient, uPA

and tPA double-deficient, or plasminogen-deficient mice (Dewerchin et al. 1996;

Bezerra et al. 2001; Bugge et al. 1995a,b; 1996a,b Carmeliet et al. 1998, 1994;

Deindl et al. 2003; Kitching et al. 1997; Ploplis et al. 1995; Shanmukhappa et al.

2006; see the following section). The dominant uPAR-independent pathway of

plasminogen activation by uPA that was defined from these gene inactivation

studies may involve as yet uncharacterized cellular receptors for uPA (Longstaff

et al. 1999), or, alternatively, be cell-independent.

Recently, it was noted that skin wound healing was more severely impaired in

plasminogen-deficient mice than congenic mice with combined uPA and tPA

deficiencies. Furthermore, active plasmin and plasmin-a2-antiplasmin complexes

could be readily detected in extracts from uPA and tPA double-deficient wounds.

This exciting finding demonstrates the existence of a third physiologically relevant

pathway for plasminogen activation in mice (Lund et al. 2006). The protease
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responsible for the activation of plasminogen in the combined absence of uPA and

tPA is currently unknown, but appears to be an ecotin-inhibitable serine protease

(Lund et al. 2006).

The various physiological pathways for plasminogen activation display signifi-

cant functional redundancy in vivo. Thus, mice with single deficiencies in either

uPA or tPA do not display the pervasive multiorgan pathology that befalls mice

with combined uPA and tPA deficiency (Bugge et al. 1996a, Carmeliet et al. 1994,

Drew et al. 1998). Furthermore, the capacity to repair injured tissues is generally

much more severely affected in combined uPA and tPA-deficient mice than in mice

with single deficiencies in the two plasminogen activators, which often display only

modest impairments of tissue repair (Bezerra et al. 2001, Bugge et al. 1996a,

Carmeliet et al. 1994, Kitching et al. 1997, Leonardsson et al. 1995, Shanmukhappa

et al. 2006). In the central nervous system, however, uPA is expressed at very low

levels, and tPA appears to be the dominant physiological plasminogen activator

with little or no contribution by uPA under nonpathological conditions (Hoover-

Plow et al. 2001, Mataga et al. 2004, Melchor et al. 2003, Mizutani et al. 1996,

Nakagami et al. 2000, Oray et al. 2004, Pang et al. 2004, Wu et al. 2000).

Physiological Functions of Plasminogen Activation

Plasminogen deficiency is now established as the principal cause of ligneous

conjunctivitis, a rare, multisyndromic, inherited disease that was described as

early as 1847 (Bouisson 1847; Schuster et al. 1997, 1999b; Tefs et al. 2006).

Critical insights into the physiological roles of plasminogen activation have been

gained from the clinical examination of individuals with this disease. As of 2007,

about 75 cases of severe or complete plasminogen deficiency in humans have been

reported. These deficiencies are caused by homozygosity or compound heterozy-

gosity for a wide assortment of missense, frameshift, splice site, and nonsense

mutations that can be found throughout the plasminogen gene. The disease is

characterized by the formation of chronic, disfiguring, wood-like (ligneous),

fibrin-rich lesions on mucous membranes of multiple body sites. The onset and

severity of lesion formation varies considerably from individual to individual.

Ligneous lesions generally reappear rapidly after surgical removal due to defective

wound healing. Tissues that can be affected include the conjunctiva and cornea of

the eye, the gingiva, the ears, the sinuses, the larynx, the vocal cords, the bronchi, the

gastrointestinal tract, the female genital tract, and the skin. Congenital occlusive

hydrocephalus caused by floating thombi within the cerebrospinal fluid has also

been described (Ciftci et al. 2003, Kraft et al. 2000, Ozcelik et al. 2001, Pantanowitz

et al. 2004, Schott et al. 1998, Schuster et al. 1999a, Tefs et al. 2006; Table 10.1).

Ligneous lesions are often quite debilitating, leading to impaired vision, tooth loss,

chronic respiratory infections, infertility, and premature death (Baykul and Bozkurt

2004, Beck et al. 1999, Ciftci et al. 2003, Kraft et al. 2000, Ozcelik et al. 2001,

Pantanowitz et al. 2004, Schuster et al. 1999a, Tefs et al. 2006). Interestingly,

however, of about 75 patients with documented severe plasminogen deficiency
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described in the literature, no episodes of venous thrombosis were documented.

Histological examination of ligneous lesions often reveals extensive epithelial

ulcerations with reactive hyperplasia, surrounding large amorphous, fibrin-rich

masses that contain acute and/or chronic inflammatory cell infiltrates composed

of neutrophils, T cells, macrophages, B cells, and mast cells. Neovascularization

and deposition of plasma proteins such as immunoglobulin and albumin are fre-

quently observed in ligneous lesions, whereas lipid, amyloid, and keratin are

generally not detectable (Chambers et al. 1969, Cooper et al. 1979, Eagle et al.

1986, Gunhan et al. 1994, Hidayat and Riddle 1987, Holland et al. 1989, Mingers

et al. 1997). Consistent with plasminogen deficiency as the underlying cause,

ligneous lesions have been treated very efficiently by systemic or topical adminis-

tration of plasmin, plasminogen, or even fresh-frozen plasma. This often leads to

complete resolution of ligneous lesions (Schott et al. 1998, Tabbara 2004, Watts

et al. 2002).

The precise etiology of the ligneous lesions that accompanies plasminogen

deficiency in humans has not been definitively established. However, the pro-

nounced accumulation of fibrin and inflammatory cells in ligneous lesions, when

combined with data that plasminogen-deficient mice that are also genetically

deficient in fibrinogen are completely protected from ligneous lesions, implicates

insufficient extravascular fibrinolysis as the principal underlying cause. In this

scenario, topical irritation, minor trauma, or infection of plasminogen-deficient

mucus membranes triggers an inflammatory response that leads to local fibrin

deposition. In the absence of sufficient extravascular fibrin clearance, a ‘‘vicious

cycle’’ of fibrin-triggered inflammatory cell recruitment, and inflammatory cell-

induced fibrin deposition occurs, causing the characteristic features of ligneous

lesions. In summary, the study of the clinical effects of severe plasminogen

deficiency in humans suggests a principal role of plasminogen activation in extra-

vascular fibrin surveillance in multiple tissues, in particular those subjected to

frequent trauma from environmental exposure.

Plasminogen-deficient mice display a spectrum of phenotypic abnormalities that

are very similar to those observed in humans with plasminogen deficiency (Table

10.1). Fetal plasminogen is dispensable for mouse embryonic development, and

plasminogen-deficient mice are generally unremarkable at birth (Bugge et al.

1995a, 1996b; Ploplis et al. 1995), although occlusive hydrocephalus has been

noted in rare cases (Drew et al. 1998). However, like plasminogen-deficient

humans, plasminogen-deficient mice with time develop focal lesions of multiple

epithelial tissues, leading to wasting, impaired organ function, and premature death

(Bugge et al. 1995a, 1996b; Drew et al. 1998; Ploplis et al. 1995). These lesions can

be found inmost organ systems and organs in the body, including the gastrointestinal

tract (esophagus, squamous and glandular stomach, liver, pancreas, duodenum,

colon, rectum), respiratory system (trachea, bronchi, lungs), female genital tract

(vagina, uterus of parous females), eye (cornea, conjunctiva), and auditory system

(middle ear, tympanic membrane, and external ear; Bugge et al. 1995a, 1996b; Drew

et al. 1998; Eriksson et al. 2006; Ploplis et al. 1995). Plasminogen-deficient female

mice display substantially diminished ability to nurture their litters due to impaired
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mammary gland involution and impaired milk secretion, secondary to fibrin accu-

mulation in the alveoli and ducts of the mammary gland (Green et al. 2006, Lund

et al. 2000). Although the brain of plasminogen-deficient mice is anatomically

normal, the mice display learning deficits that are associated with impaired long-

term potentiation and synaptic plasticity (Hoover-Plow et al. 2001, Mataga et al.

2004, Mizutani et al. 1996, Nakagami et al. 2000, Oray et al. 2004, Pang et al.

2004).

The epithelial lesions that develop in plasminogen-deficient mice are histologi-

cally very similar to the epithelial lesions observed in plasminogen-deficient

humans. They typically exhibit epithelial disruption with focal necrosis of underly-

ing tissue, reactive hyperplasia, and extensive fibrin deposition with profuse inflam-

matory cell infiltration (Bugge et al. 1995a, 1996b; Drew et al. 1998; Eriksson et al.

2006; Ploplis et al. 1995). Impaired and aberrant tissue repair after chance trauma is

likely to be the primary underlying cause of the spontaneous lesions that accumu-

late in plasminogen-deficient mice. Thus, studies of the kinetics and the overall

outcome of the healing of defined injuries of plasminogen-deficient mice that are

generated in a wide variety of epithelial and mesenchymal tissues have revealed a

generalized and severe impairment of tissue repair (Table 10.1). The delay and

aberrant healing documented in plasminogen-deficient mice include intravascular

thrombus dissolution (Lijnen et al. 1996), incisional skin wounds (Lund et al. 1999,

Romer et al. 1996), tympanic membrane perforation (Li et al. 2006), scrape and

excimer-induced corneal wounds (Drew et al. 2000), experimental glomerulone-

phritis (Kitching et al. 1997), organic solvent-induced liver necrosis (Bezerra et al.

1999, Pohl et al. 2001), antigen-induced arthritis (Busso et al. 1998), skeletal

muscle crush injury (Suelves et al. 2002), peripheral nerve injury (Akassoglou

et al. 2000, 2002; Siconolfi and Seeds, 2001), neuronal remodeling after kainate-

induced seizure (Wu et al. 2000), amyloid deposition in the brain (Melchor et al.

2003), and experimental myocardial infarction (Creemers et al. 2000).

Outside of the central nervous system, the impaired dissolution of fibrin appears

to be the principal molecular defect that underlies the spontaneous multiorgan

pathology and defective tissue repair associated with plasminogen deficiency in

mice (Table 10.1). Thus, the genetic elimination of fibrinogen in plasminogen-

deficient mice prevents wasting, normalizes the life span, and also completely

prevents the formation of spontaneous lesions in the digestive tract, the respiratory

tract, the urogenital tract, the cornea, the conjunctiva, and other tissues and organs

(Bugge et al. 1996b, Drew et al. 1998). Likewise, with the notable exception of

resolution of carbon tetrachloride-induced liver necrosis (Bezerra et al. 1999, Ng

et al. 2001), fibrinogen gene disruption, or fibrinogen depletion have normalized the

kinetics and overall outcome of the healing of all experimental tissue injuries where

this has been tested. These include skin wound healing (Bugge et al. 1996b),

corneal wound healing (Kao et al. 1998), antigen-induced arthritis (Busso et al.

1998), muscle regeneration (Suelves et al. 2002), and peripheral nerve damage

(Akassoglou et al. 2000, 2002). Furthermore, heterozygosity for the fibrinogen gene

markedly improved the lactational competence of plasminogen-deficient females

(Green et al. 2006).

10 Physiological Functions of Plasminogen Activation 189



Table 10.1 Physiological effects of congenital plasminogen deficiency in humans and mice

Humans

Ligneous lesionsa

Eyes (cornea, conjunctiva)

Auditory canal (middle ear)

Mouth (gingiva)

Respiratory tract (sinuses, larynx, vocal cords, trachea,

bronchi)

Gastrointestinal tract (stomach)

Female genital tract (vagina, cervix)

Occlusive hydrocephalus

Impaired fertility

Impaired wound healing

Increased mortality

Mice

Ligneous lesions Fibrinogen dependenceb

Eyes (cornea, conjunctiva) Yes

Auditory canal (middle ear, tympanic membrane) ND

Respiratory tract (trachea, bronchi, lungs) Yes

Gastrointestinal tract (esophagus, stomach, liver,

pancreas, duodenum, colon, rectum)

Yes

Female genital tract (vagina, uterus) Yes

Occlusive hydrocephalus ND

Impaired fertility ND

Impaired lactation Yes

Wasting Yes

Impaired learning No

Increased mortality Yes

Impaired tissue repair

Intravascular thrombosis Yes

Skin (incisional wounds) Yes

Tympanic membrane (rupture) ND

Cornea (excimer laser ablation, scrape) Yes

Kidney (glomerulonephritis) ND

Joints (antigen-induced arthritis) Yes

Skeletal muscle (crush injury) Yes

Heart (myocardial infarction) ND

Peripheral nervous system (crush injury) Yes

Liver (necrosis) No

Central nervous system (kainite-induced seizure, amyloid

deposition)

No

aFibrin and inflammatory cell-rich white, yellowish or reddish pseudomembranous, occasionally

vascularized lesions named after their wood-like (ligneous) appearance
bPhenotype alleviated by fibrinogen deficiency, fibrinogen haploinsufficiency, or fibrinogen de-

pletion

ND Not determined

Compiled from Akassoglou et al. (2000, 2002), Baykul and Bozkurt (2004), Bezerra et al. (1999),

Bugge et al. (1995a, 1996b), Busso et al. (1998), Chambers et al. (1969), Ciftci et al. (2003),

Cooper et al. (1979), Creemers et al. (2000), Drew et al. (1998), Eagle et al. (1986), Eriksson et al.
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Fibrinogen expression is neglectable within the central nervous system under

nonpathological conditions, and plasmin exerts its critical functions in brain

homeostasis, injury repair, and learning independent of fibrin cleavage. In this regard,

a number of candidate plasmin substrates have been identified, including probrain-

derived neurotropic factor, laminin, proteoglycans, and amyloid-b. This indicates that
plasminogen has multiple proteolytic targets in the brain (Melchor, Pawlak and

Strickland 2003, Nakagami et al. 2000, Pang et al. 2004, Wu et al. 2000).

Physiological Functions of Inhibitors of Plasmin and Plasminogen

Activators

a2-Antiplasmin

Congenital autosomal a2-antiplasmin deficiency is a rare disorder in humans that

was first described in 1978 (Koie et al. 1978). Affected individuals are normal at

birth, but suffer a moderate to severe lifelong predisposition for spontaneous and

trauma-induced bleeding, as well as rebleeding after hemostasis has been achieved

(Table 10.2). Episodes reported in these individuals include umbilical cord bleed-

ing, urinary tract bleeding, bleeding gums, bleeding into the chest cavity, joint

bleeding, spontaneous and traumatic subcutaneous bleeding, subarachnoid, epidu-

ral, and cerebral bleeding, and excessive bleeding after tooth extraction (Harish

et al. 2006, Kluft et al. 1979, Kluft et al. 1982, Miles et al. 1982, Yoshinaga et al.

2000, Yoshioka et al. 1982). These bleeding episodes appear to be secondary to

accelerated fibrinolysis, and they have been effectively treated with the plasmin

inhibitor tranexamic acid, which inhibits the binding of plasminogen to fibrin

(Kettle and Mayne 1985, Kluft et al. 1982, Yoshioka et al. 1982). The underlying

cause of congenital a2-antiplasmin deficiency, where determined, was attributed to

splice site mutations, frameshift mutations, in frame deletions, and missense muta-

tions within the a2-antiplasmin gene (Hanss et al. 2003, Holmes et al. 1987, Lind

and Thorsen 1999, Miura et al. 1989a, Miura et al. 1989b, Yoshinaga et al. 2000).

Interestingly, relatives of affected individuals with heterozygous a2-antiplasmin

deficiency display a mild bleeding tendency (Hanss et al. 2003, Kluft et al. 1982,

Leebeek et al. 1988, Miles et al. 1982).

Unlike humans, a2-antiplasmin deficiency in mice does not appear to be asso-

ciated with spontaneous bleeding under standard animal housing conditions.

Table 10.2 (Continued) (2006), Green et al. (2006), Gunhan et al. (1994), Hidayat and Riddle

(1987), Holland et al. (1989), Hoover-Plow et al. (2001), Kao et al. (1998), Kitching et al. (1997),

Kraft et al. (2000), Li et al. (2006), Lijnen et al. (1996), Lund et al. (1999, 2000), Mataga et al.

(2004), Melchor et al. (2003), Mingers et al. (1997), Mizutani et al. (1996), Nakagami et al. (2000),

Ng et al. (2001), Oray et al. (2004), Ozcelik et al. (2001), Pang et al. (2004), Pantanowitz et al.

(2004), Ploplis et al. (1995), Pohl et al. (2001), Romer et al. (1996), Schott et al. (1998), Schuster

et al. (1997, 1999b), Siconolfi and Seeds (2001), Suelves et al. (2002), Tabbara (2004), Tefs et al.

(2006), Watts et al. (2002), and Wu et al. (2000)

10 Physiological Functions of Plasminogen Activation 191



Furthermore, although lysis of fibrin clots was accelerated in these mice, bleeding

times were not increased after tail tip or toe amputation (Lijnen et al. 1999).

Interestingly, the increased plasmin activity caused by a2-antiplasmin deficiency

provided increased protection from endotoxin-induced thrombosis (Lijnen et al.,

1999), accelerated the regeneration after toxic liver injuries, and enhanced skin

wound healing (Kanno et al. 2006, Okada et al. 2004).

PAI-1

Humans with very low or undetectable PAI-1 have been identified (Dieval et al.

1991; Fay et al. 1997, 1992; Lee et al. 1993; Minowa et al. 1999; Schleef et al.

1989; Takahashi et al. 1996). In most cases, the molecular deficiency that underlies

this autosomal recessive disorder has not been determined. However, thorough

analysis of one large kindred, in which PAI-1 deficiency was frequent, uncovered

a frameshift mutation in exon 4 of the PAI-1 gene, which leads to the generation of

a null allele. Homozygosity for this null allele was documented in seven people and

heterozygosity for the null allele was documented in 19 relatives of these inviduals

(Fay et al. 1997, 1992). The collective analysis of PAI-1-deficient humans has

revealed a critical role of PAI-1 in hemostasis (Table 10.3). PAI-1-deficient humans

display supra-physiological levels of plasminogen activator activity, which causes a

lifelong predisposition for spontaneous and trauma-induced bleeding. Reported

Table 10.2 Physiological effects of a2-antiplasmin-deficiencya in humans and mice

Humans

Spontaneous and trauma-induced bleeding episodes

Umbilical cord

Urinary tract

Gums

Chest cavity

Joints

Subcutaneous

Subarachnoid

Epidural

Cerebral

Tooth extraction socket

Miceb

Accelerated tissue repair

Intravascular thrombosis (endotoxin induced) Skin (incisional wounds)

Liver (necrosis)
aCongenital a2-antiplasmin deficiency (heterozygous or homozygous deficiency)
bSpontaneous or trauma-induced bleeding episodes have not been reported in a2-antiplasmin-

deficient mice

Compiled from Hanss et al. (2003), Harish et al. (2006), Holmes et al. (1987), Kanno et al. (2006),

Kettle and Mayne (1985), Kluft et al. (1979), Kluft et al. (1982), Koie et al. (1978), Leebeek et al.

(1988), Lijnen et al. (1999), Lind and Thorsen (1999), Miles et al. (1982), Miura et al. (1989a),

Miura et al. (1989b), Okada et al. (2004), Yoshinaga et al. (2000), and Yoshioka et al. (1982)
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cases include recurrent bleeding into knee and elbow joints, subperiosteal bleeding

after jaw trauma, epidural bleeding after head trauma, delayed bleeding after

inguinal hernia surgery, prolonged bleeding after tooth extraction, and frequent

bruising. Excessive menstrual bleeding is also a common predilection of PAI-1-

deficient females. Bleeding episodes in PAI-1 deficient humans have been treated

effectively by oral administration of a-aminocaproic acid or tranexamic acid

(Dieval et al. 1991, Fay et al. 1997, 1992; Lee et al. 1993; Minowa et al. 1999;

Schleef et al. 1989; Takahashi et al. 1996). Heterozygous siblings and parents of

affected individuals were unremarkable. Given the many critical functions pro-

posed for PAI-1 in cell migration, cell adhesion, angiogenesis, and immunity, it is

curious that detailed physical examinations of humans with complete PAI-1-defi-

ciency have failed to uncover any physiological abnormalities besides excessive

spontaneous or trauma-induced bleeding.

PAI-1-deficient mice develop and reproduce normally, but present a hyperfibri-

nolytic state characterized by accelerated lysis of intravascular and ex vivo fibrin

clots. However, like a2-antiplasmin-deficient mice, the physiological consequences

of loss of PAI-1 in mice appear to be less severe than in humans. Spontaneous

bleeding episodes were not recorded in PAI-1-deficient mice under standard hous-

ing conditions, and the mice did not display increased bleeding or rebleeding after

partial amputation of the tail or cecum (Carmeliet et al. 1993a, 1993b). However,

consistent with the general impairment of tissue repair observed in mice with

reduced plasminogen activation (plasminogen-deficient mice, plasminogen

activator-deficient mice), the surpraphysiological state of activation of plasminogen

Table 10.3 Physiological effects of congenital PAI-1 deficiency in humans and mice

Humans

Spontaneous and trauma-induced bleeding episodes

Joints

Periosteum

Epidural

Tooth extraction socket

Chest cavity

Subcutaneous

Prolonged menstrual bleeding

Micea

Accelerated tissue repair

Intravascular thrombosis (endotoxin induced)

Skin (incisional wounds)

Joints (antigen-induced arthritis)

Lungs (bleomycin-induced fibrosis)
aSpontaneous or trauma-induced bleeding episodes have not been reported in PAI-1-deficient mice

Compiled from Carmeliet et al. (1993a, 1993b), Chan et al. (2001), Dieval et al. (1991), Eitzman

et al. (1996), Fay et al. (1997, 1992), Kawasaki et al. (2000), Lee et al. (1993), Minowa et al.

(1999), Oda et al. (2001), Schleef et al. (1989), Suelves et al. (2005), Takahashi et al. (1996), Van

Ness et al. (2002), and Zhu et al. (1999)
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that accompanies PAI-1 deficiency appears to improve the time to healing and the

overall outcome of a diverse number of tissue injuries in mice. These include

intravascular thrombosis (Carmeliet et al. 1993b, Kawasaki et al. 2000, Zhu et al.

1999), obstructive kidney damage (Oda et al. 2001), skeletal muscle injury (Suelves

et al. 2005), incisional skin wound healing (Chan et al. 2001), antigen-induced

arthritis (Van Ness et al. 2002), and bleomycin-induced lung injury (Eitzman et al.

1996). The collective findings from these studies have made PAI-1 an increasingly

attractive drug candidate.

Conclusions

Two decades of exhaustive analysis of humans and mice with genetic deficiencies

in plasminogen, plasminogen activators, plasmin and plasminogen activator inhi-

bitors have yielded fundamental new insights into the physiological role of the

activation of plasminogen. Plasminogen and the components that govern plasmin-

ogen activation are dispensable for development. However, the cleavage of fibrin

and other extracellular substrates by plasmin is critical to the postnatal remodeling

and repair of multiple epithelial and mesenchymal tissues, and life without plas-

minogen is associated with high morbidity and mortality. At least five different

pathways for the activation of plasminogen are operative in vivo, and the five

pathways display a remarkable functional redundancy. Genetic deficiencies in

inhibitors of plasmin and plasminogen activators not only cause lifelong bleeding

predispositions but also accelerate tissue repair and regeneration.
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Chapter 11

The Plasminogen Activation System in Tissue

Remodeling and Cancer Invasion

Kasper Almholt, Anna Juncker-Jensen, Kirsty Anne Green, Helene Solberg,

Leif Røge Lund, and John Rømer

Abstract Plasminogen (Plg) is perhaps the most abundant and widely distributed

protease zymogen in the organism. The local activation of Plg by the highly specific

Plg activators is involved in a number of processes that require proteolytic restruc-

turing of the extracellular milieu. We review the experimental evidence that

implicates Plg activation in four very different tissue-remodeling events. These

are wound healing, embryo implantation, mammary gland involution, and cancer

metastasis. In all cases, the urokinase-type plasminogen activator (uPA) is pro-

duced by specialized cell populations within the remodeling tissue. In several of

these processes, we have identified a functional overlap between the Plg activation

system and one or more proteases of the matrix metalloprotease (MMP) family. We

anticipate that similar functional redundancies are widespread in physiological as

well as pathological proteolytic processes, and it therefore represents a challenge to

identify the critical proteases for therapeutic targeting.

Introduction

Ontogenesis of any higher organism is an unbroken chain of coordinated tissue-

remodeling events that execute the development of an organism from the fertilized

egg to its adult form. In the adult organism, however, tissue-remodeling events only

occur in certain tissues or in response to injury and are an exception to the general

state of tissue homeostasis. Even so, tissue remodeling is strictly required in the

adult organism for a number of crucial functions. In this chapter, we will focus on the

role of extracellular proteases in selected tissue-remodeling events, with particular
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emphasis on the serine proteases that govern the activation of plasminogen (Plg).

We will look at the Plg activation system in three examples of normal postdevelop-

mental tissue remodeling. These are skin wound healing, embryo implantation in

the uterine wall, and mammary gland remodeling during pregnancy cycling. Finally,

we will focus on the Plg activation system in malignant tissue remodeling, with the

mouse mammary tumor virus (MMTV)-polyomavirus middle T antigen (PymT)

transgenic breast cancer model as the case study.

The extracellular proteases have been extensively examined in physiological

tissue-remodeling events, often using gene-targeted mice. The goal of these studies

has been to uncover the role of the proteases during normal tissue remodeling in its

own right. A second purpose has always been to unravel the role of the proteases in

cancer, based on the assumption that these physiological processes can be used as

meaningful surrogate models for cancer invasion. In a classic comparison, cancer

was described as ‘‘wounds that do not heal’’ (Dvorak 1986), which can be broad-

ened to state that cancer invasion resembles normal tissue remodeling gone out of

control (Johnsen et al. 1998, Rømer 2003, Danø et al. 2005). In any nonneoplastic

tissue-remodeling event, one normal tissue is replaced by another in a controlled

fashion, while cancer invasion is characterized by an uncontrolled substitution of

normal tissue with expanding neoplastic tissue. The lack of control during cancer

invasion is naturally a crucial difference, while other features such as protease

expression patterns can be very similar when comparing, for example, skin wound

healing and skin cancer or comparing mammary gland cycling and breast cancer

(Johnsen et al. 1998, Rømer 2003, Green and Lund 2005).

Physiological tissue-remodeling events often have the advantages of greater repro-

ducibility and ease of quantification compared to cancer invasion and metastasis;

advantages that have increased the rate of discovery. An important insight obtained

from physiological tissue-remodeling events is the high degree of functional overlap

among the extracellular proteases. It will be crucial to identify these built-in redun-

dancies and compensatory mechanisms, if cancer invasion and metastasis are to be

successfully combatted.

Extracellular Proteolysis

Extracellular proteases first received attention due to their collective ability to

degrade any component of the extracellular matrix (ECM), which would allow

them to pave the way for invasion and metastasis. In addition to their role as

molecular scissors, proteases are now known to convey extracellular signals includ-

ing the release and/or direct modification of signaling molecules, regulation of

cell–cell and cell–ECM contacts, and generation of bioactive ECM fragments.

Several extracellular protease families are involved in physiological tissue-

remodeling processes and cancer invasion (for detailed reviews, see Andreasen

et al. 2000, López-Otı́n and Overall 2002, Danø et al. 2005, Page-McCaw et al.

2007). The serine proteases and related molecules of the Plg activation cascade
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have been extensively studied in this regard. Plg is synthesized in the liver,

circulates in blood at a concentration of �2 mM, and is found at a somewhat

lower concentration in all interstitial fluids. The conversion of Plg to plasmin is

catalyzed by two well-studied activators, urokinase-type Plg activator (uPA) and

tissue-type Plg activator (tPA), and there is good evidence that at least one addi-

tional enzyme can catalyze this activation in vivo, namely, plasma kallikrein [pKal;

Selvarajan et al. (2001), Lund et al. (2006)]. Both uPA and tPA are also synthesized

as precursors. The catalytically inactive uPA precursor, pro-uPA, binds to a cell

surface receptor, the urokinase receptor (uPAR), and this interaction accelerates the

conversion of pro-uPA to uPA in a positive feedback mechanism between (pro-)

uPA and Plg/plasmin (Ploug 2003). The tPA precursor, which has some intrinsic

activity, and tPA itself, bind strongly to fibrin in blood clots and appear to be

particularly well situated to achieve thrombolysis after intravascular clotting

(Collen and Lijnen 2005). Plg/plasmin also binds to cell surfaces and to fibrin in

blood clots and is in both cases protected from inactivation by the specific inhibitor

a2-antiplasmin (Ploug 2003, Collen and Lijnen 2005). Whether the Plg activators

have a physiological role in addition to the activation of Plg to plasmin is not yet

definitively established, but there is evidence that uPAR interacts strongly with

connective tissue components such as vitronectin with or without bound uPA (Wei

et al. 1994, Høyer-Hansen et al. 1997, Ploug 2003), and it may be involved in

intracellular signaling processes (Fazioli et al. 1997, Blasi and Carmeliet 2002).

Two specific Plg activator inhibitors (PAIs) exist, PAI-1 and PAI-2 [for reviews see
Andreasen et al. (1997), Andreasen et al. (2000), Dellas and Loskutoff (2005)].

PAI-1 in particular interacts on the cell surface with uPA bound to uPAR and may

affect cell surface interactions with integrins and matrix components (Stefansson

and Lawrence 1996, Loskutoff et al. 1999, Czekay et al. 2003). Plasmin has a wide

range of substrate proteins, including the proenzyme forms of uPA and tPA, fibrin

in blood clots, and many other structural ECM proteins. It also participates in the

activation of a number of proproteins, including pro-MMPs, cytokines, growth

factors, and other potential messengers (Andreasen et al. 2000).

In addition to plasmin and its activators, there are a number of other extracellular

protease families. We will introduce the matrix metalloproteinase (MMP) family

here because there is considerable evidence of a functional overlap between the Plg

activation system and the MMPs. Currently, 23 human MMPs have been identified

(22 in mice that do not have MMP-26). An updated list of human and mouse

proteases is available from the López-Otı́n lab at http://web.uniovi.es/degradome/.

MMPs are zinc-dependent proteases with varying specificities for ECM proteins

(Folgueras et al. 2004, Nagase et al. 2006, Page-McCaw et al. 2007). A few MMPs,

including the three classical collagenases (MMP-1, -8, and -13), are able to degrade

native collagen. Two MMPs, the so-called gelatinases (MMP-2 and -9), are partic-

ularly active against denatured collagen. The two typical stromelysins (MMP-3 and

-10) have a broad specificity and at least MMP-3 is particularly active against

proteoglycans. The matrilysins (MMP-7 and -26) have the simplest domain struc-

ture in the MMP family and a broad substrate specificity. All of these enzymes are

among the 16 MMPs, which are secreted as soluble proteins. The remaining seven
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MMPs are membrane-bound enzymes (MMP‐14, ‐15, ‐16, ‐17, ‐23, ‐24, and ‐25),
which have varying specificities that in the case of MMP‐14 includes native

collagen (Page-McCaw et al. 2007). The seven membrane-bound MMPs, and

the soluble MMP‐11, ‐21, and ‐28 all have a furin cleavage site and may be

activated by furin-like proprotein convertases during posttranslational modifica-

tion. The 13 other soluble MMPs are activated extracellularly, either by plasmin,

other MMPs, or other extracellular proteases (Folgueras et al. 2004, Nagase et al.

2006, Page-McCaw et al. 2007). The MMP system is counterbalanced by a group of

four endogenous inhibitors, the tissue inhibitor of metalloproteases (TIMP‐1, ‐2, ‐3,
and ‐4). All four TIMPs are capable of inhibiting most of the MMPs, and even

certain metalloproteases outside the MMP family, but the TIMPs are also involved

in the activation of some MMPs (Nagase et al. 2006).

Plasminogen Activation in Tissue Remodeling

and Cancer Invasion

Skin Wound Healing

Tissue remodeling in response to injury has been thoroughly investigated in skin

wound models [for detailed reviews see Martin (1997), Singer and Clark (1999),

Werner and Grose (2003)]. Skin responds to physical insults, such as freezing,

burning or a surgical procedure by initiating a tissue-remodeling response appro-

priate for the particular insult. The model we use in our laboratory is the full

thickness incision on the dorsal skin of the mouse (Rømer et al. 1996, Lund et al.

1999). A cut of 20 mm in length is made under general anesthesia with a sharp

blade. The wound is left without stitching or dressing and the mice are caged

individually. The edges of the wound initially separate by 4–6 mm in the center.

Hemostasis occurs spontaneously and a desiccated crust is established within 1–2

days of wounding. Healing is judged complete when the wound area is completely

reepithelialized and all scab has dropped off. In wild-type mice, the healing time is

relatively constant and very reproducible, from 16 to 19 days dependent on the

background strain of mice (Rømer et al. 1996; Lund et al. 1999, 2006). Within

several hours of wounding, the cells at the cut edge commence migration across the

provisional matrix toward the center of the wound. It is generally believed that with

this type of stratified squamous epithelium, there is a rolling process, whereby cells

break free from the basal lamina and intercellular linkages, possibly via expression

of extracellular proteases, to adopt a motile phenotype with ruffled edges (Clark

1996). Coincident with this change in behavior the mRNA levels of several

extracellular proteases are greatly increased. The keratinocytes of the regenerating

epidermis express uPA (Fig. 11.1a), uPAR, PAI-1, MMP‐3, ‐9, ‐10, and ‐13 (Rømer

et al. 1991, 1994, 1996; Madlener et al. 1998; Lund et al. 1999). The epidermis in

the wound field is thickened and consists of a broad proliferative zone and a
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Fig. 11.1 Expression of urokinase-type Plg activator (uPA) mRNA in three normal tissue-

remodeling events and in cancer invasion. Mouse uPA mRNA was detected by in situ hybridiza-

tion with S-35-labeled RNA probes. In the left column are bright field images; in the right column

are the corresponding dark field images. (a) Full thickness skin wound 24 h after the incision. uPA

mRNA is present in the basal and suprabasal keratinocytes in the zone of proliferative and

migrating keratinocytes (straight arrows) extending to the tip of the keratinocyte wedge (curved

arrow) adjacent to the wound edge (dashed line) (Rømer et al. 1991, 1996). Note that keratinocytes

of nearby hair follicles also express uPA mRNA (arrowhead) and can contribute to the regenerat-

ing epidermis. (b) Section through embryo at day 6.5 of gestation. uPA mRNA is present in
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migrating zone just at the invasive front. Expression of uPAR and MMP‐9
is confined to this very narrow zone of leading edge keratinocytes (Rømer et al.

1994, Lund et al. 1999). Stromal cells, including fibroblasts and macrophages,

in the adjacent uninjured dermis and/or in the provisional matrix and granulation

tissue that is formed beneath the wound crust produce uPA, PAI‐1, MMP‐2, -3, ‐11,
‐12, ‐13, ‐14, and TIMP‐1 (Rømer et al. 1991, 1994, 1996; Madlener et al. 1998;

Lund et al. 1999). MMP‐8 is also abundant in skin wounds (Gutiérrez-Fernández

et al. 2007) and PAI‐2 and TIMP‐2 and ‐3 are constitutively expressed in mouse

skin (Kawata et al. 1996, Madlener et al. 1998). Incisional skin wound healing is

an excellent surrogate model for cancer invasion due to the invasive properties of

the migrating keratinocytes and due to the similarities in protease expression

between wound healing and squamous cell skin cancer (Johnsen et al. 1998,

Rømer 2003).

The tightly regulated expression of the proteases in migrating keratinocytes

suggests that these enzymes are important for the movement of the epidermal

layer beneath the wound scab. In mice with protease genes removed, we have

studied differences in wound histology and the rate of wound healing compared to

wild-type mice. In mice deficient in Plg, the average healing time is delayed to 43–

55 days compared to 16–19 days in wild-type mice (Rømer et al. 1996; Lund et al.

1999, 2006, and unpublished data). In particular, the movement of the keratinocytes

is impaired, likely due to accumulation of fibrin observed in front of and underneath

the leading edge keratinocytes (Rømer et al. 1996, Lund et al. 1999). The prolonged

healing time of skin wounds in Plg-deficient mice is thus largely corrected by

simultaneous fibrin deficiency (Bugge et al. 1996b). In contrast to the situation in

Plg-deficient mice, when the activators of Plg are lacking, there is far less effect on
the healing rate (Lund et al. 2006). We find that mice deficient in tPA show no

discernable difference from wild-type mice, neither in healing time nor in histolo-

gy, whereas mice deficient in uPA show a modest but definite delay in healing, of

�2–3 days (Lund et al. 2006). Despite the modest effects of single Plg activator

deficiencies, wound healing is severely impaired by a combination of uPA and tPA

deficiency (Bugge et al. 1996a). The average healing time in uPA-tPA double-

deficient mice is delayed �2 weeks to about 31 days (Lund et al. 2006). This shows
that although lack of tPA does not in itself impair the healing process, tPA is

capable of substituting for uPA when uPA is absent. The role of tPA during normal

wound healing remains to be elucidated. The difference in healing times between

Plg-deficient mice (43–55 days) and mice deficient in both of the two classical Plg

Fig. 11.1 (Continued) invasive trophoblast giant cells in the uterine stroma surrounding the embryo

(arrows) (Sappino et al. 1989, Teesalu et al. 1996). (c) Involuting mammary gland 5 days after

removing the pups at the peak of lactation. uPA mRNA is abundant in fibroblast-like cells and

macrophages (arrows) in between regressing alveoli (a) and is also seen in some intraluminal cells

[apoptotic cells and macrophages; Lund et al. (1996)]. (d) Mammary cancer from a 13-week-old

MMTV-PymT-transgenic mouse. uPA mRNA is present in fibroblast-like cells and macrophages

mainly at the invasive front of the cancer (arrows) but also in the interior (arrowheads), as well as

in intraluminal macrophages (Almholt et al. 2005, unpublished data). Bars, 100 mm
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activators uPA and tPA (31 days) has led us to identify a third Plg activator, pKal

(Lund et al. 2006). The use of a pKal-specific inhibitor demonstrated that this

protease can account for the discrepant healing times and thus plays a physiological

role in wound healing, at least when uPA and tPA are absent (Lund et al. 2006). It is

of interest that mice double-deficient in uPAR and tPA do not suffer any healing

delay (Bugge et al. 1996a). This finding indicates that epidermal regeneration is not

dependent on the cell surface anchorage of pro-uPA to uPAR, with the consequent

acceleration of its activation to uPA. Although PAI‐1 is upregulated during wound

healing and PAI‐2 is constitutively expressed in the epidermis, deficiency for PAI‐1
or PAI‐2 or the combination of both does not affect the rate of wound healing in an

excisional skin wound model (Dougherty et al. 1999).

Ultimately, healing occurs, even in Plg-deficient mice. On the basis of the

colocalization of uPA, uPAR, PAI‐1, MMP‐3, ‐9, ‐10, and ‐13 in leading-edge

keratinocytes (Rømer et al. 1991, 1994, 1996; Madlener et al. 1998; Lund et al.

1999), we therefore proposed that there might be a functional overlap between the

two proteolytic systems. We tested the role of the MMPs in skin wound healing by

the use of the broad spectrum MMP inhibitor galardin (Lund et al. 1999). When

wild-type mice are treated with galardin (100 mg kg�1 day�1 i.p.), the healing

process is significantly delayed to an average healing time of 22–35 days dependent

on the background strain of mice (Lund et al. 1999, 2006, unpublished data). This

outcome suggests that the contribution of the galardin-sensitive MMPs to wound

healing is comparable to the contribution of plasmin. Immunohistochemical analy-

sis reveals an accumulation of fibrin in front of and underneath the migrating

keratinocytes in galardin-treated wild-type mice, similar to what is seen in mock-

treated Plg-deficient mice (Lund et al. 1999). This suggests that the galardin-

induced delay in healing is at least partially a result of impaired fibrinolysis and

thus, in a qualitative sense, similar to the fibrin-dependent delay observed in Plg-

deficient mice (Bugge et al. 1996b, Rømer et al. 1996, Lund et al. 1999). In a

quantitative sense though, the contribution of the MMPs may be somewhat less than

that of plasmin, considering that the average healing time is 43–55 days in Plg-

deficient mice (Rømer et al. 1996; Lund et al. 1999, 2006, unpublished data).

Consistent with a critical convergence point of the Plg activation and MMP

protease systems, we found that skin wound healing is completely prevented during
galardin treatment of Plg-deficient mice (Lund et al. 1999).

It must be noted, however, that the MMPs are not the only metalloproteinases

present in wound tissue and galardin may have inhibitory effects on other metallo-

proteinases such as the ADAMs (a disintegrin and metalloprotease domain).

Because of the diverse expression patterns of the MMPs during skin wound healing,

it is difficult to dissect out the roles of the individual MMPs in the healing process,

even though there are a number of knockouts available (Page-McCaw et al. 2007).

So far, deficiencies of five MMPs have been analyzed (MMP‐3, ‐8, ‐9, ‐13, and ‐14),
including 3 that are expressed in the leading-edge keratinocytes (MMP‐3, ‐9,
and ‐13), and separately they appear to have modest effects on healing time (Bullard

et al. 1999, Mohan et al. 2002, Mirastschijski et al. 2004, Hartenstein et al. 2006,

Gutiérrez-Fernández et al. 2007). Owing to the fact that the galardin-sensitive
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MMPs are the major collagenolytic proteases in the organism, it is of relevance that

Col1a-1 mutant mice, which have a mutation in the helical domain of the collagen

a1(I) chain at the site where all collagenases degrade the molecule (Wu et al. 1994,

Liu et al. 1995), display a significantly slower healing than wild-type mice (Beare

et al. 2003, Lapiere 2003). The phenotype of the Col1a-1 mutant strongly suggests

the involvement of collagenolytic MMPs in wound healing in addition to the

fibrinolytic MMPs implicated by galardin treatment.

Wound healing analyses have become a major driving force in the extracellular

protease field. The functional redundancies within the Plg activation system and

between the Plg and MMP protease families are best described in this in vivo

model. We foresee that there will be functionally overlapping proteases within the

MMP family as well. To explore these, it may be of great value to inhibit individual

MMPs in combination with Plg deficiency, since the presence of Plg during skin

wound healing is likely to mask the effect of the absence of single MMPs.

Embryo Implantation

Rodents and humans alike form a hemochorial placenta in which extraembryonic

trophoblast cells invade through the maternal uterine epithelium and into the

underlying uterine stroma to make direct contact with the maternal blood supply

(Abrahamsohn and Zorn 1993, Cross et al. 1994, Rossant and Cross 2001). The

invasive nature of hemochorial placentation mimics cancer invasion to the extent

that normal trophoblast cells have been called pseudomalignant (Kirby 1965,

Strickland and Richards 1992). The invasive process starts at day 4.5 of gestation

in mice and is initially accomplished by cells derived from the outer epithelial layer

of the blastocyst, the so-called primary trophoblast giant cells. From day 6.5, these

cells are joined by a new lineage of cells, the secondary trophoblast giant cells.

Normal placentation depends on the invasion of these cell types into the uterine

stroma. In response to embryonic attachment to and invasion of the uterine epithe-

lia, uterine stromal cells in the immediate vicinity of the implantation site begin to

proliferate and differentiate, forming a dense cellular matrix. This process is called

decidualization. Although the purpose of the decidua is not fully understood, one of

its functions is probably to impede the invasion of trophoblast giant cells and thus

protect the mother from the invasive nature of the embryo [for reviews, see Cross
et al. (1994), Rinkenberger et al. (1997), Rinkenberger and Werb (2000)]. This

protection is accomplished at least in part by forming a physical barrier and by

producing protease inhibitors, such as PAI‐1 and TIMP‐1, ‐2, and ‐3 that are

produced by the decidual cells (Reponen et al. 1995, Alexander et al. 1996a,

Teesalu et al. 1996, Das et al. 1997). These protease inhibitors form one half of a

finely tuned balance between activated proteases and protease inhibitors, enabling a

controlled degradation of ECM by the trophoblast giant cells at this early stage. The

expression of uPA (Sappino et al. 1989, Teesalu et al. 1996; Fig. 11.1b) and uPAR

(Teesalu et al. 1996, Solberg et al. 2003) and several MMPs, including MMP‐1A,
‐2, ‐9, ‐11, and ‐14 (Reponen et al. 1995, Alexander et al. 1996a, Das et al. 1997,
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Balbı́n et al. 2001, Solberg et al. 2003) in trophoblast giant cells and/or decidual

cells at this stage suggest a functional role of these proteases in the invasive phase

of implantation. The generation of gene-deficient mice has, however, demonstrated

that ablation of single components of the Plg activation system, including uPA,

uPAR, tPA, PAI‐1, and PAI‐2, does not affect the fertility of homozygous knockout

animals (Carmeliet et al. 1993, 1994; Bugge et al. 1995b; Dewerchin et al. 1996;

Dougherty et al. 1999). Even in Plg-deficient mice (Bugge et al. 1995a, Ploplis et al.

1995), embryo implantation is unaffected and trophoblast invasion and deciduali-

zation proceed normally (Solberg et al. 2003). Plg-deficient mice thus give birth to

litters of normal size, but the pups rarely survive until weaning as a consequence of

severely impaired lactation [Lund et al. 2000, Green et al. 2006; see discussion

below]. When Plg deficiency is combined with MMP inhibition using galardin

treatment (150 mg kg�1 day�1 i.p.), trophoblast invasion and decidualization are

markedly reduced resulting in frequent embryonic lethality. The number of resorp-

tion sites in the galardin-treated Plg-deficient postpartum uteri was 2–3 times the

number of full-term pups (Solberg et al. 2003). Galardin treatment alone did not

affect trophoblast invasion or decidualization, and there was only a modest number

of resorption sites in the uteri. Consistent with this, none of the MMP-null mice,

except the runted MMP‐14-deficient mice, have been demonstrated to be infertile

(Folgueras et al. 2004, Page-McCaw et al. 2007). Taken together, these data

indicate a functional overlap in the invasive phase of implantation between Plg/

plasmin and one or more MMPs, while each proteolytic system on its own is

dispensable for this process.

Postlactational Mammary Gland Involution

Extracellular proteases are generally absent in resting mammary glands from adult

mice but are present as the gland undergoes the pregnancy cycle. Following lacta-

tion, the mammary gland is prepared for future pregnancies through an involution

phase. The levels of a number of extracellular proteolytic components are particu-

larly upregulated during this phase. These include uPA, tPA,MMP‐2, ‐3, ‐9, ‐11, and
their corresponding inhibitors PAI-1 and TIMP-1 (Lefebvre et al. 1992; Talhouk

et al. 1992; Li et al. 1994; Lund et al. 1996, 2000; Alexander et al. 2001). Postlacta-

tional involution can to some extent be regarded as a surrogate model for breast

cancer invasion due to the extensive tissue remodeling and extracellular proteolysis

taking place at this stage of the pregnancy cycle and the similar protease expression

pattern during involution and in breast cancers (Johnsen et al. 1998, Green and Lund

2005). In involuting mammary glands and breast cancers alike, at least uPA, MMP‐
2, ‐3, and ‐11 are all expressed in connective tissue cells, and MMP‐9 in macro-

phages (Green and Lund 2005, Almholt et al. 2007).

Involution can be artificially synchronized by removal of suckling pups at the

peak of lactation, typically at day 10 after birth. The ensuing involution consists of a

primary reversible phase of apoptosis, a secondary irreversible phase of tissue

remodeling, and a tertiary phase of adipogenesis or biosynthesis. The first, reversible
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stage of involution is prematurely activated in Plg-deficient mice most likely due to

fibrin occlusion of the ducts leading to increased milk stasis during lactation (Green

et al. 2006). As a result of milk stasis and early onset of involution, Plg-deficient

mice are severely lactation-impaired. In certain mouse background strains, they are

essentially unable to support a litter. However, if they succeed in establishing and

maintaining the lactating state, the second, protease-dependent and irreversible

stage of involution becomes delayed (Lund et al. 2000). The induction of Plg

activator expression in unchallenged involuting mice coincides temporally with

the compromised second stage involution phenotype in Plg-deficient mice. Plg

activation is primarily increased through an upregulation of the mRNA level of

uPA (Lund et al. 1996). In early involution, a few scattered fibroblast-like cells or

macrophages express uPA. Later in involution, uPA is abundant in these stromal

cells surrounding the regressing alveoli and is also seen in some intraalveolar cells

[apoptotic cells and macrophages; Lund et al. (1996); Fig. 11.1c]. The third,

adipogenic phase of involution is also impaired in Plg-deficient mice (Selvarajan

et al. 2001). The adipocyte differentiation phenotype in Plg-deficient mice was

instrumental in the identification of a third Plg activator, pKal, which has a

physiological role in adipogenesis that could not be accounted for by uPA or tPA

(Selvarajan et al. 2001).

Despite the delay in the second and third stages, involution is eventually

accomplished in Plg-deficient mice (Lund et al. 2000), probably due to the com-

pensating action of other proteases. When Plg-deficient mice are challenged with

the MMP inhibitor galardin during involution (100 mg kg�1 day�1 i.p.), the glands
accumulate fibrin to an extent that greatly exceeds what could be detected in

untreated Plg-deficient mice or in galardin-treated wild-type mice (Lund et al.

2000, unpublished data), although fibrin does accumulate in the mammary glands

of Plg-deficient mice (Green et al. 2006). This is consistent with a functional

overlap of Plg/plasmin and the MMPs in fibrinolysis during involution. A number

of MMPs are expressed during mammary gland involution, including MMP‐2, ‐3,
‐9, and ‐11 (Lefebvre et al. 1992; Talhouk et al. 1992; Li et al. 1994; Lund et al.

1996, 2000; Alexander et al. 2001). TIMP‐1 mRNA is present during pregnancy

and further elevated during early involution, declining in the second and third

phases of involution (Talhouk et al. 1992, Alexander et al. 2001). Implantation of

TIMP‐1 slow release pellets into involuting mammary glands delays alveolar

regression (Talhouk et al. 1992), indicative of a regulatory role of TIMP-1 in the

early phase and a general proinvolutory role of the MMPs. Somewhat at odds with

this observation, ubiquitous TIMP‐1 overexpression through a b-actin-TIMP‐1
transgene does not delay alveolar apoptosis in the early stages (Alexander et al.

2001), but this could be a question of differing TIMP‐1 concentrations in the two

approaches. Consistent with the involution delay induced by TIMP‐1 implants, all

stages of involution are accelerated in TIMP‐3-deficient mice, and the first phase

of involution is no longer reversible in these mice (Fata et al. 2001). These results

suggest a key role for one or more MMPs in mammary involution, although TIMP‐3
does have the ability to inhibit several metalloproteases of theADAMandADAMTS

(ADAM with a thrombospondin type-1 motif) families (Nagase et al. 2006).
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To date, only a few functional studies have started to dissect the contribution of the

individual MMPs. MMP‐3 was originally identified in myoepithelial cells during

involution but has since been shown to be expressed in the mammary stroma

(Dickson and Warburton 1992, Li et al. 1994, Lund et al. 1996). Overexpression

of MMP-3 in luminal epithelium leads to premature involution during late preg-

nancy (Sympson et al. 1994, Alexander et al. 1996b), consistent with a proinvol-

utory role of the MMPs. However, MMP‐3 deficiency has no effect on mammary

apoptosis in early phase involution (Alexander et al. 2001), suggesting that the

proinvolutory effect of MMP‐3 overexpression may be an effect of overexpressing

a stromal protein in luminal cells. In fact, MMP‐3 deficiency accelerates adipocyte
maturation during the final stage of involution and the same is observed when

TIMP-1 is ubiquitously overexpressed (Alexander et al. 2001). All in all, MMP‐3 is
probably a poor candidate for a direct functional overlap with the Plg activation

system, bearing in mind that Plg deficiency causes premature onset of involution

followed by delayed alveolar regression and adipogeneis (Lund et al. 2000, Selvar-

ajan et al. 2001, Green et al. 2006).

In conclusion, the data demonstrate that Plg activation and MMP activity once

again coincide in a physiological tissue-remodeling process. Although the two

proteolytic systems may be able to compensate for each other to some extent, it is

likely that neither of them is entirely dispensable as evidenced by the compromised

involution phenotypes observed by perturbing the Plg orMMP systems individually.

MMTV-PymT Breast Cancer Metastasis

We expect that the functional overlap between the Plg activation and MMP

protease systems is not restricted to normal physiological processes, such as skin

wound healing and embryo implantation, but also plays a role during cancer

invasion. We have used the MMTV-PymT transgenic breast cancer model (Guy,

Cardiff and Muller 1992) for direct studies of extracellular proteolysis in cancer

invasion. In this model, the PymT is induced specifically in the mammary epitheli-

um by the MMTV promoter. Tumors develop spontaneously in virgin females at an

approximate age of 1.5 months, depending on the genetic background (Guy et al.

1992; Almholt et al. 2003, 2005). The tumors metastasize primarily not only to the

lungs (Guy et al. 1992) but also to the regional lymph nodes (Almholt et al. 2005).

The expression of several extracellular proteases has been analyzed in the MMTV-

PymT transgenic breast cancer model (Almholt et al. 2007). One study used

laser microdissection to isolate cancer cells and stromal cells and concluded that

stromal tissue adjacent to cancer cells expresses higher levels of uPA, PAI‐1,
and MMP‐2, ‐3, ‐11, ‐13, and ‐14 than the cancer tissue (Pedersen et al. 2005).

The predominantly stromal expression patterns of all these components in the

MMTV-PymT model have been confirmed by in situ hybridization (Bugge et al.

1998, Almholt et al. 2003, 2005; Pedersen et al. 2005; Szabova et al. 2005). The

uPAmRNA is present not only inmacrophages and fibroblast-like cells in the primary
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tumor stroma, mainly at the invasive front (Almholt et al. 2005; Fig. 11.1d), but also

in a population of intraluminal macrophages (unpublished data). In situ hybridiza-

tion was used in another study on MMTV-PymT tumors to determine the expres-

sion pattern of four of the membrane-type MMPs: MMP‐14, ‐15, ‐16, and ‐17
(Szabova et al. 2005). MMP‐14 and ‐16 were detected in the stroma, whereas

MMP‐15 was the only protease found mainly in the epithelium. MMP‐17 expres-

sion was not observed in the MMTV-PymT tumors. The expression patterns of Plg

activation and MMP components in the MMTV-PymT model have been directly

compared to human breast cancer (Almholt et al. 2007). The proteases expressed in

the MMTV-PymT model generally mirror those identified in human breast cancer

both in terms of expression and localization. In the mouse model as well as in

invasive ductal breast cancer, the expression of uPA, uPAR, PAI‐1, MMP‐2, ‐3,
‐11, ‐13, and ‐14, is concentrated in the stroma of the tumors (Almholt et al. 2007).

These findings suggest that the MMTV-PymT model is a useful tool for the study of

protease involvement in breast cancer invasion and metastasis. In the MMTV-

PymT model, tumors are formed and grow equally fast in the genetic absence or

presence of Plg (Bugge et al. 1998), uPA (Almholt et al. 2005), PAI‐1 (Almholt

et al. 2003), or uPAR (unpublished data), indicating that these proteolytic componts

are not rate limiting for tumor onset or growth. Adequate vascularization is prereq-

uisite to tumor growth. When new vessels are formed by sprouting from existing

vasculature, endothelial cells penetrate a newly deposited fibrin-rich matrix and use

it as a temporary scaffold for vessel structure (Dvorak et al. 1995). Accordingly, the

fibrinolytic capacity of the Plg activation system is required for vascularization in

certain experimental conditions (Bajou et al. 1998, 2001; Gutierrez et al. 2000), and

PAI‐1 may play a dual role as a protease inhibitor and cell migration mediator

(Andreasen et al. 2000). Nevertheless, absence of PAI‐1 is of no consequence for

the vascular density of MMTV-PymT mammary cancers (Almholt et al. 2003). It is

likely that functional redundancy with other proteolytic components compensates

for the absence of a single component in the intact tumor. It is also possible that

vascularization of spontaneous tumors can be partially accomplished by endothelial

precursor cells in a process that is independent of proteases or depends on a

different subset of proteases (Jodele et al. 2006).

In contrast, the Plg activation system seems to play a unique role in metastasis in

the MMTV-PymT model. uPA (Almholt et al. 2005), PAI‐1 (Almholt et al. 2003),

and uPAR (unpublished data) are all present in the lung metastasis stroma. In the

context of unaltered primary tumor size, metastasis is significantly reduced in both

Plg-deficient (Bugge et al. 1998) and uPA-deficient mice (Almholt et al. 2005),

although the phenotype in Plg-deficient mice is mouse strain dependent (unpub-

lished data). Absence of the specific uPA inhibitor PAI‐1 has a slight metastasis-

promoting effect, but the difference is not significant, perhaps due to the presence of
alternative PAIs (Almholt et al. 2003). Deficiency of uPAR does not on its own

significantly affect metastasis in the inbred FVB strain (unpublished data).

Less is known about the impact of MMPs on the MMTV-PymT tumors (Almholt

et al. 2007). We have treated MMTV-PymT-transgenic mice with the MMP

inhibitor galardin (slow release implants) from age 6 weeks and until sacrifice.
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In the galardin-treated mice, the average lung metastasis volume is reduced by

�99%, in the context of primary tumors that are only reduced to half the size of

placebo-treated tumors (unpublished data), suggesting that one or more MMPs play

a vital role in metastasis in this model. Metastasis incidence is also reduced in

MMTV-PymT mice that overexpress TIMP-1 through a liver-specific transgene,

but the reduction is less pronounced than in galardin-treated mice and the reduction

is absent with a mammary gland-specific TIMP‐1 transgene (Yamazaki et al. 2004).

Galardin is a broad spectrum MMP inhibitor and may inhibit certain ADAMs as

well. The endogenous inhibitor TIMP1 also inhibits most MMPs, although it is a

poor inhibitor of MMP‐14, ‐16, ‐19, and ‐24 (Nagase et al. 2006). It will take a

considerable effort to define which MMPs are responsible for the metastasis

reduction observed with these inhibitors.

In summary, inhibition of either the Plg activation system or the MMPs reduces

spontaneous metastasis. The effect on primary tumor growth was less pronounced

in both cases, even with one of the most aggressively growing transgenic tumors

available, suggesting that the Plg activation or MMP systems may not be rate

limiting for spontaneous tumor growth as such. It will be interesting to combine

inhibition of the Plg activation and MMP systems for a possible additive/synergistic

reduction of spontaneous metastasis.

Conclusions and Future Perspectives

Limited proteolysis in the extracellular milieu is vital during ontogenesis and

tissue-remodeling processes in the adult organism. Therefore, it was a surprise

when genetic analyses demonstrated that practically all protease-deficient mice are

viable, and in most cases are without obvious phenotypes. A likely explanation for

the apparent normalcy of protease-deficient mice is a built-in redundancy among

the many extracellular proteases. Even distantly related proteases often have

several common substrates in vitro, which may translate into an ability for adaptive

compensation in vivo. In the foreseeable future, the majority of genes for the most

intensely investigated protease networks, including the Plg activation and MMP

systems, will have been ‘‘knocked out.’’ This will ultimately provide a phenotypic

baseline for the mouse ‘‘degradome.’’

In the meantime, the patchwork of overlapping protease functions can be

partially mapped by inhibiting several proteases simultaneously. The breeding

setup required to obtain a sufficient amount of double, triple, or even quadruple

gene-deficient mice will be quite elaborate and costly if the relevant control mice

are to be generated in a stringent manner. To circumvent this problem, progress can

perhaps be made by combining gene-deficient mice with monospecific protease

inhibitors, such as monoclonal antibodies against mouse proteases (Pass et al.

2007), or with protease inhibitors of intermediate specificity that target, for exam-

ple, a subgroup of MMPs with similar catalytic sites. The development of specific

chemical inhibitors is, however, inevitably driven by a focus on human proteases,

and these often do not perform well as mouse protease inhibitors.
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A complementary approach to unravel the complexity and redundancy of so

many proteases may be to identify critical convergence points for a number of

different protease activities. The proteolysis-resistant Col1a-1 mutant demonstrates

the value of interrupting a cellular pathway at such a convergence point, in much the

sameway, that analysis of the lesser number of growth factor receptors, compared to

growth factors themselves, has enabled progress to be made in that field (Werner

and Grose 2003). We have focused on the Plg activation and MMP systems in three

normal tissue-remodeling processes and in an example of cancer invasion. In skin

wound healing and in embryo implantation, we have established a functional

overlap of the Plg activation system with a group of galardin-sensitive metallopro-

teases. It remains to be determined what the critical common substrates for this

functional redundancy are. Preliminary data suggest that fibrin is a crucial conver-

gence point since fibrin accumulates in skin wounds and in involuting mammary

glands when the Plg activation and MMP systems are blunted. It will be of great

value to analyze these tissue-remodeling processes in the absence of fibrin. Unfor-

tunately, the spontaneous bleeding phenotype of fibrinogen-deficient mice pre-

cludes certain studies since these mice do not survive a pregnancy (Suh et al. 1995).

We have emphasized that extracellular proteolysis in the context of cancer

invasion and metastasis often has a striking similarity to physiological tissue-

remodeling processes. Insight into normal tissue processes has, therefore, often

contributed to a better understanding of cancer. We anticipate that a symbiotic

relationship between these research endeavors will continue in the coming years.
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Chapter 12

The Urokinase Plasminogen Activator Receptor

as a Target for Cancer Therapy

Silvia D’Alessio and Francesco Blasi

Abstract Proteolytic processes are necessary for normal physiological functions in

the body, including normal blood vessel maintenance, clot formation and dissolu-

tion, bone remodeling, and ovulation. The same enzyme system for the above roles

is also used by the cancer cells for their growth and spread. These enzymes are

produced by the tumor cells or cells surrounding them and can degrade the

basement membrane and extracellular matrix (ECM) which consist of several

components including collagens, glycoproteins, proteoglycans, and glycosamino-

glycans. A major protease system responsible for ECM degradation is the plasmin-

ogen activation system, which generates the potent serine protease plasmin. The

subject of this chapter, the urokinase plasminogen activator (uPA) receptor, plays

an impressive range of distinct but overlapping functions in the process of cancer

invasion and metastasis. Indeed, overexpression of this molecule is strongly corre-

lated with poor prognosis in a variety of malignant tumors. Impairment of uPAR

function, or inhibition of its expression, impedes the metastatic potential of many

tumors. Several approaches have been employed to target uPAR with the aim of

disrupting its ligand-independent action or interaction with uPA, Vn, or integrins,

including the more recent antisense technology. This chapter also discusses the

in vivo and in vitro use of antisense approaches and other similar techniques for

downregulating uPAR as a potential therapy for cancer.

Introduction

The major cause of death in patients with malignant solid tumors such as carcino-

mas is the ability of cancer cells to invade surrounding tissues and form distant

metastases. The spread of cancer cells from the primary site to a distant location is
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known to follow a sequence that requires their detachment from the primary site,

migration through the local stroma, invasion into and then extravasation from the

vascular tree, before finally migrating toward, adhering to and proliferating at a

distant site to form a metastatic tumor.

A major determinant for the invasive and metastatic potential of tumor cells is

their ability to proteolytically degrade extracellular matrix (ECM) and the basement

membrane surrounding the primary tumor, which facilitates local invasion and

intravasation, leading to distant dissemination of the disease (Muehlenweg et al.

2001, Romer et al. 2004). Although several extracellular protease systems have

been implicated in the tissue degradation and remodeling that often accompanies

cancer invasion, several studies show that the urokinase plasminogen activator

(uPA) system is central to these processes, as reviewed previously (Blasi and

Carmeliet 2002, Mazar 2001, Mazzieri and Blasi 2005, Romer et al. 2004, Wang

et al. 2001). Components of the uPA system thus represent promising candidates for

targeted cancer therapies.

The uPA/uPAR System

The uPA/uPAR system is involved in a variety of cell functions, including extra-

cellular proteolysis, adhesion, proliferation, chemotaxis, neutrophil priming for

oxidant production and cytokine release, all of which variously contribute to the

development, implantation, angiogenesis, inflammation, and metastasis of tumors

(Ge and Elghetany 2003).

The uPA/uPAR system consists mainly of the serine protease uPA, its cell

membrane-associated receptor (uPAR), a substrate (plasminogen), and plasmino-

gen activator inhibitors (PAI-1 and PAI-2) (Mazar et al. 1999, Wang 2001). uPA

is produced and secreted as single-chain polypeptide—a zymogen known as

pro-uPA—that lacks plasminogen-activating activity. Upon binding of pro-uPA

to uPAR, it is cleaved by various proteases into an active two-chain uPA molecule.

This active uPA enzyme then converts the zymogen plasminogen to the active

serine protease plasmin, which is involved in the degradation of the ECM and

basement membranes by either direct proteolytic digestion or by activation of other

zymogen proteases, such as pro-metalloproteases and pro-collagenases, thereby

promoting tumor migration (Mazzieri and Blasi 2005, Wang 2001). Binding of

uPA to uPAR provides an inducible, transient, and localized cell-surface proteolytic

activity (Mazzieri and Blasi 2005, Wang 2001).

Studies have suggested that among the uPA/uPAR system components, uPAR

might have a more crucial role in the metastasis process (Wang 2001). Many of the

activities of uPA, including its activation by plasmin, are dependent on its binding

to uPAR (Mazar et al. 1999). However, uPAR knock-out mice do not show any

evidence of deficient fibrinolysis, even when in combination with the tPA�/�

mutation, which suggests that pro-uPA activation takes place naturally also in the

absence of uPAR, at least under nonstimulated conditions.
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uPAR

The human uPAR cDNA encodes a 335 amino acid polypeptide, which during the

cell surface sorting is posttranslationally modified in several ways to generate the

mature receptor. An amino-terminal signal peptide and a carboxyterminal GPI-

anchor peptide are removed during cell surface sorting and processing for GPI

anchoring. Finally, the protein is extensively glycosylated. The mature uPAR

protein consists of 3 homologous cysteine-rich repeats of about 90 amino acids

each. Three-dimensional structure of uPAR and the details of the uPA binding site

are discussed in Chapter 34 by Jacobson et al.

uPAR Cleavage and Shedding

Cell surface uPAR has been shown to undergo two major types of covalent

modifications which alter the function of the receptor. The first type of uPAR

modification is either a proteolytic cleavage close to the GPI anchor or a hydrolysis

of the GPI-anchor by a phospholipase (Pedersen et al. 1993, Sier et al. 1998). This

cleavage releases the entire receptor from the cell surface (suPAR), with concomi-

tant functional changes, but does apparently not alter the ligand-binding properties

of the receptor notably. We refer to this process as uPAR shedding. The second type

is a proteolytic cleavage in the linker region connecting DI and DII and results in

the release of the D1 fragment from the rest of the receptor. As described below,

this cleavage changes the biochemical properties of uPAR completely. We will

refer to this phenomenon as uPAR cleavage.

Recent advances in the study of uPAR shedding and cleavage supports the

possibility that these processes are important in the malignant process of tumor

invasion and metastasis. The GPI-anchoring of uPAR renders the protein prone to

release from the cell surface and soluble forms of uPAR can indeed be found both in
vitro and in vivo. The mechanism of uPAR shedding may be catalyzed by cellular

phosphatidylinositol-specific phospholipase D (PIPL-D), which is able to release

GPI-anchored proteins, including uPAR, from the cell surface (Metz et al. 1994,

Wilhelm et al. 1999). Also plasmin appears to shed uPAR, although the mechanism

is still not clear (Beaufort et al. 2004). Shedding of uPAR releases the receptor from

the cell surface but does not apparently alter the affinity for its two major ligands,

uPA and Vn (Ronne et al. 1994, Wei et al. 1994). Shedding occurs both in vitro and
in vivo: suPAR is present in the conditioned medium from a variety of cultured cells

(Chavakis et al. 1998, Holst-Hansen et al. 1999, Lau and Kim 1994, Ploug et al.

1991, Sidenius et al. 2000), as well as in biological fluids such as plasma, urine,

cerebrospinal fluid, ascites, and ovarian cyst fluid (Garcia-Monco et al. 2002,

Mustjoki et al. 2000a, Pedersen et al. 1993, Sier et al., 1999, Stephens et al. 1997,

Wahlberg et al. 1998). The uPAR linker region connecting DI and DII is prone

to hydrolysis by a variety of different proteases. This region may be cleaved

by trypsin, chymotrypsin and, physiologically more important, uPA, plasmin,
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neutrophil elastase, as well as by a number of different matrix metalloproteinases

(MMPs) (Andolfo et al. 2002, Behrendt et al. 1991, Hoyer-Hansen et al. 1997a,

Koolwijk et al. 2001, Ploug et al. 1994). While the uPA-catalyzed cleavage of

suPAR in vitro is independent of the uPA/uPAR interaction (Hoyer-Hansen et al.,

1992), cleavage of cell-surface uPAR is accelerated through a mechanism which

requires the binding of uPA to uPAR (Hoyer-Hansen et al. 1997b). The reason for

this acceleration of uPAR cleavage is not clear, but evidence has been presented

that GPI-anchored and soluble uPAR may have different conformations (Andolfo

et al. 2002, Hoyer-Hansen et al. 2001) with the GPI-anchored form being more

susceptible to cleavage (Andolfo et al. 2002, Hoyer-Hansen et al. 2001). Besides

uPA, also MMPs are capable of cleaving uPAR in cell culture (Koolwijk et al.

2001) and in vitro (Andolfo et al. 2002). The protease(s) responsible for uPAR

cleavage in vivo has not been determined. Cleaved uPAR [DIIDIII] has been found

on the surface of many cells including endothelial cells, lymphocytes, and in

several different cancer cell lines (Holst-Hansen et al. 1999, Hoyer-Hansen et al.

1992, Ragno et al. 1998, Sidenius et al. 2000, Solberg et al. 1994). Cleaved uPAR

has also been identified in detergent extracts of human tumors xenografted in nude

mice and in the Lewis Lung tumor in mouse (Holst-Hansen et al. 1999, Solberg

et al. 1994). Cleavage of uPAR releases D1 to the surroundings and this fragment

can indeed be found in the conditioned medium from cells with cleaved uPAR on

the surface (Koolwijk et al. 2001, Mustjoki, Sidenius and Vaheri 2000b, Sidenius

et al. 2000). Soluble forms of the DIIDIII fragment are also found in culture medium

of cancer cells (Mustjoki et al. 2000b, Sidenius et al. 2000), in the fluid from human

malignant ovarian cysts (Wahlberg et al. 1998), in urine from healthy individuals

and cancer patients (Mustjoki et al. 2000a, Sidenius et al. 2000, Sier et al. 1999), and

in blood from patients with acute myeloid leukemia (Mustjoki et al. 2000a).

uPA/uPAR Interactions and Signal Transduction

The important role of uPAR in tumor cell adhesion, migration, invasion, and

proliferation makes this receptor an attractive drug target in cancer treatment;

however, this is complicated by the extent of the published uPAR ‘‘interactome.’’

For this reason, the most important question becomes which of the many molecular

interactions are really essential to mediate uPAR function. Recently, the crystal

structures of uPAR in complex with a peptide antagonist (Llinas et al. 2005) and

with the N-terminal fragment of uPA (Barinka et al. 2006) were presented,

providing the first rational basis toward understanding how uPAR may organize

its multiple molecular interactions.

The second well-characterized ligand for uPAR is Vn, a glycoprotein produced

in the liver and present at high concentrations in plasma (Preissner 1989). The

uPAR binding site in Vn has been mapped to the amino-terminal somatomedin B

domain of Vn (Deng et al. 1996, Okumura et al. 2002), a region which also contains

the binding sites for PAI-1 and for the integrin Vn receptor (aVb3) (Hoyer-Hansen
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et al. 1997a, Sidenius and Blasi 2000). Several antibodies against D1 inhibit the

interaction between uPAR and Vn (Hoyer-Hansen et al. 1997a, Kanse et al. 1996,

Sidenius and Blasi 2000). The binding to Vn is connected to the occupancy of

uPAR by uPA (Hoyer-Hansen et al. 1997a, Sidenius and Blasi 2000, Waltz and

Chapman 1994, Wei et al. 1994) and is, at least in vitro, controlled by uPAR

dimerization (Sidenius et al. 2002). The interaction between uPA, Vn, and uPAR

is profoundly altered by receptor cleavage. The released D1 fragment has a>1,000-

fold reduced affinity for uPA as compared to the intact receptor and the DIIDIII

fragment has no measurable affinity at all (Ploug et al. 1994). Also the uPAR

interaction with Vn is lost as none of the generated fragments binds with measur-

able affinity (Hoyer-Hansen et al. 1997a, Sidenius and Blasi 2000). Sidenius and

colleagues (2007) have also demonstrated that a direct Vn interaction is both

necessary and sufficient to initiate uPAR-induced changes in cell morphology,

migration, and signaling independently of other direct lateral protein–protein inter-

actions. Their data suggest that the single interaction between uPAR and Vn may be

responsible for many of the proteolysis-independent biological effects initiated by

uPAR (Madsen et al. 2007).

Most of the cellular responses modulated by the uPA/uPAR system, including

migration, cellular adhesion, differentiation, and proliferation (Blasi and Carmeliet

2002) require transmembrane signaling, which cannot be mediated directly by a GPI-

anchored protein such as uPAR. For this reason, besides the well-established interac-

tions with uPA and Vn, uPAR has been reported to entertain direct contacts with a

variety of extracellular proteins and membrane receptors, such as integrins (Chapman

and Wei 2001, Ossowski and Aguirre-Ghiso 2000), epidermal growth factor (EGF)

receptor (Liu et al. 2002), high molecular weight kininogen (Colman et al. 1997),

caveolin, and the G-protein-coupled receptor FPRL1 (Resnati et al. 2002). As a result,

uPAR activates intracellular signaling molecules such as tyrosine- and serine-protein

kinases, Src, focal adhesion kinase (FAK), and extracellular-signal-regulated kinase

(ERK)/mitogen-activated protein kinase (MAPK).

The interaction of uPAR with integrins is supported by co-immunoprecipitation

experiments and by the effect of uPAR-binding peptides isolated from phages

libraries (Aguirre-Ghiso et al. 1999, Bohuslav et al. 1995, Carriero et al. 1999,

Tarui et al. 2001, Wei et al. 1996). Although uPAR can interact with many

integrins, it appear to have the highest affinity for the fibronectin receptors a3b1
and a5b1 (see Chapter 23 by Degryse). Ligand-induced signaling necessary for

normal b1 integrin function requires caveolin and is indeed regulated by uPAR.

Caveolin and uPAR may operate within adhesion sites to organize kinase-rich lipid

domains in proximity to integrins, promoting efficient signal transduction (Wei

et al. 1999). Furthermore, disruption of uPAR-integrins association by uPAR-

binding peptides broadly impairs integrin function, suggesting a novel strategy

for regulation of integrins in the settings of inflammation and tumor progression

(Simon et al. 2000). The best characterized uPAR-dependent signaling pathway is

the one described by Aguirre-Ghiso and colleagues. They propose that even cancer

cells with multiple mutations may use the uPAR surface receptor and ECM

components to regulate signaling pathways that control cell cycle progression
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and/or arrest (Aguirre-Ghiso et al. 2003). They describe a uPAR-dependent mech-

anism by which the majority of tumor cells modulate the activity ratio between the

proliferation inducer ERK (Hoshino et al. 1999) and the negative growth regulator

p38 (Chen et al. 2000). On the basis of the study of ten different cell lines, their

results show how uPAR and a5b1 activate the EGFR in a EGF-independent but

FAK-dependent manner (Liu et al. 2002) and generate high ERK and low p38

activity necessary for the in vivo growth of cancer cells. A positive loop is activated

in which high ERK activity increases uPAR and uPA expression (Aguirre-Ghiso

et al. 2001, Lengyel et al. 1995, 1997, 1996) and the high uPAR level maintains

high ERK activity by activating a5b1 (Aguirre-Ghiso et al. 1999, Liu et al. 2002).

The cancer cell proliferation loop can be interrupted by a reduction of uPAR level

by cleavage of its domain 1, important for the uPAR/a5b1 interaction and activa-

tion (Aguirre-Ghiso et al. 1999, Liu et al. 2002, Montuori et al. 2002) or by loss of

uPA and/or FN.

uPAR in Cell Motility

uPAR plays a role in the migration of a variety of cell types, and evidence is

accumulating that uPAR-dependent migration is mediated through integrins (see
Chapter 23, Degryse). In addition to b1- and b2-integrin involvement in the uPAR-

dependent adhesion and migration of leukocytes (Aguirre-Ghiso et al. 1999,

Gyetko et al. 1995, 1994; Liu et al. 2002, Montuori et al. 2002, Sitrin et al. 1996,

Wong et al. 1996), the interaction of uPAR with integrins has also been demon-

strated on tumor cells. Xue et al. have demonstrated the interaction of uPAR on

HT1080 cells with various a and b integrins including b1 and b3 and av, a3, a5,
and a6 (Xue et al. 1997). Migration, but not adhesion on Vn, of FG cells, which

express av b5, was uPA–uPAR dependent. However, migration of several melano-

ma cell lines, which express only avb3 occurred independently of uPAR (Yebra

et al. 1996). The adhesive and pro-migratory effects of uPAR, as well as the identity

of the integrin adapter, depend on the cell type and the ECM component in

question. The interactions of uPAR in cell migration and invasion may change as

matrix barriers are remodeled or as the cell migrates through areas of different

matrix composition. Several signaling pathways have been implicated in uPAR-

mediated cell migration in vitro. uPAR-dependent signaling via the JAK/STAT

pathway may be involved in the migration of vascular smooth muscle cells (Dumler

et al. 1998). A second, uPAR-dependent signaling pathway involving Src-like

protein tyrosine kinases has also been described in these cells, although the func-

tional relevance of this second pathway is not yet understood. The JAK/STAT

pathway was also activated by clustering the uPA–uPAR complex using a mono-

clonal antibody in the human kidney epithelial cell line TCL-598, resulting in the

migration of this cell line (Koshelnick et al. 1997, Nguyen et al. 1998). In MCF-7

breast cancer cells, uPAR occupancy resulted in cell migration, which occurred

through the activation of ERK1/ERK2. An inhibitor targeting MAPK kinase, a

member of the JAK family of kinases, suppressed ligand-induced uPAR-dependent
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activation of ERK1/ERK2 in these cells (Nguyen et al. 1998). The MAPK pathway

is activated in cytokine-mediated signaling and has been implicated as a major

signal-transducing pathway in angiogenesis (stimulated by vascular endotheliel

growth factor (VEGF) and basic fibroblast growth factor (bFGF) (D’Angelo et al.

1995, Jones et al. 1998).

Chymotrypsin-cleaved suPAR is a potent chemoattractant for several different

cell lines (Fazioli et al. 1997, Resnati et al. 1996). The chemotactic response and

kinetics of p56/59hck phosphorylation induced by proteolytically inactive uPA

derivatives and that of cleaved suPAR are similar, suggesting that the same

signaling pathway may be activated by these molecules (Resnati et al. 1996).

Inhibitors of tyrosine kinases and heterotrimeric G proteins block the chemotactic

response and the induction of phosphorylation of p56/59hck. The fact that pertussis

toxin inhibits chemotaxis and the phosphorylation of p56/59hck suggests that

heterotrimeric G proteins are involved and that they act upstream of the tyrosine

kinase in the signaling pathway. The fact that cleaved soluble uPAR and peptides

containing the uPAR chemotactic epitope are strong chemokine-like molecules

strongly suggests the existence of one or more membrane ‘‘adapter’’ molecule(s)

capable of transmitting the chemotactic signal over the membrane (Fazioli et al.

1997, Resnati et al. 1996). Indeed, it was shown that the DIIDIII fragment generated

by chymotrypsin cleavage of suPAR interacts with, and signals through, the

FPRL1/LXA4R chemokine receptor (Resnati et al. 2002). Both GPI-anchored

and soluble forms of cleaved uPAR have been observed on different cell types

and in diverse biological fluids. The strong chemotactic properties of suPAR

fragments, together with the fact that similar fragments are found at high concen-

trations in cancer, suggests that the chemotactic activities of these fragments may

play a role in the process of tumor invasion, maybe as an autocrine or paracrine

signal for tumor cell motility.

uPAR and Cell Proliferation

In addition to regulating cell migration, uPAR also regulates cell proliferation.

Work by Ossowski and co-workers has described a mechanism by which the uPAR/

integrin interaction may not only affect tumor growth and invasion through its

regulation of extracellular proteolysis and integrin-dependent cell migration but

also by directly promoting tumor cell proliferation (Liu et al. 2002). The model cell

system used by these researchers is the HEp3 cell line, which is highly malignant,

grows rapidly in vivo on the chicken chorioallantoic membrane, expresses uPAR,

and has a high level of active ERK (Aguirre-Ghiso et al. 1999). Downregulation of

uPAR expression in these cells, by antisense technology or prolonged culture in vitro,
results in strong reduction in the level of ERK activation and causes concomitant

tumor dormancy. ERK activation by uPAR in HEp3 cells is dependent upon the

interaction between uPAR and a5b1-integrin and is maximal when both of these

receptors are engaged by their respective ligands (uPA and Fn). Because ERK is a

downstream effector molecule of both integrins and the EGF receptor (EGFR),
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which is expressed in HEp3 cells, Ossowski and colleagues proceeded to analyze the

possible role of EGFR in uPAR-mediated ERK activation and tumor growth. Indeed,

they succeeded in demonstrating that in HEp3 cells the EGFR, independently of

EGF, mediates the uPA/uPAR/a5b1/Fn-induced tumor growth pathway. Interest-

ingly, the uPAR-mediated growth promoting signaling pathway did not require high

levels of EGFR expression, distinguishing it from the fibronectin-dependent

integrin-mediated EGFR-activation previously described (Moro et al. 1998).

uPAR-dependent EGFR-activation requires high levels of intact uPAR and is

paralleled by a physical association between the EGFR and a5b1 in a FAK-depen-

dent manner. These data present, to our knowledge, the first example of how

carcinoma cells can utilize a normal expression level of a EGFR and a high expression

level of uPAR to activate a growth factor-independent mitogenic pathway.

uPAR and Cancer

uPAR is expressed across a variety of tumor cell lines and tissues, including colon,

breast, ovary, lung, kidney, liver, stomach, bladder, endometrium, and bone (Ge

and Elghetany 2003, Mazzieri and Blasi 2005, Wang 2001). uPAR expression is not

confined to the tumor cells themselves: several tumor-associated cell types, includ-

ing macrophages, mast cells, endothelial cells, NK cells, and fibroblasts, are all

capable of uPAR expression in various tumor types (Mazar et al. 1999, Mazar 2001,

Sidenius and Blasi 2003). Indeed, the involvement of stromal cells in the generation

of extracellular proteolysis argues that cancer invasion is the result of an interaction

between cancer cells and stromal cells. It is not only the cancer cells that invade but

also a mixed cell population. Tha cancer cells are the initiators and probably the

organizers, but each cell type contributes in a distinct way to the overall process.

Several experimental evidences support the importance of the uPA/uPAR system

in cancer with respect to its ability to modulate cell migration and cell adhesion and

therefore determine the invasive and metastatic properties of tumor cells both in
vitro and in vivo (for review, see Sidenius and Blasi 2003). uPAR levels have been

strongly correlated with metastatic potential and advanced disease, which has been

demonstrated in tumor samples obtained from patients with colon and breast cancer

(Ge and Elghetany 2003, Dano et al. 2005). For example, uPAR is overexpressed in

malignant breast cancer tissues but not in normal and benign breast tumors. uPAR

has been found to be particularly abundant at the leading edge of tumors, that is, in

those areas where tumor cells invade normal tissue (Lindberg et al. 2006, Skriver

et al. 1984, Yamamoto et al. 1994). Tumor angiogenesis, a necessary event in tumor

progression to sustain tumor growth and metastasis dissemination, is also modu-

lated by the uPA/uPAR system (Carmeliet and Jain 2000, Jain and Carmeliet 2001).

It requires a finely regulated cell proliferation, differentiation, and migration. After

activation, endothelial cells express increased amount of uPA and uPAR at their

leading migratory front to modulate ECM degradation, redeposition and cell adhe-

sion (Blasi and Carmeliet 2002). The increased levels of uPAR expression typically

associated with tumor tissue, its relative absence from normal, quiescent tissue, and
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its central role in regulating angiogenesis and tumor progression suggest that uPAR

represents an attractive target for cancer therapy. Most experimental strategies have

been focused on reducing pericellular uPA-mediated plasminogen activation, a goal

which (in theory) may be obtained by a variety of approaches. First, by reducing

the expression of uPA and/or uPAR expression. Second, by interfering with the

uPA/uPAR interaction. Third, by a direct inhibition of uPA activity. Alternative

approaches to interfere with the uPA-system includes interference with the uPAR/

Vn and uPAR/integrin interactions. Direct approaches aimed at directly killing the

tumor cells using toxins targeting one or more of the components of the uPA-system

have also been developed and hold great promise.

There are several reasons why pharmacological targeting of uPA/uPAR may be

attempted without major side effects. First, animal models suggest that the uPA-

system is not essential for fertility or survival under physiological conditions.

Second, the thrombosis risk of nocturnal hemoglobinuria patients does not appear

to depend on the lack of uPAR (Bessler et al. 2002).

Antisense Therapeutic Strategies for Downregulation
of uPAR In Vivo

Kook and co-workers were the first to evaluate the effect of antisense inhibition of

uPAR on invasion and metastasis in human squamous cell carcinoma. Using a vector

that is capable of expressing an antisense uPAR transcript, Kook et al. (1994) demon-

strated that in highly malignant human squamous carcinoma cells downregulation of

uPAR reduced the invasive potential. Furthermore, the tumors that developed from

antisense clones were less invasive and nontumorigenic in chick embryos 7 days after

injection and less invasive when injected in nude mice. This was the seminal in vivo
demonstration that tumor growth, invasion, and metastasis could be inhibited by an

antisense approach through Watson–Crick base-specific complementarity.

Downregulation of uPAR can also be obtained by the classic antisense oligo-

deoxynucleotide (asODN) technology, which consists of the injection of antisense

DNA strands complementary to uPAR mRNA, or the antisense RNA technology,

based on transfection with a vector capable of expressing the antisense transcript

complementary to uPAR mRNA. Margheri et al. (2005) and D’Alessio et al. (2004)

both investigated the antimetastatic and/or antitumor potential of the same 18mer

phosphorothioate asODN in two different experimental models. Using a rodent

model of bone metastasis, Margheri et al. (2005) injected malignant human prostate

carcinoma cells into the heart (left ventricle) of CD1 nude mice. The animals were

then subjected to daily intraperitoneal injections of asODNs and analyzed at 28

days after the heart injection or at the first signs of serious distress. Treatment with

the asODN resulted in complete inhibition of bone metastases in 80% of the mice as

well as complete inhibition of lymphonode and lung metastases.

D’Alessio et al. (2004) injected human melanoma cells with high metastatic

potential into the hind leg muscles of CD1 male nude mice. Four days after cell
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implant, when a mean tumor mass of 350 mg was evident, the mice were treated

intravenously with the asODN for five consecutive days. A second and third cycle

of treatment was administered at 2-day intervals, and the mice were sacrificed and

analyzed 25 days after tumor implantation. The asODN treatment resulted in 45%

reduction of primary tumor mass and 78% reduction of lung metastases. Thus, these

two studies show the ability of uPAR downregulation to reduce tumor growth in

two types of cancers, which was effective both when administration was intraperi-

toneal and by the more clinically relevant intravenous way.

Similarly, Nozaki et al. (2005) showed that injection of highly malignant human

oral squamous carcinoma cells pretreated with an 18mer phosphorothiate uPAR

asODN into the chorioallantoic membrane vein of 10-day-old chick embryos

yielded 86% inhibition of liver metastasis. They also showed that orthotopic

implantation of cells pretreated with the asODN into the submucosa of the oral

floor of 6-week-old female BALB/c immunocompromised mice inhibited the

invasive capacity of these cells.

Research groups investigating antisense RNA technology for downregulation of

uPAR in vivo have employed both plasmids (Dass et al., 2005, Go et al. 1997, Kook

et al. 1994, Wang et al. 2001) and adenovirus (Gondi et al. 2004a, Lakka et al. 2001,

Mohan et al. 1999) constructs for this purpose. Go et al. (1997) produced their

plasmid construct by cloning the same 300 bp fragment as (Kook et al. 1994),

corresponding to the 50 end of uPAR in an antisense orientation. Human glioma

cells stably transfected with the antisense construct were injected intracerebrally

into 7-week-old female athymic nude mice. Animals were sacrificed and analyzed

1, 2, 3, and 4 weeks postinjection. Stable transfectants failed to form tumors and

were negative for uPAR expression.

Wang et al. (2001) constructed plasmid expression vectors containing either a

585 bp 30 uPAR cDNA fragment or a 498 bp 50 uPAR cDNA fragment in the

antisense orientation. Human colon cancer cell lines were transfected with each of

the antisense clones and injected into the dilated lateral tail veins of 3–4-week-old

athymic mice. At 9–12 weeks postinjection, the mice were sacrificed and examined.

Metastasis of cells to the lungs was observed in 63% to 78% of mice injected with

the parental colon cancer or control cells. By contrast, only 19% and 9% pulmonary

metastases were observed in mice injected with the 30 and 50 antisense clones,

respectively.

Downregulation of uPAR levels by an antisense strategy using adenovirus

constructs resulted also in inhibition of growth and invasion of human glioblastoma

(Gondi et al. 2004b, Mohan et al. 1999) and human lung cancer cells (Lakka et al.

2001). These three studies used the same adenovirus construct for the two types of

cancers, highlighting its cross-cancer potency.

Mohan et al. (1999) also performed tumor regression experiments by injecting

human glioblastoma cells subcutaneously into nude mice and then injecting the

mice every other day with the antisense-containing adenovirus construct when

the tumor size had reached 4–5 mm (after 8–10 days). They showed that injection

of the antisense construct into pre-established tumors in nude mice caused regres-

sion of those tumors. Mohan et al. showed complete inhibition of tumor formation
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after intracranial injections of glioma cells transfected with the antisense construct,

Gondi et al. (2004a) reported a reduction in intracranial tumor growth of 60% or

greater.

The discovery of RNA interference (RNAi) has provided new opportunities for

cancer therapy. Small interfering RNAs (siRNAs) are more potent inhibitors of

gene expression compared with ribozymes and deoxyribozymes (Beale et al. 2003).

However, this evaluation was only performed in vitro using human squamous

carcinoma cells A431 and EGFR as targets, and the findings might not be directly

relevant to the in vivo efficiency of these constructs. Surprisingly, not much has

been accomplished to compare different gene downregulation systems, and more

studies should be devoted to this examination.

Nevertheless, investigators have already used an shRNA-based RNAi plasmid

system for the downregulation of uPAR in prostate cancer (Pulukuri et al. 2005) and

glioblastoma cells (Gondi et al. 2004a, Lakka et al. 2005). These researchers have

all used a plasmid construct expressing the same small hairpin RNA (shRNAs),

which they also refer to as siRNAs, targeted to uPAR. Importantly, a clear majority

of in vivo studies looking at the downregulation of uPAR have used sequences

antisense to the 50 region of the uPAR mRNA.

For the above studies, human glioblastoma cells were intracranially injected into

athymic male and female nude mice. Eight to ten days after tumor growth, sus-

tained-release infusion of 150 mg of the shRNA-expressing plasmid construct was

performed into the brain of each animal. The mice were sacrificed and analyzed at

the end of the 5-week follow-up period or when the control mice started showing

symptoms. Gondi et al. (2004b) reported a 65% regression of pre-established

intracranial tumor growth. These findings were supported by Lakka et al. (2005)

who reported 70% inhibition of pre-established intracranial tumor growth.

uPAR Downregulation may Affect Cellular Function
and Signal Transduction

Researchers that have used either antisense or siRNA technologies for the success-

ful in vivo downregulation of uPAR in various cancers have concurrently tested

these same technologies in in vitro biological assays. Evaluation of the results of

these in vitro assays reveals that downregulation of uPAR has led, in most cases, to

inhibition of invasion (D’Alessio et al. 2004, Dass et al. 2005, Lakka et al. 2005,

2001; Margheri et al. 2005, Mohan et al. 1999), migration (Dass et al. 2005, Lakka

et al. 2001), adhesion (Dass et al. 2005), and proliferation (D’Alessio et al. 2004,

Lakka et al. 2005, Margheri et al. 2005). In addition, reduced uPAR levels lead to

inhibition of tumor-induced angiogenesis (Lakka et al. 2005) and ECM degradation

(Nozaki et al. 2005, Wang et al. 2001).

As stated earlier, some of the biological functions of uPAR, such as prolifera-

tion, are facilitated by the regulation of several different signaling molecules. In an

attempt to understand and/or elucidate the involvement of uPAR in downstream
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signaling pathways, studies have investigated the effect of uPAR downregulation

on components of the relevant signaling pathways. D’Alessio et al. (2004) reported

that melanoma cells exhibited a strong decrease in ERK1/2 activation when an

18mer asODN was used to downregulate uPAR. Using this same asODN for the

downregulation of uPAR in prostate cancer cells, Margheri et al. (2005) reported a

strong decrease of FAK/JNK/Jun phosphorylation (thereby causing a decrease in

the activation of the FAK/JNK/Jun pathway). At the same time, the synthesis of

cyclins A, B, D1, and D3 was inhibited, and these prostate cancer cells accumulated

in the G2 phase of the cell cycle. The downregulation of uPAR by a plasmid

construct expressing shRNA for uPAR resulted in significantly reduced levels of

the phosphorylated forms of MAPK, ERK, and AKT signaling pathway molecules

(Lakka et al. 2005).

However, the majority of studies applying uPAR downregulation for cancer

in vivo failed to look at which signaling pathways are perturbed as a result. In any

case, different laboratories choose to elucidate effects on different pathways and,

although there is an abundance of literature looking at individual pathways in vitro,
it is difficult to compare results from separate studies because various parameters,

including cell line, passage number, minor technical differences, the antisense

sequence, the concentration of constructs, the time-points evaluated, and the way

the data are reported, often prevent such comparisons.

Inhibition of the uPAR/Vn Interaction

Tumor cells often express reduced levels of adhesion receptors and also often fail to

deposit ECM around themselves. The fact that uPAR is upregulated in many tumor

cells suggests that the cells may use this alternative adhesion pathway as a response

to the altered expression of normal cell adhesion proteins. In glioblastomas and in

hepatocellular carcinomas, both Vn and uPAR are present at relatively high levels

(De Petro et al. 1998, Gladson and Cheresh 1991, Gladson et al. 1995, Kondoh et al.

1999) and since the interaction between uPAR and Vn induces cytoskeleton

rearrangements and increases cell motility (Kjoller and Hall 2001), this interaction

may contribute to the highly malignant phenotype of these tumors. Therapeutical

antitumor approaches aimed at blocking the uPAR/Vn interaction therefore seems

warranted. Development of inhibitors of the uPAR/Vn interaction may possibly

start from the uPAR-binding somatomedin B domain of Vn, which is a natural

and potent uPAR/Vn-interaction antagonist. As it was shown that uPAR-binding

to Vn involves dimerization of uPAR (Sidenius et al. 2002), inhibitors of uPAR-

dimerization might also become useful.

Inhibition of the uPAR/Integrin Interaction

As described above, uPAR/integrin interactions affects several cellular properties

including cell adhesion, migration, and proliferation, which may potentially be
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important in the malignant process of tumor invasion and metastasis. Specific

peptide-based inhibitors of the uPAR/integrin interaction have been identified

(Wei et al. 1996), and direct evidence supporting a functional role of the uPAR/

integrin interaction in tumor progression has come from an in vivo bone xenograft

model (van der Pluijm et al. 2001). In this study, stably transfected MDA-MB-231

cells that express a peptide which blocks the uPAR/integrin interaction (peptide 25,

Wei et al. 1996) showed a significant reduction in tumor progression in bone. Also

the continuous systemic administration of peptide 25 resulted in significantly

reduced MDA-MB-231 tumor progression when compared to scrambled control

peptide. Along the same lines, it will be important to identify uPAR peptides

preventing the formation of or dissociating already formed uPAR/integrin com-

plexes (see Chapter 23, Degryse).

Combination of uPAR Downregulation with Gene Modulation
of Other Molecular Targets

Downregulation of more than one component involved in tumor invasion and

metastasis might possibly have a synergistic or additive effect in preventing

tumor dissemination. Lakka et al. (2003) reported that intracranial injection of

human glioma cells infected with an adenovirus bicistronic construct capable of

simultaneously expressing antisense uPAR and matrix metalloproteinase-9 (MMP-

9) antisense, showed decreased invasiveness and tumorigenicity in mice. Subcuta-

neous injections of the bicistronic construct into established tumors caused tumor

regression. MMP-9 is involved in the metastasis of various types of cancers,

although its inhibition has not led to significant improvements in clinical trials

(Klein et al. 2004). Thus, it is hoped that a dual targeted approach, combining

MMP-9 and uPAR downregulation, will lead to better efficacy in vivo.
Lakka et al. also used the bicistronic plasmid construct targeting both uPAR and

MMP-9 simultaneously (Lakka et al. 2005) with total regression of pre-established

intracerebral tumor growth in mice. Similarly, Gondi et al. (2004b) showed that

RNAi of uPAR and cathepsin B reduced glioma cell invasion and angiogenesis in

in vivo models. Furthermore, intratumoral injections of these plasmid vectors

expressing shRNA for uPAR and cathepsin B resulted in the regression of pre-

established intracranial tumors (Sloane et al. 2005).

Injection into SCID mice of an adenovirus construct capable of simultaneously

expressing uPAR andMMP-9 antisense has been reported to cause the regression of

subcutaneous H1299 tumors (Rao et al. 2005). In addition, lung metastasis was

inhibited with A549 cells (Rao et al. 2005). Furthermore, uPAR downregulation

might be coupled to overexpression of tumor-inhibiting genes, such as tumor-

suppressor genes, for enhanced therapeutic effect. Such an approach was tested

by Adachi et al. (2002) by combining uPAR downregulation with p16 tumor

suppressor overexpression, to demonstrate a dramatic inhibition of orthotopic and

ectopic glioma growth in vivo. However, this is the only study that combines
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downregulation of uPAR with overexpression of growth-inhibiting genes, and more

work needs to be done, although this seems to be a promising and efficacious

option: another feasible option would be to overexpress one of the plasminogen

activator inhibitors. In most of the studies that combine uPAR downregulation with

downregulation of a second important pro-cancer target, the authors fail to report

whether the effect was additive or synergistic.

uPAR and Apoptosis

Oncogenic cell transformation is currently viewed as a multistep process in which a

series of genetic lesions change cellular physiology leading to the acquisition of

new capabilities, such as an enhanced ability to proliferate, migrate, and escape

apoptotic cell death (Hanahan and Weinberg 2000). Apoptosis can be viewed as a

safe-lock mechanism that could prevent the establishment of a fully transformed

phenotype. For instance, it is currently accepted that uncontrolled proliferation

could by itself prime the transforming cell to apoptotic cell death (Hood and

Cheresh 2002, Pelengaris et al. 2002). This is why the acquired capabilities of

resistance to apoptotic cell death and tissue invasion are considered to be obligate

steps in tumor progression. Recent findings indicate that a decreased uPAR expres-

sion may promote apoptosis. This is the case of SNB19 glioblastoma cells expres-

sing antisense uPAR constructs that are less invasive than parental cells when

injected in vivo and undergo loss of mitochondrial transmembrane potential, release

of cytochrome c, caspase-9 activation, and apoptosis (Yanamandra et al. 2000).

Furthermore, glioma cells bearing a reduced uPAR number are more susceptible to

tumor necrosis factor-a-related apoptosis than parental cells (Krishnamoorthy et al.

2001). Alfano and colleagues (Alfano et al. 2006) provide a causal link between

uPAR signaling and protection from programmed cell death. They show that ligand

engagement of uPAR counteracts the pro-apoptotic effect triggered by UV light,

cisplatin, and forced detachment from the culture dish. Furthermore, they demon-

strate that the expression level of uPAR positively correlates with resistance to

anoikis in embryonic kidney epithelial (HEK-293) cell lines. They also show that

the uPA/uPAR interaction results in a marked upregulation of the anti-apoptotic

factor Bcl-xL, which is required for the uPA-dependent anti-apoptotic activity. In

agreement with these observations, targeting the uPAR with inhibitory peptides

leads to a reduction of glioma tumor size in mice through inhibition of cell

proliferation and increased tumor cell apoptosis (Bu et al. 2004).

Similarly, Besch and co-workers suggest a new function of uPAR acting as a

survival factor for melanoma by downregulating p53. They show that uPAR

inhibition results in massive cell death via apoptosis. Apoptosis was mediated by

p53 and occurred independently of ERK or FAK signaling (Besch et al. 2006). In

the emerging picture, the uPA/uPAR system has the ability to support the malignant

phenotype through several mechanisms: first, by virtue of its matrix-degrading

ability that favors tumor dissemination; second, by stimulating cell motility;
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third, by eliciting cell proliferation; and fourth, by protecting cells from apoptosis,

thus enhancing tumor survival.

The Next Generation

Delivery of uPAR downregulation constructs, whether plasmid vectors, adenoviral

vectors, or synthetic strands, remains to be tested appropriately. With the current

state of cancer gene therapy, delivery is a major stumbling block, and various

carriers such as liposomes, polymers, and microparticles (Dass et al. 2002) are

being evaluated to address this issue. The closest to clinical relevancy in terms of

delivery (administration) achieved by the studies listed above was the use of mini-

osmotic pumps delivering downregulating agents directly into the brain (Gondi et al.

2004a, Lakka et al. 2005). Anyway, the issue of side-effects of uPAR downregula-

tion on normal tissue and organs were not looked at, even at the cell culture level.

Surely, a system as central as uPA–uPAR, which has various physiological functions

in the body besides being pro-tumorigenic, needs to be properly respected and

monitored.

Little is known about tumor growth and dissemination in mice with targeted

distruption of the uPAR gene. uPAR deficiency does not compromise the embry-

onic development and viability of uPAR�/�mice (Bugge et al. 1995): homozygous

uPAR-deficient mice do not display major growth and fertility problems, do not

show histological abnormalities in tissues, and do not differ from wild-type mice

for spontaneous lysis of experimental pulmonary plasma clot (Dewerchin et al.

1996). This is similar to what is also noted in uPA deficient mice (Carmeliet et al.

1994). Thus, the apparent lack of toxicity from inhibiting this proteolytic system

makes it an ideal candidate for targeting as a cancer therapeutic.
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Chapter 13

The Endocytic Collagen Receptor, uPARAP/

Endo180, in Cancer Invasion and Tissue

Remodeling

Thore Hillig, Lars H. Engelholm, and Niels Behrendt

Abstract uPARAP/Endo180 is a constitutively recycling endocytosis receptor of

180 kDa. It is a type-1 membrane protein and includes an N-terminal Cys-rich

domain followed by a fibronectin type-II domain, eight C-type lectin-like domains,

a transmembrane segment, and a small cytoplasmic domain. The receptor binds and

internalizes collagen, which is then directed to lysosomal degradation. The inter-

nalization efficiency increases when the collagen is in a gelatin-like state and, in

line with this notion, the uptake of defined ¼ and 3/4 collagen fragments is more

efficient than the internalization of intact collagen. Thus, uPARAP/Endo180 most

likely has a preferential role in the clearance of precleaved collagen, occurring after

the initial attack of a collagenolytic MMP. Mesenchymal cell types such as

fibroblasts, osteoblasts, some endothelial cells, and some macrophages express

uPARAP/Endo180, with a strong expression in areas with dominant collagen

turnover, such as developing bone. PyMTmice, which develop genetically induced,

invasive mammary tumors, have reduced tumor growth and increased tumor colla-

gen content when uPARAP/Endo180 is absent due to gene inactivation. Cancer

cells have not been found to express uPARAP/Endo180 but some of the same cell

types that express the receptor in healthy tissue show a strong increase in expression

when they take part in the stroma that surrounds the cancer islets in some invasive

cancers. Thus, in some situations involving invasive growth, collagen clearance by

uPARAP/Endo180 is likely to take active part in the outgrowth and escape of

cancer cells from a confined tissue compartment.

After the submission of this manuscript, it has been reported that uPARAP/

Endo180 is expressed in basal-like breast cancer cells (Wienke, D. et al. (2007)

Cancer Res. 67:10230–10240).
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Identification of uPARAP/Endo180

At the protein level the endocytic receptor uPARAP/Endo180 was identified by two

independent groups. In one study, the protein was identified in a trimolecular

complex by the use of cross-linking experiments with prourokinase and the uroki-

nase-type plasminogen activator receptor (uPAR), on the surface of U937 cells

(Behrendt et al. 1993). This observation indicated that the protein was situated in

close proximity to uPAR on the surface of U937 cells in order for the cross-linking

to take place, thus giving rise to the name uPAR-associated protein (uPARAP). A

tryptic digest of the cross-linked complex was subjected to mass spectrometry-

based analysis, and the protein was sequenced and cloned and proved to be a novel

member of the macrophage mannose receptor family (Behrendt et al. 2000). This

protein family consists of four members: the macrophage mannose receptor

(MMR), the secretory phospholipase A2 receptor (PLA2R), the receptor DEC-

205, and uPARAP (Behrendt 2004).

In an independent work, an unknown protein of molecular weight 180 kDa was

observed by use of monoclonal antibodies obtained after immunization of mice

with intact, or membrane fractions of, human fibroblasts (Isacke et al. 1990), and

this protein was subsequently cloned and shown to be identical with uPARAP (Sheikh

et al. 2000). The antibody in question was reactive with a cell-surface protein

occurring on several cultured cell types including fibroblasts, macrophages, and

endothelial cells. Moreover, the protein showed evidence of endocytosis with inter-

nalization into endosomes via clathrin-coated pits and recycling to the plasma mem-

brane; thus the name Endo180 was chosen (Sheikh et al. 2000). In the following, the

designation uPARAP/Endo180 will be used.

It should be noted that the uPARAP/Endo180 encoding cDNA was identified

already in 1996 in a third, independent work (Wu et al. 1996), although no characteri-

zation of the protein was performed at that point.

Protein Structure

Based on sequence alignment with the macrophage mannose receptor, the domain

structure of uPARAP/Endo180 could be deduced. From the extracellular amino

terminus, uPARAP/Endo180 consists of a Cys-rich domain followed by a fibronec-

tin type-II (FN-II) domain, eight C-type carbohydrate recognition domains (CRDs),

a transmembrane segment, and a cytoplasmic domain (Behrendt et al. 2000, Sheikh

et al. 2000). The crystal structure of uPARAP/Endo180 has not yet been determined

but three-dimensional structures have been determined for two domain types in the

presumably similar MMR. These are the MMR Cys-rich domain (Liu et al. 2000)

and the MMR CRD4 (Feinberg et al. 2000).
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Cys-Rich Domain

The Cys-rich domain of the MMR is a globular structure with a b-trefoil as the

structural basis, where three similar b-sheets, each composed of four strands, are

organized in a near symmetric manner (Liu et al. 2000). The MMR Cys-rich

domain binds sulfated sugars in a loop of six amino acids between b-strand 11

and 12, but this loop is absent from the Cys-rich domains of uPARAP/Endo180 and

the other members of the MMR protein family. Thus, the Cys-rich domain of

uPARAP/Endo180 probably does not bind sulfated sugars (Liu et al. 2000, East

and Isacke 2002).

FN-II Domain of uPARAP/Endo180

The FN-II domain structure has not been determined for any member of the MMR

family, but the sequence similarity in this region is high between the MMR family

members and there is also a large degree of homology with FN-II domains of

proteins outside the MMR family (East and Isacke 2002, Wienke et al. 2003).

Because of this large degree of homology, it seems reasonable to assume that the

known structure of, for example, the third FN-II domain of MMP-2, a domain

important for the collagen binding ability of this collagenolytic enzyme, has some

similarity with the FN-II domain structure of uPARAP/Endo180 (Behrendt 2004).

The former FN-II domain is a compact structure with two double-stranded, antipar-

allel b-sheets oriented at a right angle to each other (Briknarova et al. 2001). A large

region of the exposed surface is a hydrophobic region that binds to peptides

mimicking gelatin (Briknarova et al. 2001). FN-II domains are known to take part

in collagen binding in several proteins (Banyai et al. 1990) and this prompted a

competition experiment with various collagens in the above- mentioned cross-linking

setup with pro-uPA/uPAR and uPARAP/Endo180. This experiment demonstrated a

robust inhibition of the pro-uPA–uPARAP/Endo180 cross-linking with collagen type

V and a moderate inhibitory effect of collagen types I and IV (Behrendt et al. 2000),

thus providing the first indication for a collagen-binding function of uPARAP/

Endo180. An open question relates to the notion that, in various other collagen-

binding proteins, two or more FN-II domains may be required for an efficient binding

to collagen (Banyai et al. 1994, Pickford et al. 1997)whereas only one FN-II domain is

present in uPARAP/Endo180. On the contrary, anNMR study on a structure including

two FN-II domains of MMP-2 revealed little interaction between these domains

(Briknarova et al. 2001) and, thus, it is uncertain whether there is indeed a requirement

for more than one FN-II domain for collagen binding in the latter protein. Even if

the single FN-II domain of uPARAP/Endo180 is not sufficient for efficient binding

to collagen, several mechanisms could contribute to compensate for this. Thus, a

clustering of several uPARAP/Endo180 molecules is not an unlikely event, as

the protein is already concentrated in areas of clathrin-coated pits, and since the

collagen itself could aid in the clustering process as one weak collagen binding

could be stabilized with the binding of more uPARAP/Endo180 molecules.
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Furthermore, as support for the ability of proteins with a single FN-II domain

to bind collagen, studies on the closely related MMR (Napper et al. 2006. Martinez-

Pomares et al. 2006) show binding to collagen via the FN-II domain independently

of CRDs.

CRDs

In several proteins, domains with sequence homology with the CRDs of uPARAP/

Endo180 are involved in carbohydrate binding. This is exemplified by one or two

CRDs in the homologue MMR. Just like the latter protein, uPARAP/Endo180

includes eight putative CRDs. However, in uPARAP/Endo180 only CRD2 has

retained the structural elements for chelating critical Caþþ ions involved in the

carbohydrate-binding mechanism of this domain type (Sheikh et al. 2000, East and

Isacke 2002). In accordance with this notion, probably only CRD2 has carbohy-

drate-binding activity (East et al. 2002). The structure of a typical sugar-binding

CRD is stabilized by two disulfide bonds and has an organized core with two a-
helices and two b-sheets, of which one has two strands and the other has three (East
and Isacke 2002), and with a loop extending from the largest b-sheet. The actual

binding to sugars is dependent on two Caþþ ions in a hydrophobic fold, where two

coordination sites exist. One Caþþ ion is directly involved in sugar binding (the

principal site) and the other functions as a structural support of the hydrophobic part

of the CRD (East and Isacke 2002).

A series of affinity columns containing different immobilized sugars were tested

for binding of recombinant, soluble uPARAP/Endo180. Whereas no binding was

found to mannose, fucose, or galactose, uPARAP/Endo180 could be bound to and

eluted from a column containing N-acetylglucosamine-agarose (East et al. 2002).

So far, however, no biological ligand has been found for the lectin function of

uPARAP/Endo180.

Cytoplasmic Domain

The cytoplasmic domain of uPARAP/Endo180 contains twomotifs that were initially

both considered candidates for governing the endocytic function: a tyrosine-based

endocytosis motif (Tyr1452) and a di-hydrophobic (Leu1468-Val1469) endocytosis

motif with a negatively charged residue (Glu1464) being positioned 4 amino acids

prior to the motif (Sheikh et al. 2000, Howard and Isacke 2002). In MHC class II

proteins, a di-hydrophobicmotif, similar to that found in uPARAP/Endo180, has been

shown to target internalized vesicles to early endosomes (Pond et al. 1995). A

mutagenesis experiment revealed that substitution of the tyrosine motif does not

interfere with internalization (Howard and Isacke 2002). In contrast, mutagenesis of

the di-hydrophobic motif to Ala-Ala led to a strong decrease in internalization and

mutation of the �4 glutamate also led to a reduction (Howard and Isacke 2002). The

mechanism behind uPARAP/Endo180 receptor recycling from early endosomes back

to the plasma membrane is still unclear, as a di-aromatic motif important for receptor
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recycling of MMR and PLA2R is not present in uPARAP/Endo180 (East and Isacke

2002). uPARAP/Endo180 is a constitutively active internalization receptor; how-

ever, it has been suggested that some regulation of the internalization process takes

place through phosphorylation of serine residues adjacent to the endocytosis motif.

Thus, a low level of serine phosphorylation was observed in immunoprecipitated

uPARAP/Endo180 protein from human fibroblasts, with a strong increase in phos-

phorylation being found in phorbol ester-treated cells (Sheikh et al. 2000).

Interdomain Organization

Analysis of the spatial domain organization of uPARAP/Endo180 by single particle

electron microscopy with recombinant uPARAP/Endo180 variants has led to a

model in which the Cys-rich domain folds back to contact CRD2 (Rivera-Calzada

et al. 2003). A later study supports this notion and furthermore suggests the

possibility of a pH-dependent conformational change with a more open conforma-

tion of the backfold at acidic pH (Boskovic et al. 2006). It is tempting to speculate

that this type of conformational change has a function in the release of bound,

internalized collagen in a more acidic endosomal compartment (Boskovic et al.

2006), where uPARAP/Endo180 enters during the constitutive recycling of the

receptor (Sheikh et al. 2000).

uPARAP/Endo180-Deficient Mice

Mice with genetic uPARAP/Endo180 deficiency were generated using two strate-

gies, leading to very similar genetic constructs. In both cases, a complete functional

deficiency was obtained in terms of collagen interactions although, as detailed

below, certain targeted cells in culture may express low levels of truncated

uPARAP/Endo180 antigen. In one study, the targeting strategy included a construct

leading to deletion of the entire region containing exons 2–6. An RNA transcript of

the targeted uPARAP/Endo180 DNA was seen expressed in fibroblasts from new-

born uPARAP/Endo180 targeted mice, but no protein expression could be detected

at that point in these animals (Engelholm et al. 2003). However, later work has

suggested that low levels of a truncated protein with a size in accordance with the

stated deletion of exons may indeed be present in some cultured cells from these

mice (D.H. Madsen, the Finsen Laboratory, unpublished observation). In another

study, exons 2–5 and part of exon 6 were deleted. In the targeted mouse embryos,

low levels of a truncated protein of molecular weight 140 kD could be identified

(East et al. 2003). Thus, these truncated proteins would be lacking the Cys-rich

domain, the FN-II domain, and the first CRD. In the study by East et al., it was

positively demonstrated that the protein product retained the sugar-binding proper-

ties previously reported to originate from CRD2, whereas the collagen-binding

function was lost (East et al. 2003). In both studies, the mice deficient in uPARAP/

Endo180 were viable with no obvious aberrant phenotype and were able to repro-

duce (East et al. 2003, Engelholm et al. 2003). However, a recent detailed study on
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bone development, performed with the mice generated by Engelholm et al., has

revealed a small retardation in the growth of long bones and cranial closure

(Wagenaar-Miller et al. 2007).

Collagen Internalization

As detailed above, a binding to collagen was noted already in the early characteri-

zation of uPARAP/Endo180 (Behrendt et al. 2000). The ability of the receptor to

internalize collagen was subsequently demonstrated for collagens I, IV, and V in a

study using radioactively labeled collagens (Engelholm et al. 2003). Newborn

mouse fibroblasts from wild-type and uPARAP/Endo180-deficient animals were

incubated with 125I-labeled collagens for determination of collagen internalization.

Strikingly, whereas wild-type fibroblasts displayed an efficient uptake of collagen,

the uPARAP/Endo180-deficient fibroblasts were completely unable to perform this

process, thus identifying uPARAP/Endo180 as a crucial collagen internalization

receptor (Engelholm et al. 2003).

In another study, the ability of uPARAP/Endo180 to internalize collagen was

likewise demonstrated with fibroblasts from uPARAP/Endo180 þ/þ and �/�
mice, but utilizing an assay where cells were incubated with fluorescence-labeled

collagen or gelatin (East et al. 2003). Fibroblasts from the uPARAP/Endo180-

targeted mice were unable to bind collagen type IV and gelatin, and also unable

to internalize these proteins (East et al. 2003). Binding to and internalization of

collagen by uPARAP/Endo180 was also demonstrated in a study using both

soluble, recombinant purified uPARAP/Endo180 and cell-based experiments

(Wienke et al. 2003). The receptor bound to the different collagens tested (collagen

types I, II, IV, and gelatin), and in a competition experiment, collagen IV and

gelatin could mutually compete the binding of each other. Furthermore, binding to

collagens was unaffected in engineered uPARAP/Endo180 proteins without CRDs

5–8, and also maintained for all tested collagen types (except collagen IV) in a

protein without CRDs 2–8 (Wienke et al. 2003). Cells transfected with uPARAP/

Endo180 (MCF-7 and T47D breast carcinoma cells) and cells expressing endoge-

nous uPARAP/Endo180 (MG-63 osteosarcoma cells) were shown to bind to colla-

gen IV and gelatin, and this binding was blocked by uPARAP/Endo180 siRNA

treatment (Wienke et al. 2003). Furthermore, mutation of the intracellular di-

hydrophobic internalization motif resulted in unaltered collagen binding, but ab-

sence of collagen internalization (Wienke et al. 2003). The subcellular fate of the

internalized collagen was investigated in fibroblasts from newborn mice (Kjoller

et al. 2004). Treatment with E64D, an inhibitor of lysosomal cysteine proteases,

resulted in a strong accumulation of vesicles containing collagen, giving an indica-

tion that collagen is directed to lysosomes. This observation was confirmed by

costaining with the lysosomal marker Lamp-1 (see Fig. 13.1; Kjoller et al. 2004). In
mouse tissue explants, the uptake and intracellular degradation of collagen was seen

in uPARAP/Endo180-expressing chondrocytes and osteoblasts of developing bone

(Wagenaar-Miller et al. 2007). A recent study with mouse fibroblasts showed that
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the efficiency of uPARAP/Endo180 to internalize collagen was increased when the

collagen was precleaved into defined large fragments by a collagenase (Madsen et al.

2007). The improved efficiency was a result of the cleaved collagen attaining a

gelatin-like state at physiological temperature. Thus, heat-denatured intact collagen

was likewise internalized more efficiently, whereas heat-denatured collagen frag-

ments were internalized to the same degree as nonheated fragments. The importance

of this observation was studied by analyzing culture media from uPARAP/Endo180-

containing and uPARAP/Endo180-deficient fibroblasts grown on a collagenmatrix. It

was evident that there was an accumulation of collagen fragments in the media from

uPARAP/Endo180-deficient cells but not in the media from uPARAP/Endo180-

positive cells. This observation provided a strong indication of a sequential mecha-

nism of collagen degradation by fibroblasts, with initial cleavage by collagenolytic

metalloproteases and subsequent clearance of collagen fragments through a uPARAP/

Endo180-dependent internalization route (Madsen et al. 2007). The whole process is

then finalized by intracellular degradation by lysosomal proteases.

Fig. 13.1 Internalized collagen is directed to lysosomal degradation. Wild-type (a–c) and

uPARAP/Endo180-deficient (d–f) fibroblasts were treated with an inhibitor of lysosomal cysteine

proteases, E64d. Cells were then incubated with Oregon green-labeled collagen IV for 16 h at

37�C. Lysosomes were labeled with red fluorescence, using a LAMP-1-specific antibody. A strong

lysosomal accumulation of OG-collagen is seen in wild-type fibroblasts, whereas cells deficient for

uPARAP/Endo180 do not internalize collagen. (Reproduced from Kjoller et al. 2004 with permis-

sion from the publisher) (See also Color Insert I)
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A recent work has demonstrated that the related MMR is also a collagen

clearance receptor. This receptor is strongly expressed by liver sinusoidal endothe-

lial cells and was found to be responsible for approximately half of the liver

retention of collagen fragments from plasma (Malovic et al. 2007). The remaining

half was also cleared by livers from MMR-deficient mice. The latter observation

was not accounted for, but could be a result of other MMR family members also

being expressed in the liver.

uPA-System Interaction

On certain types of cultured cells, for example U937 cells, uPARAP/Endo180 is

located in close proximity to uPAR on the cell surface [shown in cross-linking

experiments (Behrendt et al. 2000)]. The physical intimacy between the proteins led

to speculation regarding a cooperative pathway of matrix degradation, initially by

envisioning uPARAP/Endo180 as a receptor that brought the plasminogen activa-

tion event and downstream collagenolytic enzymes in close proximity to matrix

substrates (Behrendt et al. 2000). Later, as the internalization properties of the

protein were discovered, this hypothesis was refined to represent the intracellular

component of a matrix-degrading machinery (Engelholm et al. 2003). It is unclear

if such a cooperative complex exists in vivo in areas of tissue remodeling. Many

cell types that are uPARAP/Endo180 positive probably express little or no uPAR

but in some cases, such as the osteoblasts of developing bone, a strong expression of

both receptors is indeed noted (Engelholm et al. 2001).

Role of uPARAP/Endo180 in Cell Migration

The generation of mice deficient for uPARAP/Endo180 enabled experiments with

murine fibroblasts to determine a possible role of the receptor in motility and

migration. Fibroblasts from uPARAP/Endo180-deficient mice were found to be

less motile than those from uPARAP/Endo180-expressing littermate wild-type

control cells, on both matrigel and rat tendon collagen matrices (East et al. 2003,

Engelholm et al. 2003). The mechanistic background for this phenomenon is still

unresolved, but could possibly include a stronger adhesion provided by uPARAP/

Endo180, thus providing a firmer grip on the matrix by the migrating fibroblasts

and resulting in more efficient movement. Also, a more indirect effect of

uPARAP/Endo180 on migration is possible as a putative interplay with integrins

could result in signaling events, giving rise to increased motility. In another set of

studies, the directional migration against a uPA gradient was found to be inhibited

in a uPARAP/Endo180 si-RNA-treated breast cancer cell line (Sturge et al. 2003).

The directional sensing was maintained in cells expressing a uPARAP/Endo180

variant which was mutated in the di-hydrophobic internalization motif (Sturge

et al. 2003), whereas no sense of direction was observed after treatment of the
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cells with antibodies directed against two of the four outermost domains of

uPARAP/Endo180 (CRD2 and the Cys-rich domain) (Sturge et al. 2003). The

results were interpreted as evidence for a specific uPARAP/Endo180-mediated

regulation of uPA-uPAR-induced cellular orientation. As the orientation effect

was independent of internalization, it is possible that a better adhesion in

uPARAP/Endo180-expressing cells contributed to the effects observed. This also

might be consistent with the above-mentioned results with blocking antibodies

directed against domains close to the FN-II domain responsible for collagen

binding. A more recent study by the same investigators, examining the involvement

of uPARAP/Endo180 in migration, indicated that the pathway including Rho, Rho-

kinase (ROCK), and myosin light chain 2 (MLC2) phosphorylation was necessary

for rear cell deadhesion during cell migration, and that this pathway was dependent

on the uPARAP/Endo180-containing endosome compartment (Sturge, Wienke, and

Isacke 2006).

Histological Localization

uPARAP/Endo180 in Healthy Tissue

The expression of uPARAP/Endo180 has been observed in several types of mesen-

chymal cells such as fibroblasts, osteoblasts, certain endothelial cells, and some

macrophages in various organs, including developing bone, placenta, bladder, skin,

kidney, spleen, liver, and lung (Isacke et al. 1990. Wu et al. 1996, Sheikh et al.

2000, Engelholm et al. 2001, Mousavi et al. 2005, Honardoust et al. 2006). Tissue

undergoing remodeling of its collagen matrix often shows expression of uPARAP/

Endo180 in some cell populations. In gingival wounds, a strong upregulation was

noted in several cell types including myofibroblasts, macrophages, and endothelial

cells (Honardoust et al. 2006). Furthermore, uPARAP/Endo180 is strongly

expressed in the developing bones of mouse embryos and newborn mice (Wu

et al. 1996, Engelholm et al. 2001, Howard et al. 2004, Wagenaar-Miller et al.

2007). In this case, the protein is expressed by osteoblasts and chondrocytes

(Engelholm et al. 2001, Wagenaar-Miller et al. 2007). By screening for uPARAP/

Endo180 mRNA expression in several tissues, high levels were found in lung and

kidney, whereas the liver and brain were found to be almost negative (Wu et al.

1996), although with expression of an alternatively spliced, truncated RNA in fetal

liver. In apparent contradiction to a lack of expression in the liver, hepatic stellate

cells in culture have been shown to internalize collagen in a uPARAP/Endo180-

dependent manner (Mousavi et al. 2005). As stellate cells comprise only 10% of the

cells in the liver, an expression in these cells may have been difficult to detect in

the study by Wu et al. Another region reported to be without uPARAP/Endo180 is

the epidermis, whereas dermal macrophages have been shown to be uPARAP/

Endo180 positive (Sheikh et al. 2000).
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uPARAP/Endo180 in Cancer

In a recent study, uPARAP/Endo180 deficiency was combined with the MMTV-

PyMT mouse breast tumor model in which mice develop spontaneous malignant

breast tumors. Mice deficient for uPARAP/Endo180 showed a significantly delayed

primary tumor growth and strikingly, the tumors had a very high content of

undegraded collagen compared to the tumors of the littermate uPARAP/Endo180-

positive controls (Curino et al. 2005). Moreover, no intracellular collagen was

found in explanted fibroblast-like cells from the tumors of uPARAP/Endo180-

deficient mice, in contrast to what was seen in the uPARAP/Endo180-sufficient

cells. The expression of uPARAP/Endo180 in the tumors from wild-type PyMT

mice mimicked that found in the human disease (see further below), with expres-

sion in fibroblast-like cells surrounding the mammary ducts and no expression in

tumor cells (Nielsen et al. 2002, Curino et al. 2005). It was concluded that collagen

clearance by intracellular degradation via the uPARAP/Endo180-dependent path-

way was involved in invasive tumor growth in this system.

A study of uPARAP/Endo180 protein and mRNA expression (Nielsen et al.

2002) showed only very little expression in the normal human breast, with detect-

able staining only in a few fibroblast-like or myoepithelial cells. In benign breast

lesions, uPARAP/Endo180 staining was strongly positive in intralobular fibroblasts

and, depending on the type of lesion, also in myoepithelium and tumor-associated

fibroblasts. In ductal carcinoma in situ (DCIS; see Fig. 13.2), uPARAP/Endo180

was observed in both myoepithelial cells and some tumor-associated fibroblasts,

with more uPARAP/Endo180-positive fibroblasts around some of the DCIS foci.

Invasive carcinomas of both ductal and lobular type also showed uPARAP/

Endo180 staining of fibroblast-like cells, whereas the cancer cells were uPARAP/

Endo180 negative in all cases. The pattern of staining by immunohistochemistry

was indistinguishable from the pattern obtained by in situ hybridization (Nielsen

et al. 2002). Similarly, in a study of 112 human squamous cell carcinomas of the

head and neck, uPARAP/Endo180 showed increased expression especially in

fibroblast-like cells from the tumor stroma (Sulek et al. 2007). Whereas no case

of expression of uPARAP/Endo180 in cancer cells has been reported so far*, the

total expression pattern is nevertheless in complete accordance with a function in

cancer. In all cases studied, uPARAP/Endo180 is expressed in fibroblast-like cells

in close proximity to the tumor and in some cases as part of the enveloping stroma

barrier (Nielsen et al. 2002). It is indeed plausible that uPARAP/Endo180 promotes

the mechanism of invasion and escape of tumor cells in the local tissue compart-

ment, based on the ability of the receptor to assist collagen degradation and

clearance. It is noteworthy that, in a study of colorectal cancer, searching for

tumor endothelial markers by expressed sequence tags, uPARAP/Endo180

was identified as one of the most upregulated genes in endothelial cells adjacent

to the cancer compared to endothelial cells from normal colorectal tissue

* Please refer to note added in proof on the first page.
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(St Croix et al. 2000). It was not completely clear, however, if fibroblast-like cells

may have contributed to the cell populations analyzed in this study.

Biological Role of uPARAP/Endo180 and Concluding Remarks

Even though the knowledge on the function of uPARAP/Endo180 in development

and in different tissues is still very incomplete, the local expression patterns and

analyses of the biochemical properties of the protein do provide strong suggestions

as to some roles of the receptor in vivo. As noted above, the uPARAP/Endo180

mRNA is expressed in developing bone from newborn mice and mouse embryos

(Wu et al. 1996, Engelholm et al. 2001), and the cellular origin of the in situ signal

is most likely the osteoblast-osteocyte and possibly also osteoclasts and endothelial

cells (Engelholm et al. 2001, Wagenaar-Miller et al. 2007). Moreover, uPARAP/

Endo180 expression has been observed in cartilage-forming sites in young mice

(Howard et al. 2004). All of these observations are compatible with the hypothesis

that uPARAP/Endo180 has a role in collagen turnover in developing tissue. This is

consistent with the notion that although mice deficient in uPARAP/Endo180 appear

Fig. 13.2 Expression of uPARAP/Endo180 at a tumor–stroma interface. Double immunostaining

of uPARAP/Endo180 (rabbit antibody coupled to Cy3; red) and cytokeratin 17 [myoepithelial

marker, monoclonal mouse antibody coupled to fluorescein isothiocyanate (FITC); green] in

human breast ductal carcinoma in situ with focal invasion (indicated by star). uPARAP/

Endo180 is expressed in fibroblasts and some myoepithelial cells surrounding the carcinoma

cells (Ca) and in fibroblasts located in the stroma (St). For material and methods, see Nielsen

et al. (2007). (Boye Schnack Nielsen, the Finsen Laboratory, Copenhagen, unpublished work;

figure kindly made available by B.S. Nielsen) (See also Color Insert I)
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normal and are fertile (East et al. 2003, Engelholm et al. 2003), a close examination

of the developing bone did reveal a small delay in the time-course of bone growth in

the uPARAP/Endo180-deficient, newborn mouse (Wagenaar-Miller et al. 2007). In

the same study, however, this became even much more clear when uPARAP/

Endo180 deficiency was combined with deficiency for MT1-MMP, a membrane-

bound protease involved in collagen degradation which is expressed in areas of

collagen turnover in developing bone, overlapping with those of uPARAP/Endo180

expression (Wagenaar-Miller et al. 2007). Mice deficient for MT1-MMP alone

were small and affected in bone and connective tissues, with arthritis and osteope-

nia and reduced survival, and with �30% of mice dying before weaning and the

remaining before 90 days of age (Holmbeck et al. 1999, Wagenaar-Miller et al.

2007), but in the study on combined deficiency, these conditions were severely

worsened. Although MT1-MMP; uPARAP/Endo180 double-deficient mice were

born in the expected mendelian ratio, they were uniformly prone to early postnatal

death, with all mice dying within the first 21 days of age. The development of bone

was heavily retarded, including the calvarial bone, and the cranial closure was very

incomplete in the double-deficient mice (Wagenaar-Miller et al. 2007).

Altogether the above observations give strong indications pointing to uPARAP/

Endo180 being physiologically relevant in several remodeling events involving

collagen degradation. Importantly, extracellular matrix degradation/remodeling is a

crucial step in cancer invasion (Hanahan and Weinberg 2000), and therefore the

above-mentioned role of uPARAP/Endo180 in the mouse tumor model (Curino

et al. 2005) is most likely related to the same basic functions as those relevant to the

healthy remodeling processes. The likely importance of uPARAP/Endo180 in

invasion makes it a candidate therapeutic target in cancer treatment, aiming to

prevent the spread of malignant disease.
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Chapter 14

Physiological and Pathological Functions

of Type II Transmembrane Serine Proteases:

Lessons from Transgenic Mouse Models

and Human Disease-Associated Mutations

Karin List and Thomas H. Bugge

Abstract Recent advances in the mouse and human genome projects have resulted

in the identification of a surprisingly large number of genes encoding new proteo-

lytic enzymes which include members of the type II transmembrane serine protease

(TTSP) family. In the past few years, the TTSP family has undergone a rapid

transformation from a group of largely unexplored proteins into an established

family of cell surface–associated proteases playing important roles in development,

homeostasis, and pathogenesis. This chapter summarizes current knowledge about

the biochemical properties and the biological functions of the TTSP family mem-

bers in mammalian physiology and disease.

Introduction

Within the past 50 years, extensive knowledge about the role of proteolysis in

health and disease has been gained, including insights into the functions of specific

proteases belonging to the families of plasminogen activators, matrix metallopro-

teinases, proteins containing A Disintegrin and A Metalloprotease domain

(ADAMs), and cathepsins. The completion of the mouse and human genome

sequence projects has facilitated an explosion in the discovery of novel candidate
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protease genes, suggesting that an exceedingly greater repertoire of proteases are

engaged in pericellular proteolysis than previously anticipated. The uncovering of

an unexpectedly large family of type II transmembrane serine proteases (TTSPs)

presents the challenge to determine the functions of an, as yet, largely unexplored

protease family. In recent years, several studies have emerged, including the

identification of disease-associated human TTSP mutations and the characterization

of knock-out/transgenic mouse models, describing critical and diverse functions for

TTSPs in pathogenesis and development. An overview of these findings will be

presented in this chapter.

The Members of the TTSP Family

All members of the TTSP family are characterized by the presence of an N-terminal

signal anchor and a C-terminal serine protease domain, separated by a stem region

containing an array of protein domains that varies widely between individual

TTSPs (Fig. 14.1). The TTSP family currently encompasses 20 members in both

humans and mice and they are divided into subfamilies based on the composition of

the domains in the stem region, the phylogenetic relationship of the serine protease

domain, and the chromosomal location of their genes (Hooper et al. 2001, Netzel-

Arnett et al. 2003, Szabo et al. 2003, Szabo and Bugge 2007).

The Hepsin/TMPRSS Subfamily

Enteropeptidase (originally termed enterokinase) was the first discovered member

of the family, when Pavlov demonstrated more than 100 years ago that a protease

that is present in the intestine is essential for the activation of pancreatic proen-

zymes. Later, trypsinogen was identified as the target for enteropeptidase in the

duodenal lumen and almost a century after Pavlov’s groundbreaking studies the

human and mouse enteropeptidase cDNAs were cloned (Kitamoto et al. 1994, Yuan

et al. 1998). Enteropeptidase is a large TTSP (1,019 amino acids) with a complex

domain structure including a SEA (sea urchin sperm protein, enteropeptidase,
agrin) domain, two CUB (complement C1r/C1s, urchin embryonic growth factor,

bone morphogenetic protein 1) domains, two LDLA (low-density lipoprotein
receptor type-A repeat) domains, a group A scavenger receptor domain, a MAM

(meprin, AS antigen, receptor protein phosphatose m) domain and a serine protease

domain. Enteropeptidase expression is restricted to the small intestine where it

converts trypsinogen into trypsin, which not only hydrolyses peptide bonds of

dietary proteins but also activates a number of pancreatic zymogens including

chymotrypsinogen and proelastase. Due to the role of enteropeptidase as an initiator

of the trypsinogen intestinal zymogen cascade, patients with the rare genetic

disorder primary/congenital enteropeptidase deficiency suffer from impaired

dietary protein digestion, causing severe intestinal malabsorption and growth fail-

ure (Holzinger et al. 2002, Rutgeert et al. 1972, Rutgeert and Eggermon 1976).
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The symptoms can be alleviated with pancreatic enzyme replacement, which

includes trypsin required to activate the patient’s own pancreatic proenzymes

(Moroz et al. 2001). Secondary/acquired enteropeptidase deficiency has been

described in pancreatic disease, such as cystic fibrosis and other types of exocrine

pancreatic insufficiency, and in mucosal diseases such as chronic intractable diar-

rhea, where the degree of enzyme deficiency correlates with the severity of mucosal

injury (Grant 1986, Lebenthal et al. 1976).

Hepsin/TMPRSS1 (Transmembrane Protease, Serine 1) was the first TTSP to be

cloned and got its name because of its high expression in hepatocytes and hepatoma

cells (Leytus et al. 1988, Tsuji et al. 1991). It has a simple domain structure with a

single group A scavenger receptor domain in the stem region. Structural studies of

the extracellular part of hepsin showed that the group A scavenger receptor domain

and the serine protease domain are associated with each other through a single

disulfide bond and an extensive network of noncovalent interactions, and that the

protease domain contains a large, hydrophobic S10 pocket that is similar to the S10

pockets of other trypsin-like serine proteases (Somoza et al. 2003). Despite its

name, hepsin is fairly widely expressed including the kidney, pancreas, lung,

thyroid, pituitary gland, testis, and prostate, and is also detectable in human

endothelial cells (Aimes et al. 2003, Tsuji et al. 1991). Interestingly, hepsin can

be activated autocatalytically on the cell surface, and is an in vitro activator of

factor VII, factor IX, factor XII, microsomal glutathione S-transferase, pro-

urokinase, and pro-hepatocyte growth factor (pro-HGF) (Herter et al. 2005,

Kazama et al. 1995, Kirchhofer et al. 2005, Kunii et al. 2006, Moran et al. 2006,

Qiu et al. 2007).

Since hepsin activates several coagulation factors in vitro, it is considered a

candidate player in coagulation activation and fibrin deposition (Herter et al. 2005,

Kazama et al. 1995). In addition, hepsin has been proposed to function in

controlling cell growth, based on findings that anti-hepsin antibodies and hepsin-

specific antisense oligonucleotides arrest growth of hepatoma cells, and that highly

proliferative cells in various tissues in the developing mouse embryo display high

hepsin expression levels (Torres-Rosado et al. 1993). However, in two independent

studies of hepsin-deficient mice, no effects on hemostasis, cell growth and embryo-

genesis, or liver function and regeneration were observed (Table 14.1) (Wu et al.

1998, Yu et al. 2000). The serum concentration of the bone-derived form of alkaline

phosphatase is elevated in hepsin-deficient mice, the significance of which is still

unclear (Wu et al. 1998, Yu et al. 2000).

Importantly, a recent study demonstrated an essential role for hepsin in auditory

function, since hepsin-deficient mice exhibit profound hearing loss caused by

abnormal cochleae development including tectorial membrane formation and

defects in the compaction of spiral ganglion neurons (Guipponi et al. 2007).

Interestingly, the hepsin-deficient mice display altered thyroid hormone metabo-

lism with a reduction of serum T4 levels. This finding may offer important clues to

the molecular mechanism underlying hepsin-dependent cochlear development,

since thyroid hormones have been shown to be involved in the development of

the auditory function (Crofton 2004, Guipponi et al. 2007).
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Hepsin has been implicated in tumorigenesis, based on expression studies of

human cancer where the protease is highly upregulated. This is particularly well

documented in prostate cancer (Landers et al. 2005, Magee et al. 2001, Riddick

et al. 2005, Stephan et al. 2004, Wu and Parry 2007), and also reported in renal cell

carcinoma and in ovarian carcinomas (Betsunoh et al. 2007, Tanimoto et al. 1997).

Genetic analysis has demonstrated an association of five single nucleotide

polymorphisms (SNPs) in the hepsin gene with susceptibility to prostate cancer

among men of European descent and an association of one of the SNPs with

Gleason score (Pal et al. 2006). The effect of dysregulated hepsin expression in

prostate carcinogenesis was studied experimentally in a transgenic mouse model,

where it was demonstrated that hepsin overexpression in prostate epithelium causes

disorganization of the basement membrane, promotion of primary prostate cancer

progression, and metastasis to liver, lung, and bone (Klezovitch et al. 2004). Hepsin

may be directly involved in degradation of extracellular matrix proteins and/or

activation or other proteases or growth factors, but the molecular target(s) for

hepsin in carcinogenesis has yet to be identified.

Mosaic serine protease (MSP) was cloned from human lung and two different

cDNAs were identified, encoding a long form (MSPL), which contains a transmem-

brane domain, and a short form (MSPS) of the protease that lacks the transmembrane

domain. Both cDNAs are predominantly expressed in lung, placenta, pancreas, and

prostate (Kim et al. 2001).

Epitheliasin/TMPRSS2 was first identified using exon trapping techniques and

was later found to exhibit increased expression upon exposure to androgens in a

study of hormone-regulated transcripts in prostate cancer (Lin et al., 1999a,

Paoloni-Giacobino et al. 1997). TMPRSS2 is expressed mainly in the epithelium

of the prostate, kidney, gastrointestinal, urogenital, and respiratory tracts (Jacquinet

et al. 2000, Vaarala et al. 2001a, 2001b). TMRSS2 can undergo autocatalytic

cleavage resulting in the secretion of the protease domain into the media by cultured

prostate cancer cells and into the serum of prostate tumor-bearing mice (Afar et al.,

2001). TMPRSS2 is a candidate activator of influenza viruses via cleavage of viral

hemagglutinin and may play a role in respiratory tract viral infections (Bottcher

et al. 2006). The Protease Activated Receptor 2 (PAR-2) is another putative

substrate for TMPRSS2 (Wilson et al. 2005).

An impressive amount of literature (more than 30 published articles in the last 3

years) has documented recurrent chromosomal rearrangements creating fusions

between the TMPRSS2 gene and E26 transformation-specific (ETS) transcription

factor family genes in prostate cancer. It has been demonstrated in various studies

that 36–78% of prostate cancers from prostate-specific antigen-screened surgical

cohorts harbor TMPRSS2-ETS (ERG, ETV1, or ETV4) fusion genes and that

�90% of samples with ERG outlier expression contain TMPRSS2-ETS fusions

(Tomlins et al. 2007). Interestingly, the role of TMPRSS2 in this context is proteoly-

sis-independent, since the majority of the fusion transcripts contain no coding

TMPRSS2 sequences (Rubin and Chinnaiyan 2006). However, TMPRSS2-ETS

fusions place the ERG/ETV genes under the regulation of the androgen-inducible
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TMPRSS2 promoter, thus causing overexpression of active transcription factors in

the prostate epithelium, an event that has been demonstrated to confer neoplastic

phenotypes in benign cultured prostate cells and in mouse prostate (Tomlins et al.

2007). Considering the high incidence of prostate cancer and the high frequency of

this gene fusion, the TMPRSS2-ETS gene fusion is among the most common

genetic aberrations described so far in human malignancies. These alterations

may prove to be important for diagnosis, prognosis, treatment assessment, and

development of novel therapeutic approaches in prostate cancer.

TMPRSS2-mediated proteolysis may also directly play a role in cancer since

expression of the protease is significantly upregulated in prostate cancer, but further

evidence is still needed to support this hypothesis (Lin et al. 1999a).

The physiological functions of TMPRSS2 are not clear at this time because

TMPRSS2 deficiency does not influence survival or fertility, or affect the develop-

ment of major organs, including the prostate (Kim et al. 2006).

TMPRSS3 was identified as a TTSP that is expressed in pancreatic cancer

whereas expression was undetectable in normal pancreas and in chronic pancreati-

tis. TMPRSS3 is also present in gastric, colorectal, and ampullary cancer, and a

transcript variant of the protease is overexpressed in ovarian carcinomas (Iacobuzio-

Donahue et al. 2003, Sawasaki et al. 2004, Wallrapp et al. 2000). The TMPRSS3

expression profile in normal tissues is quite broad and includes the gastrointestinal

and urogenital tracts, and inner ear (Guipponi et al. 2007, Wallrapp et al. 2000). The

epithelial amiloride-sensitive sodium channel (ENaC), which is expressed in

many sodium-reabsorbing tissues, is a potential substrate of TMPRSS3 (Guipponi

et al. 2002).

TMPRSS3 has been linked to both congenital and childhood onset autosomal

recessive deafness in multiple studies that identified mutations in the TMPRSS3

gene (Elbracht et al. 2007, Guipponi et al. 2002, Masmoudi et al. 2001, Wattenhofer

et al. 2002, Wattenhofer et al. 2005). It was demonstrated that TMPRSS3 mutant

proteins that cause deafness, including mutations in the LDLA domain, group A

scavenger receptor domain, and serine protease domain, are inactive or have

reduced proteolytic activity, indicating that TMPRSS3-mediated proteolysis is

required for inner ear development (Guipponi et al. 2002, Wattenhofer et al.

2002). It has been proposed that proteolytic cleavage of ENaC may be functionally

important, since it is co-expressed with TMPRSS3 in the epithelium of the inner ear

and is efficiently activated by the protease in vitro (Guipponi et al. 2002).

Like several other TTSPs, TMPRSS4 has been reported to be dysregulated in

cancer. Thus, the protease is upregulated in thyroid neoplasms and pancreatic

cancer (Dawelbait et al. 2007, Kebebew et al. 2005, Kebebew et al. 2006). It has

been proposed that tissue factor pathway inhibitor 2 (TFPI2), which belongs to the

family of small Kunitz-type inhibitors, is an inhibitor of TMPRSS4 (Dawelbait

et al. 2007). TMPRSS4 is capable of ENaC activation in vitro, but the physiological
functions of the protease have yet to be established (Planes and Caughey 2007).

Spinesin/TMPRSS5 expression is strictly confined to the central nervous system

where it is predominantly expressed in neurons, in their axons, at the synapses of

motoneurons in the spinal cord, and in some oligodendrocytes (Watanabe et al. 2004,
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Yamaguchi et al. 2002). Like hepsin, it has a simple domain composition contain-

ing a single group A-scavenger receptor-like domain in the stem region. Spinesin/

TMPRSS5 needs proteolytic cleavage to be activated, and enteropeptidase is an

activator in vitro (Yamaguchi et al. 2002). The elucidation of the physiological role

for Spinesin/TMPRSS5 and the identification of relevant substrates in the central

nervous system still await further investigation.

The HAT/DESC Subfamily

This family is the least studied of the TTSP subfamilies and knowledge about some

of the members is just starting to be acquired. The highly homologous genes of the

Human Airway Tryptase (HAT)/DESC subfamily are located in a single chromo-

somal cluster and encode proteases that all have the same domain composition with

a single SEA domain in the stem region (Hobson et al. 2004, Netzel-Arnett et al.

2003, Szabo and Bugge 2007, Szabo et al. 2003).

As the name indicates, HAT was isolated from airway secretions, and immuno-

histochemical studies demonstrated that the enzyme is located on the cells of the

submucosal serous glands of the bronchi and trachea (Yamaoka et al. 1998,

Yasuoka et al. 1997). Several functions of HAT have been documented in vitro
including stimulation of interleukin-8 synthesis in bronchial epithelial cells, stimu-

lation of human bronchial fibroblast proliferation in a PAR-2-dependent pathway,

and proteolytic activation of influenza virus hemagglutinin (Bottcher et al. 2006,

Matsushima et al. 2006, Miki et al. 2003).

DESC1 (Differentially Expressed in Squamous Cell Carcinoma 1) was identified

as a protease whose expression was downregulated in head and neck cancer as

compared to matched normal tissue (Lang and Schuller 2001, Sedghizadeh et al.

2006). DESC1 is expressed in a variety of tissues including skin, salivary gland,

prostate, epididymis, and testis (Lang and Schuller 2001, Hobson et al. 2004).

Biochemical studies have confirmed that DESC1 is an active protease with gelati-

nolytic and caseinolytic activities, and that it can form stable inhibitory complexes

with both plasminogen activator inhibitor-1 and protein C inhibitor (Hobson et al.

2004). The crystal structure of the DESC1 proteinase domain in complex with

benzamidine was recently resolved and DESC1 exhibits a typical trypsin-like serine

proteinase fold with a thrombin-like S1 pocket, a urokinase-type plasminogen

activator-type S2 pocket, and an open hydrophobic S3/S4 cavity (Kyrieleis et al.

2007). DESC4 was identified in oral epithelium and is also expressed in the brain,

heart, liver, salivary glands, the respiratory epithelium of the nasal cavity, and the

tear gland ducts of the eyes (Behrens et al. 2004).

The HAT-like (HATL) 3–5 genes and DESC2-3 genes are predicted to encode

functional proteases based on bioinformatic analysis (Hobson et al. 2004, Szabo

and Bugge 2007), but a biochemical characterization of these proteases has not as

yet been performed and the physiological function of the members of the family

still awaits investigation.
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The Matriptase Subfamily

Matriptase (also known as MT-SP1, TAGD-15, and epithin) was identified as an

ovarian, prostate, and breast carcinoma-associated protein, and has since been

documented to be overexpressed in a wide variety of human carcinomas, and to

be causally involved in cutaneous carcinogenesis (Kim et al. 1999, Lin et al. 1999c,

1997; List et al. 2005, List, Bugge and Szabo 2006a, Takeuchi et al. 2000, Uhland

2006). Furthermore, several studies using cell culture systems or xenograft models

have suggested that matriptase activity may directly contribute to carcinogenesis

since inhibiting the protease in established tumor cell lines from prostate, colon,

and ovarian cancer using small interfering RNAs, antisense matriptase oligodeox-

yribonucleotides, hammerhead ribozyme transgenes, or synthetic active-site

matriptase inhibitors impairs cancer cell invasive properties and tumor progression

(Forbs et al. 2005, Galkin et al. 2004, Satomi et al. 2001, Sanders et al. 2006).

Matriptase is synthesized as an inactive, single chain zymogen and autoactiva-

tion of matriptase can be induced in cultured cells by lysophospholipids, androgens,

and the polyanionic compound suramin (Benaud et al. 2002, Kiyomiya et al. 2006).

The inhibition of activated matriptase by HGF activator inhibitor (HAI)-1 was first

documented by the identification of matriptase/HAI-1 complexes in human milk

and in a number of cancer cell lines (Lin et al. 1999b). Several candidate down-

stream targets for matriptase have been described in cell-free systems and in cell

culture studies including PAR-2, pro-HGF, pro-urokinase-type plasminogen acti-

vator (pro-uPA), stromelysin, SIMA135/TRASK/CDCP1, and insulin-like growth

factor binding protein-related protein-1 (Ahmed et al. 2006, Bhatt et al., 2005, Lee

et al. 2000, Takeuchi et al. 2000).

As mentioned above, matriptase is overexpressed in a remarkable variety of

human carcinomas, and also serves as a prognostic marker in several types of cancer

(List et al. 2006a, Uhland 2006). It has been hypothesized that an imbalance in the

matriptase:HAI-1 ratio, which has been reported in several different cancers, may be

indicative of an insufficient inhibition of matriptase and that this cancer-associated

dysregulation of matriptase-mediated proteolysis is causally involved in tumor

progression (Oberst et al. 2002, Vogel et al. 2006, Zeng et al. 2005). In support of

this hypothesis, mice with transgene-induced matriptase dysregulation in the epider-

mis develop hyperplasia, dysplasia, and spontaneous malignant conversion into inva-

sive squamous cell carcinoma, and display increased susceptibility to chemical

carcinogens (List et al. 2005). The functional relevance of HAI-1 inhibition of matrip-

tasewas confirmedby the finding that the oncogenic effects of dysregulatedmatriptase

expression were completely reversed by the simultaneous epidermal transgenic ex-

pression ofHAI-1 (List et al. 2005). Themolecularmechanism underlyingmatriptase-

induced carcinogenesis is not known, however, several different modes of action can

be envisioned. Matriptase activity may directly affect the cell microenvironment by

processing of extracellular components and cell-matrix adhesion proteins. Matriptase

might also act through activation or inactivation of downstream target molecules such

as protease zymogens, growth factors, growth factor receptors, and chemokines.
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Under normal physiological conditions, matriptase is expressed constitutively at

low levels in most epithelia, suggestive of a general role in epithelial morphogene-

sis and homeostasis (List et al. 2006b, 2007a; Oberst et al. 2003). Studies of

matriptase-deficient mice have revealed an essential role of the membrane protease

in oral epithelium, epidermis, hair follicles, and thymic epithelium (List et al. 2002,

2003). Matriptase is widely expressed during development, and can be detected as

early as embryonic day (E) 10 in the epithelial lining of several tissues of the

embryo proper and at day E8.5 in chorionic trophoblasts of the mouse placenta (Fan

et al. 2007, Szabo et al. 2007). Matriptase-deficient mice develop to term, showing

that the membrane protease does not have critical nonredundant functions in the

development of either extra-embryonic or embryonic tissues (List et al. 2002).

However, strict regulation of matriptase proteolytic activity is required for placental

development and embryo survival, since embryos with a null mutation in the HAI-1

gene die at E10 due to disruption of the chorionic membranes and complete loss of

undifferentiated chorionic trophoblasts in the placenta (Fan et al. 2007, Szabo et al.

2007, Tanaka et al. 2005). The finding that concomitant ablation of matriptase

expression in HAI-1-deficient embryos allows for normal placentation and develop-

ment to term verified that the defects in HAI-1-deficient mice are due to dysregulated

matriptase activity (Szabo et al. 2007).

Matriptase is indispensable for postnatal life because it has essential nonredun-

dant functions in epidermal differentiation, hair follicle development, and thymo-

cyte survival (List et al. 2002, 2003). Matriptase-deficient mice succumb shortly

after birth due to severe defects in the cornified layer of the epidermis and oral

epithelium, which leads to the loss of a proper water barrier function and fatal

dehydration. When skin from newborn matriptase-deficient mice was grafted onto

adult athymic nude mice, it developed an ichthyosis-like phenotype with thick, and

dry scales, associated with an almost complete absence of erupted pelage hairs (List

et al. 2003). The lack of matriptase perturbs several key processes in the formation of

the cornified layer during terminal differentiation, including lipid matrix formation,

cornified envelope morphogenesis, and shedding of corneocytes. On the molecular

level, matriptase deficiency impairs proteolytic processing of a major epidermal

polyprotein, profilaggrin, which results in the loss of filaggrinmonomer units and the

NH2-terminal filaggrin S-100 regulatory protein (List et al. 2002, 2003). Interest-

ingly, these findings could be reproduced in a human organotypic skin model using

specific siRNA-mediated inhibition of matriptase expression (Mildner et al. 2006).

The molecular pathways through which epidermal proteases, including matrip-

tase, exert their functions are still not yet fully understood. However, increasing

evidence suggests that terminal epidermal differentiation is regulated by a complex

cascade of serine proteases that undergo sequential activation during the maturation

and shedding of the cornified layer. Among the proteases that have been implicated

in epidermal differentiation and function are prostasin, furin, calpain, the profilag-

grin processing endopeptidase1, and the tissue kallikreins stratum corneum tryptic

enzyme (KLK5) and stratum corneum chymotryptic enzyme (KLK7) (Brattsand

et al. 2005, Caubet et al. 2004, Egelrud et al. 2005, Kim and Bae 1998, Leyvraz

et al. 2005, Pearton et al. 2001, Resing et al. 1993a, Resing et al. 1993b, Zeeuwen
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2004). Since matriptase is an auto-activating protease, it may play a key role as an

activator of a zymogen-cascade, and a recent study indeed demonstrated that

matriptase is the physiological activator of prostasin, a GPI-anchored serine prote-

ase that is required for epidermal differentiation, epidermal barrier function and

postnatal survival (Leyvraz et al. 2005 Netzel-Arnett et al. 2006).

Recently, the identification of a point mutation in the human matriptase gene was

reported in patients suffering from the rare skin and hair disorder Autosomal Reces-

sive IchthyosiswithHypotrichosis (ARIH) (Basel-Vanagaite et al. 2007). The patients

present with dry, scaly skin, and sparse, fragile hair. The epidermis displays hyperker-

atosis and at the ultrastructural level an impaired degradation of corneodesmosomes in

the cornifed layer was observed, indicative of reduced shedding of corneocytes.

Importantly, the ARIH-associatedmutation causes a Gly!Arg substitution in residue

827 (G827R) of the matriptase serine protease domain (Basel-Vanagaite et al. 2007).

The G827 is a highly conserved residue that is located at the entrance to the primary

specificity pocket and the mutation in this residue is analogous to the mutation of

Gly216 in tryptase-a, protein C, and trypsin which in all cases causes a reduced

catalytic activity (Craik et al. 1985, Marchetti et al. 1993, Selwood et al. 2002).

Thus, it is plausible that the symptoms in ARIH patients are caused by reduced

matriptase activity, substantiated by recent findings that recombinant G827R matrip-

tase has highly reduced proteolytic activity, and that matriptase hypomorphic mice

with very low matriptase mRNA levels phenocopy the key features of ARIH (K. List,

T. Bugge, unpublished).

Matriptase-2 and matriptase-3 were named on the basis of their structural simi-

larity to matriptase, but at the present time, the physiological functions of these two

proteases are not known. Matriptase-2 is mainly expressed in liver, kidney, and

uterus, and expression can be detected during development as early as E7.5 with a

peak in expression at day E13.5 (Hooper et al. 2003,Velasco et al. 2002).Matriptase-

2 was reported to degrade protein substrates including fibronectin, fibrinogen, type I

collagen, and to cleave pro-uPA in vitro (Velasco et al. 2002). In a recent study, it

was proposed that matriptase-2 overexpression in cultured breast cancer cells

inhibits growth and invasion and that high expression of the protease in tumors

correlates with favorable prognosis for breast cancer patients (Parr et al. 2007).

Furthermore, an SNP in the matriptase-2 gene has been reported to be associated

with increased breast cancer risk in a Finnish population (Hartikainen et al. 2006).

Matriptase-3 displays a relatively restricted, species-conserved expression pattern

with the highest levels in the brain, skin, reproductive, and oropharyngeal tissues

(Szabo et al. 2005). Activated matriptase-3 can form stable inhibitor complexes with

an array of serpins, including plasminogen activator inhibitor-1, protein C inhibitor,

a1-proteinase inhibitor, a2-antiplasmin, and antithrombin III (Szabo et al. 2005).

Polyserase-1 is a polyprotease that contains three tandem protease domains in a

single translation product and undergoes a series of posttranslational processing

events to generate three distinct and independent serine protease domains called

serase-1, -2, and -3 of which serase-1 and -2 are proteolytically active (Cal et al.

2003). Several splice variants of polyserase-1 have been identified containing one,

two, or three serase domains adjacent to the stem region of the protein, and the
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serase-1B variant contains an extra SEA domain while it lacks the serase-2 and -3

domains. The serase-1B variant activates pro-uPA and the proteolytic activation is

negatively regulated by glycosaminoglycans in vitro (Okumura et al. 2006).

Polyserase-1 is detected in different human tissues, including kidney, liver, lung,

and brain, and in a variety of tumor cell lines (Cal et al. 2003).

The Corin Subfamily

Corin was cloned from heart and is primarily expressed in atrial and ventricular

cardiomyocytes (Hooper et al. 2000, Yan et al. 1999, 2000). As it is the case for

many of the members of the TTSP family, activation cleavage is required to convert

the corin zymogen to an active enzyme (Knappe et al. 2003). It was recently

demonstrated that N-linked oligosaccharide glycosylation of corin is critical for

this process, but the mechanism responsible for the zymogen activation is unknown

(Liao et al. 2007). Corin activates the pro-form of atrial natriuretic peptide (ANP),

which is a cardiac hormone essential for regulation of water—sodium balance and

blood pressure. The physiological significance of corin-mediated pro-ANP activa-

tion was later confirmed in studies of corin-deficient mice, demonstrating that corin

plays a critical role in cardiovascular homeostasis (Chan et al. 2005, Yan et al. 2000).

Corin-deficient mice develop spontaneous hypertension, and display elevated sys-

tolic, diastolic, and mean arterial blood pressure as compared to that of control mice.

The hypertensive phenotype in ANP-deficient mice is exacerbated when the animals

are fed a high-salt diet and during pregnancy (Chan et al. 2005). Also, several lines of

experimental evidence point to pro-ANP as the critical substrate for corin: (1) corin

is an efficient activator of pro-ANP in vitro, (2) corin-deficient mice have elevated

levels of pro-ANP but no detectable ANP, (3) Infusion of active recombinant

soluble corin transiently restores pro-ANP conversion, resulting in the release of

circulating biologically active ANP, and (4) ANP-deficient mice display a pheno-

type very similar to that of corin-deficient mice. In addition, it was recently reported

that the human corin I555/P568 gene allele is associated with an enhanced cardiac

hypertrophic response to hypertension in patients with African ancestry, who are

not treated with antihypertensive drugs (Chan et al. 2005, Rame et al. 2007, Yan

et al. 1999). These findings may be of importance in efforts to design new strategies

for treatment of patients with cardiovascular diseases.

Corin may also contribute to the disruption of the water and sodium homeostasis

that is frequently observed in patients with lung cancer since it is able to process

pro-ANP in small cell lung cancer cells in vitro (Wu and Wu, 2003).

Conclusions and Perspectives

Cell surface proteolysis is a complex process involving many different proteases,

receptors, and inhibitors. Considerable biochemical and genetic evidence has

been generated to include members of the TTSP family as important players in
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physiological and pathological cell surface proteolysis. Studies of mouse models

and knowledge from human disease genomics have demonstrated that the TTSPs

have extraordinarily diverse functions in physiological processes, ranging from

auditory development, skin maturation, cardiovascular homeostasis, and digestive

function. Furthermore, data is accumulating suggesting that several of the TTSPs

have functional roles in cancer development and progression, thus presenting

exciting future diagnostic, prognostic, and therapeutic opportunities. However, it

is clear that, much more information is still needed about the activities, inhibitors,

natural substrates, and regulation of these proteases. This era of functional geno-

mics has the potential for the integrated use of bioinformatic analyses, disease

association research, knockout and transgenic technologies, and cellular and mo-

lecular biology to gain further insights into TTSP functions.
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Chapter 15

Roles of Cysteine Proteases in Tumor

Progression: Analysis of Cysteine Cathepsin

Knockout Mice in Cancer Models

Thomas Reinheckel*, Vasilena Gocheva*, Christoph Peters,

and Johanna A. Joyce

Abstract Cysteine cathepsins are a family of proteases that are frequently upregu-

lated in various human cancers, including breast, prostate, lung, and brain. Indeed,

elevated expression and/or activity of certain cysteine cathepsins correlates with

increased malignancy and poor patient prognosis. In normal cells, cysteine cathe-

psins are typically localized in lysosomes and other intracellular compartments, and

are involved in protein degradation and processing. However, in certain diseases

such as cancer, cysteine cathepsins are translocated from their intracellular com-

partments to the cell surface and can be secreted into the extracellular milieu.

Pharmacological studies and in vitro experiments have suggested general roles

for the cysteine cathepsin family in distinct tumorigenic processes such as angio-

genesis, proliferation, apoptosis, and invasion. Understanding which individual

cathepsins are the key mediators, what their substrates are, and how they may be

promoting these complex roles in cancer are important questions to address. Here,

we discuss recent results that begin to answer some of these questions, illustrating

in particular the lessons learned from studying several mouse models of multistage

carcinogenesis, which have identified distinct, tissue-specific roles for individual

cysteine cathepsins in tumor progression.
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Introduction

Proteolytic degradation is critically important during tumor development to facili-

tate angiogenesis, invasion, and metastasis, biological processes known to require

localized matrix remodeling. A broader role for proteolysis in other aspects of tumor

development, including promotion of cell proliferation and resistance to apoptosis,

is increasingly recognized, emphasizing the importance of identifying the enzymes

involved and understanding their mechanism of action. Aspartic, cysteine, serine,

threonine, and matrix metalloprotease (MMP) families have been evaluated in

multiple cancer types, with the major focus having been on the MMPs. Recently,

however, cathepsins of the cysteine protease family have received increased atten-

tion for their proposed roles in angiogenesis, apoptosis, cell proliferation, and tumor

invasion (Mohamed and Sloane 2006, Gocheva and Joyce 2007). In this chapter, we

discuss recent analyses of the effects of cysteine cathepsin deletion in several mouse

models of multistage carcinogenesis, which have uncovered distinct, tissue-specific

roles for individual cysteine cathepsins in tumorigenesis.

Cysteine cathepsins are a group of enzymes that belong to the papain family of

cysteine proteases. There are 11 members in humans and 18 in mice (Table 15.1),

all of which share a conserved catalytic site formed by cysteine, histidine, and

asparagine residues (Lecaille et al. 2002). Despite similarities in sequence and fold,

cysteine cathepsin family members differ among each other in specificity. While

most of them are endopeptidases, some possess exopeptidase activity. For example,

cathepsin X is a carboxypeptidase, while cathepsin C can cleave dipeptides from

the N-terminus of its protein substrates. Cathepsins B and H, however, have both

endo- and exopeptidase activity. This difference in specificity among family mem-

bers could influence their individual ability to cleave certain substrates, while

ensuring efficient and complete degradation of proteins by their collective action

in the lysosomes. Therefore, it was initially believed that the major function of

cysteine cathepsins is nonspecific, terminal protein proteolysis. However, we now

know from the studies of cathepsin knockout mice that these enzymes play impor-

tant, nonredundant roles in many other physiological and pathological processes

(discussed in detail in the next section).

Cysteine cathepsins are synthesized as inactive precursors containing an amino-

terminal signal peptide that mediates their transport across the endoplasmic reticu-

lum membrane (Turk et al. 2000). All cysteine cathepsins possess N-glycosylation

sites, which are used to target the enzymes to the lysosomal compartment via the

mannose 6-phosphate receptor pathway. Activation is fully achieved once the

enzymes reach the acidic environment of the late endosomes or lysosomes, where

the propeptide that blocks access of substrates to the catalytic cleft of the proen-

zyme is removed (Coulombe et al. 1996, Cygler et al. 1996, Sivaraman et al. 1999).

Endoproteolytic removal of the propeptide is accomplished by either autocatalytic

processing (in the case of the endopeptidases) or limited proteolysis by other

proteases. This process is triggered by low pH and is enhanced by the presence of

glycosaminoglycans (GAGs) (Wiederanders and Kirschke 1989). GAGs support
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autoactivation and activity of cysteine cathepsins at neutral pH, which is highly

relevant for the activation of secreted procathepsins (Vasiljeva et al. 2005). Simi-

larly, cathepsin K requires binding to chondroitin sulfate for optimal collagenolytic

activity (Lecaille et al. 2002).

Not all cysteine cathepsins are exclusively present in the lysosomes. For exam-

ple, cathepsin W is retained in the endoplasmic reticulum (Ondr and Pham 2004),

while an isoform of cathepsin L was found in the nucleus, where it can process the

CDP/Cux transcription factor (Goulet et al. 2004). Moreover, in certain pathologi-

cal conditions, cysteine cathepsins, which are considered to be intracellular pro-

teases, have been detected at the cell surface (Mai et al. 2000) and cathepsin activity

can also be detected in the extracellular milieu (Mort et al. 1985). In fact, early

descriptions of cathepsin L referred to this protease as ‘‘major excreted protein

(MEP)’’ of malignantly transformed fibroblasts (Mason et al. 1987). Cysteine

cathepsin secretion from several cancer cell lines has also been reported, and will

be reviewed in Chap. 29 (Lah et al.). Although the precise mechanism of cysteine

cathepsin secretion is an area of active investigation, it has been shown that at the

cell surface, cathepsins are associated with various binding partners such as integ-

rins or annexin II in discrete regions in the plasma membrane such as caveolae

Table 15.1 Nomenclature and expression patterns of cysteine cathepsins in human and mouse

Protease (alternative names) Human

(11)

Mouse

(18)

Expression pattern

Cathepsin B CTSB CtsB Ubiquitous

Cathepsin C (J, Dipeptidyl

peptidase I)

CTSC CtsC Ubiquitous

Cathepsin F CTSF CtsF Ubiquitous

Cathepsin H CTSH CtsH Ubiquitous

Cathepsin K (O, O2) CTSK CtsK Osteoclasts, lung-epithelium,

thyroid gland

Cathepsin L CTSL – Ubiquitous

Cathepsin L2 (V) CTSL2 CtsL Thymus, testis, cornea, epidermis,

macrophages

Cathepsin O CTSO CtsO Ubiquitous

Cathepsin S CTSS CtsS Lymphatic tissues, antigen-presenting

cells (APC), muscle

Cathepsin W (Lymphopain) CTSW CtsW Natural killer (NK) cells, cytotoxic

T lymphocytes

Cathepsin X (Z, P, Y) CTSZ CtsZ Ubiquitous

Cathepsin J – CtsJ Placenta

Cathepsin M – CtsM Placenta

Cathepsin Q – CtsQ Placenta

Cathepsin R – CtsR Placenta

Cathepsin 1 – Cts1 Placenta

Cathepsin 2 – Cts2 Placenta

Cathepsin 3 – Cts3 Placenta

Cathepsin 6 – Cts6 Placenta
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(Mai et al. 2000, Lechner et al. 2006). Procathepsin B can interact with the annexin

II heterotetramer, a protein involved in plasminogen activation. The varied locali-

zation of cysteine cathepsins in cancer cells will undoubtedly influence the range of

substrates available, and therefore the mechanisms by which they contribute to a

wide range of biological processes, including key steps in the progression of

primary and metastatic tumors.

In addition to differences in their subcellular localization, cysteine cathepsin

family members also exhibit a diverse tissue distribution. The majority of cathe-

psins are ubiquitously expressed in most normal tissues, suggesting housekeeping

functions (Lecaille et al. 2002) (Table 15.1). In contrast, the expression of other

members, in particular cathepsin K, S, L2, and W, is restricted to specific cell or

tissue types (Table 15.1) where they carry out specialized roles. Cathepsin K is

primarily localized to osteoclasts (Drake et al. 1996), while cathepsin S is present

mostly in lymphatic tissues and immune cell types such as antigen-presenting cells

(Shi et al. 1994). Cathepsin L2, which is the orthologue of mouse cathepsin L, is

specifically expressed in the thymus, testis, and corneal epithelium (Adachi et al.

1998; Santamaria et al. 1998; Yasuda et al. 2004; Cheng et al. 2006). Cathepsin W

also shows a restricted expression pattern in cytotoxic lymphocytes and natural

killer cells (Brown et al. 1998). Finally, there are eight cysteine cathepsins unique

to the mouse with placental-specific expression (Deussing et al. 2002). Cell-type-

specific cysteine cathepsin expression likely contributes to some unique cathepsin

functions, which are discussed in the next section.

Given the destructive potential of the cysteine cathepsins, several safeguarding

mechanisms exist to protect normal cells from uncontrolled proteolysis: they are

synthesized as inactive precursors, compartmentalized within lysosomes, and are

targets of endogenous inhibitors, which can bind any inappropriately activated

cathepsins. Several families of endogenous inhibitors exist including stefins, cysta-

tins, and kininogens (Turk et al. 2001). Stefins (A and B) act mostly intracellularly,

while the kininogens and cystatins (C, D, E/M, F, S, SN, and SA) are extracellular

proteins. Cystatin C is the most potent inhibitor of cathepsins B, H, L, and S, and

displays broad tissue distribution (Kopitar-Jerala 2006). Other inhibitors include

thyropins and the general inhibitor a2-macroglobulin (Turk et al. 2000). Maintain-

ing the appropriate balance between cysteine cathepsins and their inhibitors is

essential given the important roles these proteases can play in numerous pathological

conditions when misregulated, particularly in cancer development.

Phenotypes of Cysteine Cathepsin Knockout Mice

In recent years, knockout mice have been generated for nearly every member of the

cysteine cathepsin family (Saftig et al. 1998, Pham and Ley 1999, Halangk et al.

2000, Roth et al. 2000, Ondr and Pham 2004, Tang et al. 2006, Reinheckel et al.

unpublished data). Phenotypic analysis of these mice has revealed specific and

nonredundant roles for individual cysteine cathepsins. While protein degradation in
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the lysosomes is not the exclusive property of any one cathepsin, as there is no

widespread defect in that process in any of the cysteine cathepsin null animals,

other physiological functions such as epidermal homeostasis, normal cardiac and

brain function, antigen presentation, and apoptosis are affected. For example, cathep-
sin S null (CtsS�/�) mice have defects in MHC class II-associated antigen proces-

sing and presentation, indicating an important role for this protease in mediating

humoral immunity (Shi et al. 1999). Cathepsin L was shown to be involved in skin

morphogenesis, hair follicle morphogenesis and cycling, and heart function since

its ablation causes epidermal hyperplasia and periodic hair loss (Roth et al. 2000),

and CtsL�/� mice develop cardiomyopathy with age (Stypmann et al. 2002;

Petermann et al. 2006). Cathepsin C is a processing enzyme involved in the

activation of several serine proteases such as granzymes A and B, and CtsC�/�

mice have corresponding defects in cytotoxic T cell-induced apoptosis (Pham and

Ley 1999). Cathepsin K null (CtsK�/�) mice have impaired resorption of the bone

matrix and develop osteopetrosis, which fits well with the restricted expression of

cathepsin K in osteoclasts (Saftig et al. 1998). The generation of cathepsin F null

(CtsF�/�) mice was recently reported (Tang et al. 2006) and proposed as a model of

late-onset neurological disease. CtsF�/�mice develop progressive defects in motor

coordination and hind leg weakness, and the authors infer this phenotype may result

from the accumulation of lipofuscin in CNS neurons (Tang et al. 2006).

On the contrary, mice mutant for other family members such as cathepsins B, W,
H, and X appear normal (Ondr and Pham 2004, Reinheckel et al. unpublished data).

However, further detailed analyses may be required to identify phenotypic con-

sequences of their ablation, if indeed there are any. As an example, the phenotype of

cathepsin B null (CtsB�/�) mice is very subtle and these animals can be distin-

guished from their littermates only when subjected to pathological stress, such as

experimental pancreatitis and liver injury, to which they are resistant (Halangk et al.

2000, Guicciardi et al. 2001).

Cysteine Cathepsins in Cancer

Cysteine cathepsin upregulation has been reported in many human tumors, includ-

ing breast (Poole et al. 1978, Castiglioni et al. 1994, Bervar et al. 2003), lung (Werle

et al. 1999; Fujise et al. 2000), brain (Rempel et al. 1994, Strojnik et al. 1999),

gastrointestinal (Watanabe et al. 1989, Liu et al. 1998, Ebert et al. 2005), prostate

(Sinha et al. 1995, Nagler et al. 2004) cancers and melanoma (Kos et al. 1997,

Frohlich et al. 2001). The increased expression of certain cysteine cathepsins, such

as cathepsin B and cathepsin L, has frequently been positively correlated with a

poor prognosis for patients with a variety of malignancies (Saad et al. 1998,

Frohlich et al. 2001, Harbeck et al. 2001), although contrary results have also

been reported (Nasu et al. 2001). Moreover, increased antigen levels of cysteine

cathepsins in the serum have been reported for several types of cancer (Thomssen

et al. 1995, Lah et al. 2000, Schweiger et al. 2000, Miyake et al. 2004), indicating
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their potential use as prognostic biomarkers. A detailed discussion of cysteine

cathepsins in human cancer can be found in Chap. 29 (Lah et al.).

However, while clinical association studies emphasize the importance of under-

standing the roles of these proteases in cancer, they do not provide causal insights

into the in vivo functions of cysteine cathepsins in tumor initiation and progression.

Thus, we set out to investigate the roles of a subset of cathepsins that had been

implicated in key tumorigenic processes (Joyce et al. 2004), by breeding cathepsin

knockout mice with mouse models of human pancreatic islet cell, breast, or skin

carcinogenesis (Fig. 15.1). Tumor progression and metastasis in the cathepsin

deficient, cancer-prone mice were subsequently analyzed and will be discussed in

detail below. The hallmarks of malignancy in the three mouse models of human

cancer are as follows:

RIP1-Tag2 Model of Pancreatic Islet Cell Carcinogenesis

Carcinomas of the endocrine islets in the pancreas are induced in transgenic mice

by expression of the simian virus type-40 large and small T-antigens (Tag) under

the control of the rat insulin promoter (RIP) (Hanahan 1985). In the RIP1-Tag2

(RT2) mice, approximately 50% of the 400 pancreatic islets of newborn mice

develop hyperplasia during the first month of life. Subsequently, 45–50 of these

islets induce neovascularization, in a process that is termed ‘‘angiogenic switching’’

(Hanahan and Folkman 1996), in which the preneoplastic lesions develop an

independent blood supply, a step that is essential for subsequent tumor develop-

ment. Approximately 10 islet cell tumors arise per mouse by 12–14 weeks of age,

which can be classified as encapsulated, microinvasive, and invasive carcinomas

that are, however, rarely metastatic (Lopez and Hanahan 2002) (Fig. 15.1).

MMTV-PyMT Model of Mammary Epithelial Carcinogenesis

Breast cancer in this model is induced by transgenic expression of the Polyoma

virus middle-T-oncogene (PyMT) in the ductal epithelium of the mammary gland

(Guy et al. 1992). The specificity of oncogene expression is determined by the long

terminal repeat (LTR) promoter of the mouse mammary tumor virus (MMTV). This

viral promoter is costimulated by ovarian steroid hormones and therefore tumor-

igenesis is initiated in female mice during puberty at �4–5 weeks of age. The first

pathological alterations, atypical hyperplasias and adenosis, are still benign. These

lesions progress within a few weeks to premalignant ductal carcinoma in situ

(DCIS) and at later stages to malignant invasive ductal carcinomas (IDC) (Fig.

15.1). At �14 weeks of age, all female MMTV‐PyMT mice exhibit large and

mostly poorly differentiated IDCs in each of their ten mammary glands. At this

stage, all mice have developed multiple metastases in the lungs. Metastasis also

occurs in the axillary and cervical lymph nodes; however, the penetrance of lymph

node metastases is not 100%, as for lung metastases (Almholt et al. 2005).
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K14-HPV16 Model of Human Skin and Cervical Cancer

Human papillomaviruses (HPV) cause proliferative lesions in the skin and squa-

mous mucosa, which are mostly hyperplasias, papillomas, and condylomas. How-

ever, epithelial lesions of some HPV subtypes, with HPV16 among them, often

progress to high-grade dysplasias and occasionally to carcinomas (zur Hausen

1987). Transgenic mice expressing the early region of the HPV16 genome (includ-

ing the critical oncogenes E6 and E7) in basal epithelial cells under control of the

human cytokeratin 14 promoter (K14) undergo the classical sequence of malignant

progression during the first 12 months of life (Fig. 15.1). Female as well as male

K14-HPV16 mice develop hyperplasia and papillomas in the skin (Arbeit et al.

1994). In the FVB/n genetic background, subsequent development of dysplasias

with abundant neoangiogenesis results in �50% of all mice developing squamous

cell carcinomas that metastasize to regional lymph nodes at a frequency of about

20% (Coussens et al. 1996). In addition to the epidermal squamous cell carcinomas,

cervical cancers can also be induced in these mice by costimulation with estrogen.

Notably, most of the tumor-bearing mice develop only one squamous cell carcino-

ma despite the fact that the HPV16 oncogenes are expressed throughout the

epidermis of the entire animal. Thus, this mouse model is of considerable value

for investigation of additional factors that alter the incidence, progression, and

metastasis of HPV16-induced tumors.

Despite the differences between the three cancer models in terms of oncogenes,

tissue specificities, and timescales of cancer development, they all undergo a

sequential, multistep evolution from normal (although oncogene-positive) tissues

to invasive cancer. This is a highly important conceptual distinction from the

frequently used models involving orthotopic or ectopic transplantation of ex vivo

maintained and selected cancer cells. Xenograft studies in particular, which involve

injection or transplantation of human cancer cell lines into immunodeficient mice,

are unlikely to recapitulate essential interactions between the developing tumor and

its surrounding tissue microenvironment. Moreover, the primary tumor models

studied by us exhibit the complete and natural actions of the innate and adaptive

immune system in response to the growing tumor. Aspects of this immune response

can be proangiogenic and protumorigenic, while other immune cells are tumorici-

dal (de Visser et al. 2006). Since cysteine cathepsins are highly expressed in

immune cells (Table 15.1) and have critical roles in MHCII-mediated antigen

presentation, it is essential to investigate these proteases in immunosufficient

models, such as in the experimental animals covered in this chapter.

Analysis of Cysteine Cathepsin Deficiency in Cancer-Prone Mice

In order to determine the involvement of cysteine cathepsins in cancer, several labs

have crossed cathepsin knockout mice to different models of tumorigenesis, which

have revealed distinct roles for these proteases in regulating cancer pathogenesis
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and invasion. In this section, we will describe the phenotypic analysis for each of

these crosses, and in the following section, we will discuss the mechanistic insights

into cysteine cathepsin functions in vivo that have been revealed by these genetic

experiments.

Cathepsin Deficiencies in the RIP1-Tag2 Pancreatic
Cancer Model

The most thorough genetic analysis of the involvement of cathepsins in tumorigen-

esis to date has been completed in the RIP1-Tag2 (RT2) model. Increased expres-

sion of six members of the cysteine cathepsin family (cathepsins B, C, H, L, S, and

X) was reported in this model over the course of tumor progression (Joyce et al.

2004). The collective importance of the cathepsin family was demonstrated using a

broad-spectrum cysteine cathepsin inhibitor, which significantly perturbed all

stages of tumor development. Subsequently, mice null for cathepsins B, C, L, S
(Gocheva et al. 2006), H, and X (Gocheva and Joyce unpublished data) were

crossed with RT2 mice in order to determine the individual functions, if any, of

these cysteine cathepsins in pancreatic islet cell cancer. Indeed, it was found that

RT2 mice null for cathepsin B, L, or S had a significant reduction in tumor burden

and general perturbations throughout the course of tumor development

(Table 15.2). This detailed analysis also revealed some process-specific functions

of individual cathepsin family members.

Specifically, we showed that deletion of cathepsin B or S reduced angiogenic

switching and caused defects in the tumor vasculature, including decreased micro-

vessel density (MVD), indicating that these proteases are not only important for

neovascularization but are also essential for the continuous maintenance of tumor

angiogenesis. An independent study reported a similar decrease in tumor burden in

CtsS�/� RT2 mice and also suggested a functional role for this enzyme in angio-

genesis (Wang et al. 2006).

Moreover, ablation of cathepsins B, L, or S caused a pronounced increase in

tumor cell apoptosis, which correlated well with the significantly decreased tumor

burden in these mice (Gocheva et al. 2006) (Table 15.2). Another process that was

affected was tumor cell proliferation, which was significantly decreased in CtsB�/�

and CtsL�/� RT2 mice, again closely correlating with the substantial reduction in

their tumor burdens (Table 15.2). Surprisingly, proliferation was not affected in the

CtsS�/� RT2 animals, indicating that the nearly 50% decrease in tumor burden is

due to a combination of increased cell death and defects in angiogenesis (Gocheva

et al. 2006).

Critically, deletion of any one of these three cathepsins (B, L, or S) caused a

significant reduction in the invasiveness of the resulting tumors, with a marked

decrease in the percentage of microinvasive as well as frankly invasive lesions.

Thus, in these three cathepsin knockouts, not only was there a significant reduction

in pancreatic tumor burden, but also the tumors that did arise were mostly benign,

encapsulated lesions (Gocheva et al. 2006). These results demonstrated that
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mutating any one of the cysteine cathepsin proteases B, L, or S interferes with the

progression of benign lesions to invasive carcinomas, indicating that each enzyme

plays an important and nonredundant role in the process of tumor invasion.

Interestingly, although cathepsin C was identified as one of the six cysteine

cathepsins upregulated during islet tumor progression (Joyce et al. 2004), when

RT2 mice are null for cathepsin C, there was no effect on any of the parameters

analyzed (Gocheva et al. 2006) (Table 15.2). This result illustrates the importance

of thorough functional validation for candidates arising from microarray profiling

of cancers, as there will naturally be genes whose expression is altered as a result of

changes in the transcriptional program, but which do not functionally contribute to

cancer development.

Cathepsin B Deficiency in the MMTV-PyMT Mammary
Cancer Model

The involvement of cathepsin B in promoting tumorigenesis has also been estab-

lished in the Polyoma middle-T-oncogene (PyMT) mouse model of mammary

cancer, indicating that cathepsin B plays important protumorigenic roles in cancers

of different tissue types and different cells of origin. In this model, it was deter-

mined that deleting one or both alleles of CtsB delayed the onset of mammary

tumor formation and caused a reduction in tumor growth rates, with the resulting

lesions being smaller in size (Vasiljeva et al. 2006). This impaired tumor progres-

sion is caused by reduced proliferation rates and diminished invasive potential of

CtsB�/� cancer cells, while apoptotic rates did not differ between the CtsBþ/ þ and

CtsB�/� tumors (Table 15.2).

An important characteristic of the PyMT model is that the tumors spontaneously

metastasize to the lung, thus allowing the authors to investigate whether cathepsin B

plays a role in metastasis, in addition to its involvement in primary tumor growth. In

fact, ablation of one or both copies of CtsB caused a reduction in the volume of

pulmonary metastases to 45% and to 65%, respectively. The authors extended their

analysis of the role of cathepsin B in the process of tumor cell seeding by using a

lung colonization experimental assay, where LacZ-tagged primary PyMT cells

were intravenously injected into wild-type female mice. Injection of CtsBþ/�

PyMT or CtsB�/� PyMT cells resulted in a significant decrease in both the number

and the size of the lung colonies compared to wild-type PyMT cells, indicating the

importance of cathepsin B in the formation and growth of distant metastases

(Vasiljeva et al. 2006).

Cathepsin L Deficiency in the K14-HPV16 Skin Cancer Model

While the aforementioned studies demonstrated protumorigenic functions for a

subset of cysteine cathepsins, with their deletion causing significant defects in

tumor development, this seems to depend on the particular type of cancer and
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mouse model investigated. A recent study assessed the functional contribution of

cathepsin L to epidermal carcinogenesis by crossing CtsL�/� mice with transgenic

K14-HPV16 mice (Lohmuller and Reinheckel manuscript in preparation). Surpris-

ingly, ablation of CtsL actually enhanced tumor progression, with an earlier onset of

formation of palpable skin tumors (Table 15.2). Furthermore, these epithelial

tumors were more malignant and there was increased metastasis to the axillary

lymph nodes compared to wild-type K14-HPV16 mice. While angiogenesis and

inflammation during neoplastic progression were unaffected, there was a significant

increase in proliferation of the epidermis in CtsL�/�K14-HPV16 mice compared to

CtsLþ/þK14-HPV16 controls. Although these findings may seem surprising as they

challenge the large body of evidence supporting procancerous roles for cysteine

cathepsins, including cathepsin L, they may actually be related to the fact that

cathepsin L plays a major role in the maintenance of epidermal homeostasis (Roth

et al. 2000). In fact, CtsL�/� mice without any oncogene expression also develop

epidermal hyperproliferation that can be normalized by keratinocyte-specific reex-

pression of the protease, indicating a cell-type-specific role of cathepsin L in the

regulation of epidermal proliferation (Reinheckel et al. 2005).

Therefore, detailed and comprehensive analyses are necessary in order to fully

understand the roles that individual cysteine cathepsin family members, such as

cathepsin L, play in multiple types of cancer, as the involvement of certain cathe-

psins may vary between the different models analyzed. For example, it could be very

interesting to examine the effects of cathepsin L deletion on cervical carcinogenesis

in the K14-HPV16 mice and ask whether the tumor-suppressing effects of this

cysteine cathepsin are specific to the skin, or are observed in other epithelial tissues.

Similarly, are there unique protective functions for cysteine cathepsins other than

cathepsin L in preventing transformation of the skin epithelium? Analysis of K14-

HPV16 mice mutant in other cathepsin family members will allow us to determine

whether there are examples where these proteases are tumor-suppressive, or whether

this is a unique function of cathepsin L. Certainly the continued investigation of

cysteine cathepsin function in these and other transgenic and ‘‘knock-in’’ models of

cancer is essential to address the general importance of cysteine cathepsins in cancer

promotion, a critical question that should be answered in preclinical models before

advancing to the clinic with cysteine cathepsin inhibitors.

Mechanistic Insights into Cysteine Cathepsin Function

from Knockout Mice

The studies described above in the cathepsin-deficient mice have uncovered some

process- and tissue-specific roles for cysteine cathepsin family members in a variety

of mouse models of cancer to date, and the subsequent investigation of the

biological mechanisms underlying these processes in vitro has provided novel

insights into cysteine cathepsin functions in tumorigenesis. In some cases, the
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investigation of cathepsin deficiencies in vivo has confirmed candidates suggested

from the previous biochemical analysis of cathepsin substrates, and in other cases

the knockout mice have enabled the identification of completely new substrates, as

will be discussed below. Angiogenesis and invasion are two of the stages in tumor

development that have long been known to require proteoloytic activity. As dis-

cussed in the previous section, analysis of several cathepsin knockouts in different

tumor models has confirmed important roles for cysteine cathepsin proteases in

each of these processes.

Angiogenesis

The process of new blood vessel formation, termed angiogenesis or neovascular-

ization, is critical for the growth of a tumor beyond 1–2 mm3 in size (Hanahan and

Folkman 1996, Carmeliet and Jain 2000). Angiogenesis is typically initiated by the

release of proangiogenic growth factors, such as vascular endothelial growth factor

(VEGF) from the tumor. Endothelial cells migrate into the growing lesion and

divide and differentiate to form new blood vessels, which may be additionally

supported by pericytes and smooth muscle cells. Induction of proteolysis is neces-

sary for the controlled degradation of the extracellular matrix (ECM) and vascular

basement membrane (BM), a critical step in vessel sprouting. The outcome of

whether angiogenesis is activated ultimately depends on the balance between

proangiogenic (VEGF, FGFs, proteases, etc.) and antiangiogenic (endostatin, tum-

statin, thrombospondin, etc.) factors.

To date, cathepsin B and S have been shown to be involved in tumor angiogenesis

in the RT2 model (Table 15.2). One mechanism by which cathepsin B and S could

promote blood vessel formation is through proteolysis of BM constituent proteins,

such as laminin, collagen IV, and fibronectin, which cathepsin B has been shown to

cleave in vitro (Buck et al. 1992). Moreover, CtsS�/� endothelial cells show a

decreased ability to cleave elastin and collagen IV, leading to an impaired ability of

these cells to invade through Matrigel or collagen I gel membranes (Shi et al. 2003).

Therefore, CtsS�/� mice have defects in microvessel formation under different

conditions, including wound healing and tumor angiogenesis.

A more direct mechanism by which cathepsins might influence the formation of

new blood vessels is by inactivating angiogenic inhibitors or by processing proan-

giogenic factors. For example, protein levels of three antiangiogenic factors, tum-

statin, arresten, and canstatin, are increased in the CtsS�/� RT2 tumors compared to

the CtsSþ/þ RT2 controls (Wang et al. 2006). Biochemical data confirmed that

cathepsin S degrades arresten and canstatin in vitro, in addition to generating

proangiogenic g2 fragments from laminin-5, a common basement membrane com-

ponent (Wang et al. 2006).

Similarly another family member, cathepsin L, can generate endostatin, a well-

known endogenous inhibitor of angiogenesis, from collagen XVIII in vitro

(Felbor et al. 2000), thereby suggesting an active role for this protease in regulating

15 Roles of Cysteine Proteases in Tumor Progression 293



angiogenesis. However, another report has suggested that after its rapid generation,

cathepsin L can then degrade endostatin very efficiently in vitro (Ferreras et al.

2000). Cathepsin B was also found to cleave endostatin, though much less efficient-

ly than cathepsin L, and might also participate in its degradation (Ferreras et al.

2000). Thus, the precise role of cathepsins in influencing the balance between the

generation and destruction of this antiangiogenic factor, and others, in the complex

tumor microenvironment still remains to be elucidated, and the analysis of the

different cysteine cathepsin null tumor models discussed here now represents an

ideal system to address this question.

Cathepsin L was also shown to be required for neovascularization after ischemia

by enhancing the ability of endothelial progenitor cells to invade ischemic tissues

and incorporate into the newly forming vessels (Urbich et al. 2005). Whether

cathepsin L plays a similar role in the neovascularization of tumors is still unknown,

as the contribution of endothelial progenitor cells to tumor angiogenesis is still an

area of active debate and may be very mouse model specific (see Nolan et al. 2007

for discussion). While we did not detect angiogenic defects in the few, small tumors

that develop in the CtsL�/� RT2 mice (Gocheva et al. 2006) (Table 15.2), we know

that islet cell tumors do not become dependent on new blood vessel formation until

they require a significant expansion in size (Bell-McGuinn et al. 2007). Since the

CtsL�/� RT2 tumors were up to 90% smaller on average than the control RT2

tumors, it is possible that the critical switch in which angiogenesis is activated had

not yet been triggered, resulting in unchanged microvessel density.

Tumor Invasion

Cysteine cathepsins may contribute not only to the invasion and migration of

endothelial cells during angiogenesis, but they could also promote the dissemina-

tion of cancer cells into the surrounding tissue. There have been several possible

mechanisms proposed for how cathepsins could be involved in the process of

invasion and metastasis including degradation of the ECM, activation of other

proteases, or cleavage of cell–cell adhesion factors (Gocheva and Joyce 2007).

Indeed, using the individual cathepsin null/RT2 tumors described above, we

identified the cell-adhesion protein, E-cadherin, as a novel substrate for the proin-

vasive cathepsins B, L, and S (Gocheva et al. 2006). E-cadherin is the principal

component of adherens junctions that maintain cell–cell adhesion, thereby limiting

cell migration (Cavallaro and Christofori 2004). In fact, downregulation of E-

cadherin through mechanisms such as gene silencing, point mutations, or posttrans-

lational modifications is a common hallmark of invasive cancers (Cavallaro and

Christofori 2004). In RT2 tumors, E-cadherin protein expression is typically lost as

lesions become progressively more invasive, particularly at the tumor margin (Perl

et al. 1998). However, in RT2 tumors null for cathepsin B, L, or S, the levels of E-
cadherin protein were maintained, in stark contrast to the control RT2 tumors or the

CtsC�/� RT2 tumors (Gocheva et al. 2006). It was reasoned that posttranslational
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cleavage of E-cadherin was perturbed in these cathepsin null RT2 mice, and

subsequent biochemical analysis confirmed that E-cadherin is cleaved in its extra-

cellular domain by cathepsins B, L, and S, but not cathepsin C. In other systems,

cleavage of the extracellular portion of E-cadherin has been shown to abrogate its

adhesive functions and promote tumor cell invasion (Cavallaro and Christofori

2004), and ongoing experiments should further clarify the exact mechanism of

action for cathepsin-mediated E-cadherin cleavage and tumor cell invasion

(Gocheva and Joyce unpublished data).

Additional mechanisms by which cysteine cathepsins promote invasion may

involve direct degradation of components of the ECM, thus creating space for the

invading cells to migrate into. For example, cathepsins B and L were shown to

cleave components of the BM/ECM including laminin (Lah et al. 1989), type-IV

collagen (Buck et al. 1992, Guinec et al. 1993), fibronectin (Buck et al. 1992,

Ishidoh and Kominami 1995), and tenascin-C (Mai et al. 2002), leading to limited

proteolysis of the surrounding matrix. During cancer development, cysteine cathe-

psins are often translocated to the cell surface where they can be associated with

proteins such as annexin II, or secreted, as discussed in the Introduction. Once at

the plasma membrane or the extracellular space, cysteine cathepsins have im-

proved access to other cell-surface proteases or to their ECM substrates, although

some studies have demonstrated that degradation of ECM components can also

occur intracellularly (Sameni et al. 2000, 2001). Finally, cysteine cathepsins also

participate in the activation of other proteases by initiating a proteolytic cascade

leading to the cleavage of multiple downstream targets, which could collectively

enhance the process of tumor invasion. In vitro experiments have shown that

cathepsins cleave and activate MMP-1 and MMP-3 (Eeckhout and Vaes 1977), as

well as convert the precursor form of urokinase-type plasminogen activator (uPA)

to the active enzyme, which in turn catalyzes the cleavage of plasminogen into

plasmin (Goretzki et al. 1992, Guo et al. 2002). Plasmin is a broad-spectrum

serine protease that can also directly degrade ECM components and activate other

MMPs (Rao 2003).

Thus, the invasion of cancer cells is likely facilitated by a combination of these

proteolytic mechanisms, including dissociation of cell surface adhesion complexes

and degradation of the surrounding ECM to allow local invasion and ultimately

tumor cell metastasis. The generation of tumor-bearing mice deficient in individual

cysteine cathepsins represents the ideal experimental model to now determine the

relative contributions of these different pathways in different tumor microenviron-

ments under physiologically relevant conditions.

Tumor Cell Proliferation and Apoptosis

Tumor growth is largely influenced by the balance between tumor cell proli-

feration and apoptosis, and previous in vitro data had suggested that certain

cysteine cathepsins may have both proproliferative and antiapoptotic roles that
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could significantly contribute to increased tumor growth and malignancy. In fact,

reduced tumor cell proliferation rates were found in CtsB�/� RT2, CtsL�/� RT2,

and CtsB�/� PyMT mice (Table 15.2), suggesting that these proteases might

normally be activating growth factors or cleaving key proteins implicated in cell

cycle progression. Indeed, cathepsin B was previously shown to proteolytically

cleave and process the insulin-like growth factor-1 (IGF-1) in endosomes following

IGF-1-induced IGF-1 receptor internalization, resulting in appropriate downstream

cellular signaling (Authier et al. 2005).

In addition, cathepsin L might also play a more direct role in proliferation

through cleavage and activation of the transcription factor CDP/Cux-1, thus pro-

moting cell cycle progression and cellular proliferation (Goulet et al. 2004).

However, cathepsin L’s proproliferative role might be strictly tissue specific as

CtsL�/� mice exhibit epidermal hyperplasia (Roth et al. 2000) and CtsL�/� HPV16

tumors have enhanced proliferation indexes (Reinheckel et al. unpublished data) as

discussed above. In the skin, cathepsin L was shown to increase the recycling of

growth factors in keratinocytes resulting in sustained keratinocyte proliferation due

to the increased availability of growth factors (Reinheckel et al. 2005), again

pointing toward the more specialized progrowth functions of this protease in the

skin epithelium.

The involvement of cathepsins in tumor cell proliferation has also been con-

firmed indirectly by Wang and colleagues, who analyzed the phenotype of cystatin
C null RT2 mice (Wang et al. 2006). Cystatin C inhibits cathepsins B, L, S, and H

and its absence resulted in a general increase in cathepsin activity. It was found that

cell proliferation was significantly increased in cystatin C�/� RT2 tumors, again

indicating that at least some of the cathepsins repressed by this endogenous inhibi-

tor have progrowth functions.

In terms of the effects of cysteine cathepsins on apoptosis, it was shown

that ablating cathepsins B, L, or S in the RT2 model resulted in a significant

increase in programmed cell death (Gocheva et al. 2006) (Table 15.2). These results

indicate that these enzymes could have antiapoptotic roles during tumor develop-

ment, although it might be context and stimulus dependent since other studies have

reported that under certain conditions cathepsins can actually promote cell death. In

fact, cathepsin B acts as an executioner protease in TNF-alpha-induced tumor cell

death in a fibrosarcoma cell line (Foghsgaard et al. 2001) and was able to trigger

cytochrome c release from the mitochrondria in TNF-alpha-mediated hepatocyte

apoptosis (Guicciardi et al. 2000), potentially explaining why CtsB�/� mice are

resistant to TNF-alpha-induced liver injury (Guicciardi et al. 2000). However,

additional cathepsin cleavage substrates need to be identified before the precise

mechanism of action of these proteases in the process of cell death is fully

understood, which could also help resolve whether the local cellular environment

controls whether cysteine cathepsins are ultimately pro- or antiapoptotic.
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Functional Compensation by Cathepsin Family Members

in Cysteine Cathepsin Knockout Mice

One concern that is often raised in the generation and analysis of knockout mice for

entire families, as for the cysteine cathepsins discussed here, is that functional

compensation by other family members may occur to take over the role of the

deleted gene, which could potentially obscure the mutant phenotype. Given this

consideration, we have analyzed the total expression and activity of the cysteine

cathepsin family in the different cathepsin null cancer-prone mice discussed above,

to determine whether there is compensatory upregulation. Analysis of cysteine

cathepsin expression and activity in the different cathepsin null RT2 tumors did

not reveal any changes when compared to wild-type RT2 tumors (Gocheva et al.

unpublished data). This was also the case in an independent analysis of CtsS�/�

RT2 tumor cell extracts by Wang et al. (2006). However, it was determined that

ablation of cathepsin B in PyMT tumor cells results in increased levels of cathepsin

X on the cell surface, suggesting that there might be some compensatory mechan-

isms within the family (Vasiljeva et al. 2006). Surprisingly, there was no significant

difference in cathepsin X mRNA or protein levels between wild-type PyMT and

CtsB�/� PyMT animals, indicating that altered intracellular trafficking and redistri-

bution of the enzyme is responsible for the increased levels on the cell membrane.

These changes in cathepsin X levels seem to be functionally relevant since inhibi-

tion of cathepsin X by a neutralizing antibody caused an even further reduction in

invasion of CtsB�/� PyMT cells in culture, indicating that there might be some

redundancy in the action of certain proteases in tumorigenic processes.

The generation of CtsB�/�; CtsL�/� double-knockout mice has also indicated

that these two cathepsins play redundant roles in the maintenance of the central

nervous system. Most double-mutant mice die around 12 days of age from severe

brain atrophy associated with selective neuronal loss in the cerebellar Purkinje and

granule cell layers (Felbor et al. 2002), while the individual CtsB�/� and CtsL�/�

mice are viable with normal life expectancy. If the CtsB�/�; CtsL�/� mice were

carefully nursed, the authors could extend their lifespan to an endpoint of 50 days,

and analysis at that stage indicated further neuronal loss and marked atrophy in the

cerebral cortex (Felbor et al. 2002). This result suggests that there is some functional

overlap between certain cysteine cathepsins in performing specific physiological

roles, and demonstrates the combined importance of cathepsins B and L in maintain-

ing normal brain function. This functional redundancywas confirmed by rescue of the

neuronal defects in CtsB–/–; CtsL–/– mice following restoration of cathepsin L by

transgenic expression (Sevenich et al. 2006). Double mutants of other cathepsin

genes have been generated: CtsK–/–; CtsL–/– mice (Friedrichs et al. 2003), CtsF–/–;

CtsL–/– mice (Tang et al. 2006), CtsF–/–; CtsS–/– mice (Tang et al. 2006), CtsL–/–;
CtsS–/– mice (Mallen-St Clair et al. 2006), and CtsB�/�; CtsS�/�mice (Garfall et al.

unpublished data), which are all viable, without any obvious additional phenotype

compared to the individual knockouts, at least in the analyses that have been

performed to date. Thus, whether compensatory mechanisms are activated could
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depend on several parameters, including the cell type, tissue type, and the physio-

logical or pathological process involved, as well as the normal function of the

particular cysteine cathepsin that is deleted.

Stromal Contributions of Cysteine Cathepsins

to Tumor Development

In addition to an increase in the expression of proteolytic enzymes by tumor cells

over the course of cancer progression, coopted stromal cells within the tumor

microenvironment can also produce proteases. In fact, in many cancers, the stromal

contribution of matrix-degrading enzymes is significantly greater than that from the

transformed cells (Liotta and Kohn 2001, Jedeszko and Sloane 2004). For example,

in the RT2 model, flow cytometry was used to sort whole tumors into the three

major constituent cell types: endothelial, tumor, and innate immune cells (Joyce

et al. 2004). When the purified cell lysates were profiled for cysteine cathepsin

expression and activity, it was determined that while tumor cells preferentially

expressed cathepsin L, the majority of cathepsin expression and activity was

derived from the infiltrating innate immune cells (Joyce et al. 2004), namely,

tumor-associated macrophages (TAMs). Indeed in certain cancers, TAMs appear

to promote tumorigenesis (reviewed in Gadea and Joyce 2006); one possible

mechanism could involve supplying tumor-promoting matrix-degrading enzymes,

such as cathepsins B and S. In fact, cathepsin B is also expressed by macrophages in

the PyMT model, where host-derived cathepsin B was shown to be more critical

than tumor-derived cathepsin B in promoting lung metastasis (Vasiljeva et al.

2006). However, whether cysteine cathepsin expression from the host cells alone

is generally sufficient to promote tumorigenesis in these mouse models, and more

importantly in human cancer, remains an area of active research.

Conclusions and Future Directions

To date, our investigation of mouse models of human cancers with deficiencies in

individual cysteine cathepsins have revealed highly context-specific functions for

these proteases. In most instances, deletion of cysteine cathepsins results in reduced

tumor growth and metastasis; however, the example of the protective role of

cathepsin L in K14-HPV16-induced skin cancers calls for detailed investigation

of additional cysteine cathepsin family members in a variety of mouse tumor

models. This is even more important with regard to the discussion on the use of

specific versus broad-spectrum cysteine cathepsin inhibitors as a therapeutic ap-

proach for treating different malignancies including cancer (Palermo and Joyce

2008). A second conclusion from our studies is the concept that the function of

cysteine cathepsins in tumorigenesis is not restricted to the cancer cell itself.
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Rather, cysteine cathepsins appear to be highly instrumental for the activation of the

tumor stroma, in which tumor-associated inflammatory cells, such as macrophages,

contribute cathepsin activity with tumorigenic and prometastatic effects. A major

goal in the next several years will be to identify the cell types within the microen-

vironment that supply the relevant cathepsins and to determine the mechanisms by

which cysteine cathepsins exert their effects on the tumor through the identification

of novel substrates. Finally, it will be essential to further study the interactions

between cysteine cathepsin family members and their inhibitors, as well as their

interplay with other proteases, in order to identify the key proteolytic pathways

critical for tumor progression and metastasis.
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Chapter 16

In Vitro and In Vivo Models of Angiogenesis

to Dissect MMP Functions

Sarah Berndt, Françoise Bruyère, Maud Jost, and Agnès Noël

Abstract Angiogenesis and lymphangiogenesis, the formation of new blood and

lymphatic vessels from preexisting ones, are important processes associated with

cancer growth and metastatic dissemination. It has become clear that matrix metal-

loproteinases contribute more to angiogenesis than by just degrading matrix compo-

nents. They are capable to process a large array of extracellular and cell-surface

proteins, and they contribute both in the onset and in the maintenance of angiogene-

sis. Their implication during lymphangiogenesis is expected, but not yet documented.

This chapter describes in vitro and in vivo models which have proven suitability for

investigating each step of (lymph)angiogenic processes. Their rationale and limita-

tion is discussed and emerging functions of matrix metalloproteinases are reviewed.

Introduction

Angiogenesis, the formation of new blood vessels from a preexisting vascular

network, is associated with normal developmental processes, physiological tissue

remodeling, and a wide range of pathologies, such as tumor development, metasta-

sis, inflammation, and ocular illness (Carmeliet 2003). In tumors, angiogenesis is

reinforced by vasculogenesis, the recruitment and functional incorporation of

bone marrow-derived cells into the newly forming vessels (Carmeliet 2003).

Both angiogenesis and vasculogenesis contribute to tumor growth by providing

nutrients and oxygen, as well as to the formation of metastases by offering a route

for dissemination. In addition, cancer cells can hijack the lymphatic vasculature

which is amplified in tumor through lymphangiogenesis (Adams and Alitalo 2007).
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Fig. 16.1 Schematic representation of the different steps of angiogenesis and relevance of in vitro
and in vivo models to study these events. Endothelial cells (EC) proliferation and migration is

initiated by angiogenic factors [such as vascular endothelial growth factor (VEGF), placental-like
growth factor (PlGF)] and by matrix metalloproteinases (MMPs). Relevant models to study the
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During the angiogenic growth, some endothelial cells (EC) within the capillary

vessel wall are activated for sprouting (Fig. 16.1). Sprouting is controlled by a

balance between proangiogenic signals such as vascular endothelial growth factor

(VEGF) family members (VEGF, placental-like growth factor, PlGF) and elements

that promote quiescence such as the presence of covering pericytes. Expansion of

endothelial sprouts requires the induction of proliferation, motile and invasive

activities, as well as the modulation of cell–cell interactions and local matrix

degradation (Fig. 16.1). Further steps are then required to convert endothelial

sprouts into functional and blood-carrying vessels. Strong adhesive interactions

and EC–EC junctional contacts need to be established and blood flow requires the

formation of a vascular lumen. Vessel stabilization is dependent on the recruitment

of perivascular covering cells (pericytes and/or smooth muscle cells). Although

proteases were initially viewed as simple regulators of matrix destruction, they are

now recognized as active players in the different steps of the angiogenic process.

The different proteolytic systems involved comprise serine proteases (Noel et al.

2004), cathepsins, and metalloproteinases, as metalloproteinases (MMPs) and

related enzymes (a disintegrin and metalloprotease or ADAM, ADAM with throm-

bospondin-like domain or ADAMTS) (Handsley and Edwards 2005, Noel et al.

2007). The majority of MMPs are secreted and some are membrane anchored

(MT-MMP-1, -2, -3, -5) or bound with a glycosyl phosphatidyl inositol link to

the cell surface (MT4-MMP and MT6-MMP) (Hernandez-Barrantes et al. 2002).

Their enzymatic activities are regulated by a class of natural inhibitors named

TIMP-1 to -4 for tissue inhibitor of metalloproteinases (Brew et al. 2000). A

number of studies including gene deletions in mice have pinpointed the role of

MMP-2, MMP-9, and MT1-MMP (MMP-14) in the onset of angiogenesis in tumors

and in development and in bone formation (Itoh et al. 1998, Holmbeck et al. 1999,

Bergers et al. 2000, Zhou et al. 2000, Masson et al. 2005). Well-coordinated

extracellular and pericellular proteolytic activities control the extracellular matrix

(ECM) remodeling and modulate the bioavailability and the activity of regulatory

proteins such as growth factors, growth factor-binding proteins, cytokines, chemo-

kines, membrane receptors and cell adhesion molecules (Overall and Dean 2006,

van Hinsbergh et al. 2006, Cauwe et al. 2007, Hu et al. 2007, Noel et al. 2007). The

major mechanisms of action of MMPs in angiogenesis and vasculogenesis are

summarized in Table 16.1.

In the present chapter, we focus on MMP-related proteolytic activities involved

in angiogenesis. We discuss the most relevant models of angiogenesis which have

proven valuable for unravelling the multiple roles of MMPs in this complex

biological process. For a general description of MMPs, the reader is referred to

other chapters of the present volume, as well as to reviews published previously

Fig. 16.1 (Continued) onset of angiogenesis (activation of EC) are the cell invasion and the tube

formation assays. Vessel sprouting can be mimicked in the Matrigel plug assay, the aortic ring and

the chick chorioallantoic membrane (CAM) assays. Vessel maturation relying on perivascular cell

recruitment and vessel coverage can be studied in the aortic ring assay and the tube assay in coculture

with pericytes or smooth muscle cells
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Table 16.1 Implication of MMPs in different steps of angiogenesis

Steps of

angiogenesis

Mechanisms Representative examples

Angiogenic switch Production, activation of

angiogenic factors

MT1-MMP enhances VEGF gene

expression in tumor cells (Deryugina

et al. 2002, Sounni et al. 2004).

or enhancement of their

bioavailability

MMP-9 mobilizes VEGF sequestered in

ECM (Bergers et al. 2000).

VEGF is released after proteolytic cleavage

of CTGF engaged in CTGF/VEGF

complex (Hashimoto et al. 2002).

The cleavage of VEGF 165 by MMP-3 or

MMP-9 results in the generation of a

smaller molecule with properties similar

to VEGF 121 (Lee et al. 2005).

Cell migration and

pericellular

proteolysis

Degradation of matrix

components

MT1-MMP acts as a fibrinolysin and

facilitates capillary outgrowth (Hiraoka

et al. 1998, Hotary et al. 2002).

Cell–cell and cell–matrix

interactions

MT1-MMP colocalizes with b1 integrin in

cell–cell contact, and is associated with

avb3 integrins in migrating EC (Galvez

et al. 2002).

MMP-9 interacts with the cell adhesion

molecule CD44, and CD44 cleavage by

MT1-MMP promotes cell migration

(Mori et al. 2002).

Pericellular proteolysis Internalization via caveolae is involved in

MT1-MMP-mediated migration of EC.

(Galvez et al. 2004).

The localization of MMP-2 on the cell

membrane is associated with avb3
integrin which aids in focusing the

proteolytic activity pericellularly

(Brooks et al. 1998, Silletti et al. 2001).

MT1-MMP can process several membrane

proteins (integrin subunit,

t-transglutaminase, syndecan-1)

Deryugina et al. 2002; Belkin et al. 2000,

Endo et al. 2003.

Angiogenesis

inhibition

Generation of angiogenic

inhibitors by the

cleavage of matrix

components

MMP-9 cleaves type-IV collagen and

generates Tumstatin (Hamano and

Kalluri 2005).
The cleavage of collagen type-VIII by

MMP-12 generates endostatin which

inhibits VEGF-induced EC migration

and promotes EC apoptosis (Dixelius

et al. 2000, Rehn et al. 2001).

Vessel maturation/

stabilization

Mobilization of pericytes to

cover EC

MMP-9 plays a crucial role in the

recruitment of bone marrow-derived

cells and vessel coverage by pericytes

(Jodele et al. 2005).
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(Egeblad and Werb 2002, Overall and Lopez-Otin 2002, Handsley and Edwards

2005, Overall and Kleifeld 2006). General descriptions of in vitro and in vivo
models of angiogenesis are also available (Desbaillets et al. 2000, Auerbach et al.

2003, Norrby 2006, Wartenberg et al. 2006, Noel et al. 2007b). The models of

angiogenesis used for MMP investigation and presented here include cell migra-

tion, endothelial tube formation, and aortic ring assays (for the in vitro assays) and

chick chorioallantoic membrane (CAM), Matrigel plug assay, and zebrafish (for the

in vivo assays). We will critically present their advantages, limitations, and interests

in evaluating MMP implication in the angiogenic process. Since lymphangiogen-

esis (i.e., the formation of new lymphatic vessels) is emerging as an important

process contributing to metastatic dissemination, a brief section will focus on

in vitro and in vivo models of lymphangiogenesis.

Relevance of Models of Angiogenesis

It is obvious that no single model is able to elucidate the entire process of

angiogenesis. Because of the complexity of the cellular and molecular mechanisms

underlying the angiogenic reaction, in vivo studies are more informative and more

relevant than in vitro investigations. However, in vivo assays are time-consuming,

expensive, and the implication of inflammatory reactions in these systems renders

complex the interpretation of the cellular and molecular mechanisms. In vitro
studies allowing defined experimental conditions are therefore a necessary comple-

ment to the in vivo experiments. An ‘‘ideal’’ model of angiogenesis should fulfill

several requirements. It should (1) be easy, rapid to use, reproducible, and reliable;

(2) identify which EC function is affected by the experimental condition (cell

proliferation, migration, invasion, survival); (3) provide a quantitative measure of

the vasculature and its complexity (number, length and surface of vessels, number

of branchings); and (4) give information on the functional characteristic of the new

vasculature (permeability, blood flow) and its level of maturation/stabilization

(coverage with perivascular cells, regression in the absence of angiogenic stimuli).

Any response seen in vitro should be confirmed in vivo. Unfortunately, no single

Table 16.1 (continued)

Steps of

angiogenesis

Mechanisms Representative examples

Pericyte-derived TIMP-2 inhibits MT1-MMP

dependent activation of EC (Anand-Apte

et al. 1997, Lafleur et al. 2001).

Vasculogenesis Recruitment of

hematopoetic/

endothelial precursor

cells (EPCs) from the

bone marrow

MMP-9 recruits EPCs from the vascular niche to

the proliferation compartment in the bone

marrow via the release of soluble c-kit ligand

(Heissig et al. 2002).
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assay can fulfill all these criteria and a panel of complementary models is required

to address this issue.

Cell Invasion Assay

Both macrovascular (human umbilical vascular endothelial cells) and microvascu-

lar endothelial cells (HDMEC or human dermal microvascular endothelial cells,

BAEC or bovine aortic endothelial cells, PAEC or porcine aortic endothelial cells,

HBMEC or human brain microvascular endothelial cells) are used in vitro

(McLaughlin et al. 2006, Albini and Benelli 2007). There is also a batch of commer-

cial microvascular EC isolated from various organs (aorta, coronary artery, dermis,

lung, bladder, pulmonary artery, saphenous vein, lymphatic origin).

Among the tests that have been used for evaluating the migrative properties of a

specific cell population in response to several factors is the chemoinvasion chambers

(so-calledBoydenchambers) (Albini andBenelli 2007).Cells are seeded on the top of a

cell-permeablefilter coatedwith amatrix component (collagen,fibronectin, laminin) or

a reconstituted matrix such as Matrigel [a crude extract of Engelbreth-Holm-Swarm

(EHS) tumors mainly composed of laminin (Norrby 2006)]. Chemoattractant is added

in the culture medium below the filter to promote cell migration. Measurements are

carriedout bycounting cells that havemigratedon the lower side of thefilter. This assay

is largely used to study the migrative properties of endothelial cells transfected or not

transfected with theMMP of interest. Natural or synthetic inhibitors of MMPs such as

galardin (Roeb et al. 2005), depsipeptide (Klisovic et al. 2005), marimastat (Wagner

et al. 1998), IP6 (inositol hexaphosphate) (Tantivejkul et al. 2003) and short-chain fatty

acids (Emenaker and Basson 1998) have shown an antimigrative effect in this model.

Recently, MT1-MMP expressed by several head and neck squamous cell carcinoma

cell lineshas been shown tobe required for theprocessingand the release of semaphorin

4D into its soluble form from these cells, thereby inducing endothelial cell chemotaxis

in vitro (Basile et al. 2007). Such in vitro system has the following advantages:

(i) defined experimental conditions can be achieved, (ii) the EC population is rela-

tively uniform, (iii) the function of individual genes or protein can be addressed,

and (iv) the quantification is easy. However, this model reflects only the migrative

properties of EC and/or chemotactic response of EC to specific attractants.

Tube Formation Assay

A reliable test to investigate EC morphogenesis is based on the ability of endothe-

lial cells to form three-dimensional (3D) structures (tube formation) on an appro-

priate ECM environment (Madri et al. 1988). In vitro EC organization into tube-like

structures, also called capillaries, has been studied for decades on 2D-coated plates

or on 3D gels (Davis et al. 2002). In the initial assay established by Montesano et al.

(1992), EC are seeded as a monolayer onto the surface of collagen or fibrin gels, and
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some EC invade the matrix to form tube structures. In more recent assays, EC are

suspended as single cell in 3D-matrix (Davis et al. 2002). Alternatively, HUVEC

cell monolayer can be seeded between two layers of collagen (Deroanne et al.

2001). In fact, the most widely used matrix is Matrigel. Although tube formation

assay on Matrigel has gained a proeminent place in the angiogenesis field, it is

worth noting that some cultured cells of nonendothelial origin such as fibroblasts

may also respond to Matrigel by forming tube-like structures (Noel et al. 1991).

One critical concern when usingMatrigel is to standardize the protein concentration

that may lead to discrepancy in the results generated. Furthermore, a strong word of

caution is that these tube formation assays, by creating a de novo vascular-like

network from isolated EC or EC monolayer, do not mimic the sprouting process of

angiogenesis but rather mimic vasculogenesis (Davis et al. 2002). In addition, one

crucial limitation is the lack of a standardized quantification method, measurements

being often made manually.

The advantages of these ‘‘vasculogenic assays’’ are to offer the possibility to

investigate the mechanisms underlying EC morphogenesis, lumen formation, and

tube stabilization or regression. In this context, matrix-integrin-cytoskeletal signaling

appears as amajor pathway (Davis et al. 2002). EC tubulogenesis is sensitive toTIMP-

2 and TIMP-4, but not to TIMP-1 (Lafleur et al. 2002, Davis and Saunders 2006).

Inhibition ofMMP-9 reduced tube formation (Jadhav et al. 2004). MT1-MMP can act

as a fibrinolysin and promote capillary formation in a fibrin gel (Hiraoka et al. 1998).

Overexpression of MT1-, MT2-, or MT3-MMP, but not MT4-MMP, enhances the

fibrin-invasive activity of EC (Hotary et al. 2002, Plaisier et al. 2004).MT1-MMP also

colocalizes with NO synthase in migratory endothelial cells, and thus appears to be a

key molecular effector of NO during EC migration (Genis et al. 2007). While some

MMPs such as MT-MMPs can stimulate tube formation (Jeong et al. 1999, Davis and

Saunders 2006), others regulate tube regression (e.g., MMP-1, MMP-10, and MMP-

13) in 3D collagenmatrices (Davis et al. 2001, Bayless andDavis 2003). Interestingly,

when pericytes are added to EC during the regression phase, they strongly inhibit

MMP-1 andMMP-10-dependent regression (Saunders et al. 2006). In this model, EC-

derived TIMP-2 and pericyte-derived TIMP-3 are responsible, in concert, for tube

regression (Saunders et al. 2006). Although TIMP-1 does not affect tube formation, it

strongly inhibits tube regression (Davis and Saunders 2006). Altogether, these obser-

vations led to the concept that distinct MMPs primarly act as promorphogenic (i.e.,

tube formation) or proregression agents (Davis et al. 2002, Davis and Senger 2005,

Handsley and Edwards 2005, Saunders et al. 2005).

Aortic Ring Assay

Since angiogenesis involves not only EC but also perivascular cells, an ex vivo
vascular tissue culture method has been developed (Nicosia and Ottinetti 1990).

When aortic fragments isolated either from rat or from mice are cultured in a type-I

collagen gel, they spontaneously give rise to a microvascular network within 7–9

days. Microvessels originated mostly from the two wounded edges of aortic
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fragments, with only a few growing out from the intimal zone (Villaschi and

Nicosia 1993). Growth factors or inhibitors can be added onto the medium in

order to evaluate their pro- or antiangiogenic impact. Previously, quantification

used to be done manually by blinded observers. Nowadays, quantification is often

performed by computer-assisted methods (Masson 2002). Main parameters

measured are the length, the number of vessels, and their branchings. Perivascular

cells which do not associate with the forming vascular network and their distribu-

tion around the aortic explant can also be quantified (Blacher et al. 2001).

This model has gained broad acceptance (Masson 2002) since it bridges the gap

between in vitro and in vivo models. The aortic ring assay mimics the sprouting of

EC from a preexisting vessel and takes into account the importance of perivascular

cells (Zhu and Nicosia 2002, Li et al. 2005). In addition, in this system, EC are not

preselected by passaging and thus are not in a proliferative state (Auerbach et al.

2003). Other advantages are (i) the possibility of generating many assays per

animal, (ii) the lack of inflammatory complications to unravel molecular mechan-

isms of angiogenesis, and (iii) the unique opportunity to exploit the recent genera-

tion of MMP-deficient mice. However, one point of caution must be paid to the

variability of the angiogenic responses between different mice strains and aging

(Burbridge et al. 2002, Zhu et al. 2003).

In this model, MMP expression levels increased gradually during the angiogenic

growth phase and remained high when vessels regressed and collagen is lysed around

the aortic rings. The profile of MMP expression is modulated by both matrix com-

position and exogenous addition of growth factors. For example, while MMP-2 and

MMP-3 are present in large amount in fibrin cultures, MMP-11 and MT1-MMP are

more highly expressed during vessel formation in collagen gels. The angiogenic

bFGF (basic fibroblast growth factor) upregulates the expression ofMMP-2, MMP-3,

MMP-9, MMP-10, MMP-11, and MMP-13 (Burbridge et al. 2002). Synthetic MMP

inhibitors such as Ro-28-2653 (Maquoi et al. 2004), batimastat, and marimastat (Zhu

et al. 2000, Burbridge et al. 2002) block the formation of microvessels when added in

the culture medium at the beginning of the experiment (Zhu et al. 2000). However,

batimastat and marimastat stabilized the microvessels and prevented vascular regres-

sion after the angiogenic growth phase. MMPs are thus implicated in the microvas-

cular outgrowth phase, in the regression process as well as in the degradation of the

neovasculature in latter stages (Zhu et al. 2000).

The aortic ring assay has been recently applied to different MMP-deficient mice

(Masson et al. 2002). MMP-11 and MMP-19 are not required for EC spreading out

from the aortic rings (Masson et al. 2002, Pendas et al. 2004). Similarly, a single or

combined lack of MMP-2 and MMP-9 does not impair the in vitro capillary out-

growth from aortic rings (Masson et al. 2005). In sharp contrast, aortic explants

isolated from MT1-MMP-null mice display defective capillary sprouting in colla-

gen gels compared with wild-type counterparts. However, wild-type and MT1-

MMP-null explants display comparable neovessel outgrowth when embedded in a

3D-gel of cross-linked fibrin, revealing matrix-dependent effect (Chun et al. 2004).

MT1-MMPmay contribute to the angiogenic process through different mechanisms

including at least ECM remodeling and processing of cell-surface molecules
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(Sounni et al. 2003, Handsley and Edwards 2005, van Hinsbergh et al. 2006).

Indirect effects of MT1-MMP on angiogenesis can also rely on the enhancement

of VEGF gene expression by tumor cells (Deryugina et al. 2002, Sounni et al.

2002). Indeed, conditioned media of MT1-MMP overexpressing MCF-7 clones

upregulates microvessel outgrowth from aortic rings and this effect can be abro-

gated by blocking VEGF (Sounni et al. 2002). Therefore, among different individ-

ual MMPs investigated in the aortic ring assay, MT1-MMP appears as a key

regulator of angiogenic sprouting.

The CAM Assay

The CAM assay was set up by Folkman et al. in 1974 (Auerbach et al. 1974,

Ausprunk et al. 1974). First used by embryologists, it has been transposed for the

study of tumor angiogenesis and the screening of anti- or proangiogenic factors.

CAM are highly vascularized membranes whose EC display morphological char-

acteristics of immature and undifferentiated cells with a high mitotic rate until day

10 of development (Ausprunk et al. 1975). The angiogenic process can be divided

into three phases. In the early phase (Day 5–7), the majority of the angiogenic

process is achieved by sprouting. The intermediate phase (Day 8–12) is character-

ized by an intussusception growth process that replaces the sprouts: intussusception

involves the formation of transluminal pillars that expand and modify vessel form

and function (Patan et al. 1992, Schlatter et al. 1997). By Day 12 or 13, the

chorioallantois encircles the entire shell membrane and its expansion is complete

(Ausprunk et al. 1974). The CAM assay is carried out in ovo by placing growth

factors directly onto the CAM through an opening in the eggshell. Test molecules

are prepared in carriers (such as slow-release polymer pellets, gelatin sponges, or

air-dried on plastic discs). The quantification of angiogenesis is made after 3–4 days

of engraftment. Recently, Blacher et al. (2005) have reported an accurate method

for assessment of microvascular parameters.

Advantages of the CAM are that it is technically very simple and inexpensive

and thus suitable for large scale screening within a short response period (2–3 days).

A major limitation of this assay is the standardization of the method used to apply

the compound to be tested. In addition, attention should be paid not to misinterpret

the de novo angiogenic process since molecules of interest are placed onto preex-

isting vessels that could appear artifactually to be increased following contraction

of the membrane (Ribatti and Vacca 1999) and thus lead to difficulty in discrimi-

nation between new capillaries and already existing ones. As the immune system of

the CAM is not fully developed, this model also allows the study of tumor-induced

angiogenesis by tumor engraftment and subsequent metastasis to chick organs

(Auerbach et al. 1976, Ausprunk et al. 1975, Gordon and Quigley 1986, Hagedorn

et al. 2005, Zijlstra et al. 2006).

The CAM has been helpful to investigate tumor-derived MMPs. Application of

this model to MMP-tumor-secreted studies had been extensively reported (Baum
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et al. 2007, Schneiderhan et al. 2007). A model of 3D collagen engraftment on the

CAM has been developed to analyze spatial and temporal associations in vivo
between inflammatory cell-derived MMPs and the angiogenesis induced by tumor

cells. The onset of angiogenesis is critically dependent on the stromal collagenase

MMP13 (chMMP-13), supplied mainly by a hematopoietic lineage (monocytes-

macrophages). Initiation of HT1080 cell-induced angiogenesis onto the CAM is

dependent on an initial influx of MMP9-containing heterophils (avian counterparts

of mammalian neutrophils) followed by an accumulation of chMMP-9 protein in

the collagen engraftment and the later arrival of monocytes/macrophages (Zijlstra

et al. 2004). Accordingly, disruption of this inflammatory cell influx by anti-

inflammmatory drugs significantly reduced angiogenesis. This indicates a possible

role of inflammatory cells in the CAM angiogenic process (Zijlstra et al. 2006).

The CAM is also suitable for studying intravasation, a critical step of the

metastatic process. MMP-9 expression in human cell lines including HT-1080

cells correlates with the ability of human cells to intravasate and a synthetic

inhibitor (marimastat) inhibits significantly tumor cell intravasation and metastasis

(Kim et al. 1998). However, MMP-9 downregulation by siRNA in HT-1080 cells

showed an unexpected two- to threefold increase in levels of intravasation and

metastasis, while intravasation was sensitive to a broad-range MMP inhibitor

(Deryugina et al. 2005).

The Matrigel Plug Assay

Matrigel supplemented with either cells or angiogenic molecules (bFGF, VEGF) is

injected subcutaneously into mice and allowed to solidify where it forms a plug

(Akhtar et al. 2002). This plug can be removed after 7–21 days from the animal and

examined histologically to determine the blood vessel infiltration. Plugs can also be

quantified for their hemoglobin contents (Passaniti et al. 1992) or fluorescein

measurements of plasma volume can be assessed using FITC-dextran (Johns et al.

1996). The Matrigel plug assay has been modified to permit a clear delineation of

the neovascularization zone. In this sponge/Matrigel plug assay, Matrigel is first

injected alone into the mouse followed by an insertion of a tissue fragment or a

sponge into the plug. Measurements of new vessels are then achieved by FITC-

dextran injection (Akhtar et al. 2002).

Although this in vivo model does not require any surgical procedure and is easy

to administer, it suffers from several drawbacks. First, the histological quantifica-

tion on sections is quite tedious (Passaniti et al. 1992). Second, it is somewhat an

artificial model because Matrigel is a reconstituted matrix, not chemically defined

and which contains a large variety of growth factors that can influence results. In

more recent studies, growth factor-depleted Matrigel is used (Norrby 2006). Finally,

it is subject to considerable variability because of the difficulty to obtain similar 3D

plugs, even though total Matrigel volume is kept constant (Auerbach et al. 2000).

To overcome this problem, a modification can be introduced in the assay in
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mice and rats using subcutaneous chambers that allow constant 3D form and

volume of the Matrigel plug which increases reproducibility (Kragh et al. 2003,

Ley et al. 2004). To minimize the amount of Matrigel used, angioreactors have been

set up, which consist of semiclosed silicone cylinders that are implanted subcuta-

neously into nude mice (Guedez et al. 2003). The Matrigel plug assay is viewed as a

valuable in vivo model for the rapid screening of potential pro- and antiangiogenic

agents. In this assay, the oral administration of an MMP inhibitor (BAY12-9566)

inhibits FGF-induced angiogenesis. Injection of MMP-9 antisense in mice also

decreases EC migration and Matrigel vascularization (London et al. 2003). Surpris-

ingly, angiogenesis in Matrigel plugs is increased rather than decreased in MMP-

19�/� mice (Jost et al. 2006). This observation further supports the emerging

opposite effects of various MMPs during the process of angiogenesis, some being

proangiogenic agents (e.g., MMP-9) and other acting as negative regulators (e.g.,

MMP-19) of angiogenesis. Chantrain et al. (2004) have adapted the Matrigel plug

assay by incorporating tumor cells into the matrix. A significant inhibition of

angiogenesis is then observed in immunodeficient RAG1/MMP-9 double-deficient

mice orthotopically implanted with a mixture of neuroblastoma cells and Matrigel.

In this system, stromal-derived MMP-9 contributes to angiogenesis by promoting

blood vessel morphogenesis and pericyte recruitment (Chantrain et al. 2004).

Altogether, these data in accordance with previous ones (Coussens et al. 2000)

have underlined the key contribution of MMP-9 in angiogenesis and in the mobili-

zation of bone marrow-derived cells.

Zebrafish

In 1999, zebrafish was depicted as a whole animal model for screening drugs that

affect the angiogenic process (Serbedzija et al. 1999). These tropical freshwater fish

have a short generation time (�3 months) and can be housed in large numbers and

in a small space. A striking organ similarity is observed between zebrafish and

mammals at the anatomical, physiological and molecular levels despite their

phylogenetic lineage differences (more than 400 million years) (Ny et al. 2006a).

The optical transparency of embryos makes them easy to study for diverse devel-

opmental processes, from gastrulation to organogenesis. Small test molecules are

directly added to the water and diffuse into the embryos. Anti- and proangiogenic

molecules already tested in mammals have been shown to exert similar effects in

the zebrafish (Norrby 2006). One major advantage is the use of fluorescent labels

that can stain a single cell population (e.g., endothelial cells). This assay is useful

for embryonic and organogenic angiogenesis. A very large catalog of genetic tools

is now available to act on the zebrafish genome. A strong way to understand

molecular events in angiogenesis or vasculogenesis is based on the morpholino

(MO) knock-down technology which permits reverse genetic analysis of gene

function (Ober et al. 2004, Chen et al. 2005, Kajimura et al. 2006).

This model has recently enlightened the evolutionary pattern of the metzincin

family. In the zebrafish genome, 83 metzincin genes have been identified. Further
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phylogenetic analyses reveal that the expansion of the metzincin gene superfamily

in vertebrates has occurred predominantly by the simple duplication of preexisting

genes rather than the appearance and subsequent expansion of new metzincin

subtypes. Evolution of the related TIMP gene family identifies four zebrafish

TIMP genes (Huxley-Jones et al. 2007). A study conducted on zebrafish MMP-9

and its developmental expression pattern suggests that zMMP-9 serves as a useful

marker of mature myeloid cells (Yoong et al. 2007). The role of MMP-2 during

embryogenesis is assessed by an in situ analysis showing zMMP2 expression at

one-cell stage until 72 h stage of development (Zhang et al. 2003b). Injection of

zMMP2 antisense MO oligonucleotides into the embryo resulted in a truncated

axis, indicating that this MMP plays an important role in zebrafish embryogenesis

(Zhang et al. 2003). In contrast, knockout studies indicate that MMP-2 does not

play a key role in mouse embryogenesis (Itoh et al. 1998). Concerning the MT-

MMPs, two isoforms isolated from the zebrafish are structurally similar to MT1-

MMP (named zebrafish MT-MMP alpha and beta). These two metalloproteinases

are expressed through at least the first 72 h of development and this expression is

triggered at the cell surface (Zhang et al. 2003c). In addition, TIMP-2 appears to be

required for the normal development of zebrafish embryos (Zhang et al. 2003a). By

employing flurorescent MMP substrates, an in vivo model of zymography has been

developed. MMP activity is primarily depicted in ECM-rich structures predicted to

undergo active remodeling, such as the pericordal sheath and somite boundaries

(Crawford and Pilgrim 2005).

Lymphangiogenesis Models

Only a few lymphatic culture systems have been developed. Initial attempts used

2D cultures of human dermal lymphatic cells isolated either by immunopurification

with fluorescence-activated cell sorting (FACS) or by magnetic beads (Davison

et al. 1980, Kriehuber et al. 2001). Lymphatic EC can be isolated from the thoracic

duct of different species (rat, mouse, dog, cow) by enzymatic digestion (Gnepp and

Chandler 1985, Pepper et al. 1994, Tan 1998, Mizuno et al. 2003). They can also be

generated by culturing cells induced by the intraperitoneal injection of incomplete

Freund’s adjuvant into mice (Gnepp and Chandler 1985, Tan 1998, Pepper et al.

1994, Mizuno et al. 2003). Isolated EC have been immortalized with human

telomerase reverse transcriptase (hTERT-HDLEC) (Nisato et al. 2004). Further-

more, lymphatic EC differentiation can be induced in embryoid bodies (Liersch

et al. 2006). These culture systems suffer from limitations that include (1) the

limited number of cells that can be obtained by isolating nontransformed cells, (2) the

nonphysiological features of immortalized cells, and (3) the putative dedifferentiation

of cells in 2Dcultures (Tammela et al. 2005). In addition, none of these culture systems

adequately represent the 3D growth of lymphatic microvessels with a lumen. The

adaptation of the aortic ring assay to the lymphatic ring assay using the thoracic duct

issued from rat led to disappointing results, generating two types of tube-like structures
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(LLC or lymphatic-like channels and HLC or hematic-like channels) (Nicosia

1987). The recent setting up of 3D-lymphatic ring cultures from mouse thoracic

duct overcomes the main obstacle of the 2D systems and offers the possibility to

exploit the panel of MMP-deficient mice recently generated (Bruyère et al. 2008).

Several in vivo models of lymphangiogenesis have been developed and mainly

consist in the induction of tumor-associated lymphangiogenesis by VEGF-C over-

expression in tumor cells (Skobe et al. 2001, Pepper and Skobe 2003) or in

transgenic mice (Mandriota et al. 2001). Furthermore, lymphatic endothelial benign

tumors (lymphangioma) are induced by intraperitoneal injection of incomplete

Freund’s adjuvant (Mancardi et al. 1999, Nakamura et al. 2004). This lymphatic

cell hyperplasia is formed by VEGFR-3 and podoplanin-positive lesions growing

on the surface of the diaphragm and liver, with leukocyte infiltration (Mancardi

et al. 1999, Nakamura et al. 2004). Lymphedema are also induced by the excision of

a circumferential band of skin in mouse tail (Rutkowski et al. 2006) or microsurgical

ablation of tail lymph vessels (Tabibiazar et al. 2006). The corneal assay permits to

study lymphangiogenesis by implanting growth factors containing pellets into

corneal micropockets (Cao et al. 2004). In contrast to zebrafish, Xenopus develops

a lymphatic system, and therefore, the Xenopus tadpole appears as a new genetic

model to investigate lymphangiogenesis (Ny et al. 2006). One of the main limita-

tions of these in vivo models to identify key regulators of lymphangiogenesis is the

important implication of the inflammatory reaction, which does not allow discrimi-

nating between a direct effect on lymphatic endothelial cells and an indirect effect

through a modulation of inflammation.

Comments and Conclusions

No single model can mimic the entire angiogenic process. Major differences are seen

between species (including also animal strains, gender), the specific environments

(organ, tissue), the stage of development and age (embryonic versus adult including

age-related differences) and the mode of administration of molecules of interest.

Undoubtedly, there is a hierarchy of complexity between the different models (Fig.

16.1). The simplest in vitro ones focus on one single cell type and address specific

EC function (e.g., EC proliferation, migration, chemotaxis). More complex systems

(aortic ring assay and in vivo models) take into account several cell properties and

several cell types (EC, pericytes, fibroblasts-like cells, smooth muscle cells). In

these systems, the different events occurring during the angiogenic process are

regulated sequentially and spatially, and thus better mimic the in vivo situation.

Since quantification analysis may lead to some discrepancies when it is done

manually, (semi)automatic computer-assisted analysis is required to allow a

rapid, objective evaluation of pro- and antiangiogenic molecules/genes of interest

(Blacher et al. 2001, 2005).

In the 1990s, clinical trials with MMP inhibitors were based on the concept that

MMPs are mainly produced by cancer cells and contribute to tumor progression by

degrading matrix components. However, it is now widely accepted that different
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cell types such as EC, fibroblasts, inflammatory cells and adipocytes are the main

source of MMPs. Initially viewed as major regulators of tissue destruction or

remodeling, MMPs were expected to regulate angiogenesis by controlling EC

migration. Recent studies underlined their key contribution in all steps of angio-

genesis including the activation of EC and the promotion of their sprouting,

migration, survival, differentiation, coverage by perivascular cells recruited from

adjacent tissue or from the bone marrow and even by mediating the regression of

tube-like structures in the absence of continuous angiogenic stimuli. MMPs are

recognized as modulators of a large panel of molecules which generate new

biologically active fragments from the matrix, cell surface-associated proteins

and soluble factors (Overall and Lopez-Otin 2002, Handsley and Edwards 2005,

Overall and Dean 2006, van Hinsbergh et al. 2006). It became apparent that MMPs

have multiple functions, sometime opposite ones. Therefore, a better understanding

of their mechanisms of action at different steps of the angiogenic, vasculogenic and

lymphangiogenic processes is urgently needed. Instead of directly targeting MMPs,

it is possible that substrates and products of MMPs will be preferred targets for

treating angiogenesis-related disease. The success of such applications depends on

knowledge of how proteases are acting in different contexts and require a panel of

complementary models of angiogenesis.
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Chapter 17

The Surface Transplantation Model to Study

the Tumor–Host Interface

Maud Jost, Silvia Vosseler, Silvia Blacher, Norbert E. Fusenig,

Margareta M. Mueller, and Agnès Noël

Abstract The tumor is a complex system comprising neoplastic genetically altered

cells and a tumor stroma composed of remodeled extracellular matrix, newly

formed vessels, and infiltrating host cells. The development of a cancer is a

progressive multistep process in which neoplastic cells progress to malignancy by

activating their microenvironment and by responding to the tumor-supporting cues

of the surrounding tissue. Because of the recently recognized importance of a

permissive stroma for tumor development and invasion, the host compartment is

now viewed as an interesting new target for tumor therapy. Among positive

regulators contributing to the elaboration of this permissive stroma are growth

factors, cytokines/chemokines, proteases, and their inhibitors. The present review

summarizes what we learned during the last decade on the contribution of these

factors at the tumor–host interface by exploiting a useful in vivo surface transplan-

tation model of skin carcinomas.

Introduction

Tumors are not only composed of neoplastic cells, but they are also heterogeneous,

structurally complex, and result from an evolving crosstalk between tumor cells and

different host cell types. Genetic alterations in tumor cells are essential for tumor

progression but not sufficient to generate malignant tumors. Indeed, the stromal
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environment is required to create a permissive soil for the invasion of the seed, the

genetically altered tumor cells. Since the ‘‘seed and soil’’ hypothesis proposed by

Paget in 1889 (Paget 1889), the importance of tumor–stroma interactions have been

documented (Hanahan and Weinberg 2000, Stetler-Stevenson and Braylan 2001,

Fidler 2003, Carmeliet 2005, Noel et al. 2008). Indeed, the stroma of malignant

tumors resembles the granulation tissue of a healing wound (Dvorak 1986, Mueller

and Fusenig 2002) and alterations of the stromal environment (Zigrino et al. 2005)

include enhancedvascularization through angiogenesis andvasculogenesis (Carmeliet

2005, Li et al. 2006),modified extracellularmatrix (ECM) composition, recruitment of

fibroblastic cells (Kalluri and Zeisberg 2006) and inflammatory cells, and unbalanced

protease activities (Folgueras et al. 2004, Zigrino et al. 2005). Consequently, the

evolution of tumor xenografts in mice is known to depend on the presence of several

host cells including fibroblasts (Noel et al. 1994, Noel et al. 1998, Zhang et al. 2006),

adipocytes (Kuperwasser et al. 2004, Andarawewa et al. 2005) immune as well as

inflammatory cells (Coussens and Werb 2001), and endothelial cells (Skobe et al.

1997, Vosseler et al. 2005).

In addition to inflammation, the acquisition of an angiogenic phenotype is viewed

as a prerequisite for tumor progression. Neovascularization is crucial for sustained

tumor growth since it allows oxygenation and nutrient perfusion of the tumor as well

as removal of waste products (Carmeliet and Jain 2000). Additionally, vascular

endothelial cells can stimulate tumor growth in a paracrine manner by inducing

tumor proliferation and invasion. Finally, increased angiogenesis coincides with

increased tumor cell entry into the blood circulation and thus facilitates metastasis.

Several lines of evidence indicate that induction of angiogenesis precedes the forma-

tion of malignant tumors, suggesting that angiogenesis may be rate limiting not only

for tumor expansion but also for the onset of malignancy (Skobe and Fusenig 1998,

Mueller and Fusenig 2004). As a consequence of the recognition of the essential role

of the tumor–stroma interface for tumor progression, the tumormicroenvironment has

emerged as a new putative target for tumor therapy. Extensive research during more

than 30 years led to the entry of anti-VEGF (vascular endothelial growth factor)

therapeutics in clinical practice for the therapy of cancers (Duda et al. 2007). Bev-

acizumab (Avastin1, Genentech Inc.), an anti-VEGF antibody, was the first anti-

angiogenic compound approved in 2004 by the US Food and Drug Administration

(Carmeliet 2005, Ferrara and Kerbel 2005). However, despite the remarkable rapid

clinical development of anti-VEGF agents, a growing body of preclinical evidence

suggests that other angiogenic pathways are as important in disease progression and

might explain the resistance appearing after anti-VEGF therapy (Duda et al. 2007).

In this context, it is essential to keep in mind that the modifications of stromal

features are controlled by tumor cells themselves, depending on their degree of

aggressiveness and invasiveness. Tumor cells can regulate the elaboration of a

permissive stromal environment via the aberrant expression of angiogenic factors

(VEGF, placental-like growth factor or PlGF, platelet-derived growth factor

or PDGF), proteases (matrix metalloproteinases or MMPs, serine proteases,

cathepsins), and chemotactic proteins (stromal cell-derived factor 1 or SDF1a,
macrophage chemotactic protein-1 or MCP1) (Bergers and Benjamin 2003).
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These upregulated factors disrupt normal tissue homeostasis and act in a paracrine

manner to induce stromal reactions such as angiogenic and inflammatory responses

(Coussens and Werb 2001, Balkwill and Coussens 2004, Mueller and Fusenig

2004). The recruited host cells are important producers of growth factors, cyto-

kines, chemokines, and proteases, all essential for ECM remodeling, cell migration,

and angiogenesis (Benelli et al. 2001, Balkwill and Coussens 2004). Proteases

contribute to the remodeling of ECM, promoting host cell migration (inflammation

and angiogenesis) and tumor cell invasion. Proteases act not only by disrupting

physiological barriers such as basement membranes but importantly also by releas-

ing growth and chemotactic factors from the ECM and demasking cryptic domains

of matrix components (Kalluri 2003). In addition, they are key regulators of the

shedding, activation, and/or degradation of cell surface molecules including adhe-

sion molecules, mediators of apoptosis, receptors of chemokines/cytokines, and

intercellular junction proteins (Cauwe et al. 2007).

The role of proteases in the regulation of angiogenesis and tumor progression

made them initially very desirable as therapeutic targets. However, the failure of

clinical trials with broad-spectrum MMP inhibitors in cancer (Coussens et al. 2002)

(see also Chap. 36) made very clear that the role of proteases during tumor growth

and progression as well as stromal activation and angiogenesis is much more

complex than initially expected (Matrisian and Lopez-Otin 2007). Therefore, the

development of new therapies requires an in-depth understanding of the complex

interactions established between host and tumor. The functional role of the stroma

is difficult to delineate in classical in vivo models of spontaneous or transplanted

tumors, due to the intermingled close association of tumor and stroma elements.

Therefore, the analysis of tumor–stroma interactions and their role in tumor devel-

opment requires experimental in vivo systems reflecting different tumor stages. To

fulfill those requirements, an in vivo model has been set up to study tumor–stroma

interactions: the surface transplantation model (Fusenig et al. 1983).

Surface Tranplants of Squamous Cell Carcinoma of the Skin

The surface transplantation model, which was initially developed to study the

interactions of normal epithelial and stromal cells and their impact on growth and

differentiation (Fusenig 1992), allows the complete reconstitution of a skin epithe-

lium under the influence of the connective tissue environment, without direct

contact between epithelial and stromal cells (schematically shown in Fig. 17.1a).

In this model, keratinocytes (of mouse or human origin) are precultured on a

2–3 mm thick type-I collagen gel mounted between two concentric Teflon rings.

When a confluent monolayer has formed, the culture is covered by a silicone

transplantation chamber and transplanted in toto onto the back muscle fascia of

mice where it is held in place by fixing it by wound clips with the surrounding mouse

skin. Although separated from the host stroma by the collagen matrix, the grafted

cells rapidly develop into highly proliferative stratified epithelia (Fig. 17.1b, e)
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Fig. 17.1 Representation of skin carcinoma cell invasion in the surface transplantation model. a

Schematic representation of the model: keratinocytes are cultured on the type-I collagen gel,

mounted in concentric teflon rings and covered with a hat-shaped silicone chamber. b–g Different

stages of tumor invasion (scoreþ,þþ,þþþ) are observed after 1 (b, e), 2 (c, f), or 3 (d, g) weeks
of transplantation. After 1 week of transplantation, tumor cells proliferate to form a multilayered

epithelium, and few inflammatory cells infiltrate the collagen gel (b). The collagen gel is
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within 1–3 weeks. The collagen gel is gradually replaced by a highly vascularized

granulation tissue, which eventually gets in close contact to the epithelium (Fig.

17.1c, d, f, g). Therefore, this model recapitulates different steps of skin carcinoma

progression, mimics the microenvironment of a developing skin carcinoma, and

allows a kinetic analysis of tumor–stroma interactions during tumor development

and angiogenic switch (Mueller and Fusenig 2004).

The stromal compartment of malignant tumors is important and continuous

interaction between tumor and stromal cells is prerequisite for carcinoma develop-

ment and progression. One important finding of studies using the transplantation

chamber assay is that although tumor cells rapidly proliferate forming multilayered

epithelia on top of the gel, invasive growth, the hallmark of malignancy, does not

manifest until the vascularized granulation tissue has replaced the gel and

approached the tumor cells. Thus, a close association and interaction between

tumor and stromal tissue is obviously needed for tumor invasion (Skobe et al.

1997; Mueller and Fusenig 2002). This sequential course of stromal activation and

tumor invasion indicates that rapid interactions between tumor and host cells occur

on transplantation, resulting first in activation of stromal tissue. However, such an

early sequence of events became apparent only by using the matrix-inserted

transplantation assay, in which a collagen gel is interposed between tumor cells

and stromal compartments. This particular transplantation model displays several

crucial advantages. The collagen gel provides an appropriate substratum for tumor

cell attachment and serves as a temporal ‘‘barrier’’ preventing immediate contact

between grafted tumor cells and host cells. However, it allows a dialogue between

these cells via diffusible factors (growth factors, angiogenic factors, cytokines/

chemokines) allowing to characterize the kinetics of the different stromal responses

in depth (infiltration of inflammatory cells, fibroblastic cells, and angiogenesis).

Indeed, the differential tumorigenic potential of cells is even more evident in this

surface transplant system in which benign clones form slightly dysplastic keratiniz-

ing epithelia, while malignant cells develop into invasive carcinoma (Boukamp

et al. 1990, Breitkreutz et al. 1991). Interestingly, the onset strength of the stromal

reaction clearly correlates with the stage of malignancy, being later and weakest in

transplants of benign and earliest and strongest in those of metastatic cells.

Fig. 17.1 (Continued) progressively replaced by a granulation tissue at 2 weeks (c), leading to a

vascularized tumor at 3 weeks (d). b–d: Immunostaining of CD11b, a marker of granulocytes and

monocytes/macrophages (K: tumor cells; G: collagen gel; H: host tissue). e–g Immunostaining of

keratinocytes (green) and vessels (red). e A score of þ is attributed when blood vessels remain

below the collagen gel or particularly the matrix. fWhen blood vessels get into close contact with

malignant epithelial layer, a score of þþ is assigned. g The score is þþþ when tumor and blood

vessels are intermingled. h–j Tumor invasion can be quantified by manual measurements of the

distance ‘‘i,’’ between the top of tumor cell layer and the deepest front of tumor spread (yellow

arrows) (e, f). In this system, vascularization is estimated by measuring the distance ‘‘d’’ separating
tumor cells from the front blood vessel migration (e). Quantification by computerized image

analysis consists in determining the distribution of tumor/endothelial cell density as a function of

the distance to the upper boundary of tumor (k–m). (See also Color Insert I)
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Methods to Quantify Tumor Cell Invasion

Different methods are used to quantify tumor cell invasion and the extent of the

angiogenic response (Fig. 17.1). The more simple appreciation of tumor develop-

ment and progression is a semiquantitative scoring of cell invasion (Fig. 17.1).

Score þ to þþþ is assigned according to the infiltration of blood vessels into the

collagen gels toward tumor cells (Bajou et al. 1998, 2001, Jost et al. 2006) (Fig.

17.1b–g). A more objective method of quantification relies on the manual measure-

ments of (1) tumor invasion by determining the distance ‘‘i’’ between the top of the
tumor cell layer and the deepest front of tumor spread (Fig. 17.1d, e) and (2)

angiogenesis by estimating the distance ‘‘d’’ separating the tumor cells from the

front of blood vessel migration (Fig. 17.1d) (Bajou et al. 2004). More recently, an

original image analysis algorithm for computerized processing has been set up (Jost

et al. 2006, Blacher et al. 2008). This method determines the tumor/endothelial cell

density as a function of the distance to the upper boundary of the tumor layer (Fig.

17.1). It provides more information relating to the morphology of the studied

structures, and can precisely estimate the intermingling between tumor cells and

blood vessels (Jost et al. 2006). Another method to quantify tumor cell invasion and

angiogenesis is the morphometric analysis using analySIS software (Olympus).

Using this tool, tumor transplants immunostained for endothelial cell and tumor cell

markers were photographed and divided into two major compartments, 300 mm
below and 500 mm within the tumor, respectively. The CD31-stained areas were

calculated by analySIS software for these two compartments, leading to a quantita-

tive estimation for tumor cell invasion (within tumor) and for mean vessel density

(below tumor) (Vosseler et al. 2005, Obermueller et al. 2004). Interestingly, in

addition to estimating the malignant features of different tumor cells, the surface

model offers the possibility to determine the key molecular determinants of both

tumor and host compartments.

Proteases and Inhibitors as Key Molecular Determinants

of the Host Compartment

Different classes of proteases have been implicated during different stages of

cancer progression. The principal classes of proteases involved are the MMPs,

serine proteases, and cathepsins (van Hinsbergh et al. 2006). The functional associ-

ation between MMPs and the plasminogen activator (PA)/plasmin systems, in

particular the role of plasmin as a pro-MMP activator, has generated substantial

attention in the context of both physiological and pathological tissue remodeling

(Folgueras et al. 2004, Lee and Huang 2005, van Hinsbergh et al. 2006). Members

of the MMP family and components of the PA system are coexpressed during

development, tissue remodeling, tissue repair, but also in multiple diseases such

as tumor invasion and metastasis (Lijnen 2001). These proteases control cell
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proliferation, migration, and invasion by remodeling the ECM and releasing growth

factors sequestered in the matrix. Furthermore, by cleaving extracellular compo-

nents and shedding cell surface molecules, the proteases have been implicated in

the activation and bioavailability of cytokines/chemokines, growth factor receptors,

and integrins (Rakic et al. 2003, Egeblad and Werb 2002, Noel et al. 2004, Overall

and Kleifeld 2006). Although it was initially believed that high production of

proteases (MMPs and PA/plasmin system) came from neoplastic cells themselves,

host stromal cells are now recognized as essential producers of proteases (Noel

et al. 2008, Egeblad and Werb 2002).

The PA–plasmin system is a pericellular proteolytic system with pleiotropic

functions in physiological and pathological tissue remodeling (Rakic et al. 2003,

Durand et al. 2004, Noel et al. 2004, Binder et al. 2007) (see also Chaps. 10 and

11). It is a complex system of serine proteases, protease inhibitors, and protease

receptors that governs the conversion of the abundant protease zymogen, plasmin-

ogen (Plg), into active plasmin. Activation of Plg appears to be strictly associated

with the cell surface via the binding to specific receptors, as well as with other

surfaces that present kinetically favorable circumstances for Plg activation, such as

the fibrin thrombus (Myohanen and Vaheri 2004). Surface-generated plasmin is

relatively protected from its primary physiological inhibitor a2-antiplasmin. Cell

surface Plg activation by the two PAs, urokinase-type PA (uPA) and tissue-type PA

(tPA), is regulated by two physiological inhibitors, Plg activator inhibitor-1 and -2

(PAI-1 and PAI-2), each forming a 1:1 complex with uPA and tPA. As an

inhibitor of proteases, PAI-1 was initially viewed as an antiangiogenic and anti-

tumoral factor. However, unexpected and novel results were obtained when the

surface transplantation model using mouse malignant keratinocytes was applied to

PAI-1-deficient mice. Indeed, the grafted mouse skin carcinoma cells failed to

invade the stroma of PAI-1-deficient mice (Table 17.1) (Bajou et al. 1998, Bajou

et al. 2001). These results were opposite to the initial hypothesis that a deficiency of

protease inhibitor would enhance tumor growth and invasion. In these deficient

mice, tumor cells can induce granulation tissue formation beneath the collagen gel

and angiogenesis, but new blood vessels cannot reach the tumor layer. These results

have been confirmed in other experimental models (Gutierrez et al. 2000, Devy

et al. 2002, McMahon et al. 2001). The fact that the PAI-1 production by tumor

cells cannot circumvent host cell deficiency, even at high concentration by trans-

fecting malignant keratinocytes with PAI-1 cDNA (Bajou et al. 2004), clearly

emphasizes the stroma tissue as the most important source of PAI-1 (Bajou et al.

1998, Maillard et al. 2005). Additionally, the local variation of PAI-1 concentration

is very important for tumor development. Indeed, a dose-dependent proangiogenic

effect of this inhibitor has been demonstrated in the SCC model (Bajou et al. 2004)

and in another model of pathological angiogenesis, the choroidal neovasculariza-

tion assay (Lambert et al. 2003a). The proangiogenic effect of PAI-1 in the surface

transplantation model relies on its capacity to interact with uPA (Bajou et al. 2001).

However, lack of uPA, tPA, or uPA receptor, as well as combined deficiencies of

uPA and tPA, did not affect tumor angiogenesis, whereas lack of Plg reduced it

(Table 17.1). Overall, these data indicate that plasmin proteolysis, even though
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essential, must be tightly controlled during tumor angiogenesis and other enzymes

may, at least in part, contribute to the angiogenic phenotype (Bajou et al. 2001).

The MMPs constitute an additional large family of structurally related matrix-

degrading proteases that have pivotal roles in development, tissue remodeling, and

cancer. MMPs share a number of common structural and functional features

(Lopez-Otin and Overall, 2002, Folgueras et al. 2004; Greenlee et al. 2007). All

MMPs have essential zinc and calcium ions, are synthesized as zymogens, and are

inhibited by endogenous inhibitors, such as a2-macroglobuline and specific MMP

inhibitors or TIMPs (tissue inhibitors of metalloproteinases) that reversibly inhibit

proteases in a 1:1 enzyme–inhibitor complex (Sternlicht and Werb 2001). MMPs

have multiple domains that control their secretion, specificity, and substrate bind-

ing. Their function is tightly regulated at the level of gene expression, zymogen

activation, enzyme activity, and cell-surface localization (Greenlee et al. 2007).

The MMP protease family includes soluble enzymes secreted into the extracellular

milieu and others associated with the cell surface (MT-MMPs, membrane-type

metalloproteinases) (for review: Egeblad and Werb 2002, Folgueras et al. 2004).

MMPs target a large diversity of substrates including growth factor receptors, cell

adhesion molecules, chemokines, cytokines, apoptotic ligands, and pro-MMPs

(Egeblad and Werb 2002, Overall and Kleifeld 2006, Cauwe et al. 2007). The

characterization of new substrates as well as the generation of genetically modified

animal models of gain or loss of MMP function has demonstrated the relevance of

MMP activities in cancer development and progression (Folgueras et al. 2004). The

gelatinase subgroup of MMPs, represented by MMP-2 (gelatinase A) and MMP-9

Table 17.1 Effects of serine protease gene deletion on tumor angiogenesis and invasion

KO mice MMP cellular

sources

In vivo transplantations

scoring

MMP effect

on tumor

References

Host

cells

Epithelial

tumor

cells

Tumor

invasion

Angiogenesis

Plg � � þ þ Positive

regulator

Bajou et al. 2001

uPA þ þ þþþ þþþ / Bajou et al. 2001

tPA þ þ þþþ þþþ / Bajou et al. 2001

uPA/tPA þ þ þþþ þþþ / Bajou et al. 2001

uPAR þ þ þþþ þþþ / Bajou et al. 2001

PAI-1

(C57Bl/6)

þ þ 0 0 Positive

regulator

Bajou et al. 1998;

Bajou et al.

2001

PAI-1

(Rag-1

KO)

(nu/nu)

þ þ 0 0 Positive

regulator

Maillard et al.

2005

Components of PA/plasmin system can be expressed by epithelial tumor cells (keratinocytes) or

healthy stromal cells. Three weeks after tumor transplantation, angiogenesis and tumor invasion

are determined by scoring þ toþþþ as described in Fig. 17.1. All corresponding wild-type (WT)

mice presented an invasive and angiogenic score (þþþ).
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(gelatinase B), was the first class of MMP to be described as protumoral (Kleiner

and Stetler-Stevenson, 1999, Duffy et al. 2000, Tester et al. 2004). Thereafter, their

protumoral role has been extended to other MMPs (Pendas et al. 2004, Rio 2005,

Overall and Kleifeld 2006). In this context, it is worth noting the key contribution of

membrane-type MMP in cancer cell invasion. MT1-, MT2-, and MT3-MMP appear

as a key triad for cancer cell invasion through the basement membrane (Hotary et al.

2002), while MT4-MMP is involved in metastatic dissemination of breast carcino-

mas (Chabottaux et al. 2006). Surprisingly, some MMPs display a protective

function toward cancer progression (Matrisian and Lopez-Otin 2007). In fact,

MMP-8-deficient mice challenged with carcinogens showed a markedly increased

susceptibility to tumorigenesis in comparison to corresponding wild-type (WT)

mice (Balbin et al. 2003). This study was the first report of an MMP having a

protective role in cancer progression, validating MMP-8 as an antitarget in cancer

therapy (Overall and Kleifeld 2006).

Key Determinants of the Tumor Compartment

In vivo, MMPs, in particular gelatinases and collagenases, have been found to be

differentially regulated in premalignant and malignant skin SCC and breast carci-

noma tumor cells and in their adjacent stroma (Borchers et al. 1997, Airola and

Fusenig 2001, Werb et al. 1999). Yet, MMP expression data obtained in monolayer

cultures of skin SCC cells did not identify a significant difference between benign

and malignant tumor cells (Ala-Aho et al. 2000, Bachmeier et al. 2000) (Meade-

Tollin et al. 1998). Secretion of a number of proteases such as proMMP-2,

proMMP-9, and MMP-13 as well as very low levels of MMP-3 was already

observed in monocultures of human immortalized nontumorigenic HaCaT cells

(Papakonstantinou et al. 2005) and expression of MMP-3 and to a lesser extend

MMP-9 increased with progression to benign (HaCaT-ras A-5) and even more so to

enhanced malignant (HaCaT-ras II-4RT) tumor cells (Bachmeier and Nerlich

2002). However, when immortal and tumorigenic HaCaT cells were cultured in

an in vivo-like environment on a collagen type-1 gel containing normal human

dermal fibroblasts, a profound influence of the microenvironment, that is of the

ECM and of stroma fibroblasts, on MMP expression became apparent. In these

cocultures, immortal nontumorigenic HaCaT cells, benign (A-5) cells, and en-

hanced malignant (A-5RT3) cells exhibited a striking difference in their MMP

expression pattern. In this tissue environment, MMP-1 mRNA and protein were

strongly upregulated in malignant A-5RT3 cells, only weakly expressed in benign

A-5 cells, and almost absent in immortalized HaCaT cells (Airola and Fusenig

2001). This enhanced expression of MMP-1 was further confirmed in two other

malignant HaCaT-ras clones as well as in 2/2 primary squamous cell carcinoma

lines. Finally, in vivo, malignant A-5RT3 tumors expressed MMP-1 mRNA con-

sistently, preferentially at the tumor border. In contrast, MMP-1 expression was

absent in the transplants of A-5 cells and HaCaT cells (Airola and Fusenig 2001).
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This prominent difference in MMP-expression dependent on ECM and tissue

organization suggests a very strong influence of the microenvironment with its

stromal cells on the regulation of MMPs. The time course of malignant tumor

growth that begins with an early onset of stromal activation, the rapid penetration of

vessels and perivascular cells through the collagen gel toward the tumor cells, and

their eventual infiltration into the malignant tumor tissue highlights another striking

difference between benign and malignant transplants that lies in the differential

dynamics of angiogenesis induction. Angiogenesis induction was transient in

benign yet persistent in malignant tumors and found to be controlled by the

regulation of the VEGF receptors 1 and 2. VEGFR-1 (vascular endothelial growth

factor receptor) and -2 were downregulated in the stroma of benign, but continu-

ously expressed in the malignant transplants. In contrast, VEGF-A expression

persisted in both types of tumor cell transplants independently of the kinetics of

angiogenesis (Skobe et al. 1997).

These observations gave a clear indication for the essential inductive or permissive

role of the stroma for tumor invasion. In line with this essential role, VEGFR-2

blockade caused vessel regression and normalization as well as stromal maturation

that ultimately resulted in a reversion from a highly malignant and invasive to a

noninvasive tumor phenotype. Vessel regression was followed by downregulation of

expression of both VEGFR-2 and VEGFR-1 on endothelial cells and increased

association of a-smooth muscle actin-positive cells with small vessels indicating

their normalization that was further supported by a regular ultrastructure. The pheno-

typic regression of an invasive carcinoma to a well-demarcated dysplastic squamous

epithelium was accentuated by the establishment of a clearly structured epithelial

basement membrane and the accumulation of collagen bundles in the stabilized

connective tissue. This normalization of the tumor stroma border coincided with

downregulated expression of the stromal MMP-9 and -13, which supposedly resulted

in attenuated turnover of ECM components, permitting their structural organization

(Fig. 17.2) (Vosseler et al. 2005). Thus, analysis of tumor–stroma interaction of skin

SCCs in the matrix-inserted surface transplantation model provided abundant

evidence for an essential role of the tumor stroma in regulating tumor malignancy

as well as the expression of progression-associated MMPs. In particular, (1) a clear

association of MMP expression in tumor and stromal cells with tumor progression

was observed only in the tissue context of either an in vitro organotypic model or

the transplantation model and (2) a stromal normalization achieved by VEGFR-2

blockade in highly malignant tumors induced a phenotypic reversion to a premalig-

nant dysplasia that was in part mediated by a downregulation of stromal MMPs.

MMP-Deficient Mice as Models to Investigate the Stromal

Contribution to Tumor Progression

To further elucidate the role of stromal MMPs in tumor progression and angiogen-

esis, the surface transplantation model has been recently applied to different MMP-

deficient mice. The single deficiency of MMP-3, -8, and -11 or the combined
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MMP-3/-9 deficiency did not affect tumor invasion and angiogenesis (Table 17.2)

(Masson et al. 2005). Similarly, the absence of MMP-2 or MMP-9 in host tissue did

not impair tumor progression (Table 17.2) (Masson et al. 2005). In sharp contrast,

both tumor invasion and vascularization were impaired by the combined deficiency

of MMP-2 and -9 (Masson et al. 2005). These results indicate that the concomitant

stromal production of MMP-2 and -9 is required for tumor invasion and angiogen-

esis. Of particular importance is the necessity of specific interactions occurring

between tumor cells and mesenchymal cells producing MMP-2, as well as inflam-

matory cells secreting MMP-9 (Masson et al. 2005). A synergistic contribution of

MMP-2 and -9 in pathological angiogenesis has also been demonstrated in choroi-

dal neoangiogenesis induced by laser burn (Lambert et al. 2003b). Interestingly and

in contrast to most MMP deficiencies in mice described so far, the angiogenic

response was accelerated and tumor invasion increased in MMP-19-deficient mice

in comparison to WT mice (Jost et al. 2006). Indeed, endothelial cell recruitment

was significantly increased 2 weeks after the transplantation, leading to an acceler-

ation of tumor vascularization. As tumor vascularization precedes malignant inva-

sion, this acceleration induced an early tumor invasion in MMP-19-deficient mice

in comparison to corresponding WT mice, 21 days after transplantation. These data

support the recent discovery of some MMPs as protective molecules toward cancer

progression (Matrisian and Lopez-Otin 2007).

Fig. 17.2 Downregulation of stromal matrix metalloproteinase (MMP) expression by blockade of
angiogenesis. Inhibiting angiogenesis in malignant transplants by the vascular endothelial growth

factor receptor-2 (VEGFR-2) blocking antibody DC101 completely abrogates tumor vasculariza-

tion and stromal MMP expression, and as a consequence, tumor invasion (Vosseler et al. 2005).

(See also Color Insert I)
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Conclusion

Taken together all these data highlight several major aspects in protease expression

in cancer. (1) Protease expression in tumor and stromal cells seems to contribute to

tumor malignancy. Yet expression of tumor-derived proteases is clearly regulated

by the in vivo tissue context, that is the tumor microenvironment. (2) Different

proteases produced by stromal cells are the most important regulators of cancer

development and progression. Yet, one has to keep in mind that the contribution of

different stromal proteases has to be carefully evaluated especially in lieu of their

potential usefulness as therapeutic targets since they sometimes act in an opposite

manner. The matrix-inserted surface transplantation assay is therefore a highly

valuable tool to identify the target (positive regulators) and anti‐target (negative
regulators) nature of different MMPs.

References

Airola, K., and Fusenig, N.E. 2001. Differential stromal regulation of MMP-1 expression in benign

and malignant keratinocytes. Journal of Investigative Dermatology 116:85–92.

Ala-Aho, R., Johansson, N., Grenman, R., Fusenig, N.E., Lopez-Otin, C., and Kahari, V.M. 2000.

Inhibition of collagenase-3 (MMP-13) expression in transformed human keratinocytes by

Table 17.2 Effects of MMP gene deletion on tumor angiogenesis and invasion

KO mice MMP cellular

sources

In vivo transplantations

scoring

MMP effect

on tumor

References

Host

cells

Epithelial

tumor cells

Tumor

invasion

Angiogenesis

MMP-2 þ þ þþþ þþþ / Masson et al.

2005

MMP-3 þ þ þþþ þþþ / Masson et al.

2005

MMP-8 þ / þþþ þþþ / Unpublished

data

MMP-9 þ / þþþ þþþ / Masson et al.

2005

MMP-11 þ / þþþ þþþ / Unpublished

data

MMP-19 þ / þþþþ þþþþ Negative

regulator

Jost et al.

2006

MMP-2/-9 � � 0 0 Positive

regulator

Masson et al.

2005

MMP-3/-9 � � þþþ þþþ / Masson et al.

2005

MMPs can be expressed by epithelial tumor cells (keratinocytes) or healthy stromal cells. Three

weeks after tumor transplantation, angiogenesis and tumor invasion are determined by scoring þ
to þþþ as described in the text and in Fig. 17.1. All corresponding wild-type (WT) mice

presented an invasive and angiogenic score (þþþ).

338 M. Jost et al.



interferon-gamma is associated with activation of extracellular signal-regulated kinase-1,2 and

STAT1. Oncogene 19:248–257.

Andarawewa, K.L., Motrescu, E.R., Chenard, M.P., Gansmuller, A., Stoll, I., Tomasetto, C., and

Rio, M.C. 2005. Stromelysin-3 is a potent negative regulator of adipogenesis participating to

cancer cell-adipocyte interaction/crosstalk at the tumor invasive front. Cancer Research

65:10862–10871.

Bachmeier, B.E., and Nerlich, A.G. 2002. Immunohistochemical pattern of cytokeratins and

MMPs in human keratinocyte cell lines of different biological behaviour. International Journal

of Oncology 20:495–499.

Bachmeier, B.E., Boukamp, P., Lichtinghagen, R., Fusenig, N.E., and Fink, E. 2000. Matrix

metalloproteinases-2,-3,-7,-9 and -10, but not MMP-11, are differentially expressed in normal,

benign tumorigenic and malignant human keratinocyte cell lines. Biological Chemistry

381:497–507.

Bajou, K., Noel, A., Gerard, R.D., Masson, V., Brunner, N., Holst-Hansen, C., Skobe, M., Fusenig,

N.E., Carmeliet, P., Collen, D., and Foidart, J.M. 1998. Absence of host plasminogen activator

inhibitor 1 prevents cancer invasion and vascularization. Nature Medicine 4:923–928.

Bajou, K., Masson, V., Gerard, R.D., Schmitt, P.M., Albert, V., Praus, M., Lund, L.R., Frandsen,

T.L., Brunner, N., Dano, K., Fusenig, N.E., Weidle, U., Carmeliet, G., Loskutoff, D., Collen,

D., Carmeliet, P., Foidart, J.M., and Noel, A. 2001. The plasminogen activator inhibitor PAI-1

controls in vivo tumor vascularization by interaction with proteases, not vitronectin. Implica-

tions for antiangiogenic strategies. The Journal of Cell Biology 152:777–784.

Bajou, K., Maillard, C., Jost, M., Lijnen, R.H., Gils, A., Declerck, P., Carmeliet, P., Foidart, J.M.,

and Noel, A. 2004. Host-derived plasminogen activator inhibitor-1 (PAI-1) concentration is

critical for in vivo tumoral angiogenesis and growth. Oncogene 23:6986–6990.

Balbin, M., Fueyo, A., Tester, A.M., Pendas, A.M., Pitiot, A.S., Astudillo, A., Overall, C.M.,

Shapiro, S.D., and Lopez-Otin, C. 2003. Loss of collagenase-2 confers increased skin tumor

susceptibility to male mice. Nature Genetics 35:252–257.

Balkwill, F., and Coussens, L.M. 2004. Cancer: an inflammatory link. Nature 431:405–406.

Benelli, R., Morini, M., Carrozzino, F., Ferrari, N., Minghelli, S., Santi, L., Cassatella, M.,

Noonan, D.M., and Albini, A. 2001. Neutrophils as a key cellular target for angiostatin:

implications for regulation of angiogenesis and inflammation. FASEB Journal 15:267–269.

Bergers, G., and Benjamin, L.E. 2003. Tumorigenesis and the angiogenic switch. Nature reviews

Cancer 3:401–410.

Binder, B.R., Mihaly, J., and Prager, G.W. 2007. uPAR-uPA-PAI-l interactions and signaling:

avascular biologist’s view. Thrombosis and Haemostasis 97:336–342.

Blacher, S., Jost, M., Melen, L., Lund, L.R., Romer, J., Foidart, J.M. and Noel, A. 2008.

Quantification of in vivo tumor invasion and vascularization by computerized image analysis.

Microvascular Research 75(2):169–178.

Borchers, A.H., Steinbauer, H., Schafer, B.S., Kramer, M., Bowden, G.T., and Fusenig, N.E. 1997.

Fibroblast-directed expression and localization of 92-kDa type IV collagenase along the

tumor–stroma interface in an in vitro three-dimensional model of human squamous cell

carcinoma. Molecular Carcinogenesis 19:258–266.

Boukamp, P., Stanbridge, E.J., Foo, D.Y., Cerutti, P.A., and Fusenig, N.E. 1990. C-Ha-Ras

oncogene expression in immortalized human keratinocytes (HaCaT) alters growth-potential

in vivo but lacks correlation with malignancy. Cancer Research 50:2840–2847.

Breitkreutz, D., Boukamp, P., Ryle, C.M., Stark, H.J., Roop, D.R., and Fusenig, N.E. 1991.

Epidermal morphogenesis and keratin expression in C-Ha-Ras-transfected tumorigenic clones

of the human HaCaT cell-line. Cancer Research 51:4402–4409.

Carmeliet, P. 2005. Angiogenesis in life, disease and medicine. Nature 438:932–936.

Carmeliet, P., and Jain, R.K. 2000. Angiogenesis in cancer and other diseases. Nature 407:249–257.

Cauwe, B., Van den Steen, P.E., and Opdenakker, G. 2007. The biochemical, biological, and

pathological kaleidoscope of cell surface substrates processed by matrix metalloproteinases.

Critical Reviews in Biochemistry and Molecular Biology 42:113–185.

17 The Surface Transplantation Model to Study the Tumor–Host Interface 339



Chabottaux, V., Sounni, N.E., Pennington, C.J., English, W.R., van den Brule, F., Blacher, S.,

Gilles, C., Munaut, C., Maquoi, E., Lopez-Otin, C., Murphy, G., Edwards, D.R., Foidart, J.M.,

and Noel, A. 2006. Membrane-type 4 matrix metalloproteinase promotes breast cancer growth

and metastases. Cancer Research 66:5165–5172.

Coussens, L.M., and Werb, Z. 2001. Inflammatory cells and cancer: think different! Journal of

Experimental Medicine 193:F23–F26.

Coussens, L.M., Fingleton, B., and Matrisian, L.M. 2002. Matrix metalloproteinase inhibitors and

cancer: trials and tribulations. Science 295:2387–2392.

Devy, L., Blacher, S., Grignet-Debrus, C., Bajou, K., Masson, R., Gerard, R.D., Gils, A.,

Carmeliet, G., Carmeliet, P., Declerck, P.J., Noel, A., and Foidart, J.M. 2002. The pro- or

antiangiogenic effect of plasminogen activator inhibitor 1 is dose dependent. FASEB Journal

16:147–154.

Duda, D.G., Batchelor, T.T., Willet, C.G., and Jain, R.K. 2007. VEGF-targeted cancer therapy

strategies: current progress, hurdles and future prospects. Trends in Molecular Medicine

13:223–230.

Duffy, M.J., Maguire, T.M., Hill, A., McDermott, E., and O’Higgins, N. 2000. Metalloproteinases:

role in breast carcinogenesis, invasion and metastasis. Breast Cancer Research 2:252–257.

Durand, M.K., Bodker, J.S., Christensen, A., Dupont, D.M., Hansen, M., Jensen, J.K., Kjelgaard,

S., Mathiasen, L., Pedersen, K.E., Keldal, S., Wind, T., and Andreasen, P.A. 2004. Plasmino-

gen activator inhibitor-1 and tumour growth, invasion, and metastasis. Thrombosis and Hae-

mostasis 91:438–449.

Dvorak, H.F. 1986. Tumors: wounds that do not heal. Similarities between tumor stroma genera-

tion and wound healing. The New England Journal of Medicine 315:1650–1659.

Egeblad, M., and Werb, Z. 2002. New functions for the matrix metalloproteinases in cancer

progression. Nature Reviews Cancer 2:161–174.

Ferrara, N., and Kerbel, R.S. 2005. Angiogenesis as a therapeutic target. Nature 438:967–974.

Fidler, I.J. 2003. Timeline – The pathogenesis of cancer metastasis: the ‘seed and soil’ hypothesis

revisited. Nature Reviews Cancer 3:453–458.

Folgueras, A.R., Pendas, A.M., Sanchez, M., Lopez-Otin, C. 2004. Matrix metalloproteinases in

cancer: from new functions to improved inhibition strategies. The International Journal of

Developmental Biology 48:411–424.

Fusenig, N.E. 1992. Cell interaction and epithelial differentiation. In R.I. Freshney (ed.) Culture of

epithelial cells: New york: Wiley-Liss Inc; 25–27.

Fusenig, N.E., Breitkreutz, D., Dzarlieva, R.T., Boukamp, P., Bohnert, A., and Tilgen, W. 1983.

Growth and differentiation characteristics of transformed keratinocytes from mouse and

human skin in vitro and in vivo. Journal of Investigative Dermatology 81(1 Suppl):168s–175s.

Greenlee, K.J., Werb, Z., and Kheradmand, F. 2007. Matrix metalloproteinases in lung: multiple,

multifarious, and multifaceted. Physiological Reviews 87:69–98.

Gutierrez, L.S., Schulman, A., Brito-Robinson, T., Noria, F., Ploplis, V.A., and Castellino, F.J.

2000. Tumor development is retarded in mice lacking the gene for urokinase-type plasminogen

activator or its inhibitor, plasminogen activator inhibitor-1. Cancer Research 60:5839–5847.

Hanahan, D., and Weinberg, R.A. 2000. The hallmarks of cancer. Cell 100:57–70.

Hotary, K.B., Yana, I., Sabeh, F., Li, X.Y., Holmbeck, K., Birkedal-Hansen, H., Allen, E.D.,

Hiraoka, N., and Weiss, S.J. 2002. Matrix metalloproteinases (MMPs) regulate fibrin-invasive

activity via MT1-MMP-dependent and -independent processes. The Journal of Experimental

Medicine 195:295–308.

Jost, M., Folgueras, A.R., Frerart, F., Pendas, A.M., Blacher, S., Houard, X., Berndt, S., Munaut,

C., Cataldo, D., Alvarez, J., Melen-Lamalle, L., Foidart, J.M., Lopez-Otin, C., and Noel, A.

2006. Earlier onset of tumoral angiogenesis in matrix metalloproteinase-19-deficient mice.

Cancer Research 66:5234–5241.

Kalluri, R. 2003. Basement membranes: structure, assembly and role in tumour angiogenesis.

Nature Reviews Cancer 3:422–433.

Kalluri, R., and Zeisberg, M. 2006. Fibroblasts in cancer. Nature Reviews Cancer 6:392–401.

340 M. Jost et al.



Kleiner, D.E., and Stetler-Stevenson, W.G. 1999. Matrix metalloproteinases and metastasis.

Cancer Chemotherapy and Pharmacology 43:S42–S51.

Kuperwasser, C., Chavarria, T., Wu, M., Magrane, G., Gray, J.W., Carey, L., Richardson, A., and

Weinberg, R.A. 2004. Reconstruction of functionally normal and malignant human breast

tissues in mice. PNAS 101:4966–4971.

Lambert, V., Munaut, C., Carmeliet, P., Gerard, R.D., Declerck, P., Gils, A., Claes, C., Foidart, J.

M., Noel, A., and Rakic, J.M. 2003a. Dose-dependent modulation of choroidal neovascular-

ization by plasminogen activator inhibitor type 1: implications for clinical trials. Investigative

Ophthalmology & Visual Science 44:2791–2797.

Lambert, V., Wielockx, B., Munaut, C., Galopin, C., Jost, M., Itoh, T., Werb, Z., Baker, A., Libert,

C., Krell, H.W., Foidart, J.M., Noel, A., and Rakic, J.M. 2003b. MMP-2 and MMP-9 synergize

in promoting choroidal neovascularization. FASEB Journal 17:2290–2292.

Lee, C., and Huang, T. 2005. Plasminogen activator inhibitor-1: the expression, biological func-

tions, and effects on tumorigenesis and tumor cell adhesion and migration. Journal of Cancer

Molecules 1:25–36.

Li, B., Sharpe, E.E., Maupin, A.B., Teleron, A.A., Pyle, A.L., Carmeliet, P., and Young, P.P. 2006.

VEGF and PlGF promote adult vasculogenesis by enhancing EPC recruitment and vessel

formation at the site of tumor neovascularization. FASEB Journal 20:1495–1497.

Lijnen, H.R. 2001. Plasmin and matrix metalloproteinases in vascular remodeling. Thrombosis

and Haemostasis 86:324–333.

Lopez-Otin, C., and Overall, C.M. 2002. Protease degradomics: a new challenge for proteomics.

Nature Reviews Molecular Cell Biology 3:509–519.

Maillard, C., Jost, M., Romer, M.U., Brunner, N., Houard, X., Lejeune, A., Munaut, C., Bajou, K.,

Melen, L., Dano, K., Carmeliet, P., Fusenig, N.E., Foidart, J.M., and Noel, A. 2005. Host

plasminogen activator inhibitor-1 promotes human skin carcinoma progression in a stage-

dependent manner. Neoplasia 7:57–66.

Masson, V., de la Ballina, L.R., Munaut, C., Wielockx, B., Jost, M., Maillard, C., Blacher, S.,

Bajou, K., Itoh, T., Itohara, S., Werb, Z., Libert, C., Foidart, J.M., and Noel, A. 2005.

Contribution of host MMP-2 and MMP-9 to promote tumor vascularization and invasion of

malignant keratinocytes. FASEB Journal 19:234–236.

Matrisian, L., and Lopez-Otin, C. 2007. Emerging roles of proteases in tumour suppression. Nature

Reviews Cancer 7:800–808.

McMahon, G.A., Petitclerc, E., Stefansson, S., Smith, E., Wong, M.K., Westrick, R.J., Ginsburg,

D., Brooks, P.C., and Lawrence, D.A. 2001. Plasminogen activator inhibitor-1 regulates tumor

growth and angiogenesis. The Journal of Biological Chemistry 276:33964–33968.

Meade-Tollin, L.C., Boukamp, P., Fusenig, N.E., Bowen, C.P.R., Tsang, T.C., and Bowden, G.T.

1998. Differential expression of matrix metalloproteinases in activated c-ras(Ha)-transfected

immortalized human keratinocytes. British Journal of Cancer 77:724–730.

Mueller, M.M., and Fusenig, N.E. 2002. Tumor–stroma interactions directing phenotype and

progression of epithelial skin tumor cells. Differentiation 70:486–497.

Mueller, M.M., and Fusenig, N.E. 2004. Friends or foes – Bipolar effects of the tumour stroma in

cancer. Nature Reviews Cancer 4:839–849.

Myohanen, H., and Vaheri, A. 2004. Regulation and interactions in the activation of cell-asso-

ciated plasminogen. Cellular and Molecular Life Sciences 61:2840–2858.

Noel, A., Emonard, H., Polette, M., Birembaut, P., and Foidart, J.M. 1994. Role of matrix,

fibroblasts and type IV collagenases in tumor progression and invasion. Pathology, Research

and Practice 190:934–941.

Noel, A., Hajitou, A., L’Hoir, C., Maquoi, E., Baramova, E., Lewalle, J.M., Remacle, A., Kebers,

F., Brown, P., Calberg-Bacq, C.M., and Foidart, J.M. 1998. Inhibition of stromal matrix

metalloproteases: effects on breast-tumor promotion by fibroblasts. International Journal of

Cancer 76:267–273.

17 The Surface Transplantation Model to Study the Tumor–Host Interface 341



Noel, A., Maillard, C., Rocks, N., Jost, M., Chabottaux, V., Sounni, N.E., Maquoi, E., Cataldo, D.,

and Foidart, J.M. 2004. Membrane associated proteases and their inhibitors in tumour angio-

genesis. Journal of Clinical Pathology 57:577–584.

Noel, A., Jost, M., and Maquoi, E. 2008. Matrix metalloproteinases at cancer tumor–host interface.

Seminars in Cell & Developmental Biology 19:52–60.

Obermueller, E., Vosseler, S., Fusenig, N.E., and Mueller, M.M. 2004. Cooperative autocrine and

paracrine functions of granulocyte colony-stimulating factor and granulocyte-macrophage

colony-stimulating factor in the progression of skin carcinoma cells. Cancer Research

64:7801–7812.

Overall, C.M., and Kleifeld, O. 2006. Tumour microenvironment – opinion: validating matrix

metalloproteinases as drug targets and anti-targets for cancer therapy. Nature Reviews Cancer

6:227–239.

Paget, S. 1889. The distribution of secondary growths in cancer of the breast. Lancet 1:571–573.

Papakonstantinou, E., Aletras, A.J., Glass, E., Tsogas, P., Dionyssopoulos, A., Adjaye, J., Fimmel,

S., Gouvousis, P., Herwig, R., Lehrach, H., Zouboulis, C.C., and Karakiulakis, G. 2005. Matrix

metalloproteinases of epithelial origin in facial sebum of patients with acne and their regulation

by isotretinoin. Journal of Investigative Dermatology 125:673–684.

Pendas, A.M., Folgueras, A.R., Llano, E., Caterina, J., Frerard, F., Rodriguez, F., Astudillo, A.,

Noel, A., Birkedal-Hansen, H., and Lopez-Otin, C. 2004. Diet-induced obesity and reduced

skin cancer susceptibility in matrix metalloproteinase 19-deficient mice. Molecular and Cellu-

lar Biology 24:5304–5313.

Rakic, J.M., Maillard, C., Jost, M., Bajou, K., Masson, V., Devy, L., Lambert, V., Foidart, J.M.,

and Noel, A. 2003. Role of plasminogen activator-plasmin system in tumor angiogenesis.

Cellular and Molecular Life Sciences 60:463–473.

Rio, M.C. 2005. From a unique cell to metastasis is a long way to go: clues to stromelysin-3

participation. Biochimie 87:299–306.

Skobe, M., and Fusenig, N.E. 1998. Tumorigenic conversion of immortal human keratinocytes

through stromal cell activation. PNAS 95:1050–1055.

Skobe, M., Rockwell, P., Goldstein, N., Vosseler, S., and Fusenig, N.E. 1997. Halting angiogene-

sis suppresses carcinoma cell invasion. Nature Medicine 3:1222–1227.

Sternlicht, M.D., and Werb, Z. 2001. How matrix metalloproteinases regulate cell behavior.

Annual Review of Cell and Developmental Biology 17:463–516.

Stetler-Stevenson, M., and Braylan, R.C. 2001. Flow cytometric analysis of lymphomas and

lymphoproliferative disorders. Seminars in Hematology 38:111–123.

Tester, A.M., Waltham, M., Oh, S.J., Bae, S.N., Bills, M.M., Walker, E.C., Kern, F.G., Stetler-

Stevenson, W.G., Lippman, M.E., and Thompson, E.W. 2004. Pro-matrix metalloproteinase-2

transfection increases orthotopic primary growth and experimental metastasis of MDA-MB-

231 human breast cancer cells in nude mice. Cancer Research 64:652–658.

van Hinsbergh, V.W., Engelse, M.A., and Quax, P.H. 2006. Pericellular proteases in angiogenesis

and vasculogenesis. Arteriosclerosis, Thrombosis, and Vascular Biology 26:716–728.

Vosseler, S., Mirancea, N., Bohlen, P., Mueller, M.M., and Fusenig, N.E. 2005. Angiogenesis

inhibition by vascular endothelial growth factor receptor-2 blockade reduces stromal matrix

metalloproteinase expression, normalizes stromal tissue, and reverts epithelial tumor pheno-

type in surface heterotransplants. Cancer Research 65:1294–1305.

Werb, Z., Vu, T.H., Rinkenberger, J.L., and Coussens, L.M. 1999. Matrix-degrading proteases and

angiogenesis during development and tumor formation. APMIS 107:11–18.

Zhang, W.Y., Matrisian, L.M., Holmbeck, K., Vick, C.C., and Rosenthal, E.L. 2006. Fibroblast-

derived MT1-MMP promotes tumor progression in vitro and in vivo. BMC Cancer 6:1–9.

Zigrino, P., Loffek, S., and Mauch, C. 2005. Tumor–stroma interactions: their role in the control of

tumor cell invasion. Biochimie 87:321–328.

342 M. Jost et al.



Chapter 18

Unravelling the Roles of Proteinases in Cell

Migration In Vitro and In Vivo

Jelena Gavrilovic and Xanthe Scott

Abstract Metalloproteinases have been implicated in cell migration in many in

vitro model systems which involving tumour cell or leukocyte migration. Here the

similarities between the migration mechanisms of amoebae, leukocytes and tumour

cells are discussed with a particular focus on recent studies of metalloproteinase

dependence in tumour cell migration in three dimensional matrices. Some novel in

vivo model systems where metalloproteinases or serine proteinases have been

explored are discussed. Finally certain matricryptic sites exposed following metal-

loproteinase remodelling of the extracellular matrix are also considered.

Introduction

Metalloproteinase involvement in cell migration has been an area of research

interest for several decades. Cellular interactions with the extracellular matrix

have been investigated with molecular approaches and sophisticated microscopy

allowing visualisation of a range of cell types in two and three dimensions (2D and

3D) in vitro as well as more recently in vivo. Many reviews have covered the

mechanisms underlying cell migration, including the roles of the cytoskeleton in

driving the cell forward as well as signalling networks regulating this process. Here,

approaches to the study of cell migration will be reviewed, with an emphasis on

recent studies regarding the roles of metalloproteinases and some serine proteinases

in cell migration in 2D and 3D as well as the roles of some matricryptic sites in

extracellular matrix-driven migration.

J. Gavrilovic
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Overview of Cell Migration

Leukocyte Cell Migration and Some Comparisons with Amoeba

The amoeba Dictyostelium discoideum has provided much knowledge regarding

chemokinetic migration and cytoskeletal organisation. Over several decades the

similarities between lymphoid cell migration with that of Dictyostelium have been

identified (reviewed in Bagorda et al. 2006). Chemotactic migration is essential to

Dictyostelium’s life cycle: free-living amoebae detect bacteria (the food source)

through chemotactic migration towards folic acid, a bacterial metabolism product.

In periods of stress such as low food availability, amoebae become responsive to

cAMP (cyclic adenosine monophosphate), which is secreted by neighbouring

amoebae and to which the cells respond chemotactically (Bagorda et al. 2006).

Cell migration is a critical part of the inflammatory response to injury when

leukocytes are recruited to the site of injury. During an inflammatory response

the endothelium becomes ‘activated’ where endothelial cells produce various pro-

inflammatory molecules that include cytokines, chemokines and cell adhesion

molecules (CAMs), all of which play a role in the recruitment of leukocytes and/

or platelets to the damaged tissue (reviewed in Libby et al. 2002). In normal

physiology the damaged area of, for example, wounded skin is cleared of dead

cells and tissue debris by phagocytes and repair begins by cell proliferation and the

laying down of new matrix. Under normal conditions inflammation subsides but,

for reasons not yet clear, in diseases such as cancer and atherosclerosis the tissue

becomes chronically inflamed.

Leukocyte—Endothelial Cell Interactions

The recruitment of monocytes to the endothelium and subsequent transendothelial

migration involves multiple steps and requires tight regulation. Initial tethering of

monocytes is followed by rolling along the endothelial surface and finally firm,

sustained adhesion (reviewed in Worthylake and Burridge 2001). Monocyte bind-

ing to the endothelium elicits signals that facilitate the migration of monocytes

through the endothelial monolayer. Initial tethering and rolling are primarily

mediated by members of the selectin family, whereas firm adhesion involves

members of the integrin family and their ligands. However, it is becoming increas-

ingly apparent that there are a series of overlapping roles between different classes

of CAMs with evidence of integrins also participating in initial tethering events

(reviewed in Steeber et al. 2005). Integrins and their ligands play an essential role in

the firm adhesion and subsequent migration of leukocytes.

Selectins are a family of transmembrane glycoproteins. Leukocyte (L-) selectin

is constitutively expressed, whereas endothelial (E-) selectin is induced by inflam-
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matory cytokines (reviewed in Blankenberg et al. 2003). Platelet (P-) selectin is

primarily expressed in platelets but is also present in endothelial cells. Initial

tethering of monocytes to the endothelium can be mediated by selectins and their

carbohydrate-based ligands. Whilst selectins have not been described in Dictyos-
telium, this organism does express cell surface cadherin-like molecule DdCAD-1

(reviewed in Bowers-Morrow et al. 2004), which may be important in amoeba

cell–cell interactions. Aggregation in Dictyostelium is mediated by the lectins

discoidins I and II, which interestingly both contain an RGD site (Gabius et al.

1985).

Inflammation is an important feature of tumour progression and features de-

scribed initially for cellular transmigration in, for example, atherosclerosis are also

relevant in cancer. Thus, tumour cell extravasation is influenced by shear flow (Dong

et al. 2005) just as the development of atherosclerotic lesions occurs primarily in

regions where blood flow is disturbed (reviewed in Libby et al. 2002). Under

conditions of laminar shear stress, endothelial cells are ellipsoid and orientated in

the direction of flow whereas in regions of disturbed flow endothelial cells lose their

uniform orientation and become more polygonal in shape (reviewed in Lusis 2000).

In addition, disturbed flow can augment the expression of leukocyte adhesion

molecules (reviewed in Libby et al. 2002).

In the context of cancer, cytokines and chemokines are secreted by tumour cells

which attract leukocytes including neutrophils and macrophages (reviewed in

Coussens and Werb 2002), which in turn produce a wide range of mediators.

Cytokine production by tumour cells and associated macrophages also impacts on

the development of angiogenesis and thus on tumour invasion. A number of

cytokines produced by tumour cells, including anti-inflammatory IL10 (reviewed

in Tedgui and Mallat 2006), reduce the T cell response to tumours (Coussens and

Werb 2002). Cytokines have a very wide range of activity related to inflammation,

including the induction of other cytokines, chemokines, CAMs and proteases, and

therefore make a huge contribution to the chronic inflammatory state.

Infection has been associated with tumour development in a number of cancers

(reviewed in Coussens and Werb 2002). In general, at sites of infection neutrophils

respond to fMLP (formyl-Met-Leu-Phe) released by bacteria which signals through

a G Protein-coupled receptor (GPCR). Chemokines (chemotactic cytokines) such

as monocyte chemoattractant protein (MCP)-1 and fractalkine are small proteins

that direct the migration of circulating leukocytes to sites of inflammation or injury,

again signalling through GPCR (reviewed in Charo and Taubman 2004). In addi-

tion to chemotactic roles, chemokines can regulate the adhesion of leukocytes to the

endothelium by modulating integrin-mediated adhesion (reviewed in Worthylake

and Burridge 2001).Dictyostelium chemotaxis towards both folic acid and cAMP is

mediated through GPCRs (Bagorda et al. 2006), indicating some of the close

parallels between neutrophil and Dictyostelium migration.
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Integrins in Leukocyte Transendothelial Cell Migration

In order for tumour cells or leukocytes to migrate across the endothelial monolayer

during extravasation, regulation of CAMs is required. In inflammation, following

initial tethering of leukocytes to the endothelium via selectins, which also mediate

rolling of cells over the endothelial surface, sustained adhesion to the endothelium is

induced through the binding of integrins a4b1 to VCAM-1 and aL/Mb2 to ICAM-1

(reviewed in Worthylake and Burridge 2001). Cell migration requires cycles of

adhesion and detachment in order for a cell to move forward, which suggests

crosstalk between different classes of integrins. Tumour cells may also adhere to

the endothelium through selectins but do not seem to roll along the endothelial

surface (reviewed in Miles et al. 2007). Very similar mechanisms are used by

tumour cells to attach firmly to the endothelium, particularly a4b1 integrin–

VCAM-1 interactions as well as a6b1 binding to as yet to be defined ligands, but

presumably including laminin(s), depending on the integrin profile of particular

tumour cells (reviewed in Miles et al. 2007).

The integrin avb3 is up-regulated on the lumen of the activated endothelium

(Hoshiga et al. 1995). Expressed in monocytes and certain tumour cells, this

integrin pair can bind to several ECM proteins including vitronectin and fibronectin

(Wayner et al. 1991). In addition, integrin avb3 binds platelet endothelial (PE)

CAM-1, a member of the immunoglobulin family that is expressed in monocytes

and at the intercellular junctions of endothelial cells (Piali et al. 1995) and these

molecules have been implicated in monocyte transendothelial migration. In mono-

cytic cell lines engagement of avb3 integrin decreases b2 integrin binding to

ICAM-1 and promotes transendothelial cell migration (Weerasinghe et al. 1998),

indicating that avb3 integrin may play a key role in integrin crosstalk. In tumour

cell extravasation, this hierarchy of integrin ligation has not been explored although

crosstalk between different integrin partners has been reported during cell migra-

tion over ECM components (Galvez et al. 2002).

Until very recently, Dictyostelium were thought to lack integrins but Cornillon

et al. (2006) have now identified an adhesion molecule sibA (similar to integrin

beta) which has certain b-integrin features. Mutants in sibA demonstrate a smaller

contact area with the underlying substrate than wild-type cells (which could be

thought of as a defect in cell spreading) and numbers of cells adhering to the

substrate were significantly reduced under a flow of medium. At the molecular

level, sibA has a von Willebrand A (VWA) domain highly homologous to b
integrin VWA domain, a transmembrane domain and conserved NPxY motifs in

the cytoplasmic domain. SibA is expressed at the cell surface and can interact with

talin, a cytoskeletal protein important in cell adhesion (Cornillon et al. 2006). A

disintegrin containing protein AmpA, possibly related to ADAM or ADAMTS

proteinases but lacking a metalloprotease domain, is critical to cell migration in

Dictyostelium and it has been postulated that this protein may bind to DdCad-1

(Varney et al. 2002). It is also interesting to speculate whether AmpA could be a

ligand for the integrin-like sibA.
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Roles of Proteinases in Migration of Leukocytes and Tumour
Cells Through Endothelial Cell Barriers

Interaction of leukocytes with the endothelium and sub-endothelial ECM results in

the up-regulation of metalloproteinases, including MMP2 (Romanic and Madri

1994) and more recently MT1-MMP (Matias-Roman et al. 2005). In fact in the

latter study, MT1-MMP was shown to be required during human monocyte migra-

tion through filters coated with fibronectin or the extracellular portion of ICAM-1 or

VCAM-1 (made as Fc fusions) in a chemotactic assay. In the same study, monocyte

transmigration, induced by the chemoattractant MCP-1 through TNFa-activated
endothelial cells in vitro, was also dependent on MT1-MMP, demonstrated by

antibody inhibition studies (Matias-Roman et al. 2005). However, transmigration

of monocytes through resting endothelial cells (i.e. not treated with TNFa) was
independent of MT1-MMP. Of relevance here is the observation that TIMP1

inhibits monocyte migration across a resting endothelial layer also implying a

role for MMPs but independent of MT-MMPs (Bar-Or et al. 2003). Matias-

Roman et al. (2005) also further demonstrated that MT1-MMP co-localised with

profilin, a marker of the leading edge of migrating cells, in monocytes cultured on

TNFa-activated endothelial cells. Arroya’s group also showed that monocytes

migrating over fibronectin, VCAM-1 or ICAM-1 displayed clustered MT1-MMP,

whereas cells on BSA had diffuse MT1-MMP staining.

More recently, MT1-MMP has been shown to shed ICAM-1 and to play a key

role in transendothelial cell migration (Sithu et al. 2007). In this study, endothelial

cells over-expressing ICAM-1 promoted transendothelial migration in a TIMP2-

and TIMP3-dependent manner. ICAM-1 was shown to bind to MT1-MMP, co-

localising in endothelial cell surface ruffles. This distribution of MT1-MMP was

disrupted when ICAM-1 cytoplasmic tail mutants were expressed and since trans-

endothelial cell migration was markedly reduced in these mutants but partially

rescued by MT1-MMP, a complex role for MT1-MMP is suggested in this process.

These results are in keeping with those of Matias-Roman et al. (2005) since MT1-

MMP was shown to cluster when the cells were migrating over an ICAM-1

substrate. The study of leukocyte extravasation in MT1-MMP-null mice would be

of interest, if these mice could tolerate such investigation. Leukocytes derived from

MT1-MMP-null mice implanted into wild-type mice would answer the question

whether MT1-MMP is required on the leukocyte side of the equation. In models of

shear stress, ICAM-1 is shed by MMP9 (Sultan et al. 2004) and by ADAM17 in

response to PMA stimulation (Tsakadze et al. 2006), indicating that both cellular

and stimulus context are critical to specific proteinase involvement.

Just as leukocytes exit the vasculature at sites of inflammation or injury, tumour

cell extravasation involves interaction with the endothelium at metastatic locations

as well as sub-endothelial matrix. Tumour cells use many of the signals described

above for leukocytes including selectins and chemokines to orchestrate invasion

and metastasis (reviewed in Coussens and Werb 2002). In the next section, recent

studies exploring roles of metalloproteinases in both tumour cells and leukocytes in
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in vitro and in vivo models will be reviewed, highlighting recent studies where

different models have yielded intriguing data.

Leukocyte and Tumour Cell Migration in 2D and 3D

Many studies have been performed which have shed light on metalloprotease

involvement in cell migration including MMPs and ADAMs in cancer (VanSaun

and Matrisian 2006, Arribas et al. 2006) and MMPs in vascular remodelling

(Newby 2005). Studies in 2D, where visualisation of cell migration has been

possible using either time-lapse videomicroscopy for assessing random cell migra-

tion or the Dunn chemotaxis chamber, were exploited to great effect by Anne

Ridley and colleagues in the study of Rho GTPases in cell migration (Ridley

et al. 2003 and references therein). Over the last 10 years, increasingly 3D studies

and, more recently, in vivo studies have been performed, revealing many important

insights into cell migration including potential roles for metalloproteinases. Several

recent reviews by Ken Yamada and colleagues raised important issues regarding

the study of cell migration in 2D including the as yet unresolved question of

whether cells migrating in 3D have a lamellipodium which is seen extensively in

2D (reviewed in Evan-Ram and Yamada 2005). Other studies suggest that cells

migrating in a 3D matrix do have invadapodia (see Chapter 10 by Mueller et al. this

volume). In addition, it has been observed that microglia (brain macrophages)

exhibit highly motile filapodia sampling their environment (Nimmerjahn et al.

2005) although Even-Ram and Yamada (2005) have speculated that such activity

may relate to the unavoidable damage incurred when preparing such specimens. In

vivo models clearly will provide vital information regarding the migration of cells

within their social context but these studies are still complemented by those in vitro

where dissection of mechanisms is more tractable.

A halfway house between 2D systems and in vivo migration are the various 3D

matrices which have been developed starting from predominantly type-I collagen

gels through tumour extracts (e.g. Matrigel where laminin-1 predominates) and

fibrin gels. Each of these systems have yielded interesting data and enabled

hypotheses to be tested. Most relevant to this chapter are the data which have

emerged from the groups of Steve Weiss and Peter Friedl.

Early studies on leukocyte cell migration in 3D collagen gels suggested that

collagen degradation was not required in this context (Schor et al. 1983). This area

was taken up by Friedl and colleagues using sophisticated microscopic techniques

to explore tumour-cell and T-cell migration in detail (Wolf et al. 2003a, b). These

authors have used quenched-fluorescent collagen to track degradation of collagen

gels during cell migration. Friedl and colleagues have suggested that when protei-

nases are inhibited, T cells and tumour cells adopt an amoeboid-like migration and

can still penetrate collagen gels. Similarly, Sahai and Marshall (2003) demonstrated

that tumour cells migrating in a 3D collagen gel in the presence of a cocktail of

proteinase inhibitors adopt a rounded morphology and require Rho signalling.
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More recently, Friedl and colleagues have explored mechanisms of migration of

tumour cells in greater detail using collagen gels where most of the collagen is

unlabelled with a small component of quenched fluorescent collagen (Wolf et al.

2007). The authors suggest that MT1-MMP is involved in ‘collective cell migra-

tion’ of tumour cells. HT1080 cells over-expressing MT1-MMP expressed this

MMP at the leading edge but an area of proteolysis is detected, with a collagen-

cleavage site antibody, just behind the leading edge of the cell (Wolf et al. 2007). In

this chapter, the authors show significant inhibition of cell migration in a 3D matrix

with the MP inhibitor BB2516 (marimastat). The authors then go on to observe that

when cultured in a cocktail of proteinase inhibitors (inhibiting all classes of

proteinases) HT1080 cells can continue to migrate, deforming the collagen matrix

and migrating as single cells. They comment that twofold enhanced migration

speed is observed in proteinase competent cells. Overall the Friedl group argues

that ‘collective-cell migration’ requires collagenolysis but single-cell migration is

not impaired in the absence of MT1-MMP activity (see Fig. 18.1a and b for

summary). These authors have the view that it is not necessary for epithelial cells

to undergo EMT in order to become invasive, but this remains controversial and

probably tumour dependent. The single-cell migration observed is reminiscent of

earlier studies in 3D-collagen gels from a number of groups, including that of Jean

Paul Thiery where in the absence of proteinase inhibitors (though in the presence of

serum and thus in the presence of some inhibitors) cell migration in chains of cells

was observed following EMT (e.g. Tucker et al. 1990).

The question arises as to how do the Friedl group’s recent studies fit in with

studies by those groups who have reported critical roles for MMPs in, for example,

tumour cell migration (reviewed in Sounni and Noel 2005)? Notable amongst these

studies are those of the Weiss group. In a series of papers, Weiss and co-workers

have elegantly demonstrated that there is a requirement of three members of the

MT-MMP family in the migration of tumour cells through collagen gels, chick

chorioallantoic membrane (CAM) or intact peritoneal basement membrane barriers

(Hotary et al. 2000, Sabeh et al. 2004, Hotary et al. 2006). Hotary et al. (2000)

investigated collagen gel invasion by MDCK cells in response to HGF and showed

that transfection of these cells with MT1-, MT2- or MT3-MMPs accelerated

invasion into collagen gels (with variations observed between these enzymes). It

is relevant to note that invasion by MDCK cells in response to HGF is observed

following 12 days of culture and the accelerated invasion is observed after 3 days of

culture. Studies with cells isolated from MT1-MMP‐/‐mice showed that these cells

display no collagen invasion over a 6-day period, and crucially this phenotype is

rescued by transfection with MT1-MMP (Sabeh et al. 2004, Fig. 18.1C and D).

In addition, these authors report that MT1-MMP‐/‐ fibroblasts become trapped in

the collagen-rich dermis of 4-week-old mice (Sabeh et al. 2004). The recent work

(Hotary et al. 2006) indicates that proteolytic degradation of basement membrane

ECM components is essential for the invasion over 8 days seen with several

different tumour cell lines of carcinoma origin (summarised in Fig. 18.2B).

The Friedl group study migration within a type-I collagen gel is observed over a

24 h period, and it is possible that the differences reported may reflect the
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time-points studied. The data from Hotary et al. (2006) would suggest that the

single-cell migration observed by Friedl and colleagues in cells treated with

proteinase inhibitors and migrating in reconstructed 3D type-I collagen matrices

is not sufficient to allow migration through an intact basement membrane. Friedl’s

group has largely used the highly motile HT1080 cell line of fibrosarcoma origin in

their studies, although in their most recent study they have performed experiments

with MDA-MB-231 cells, again revealing proteolytic degradation behind the lead-

ing edge, although the localisation of MT1-MMP was not determined in these cells

(Wolf et al. 2007). As Mueller et al. (Chap. 21 this volume) comment, the temporal

generation of the ¾ collagen neoepitope is unknown and it is not inconceivable that

this may take some time to be revealed as the cell moves forward.

The recent data reviewed above suggest that short-term invasion assays in 3D

collagen matrices are not dependent on MMP function but invasion of intact

basement membranes and longer-term invasion of collagen gels requires certain

MT-MMPs.

Cell Migration Studies In Vivo

Several studies in genetically manipulated mice have suggested roles of proteinases

in cell migration. For example, TIMP1-null mice exposed to bleomycin develop an

enhanced neutrophilia in the lung (Kim et al. 2005), which is suggestive of

increased cell migration due to proteolytic action of a TIMP1-sensitive proteinase

(ADAM10 or MMPs excluding some MT-MMP family members). Possible sites of

action include MMP7 degradation of syndecan-1 (Li et al. 2002) or E-cadherin

(McGuire et al. 2003) or cleavage of basement membrane components. The role of

MMP7 is particularly supported by the fact that MMP7-null mice are protected

from bleomycin lung injury with few cells penetrating the alveolar epithelial cell

layer to enter the lung space (Li et al. 2002). In this case, in wild-type mice

generation of a gradient of the chemokine KC is set up by MMP7 cleavage of

syndecan-1. A number of recent studies in MMP-deficient mice have demonstrated

crucial roles for several MMPs in cheomokine (and cytokine) processing which

impact on neutrophil cell migration (reviewed in Van Lint and Libert 2007).

Intravital miscroscopy has begun to revolutionise our knowledge of cell migra-

tion in vivo, particularly with respect to leukocytes and tumour cells. Early intravi-

tal microscopy tumour studies by Ann Chambers and co-workers showed that the

MP inhibitor batimastat suppressed B16 melanoma liver metastases-associated

angiogenesis although tumour extravasation was not altered (Wylie et al. 1999).

The pioneering work of Sussan Nourshargh and colleagues has allowed the

mechanisms underlying leukocyte migration in vivo to be elucidated, for example

during migration through the basement membrane encountered by leukocyte and

tumour cells alike, once the endothelial barrier has been crossed. Recently, this

group has established that neutrophils transmigrate through venules and then

through the pericyte basement membrane by locating sites of lower expression of
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key components of the basement membrane (Wang et al. 2006). Immunolocaliza-

tion studies reveal that whilst expression of the proteoglycan perlecan was uniform,

identifiable ‘exit points’ had severely decreased immunostaining for type-IV colla-

gen and laminin-10 (summarised in Fig. 18.2A). Of relevance to these data, Van

Agtmael et al. (2005) have shown that in the normal retina the basement membrane

has a non-uniform thickness, indicating that there may be sites of differential

expression of ECM components in this tissue as well. Nourshargh’s group has

also shown that neutrophil elastase and other serine proteinases play an important

role in migration through the venule BM (Young et al. 2007). Whilst NE-null mice

do not show a defect in cytokine-induced transmigration, the serine proteinase

inhibitor aprotinin blocks transmigration, indicating that additional serine protei-

nases are involved. Any role for metalloproteinases in generation of sites of lower

basement membrane component expression has yet to be explored.

Thus far few studies have addressed the potential roles of MPs in transendothe-

lial cell migration in vivo. Ann Ager and colleagues demonstrated that MPs have

some roles in transendothelial migration of lymphocytes by pre-incubating lym-

phocytes with a hydroxamate MP inhibitor and thus inhibiting ADAMs and MMPs

(Faveeuw et al. 2001). These authors demonstrated that lymphocytes pre-treated

with the hydroxamate inhibitor had higher levels of surface L-selectin and accu-

mulated within the endothelial lining of high endothelial venules. Venturi et al.

(2003) have uncovered a role for L-selectin shedding in neutrophil entry into the

peritoneum in a mouse model of inflammation. L-selectin shedding, prevented by

replacement of the membrane proximal cleavage site with the equivalent sequence

from the E-selectin molecule, resulted in a significantly increased leukocyte migra-

tion into the peritoneum, although rolling was not altered, as visualised by intravital

microscopy (Venturi et al. 2003). In studies of EAE, the transmembrane receptor

dystroglycan, expressed in the brain parenchymal basement membrane, is cleaved

by MMPs 2 and 9 (but not MMPs 1, 3, 7 and 8) and as a result macrophages

penetrate the blood–brain barrier in this inflammatory condition (Agrawal et al.

2006). Mice null for MMPs 2 or 9 are resistant to EAE and macrophages fail to

infiltrate.

Zebrafish is a very attractive model system for in vivo analysis of cell migration

due to its transparency, the availability of genetic mutants and the accessibility of

pharmacological inhibitors. Very recently, Philippe Herbomel’s group has

observed neutrophil and macrophage migration in vivo in zebrafish and uncovered

the remarkable fact that whilst primitive neutrophils are rapidly attracted to sites

of injury or infection they barely phagocytose bacteria, whereas macrophages

attracted simultaneously phagocytose bacteria in great quantities (Le Guyader

et al. 2007). Zebrafish have also been used to study tumour cell migration, and a

recent study with intraperitoneal injection of several human tumour cell lines and

murine B16 melanoma shows that HT1080 cells adopt an amoeboid-like migration

and are highly invasive whereas B16 cells show a mesenchymal type of migration

(Stoletov et al. 2007). MDA-435 cells showed mixed amoeboid and mesenchymal

morphology and were poorly invasive but MDA-435 carcinoma cells over-expres-

sing RhoC (associated with human metastasis) became highly invasive and
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exhibited amoeboid-like cell migration in the zebrafish (Stoletov et al. 2007). Co-

injection experiments with parent MDA-435 cells (which do not invade in the

zebrafish) revealed that the Rho-C expressing MDA cells did not modify the

migration rate of control MDA-435 cells. The authors conclude that this suggests

that the alteration in invasion of Rho-C is intrinsic to the cell line and that

proteolytic mechanisms are not implicated in the enhanced migration of RhoC-

expressing cells. Whilst the data seem compatible with the idea that path clearing is

not occurring (which could enhance cell migration of control cells) perhaps a

further experiment with co-injection of proteinase inhibitors is warranted. Another

recent study indicates that chronic inflammation, with hallmarks of human diseases

such as psoriasis, is induced in a zebrafish with a mutation in HAI-1 (hepatocyte

growth factor activator inhibitor-1), an inhibitor of the serine proteinase matriptase

(Mathias et al. 2007). Intravital microscopy of this mutant crossed with zebrafish

with GFP-tagged neutrophils reveals that these cells display periods of random

migration with a loss of polarity and adoption of a rounded morphology whilst

pausing as well as periods of persistent migration. The authors observed that a

COX-2 inhibitor blocked neutrophil migration and induced a similar rounded

morphology, suggesting that inflammatory mediators whose production involves

COX-2 are active in vivo. Zebrafish is thus emerging as an excellent model for the

study of cell migration in vivo. Embryonic development in Xenopus laevis is

another very interesting model for in vivo analysis of metalloproteinases in cell

migration. MMP7 has been localised to migrating macrophages in Xenopus (Harri-
son et al. 2004), and recent studies indicate that in vivo macrophage migration

inhibited morpholino knockdown of XMMP7, 9 and 18 (Matt Tomlinson and Grant

Wheeler, personal communication).

Matricryptic Sites in Cell Migration

Matricryptic sites in matrix components (termed matricryptins by Davis et al. 2000)

are sites which become exposed largely through proteolytic cleavage and which

have novel biological activities. Recent reviews cover some of the major matri-

cryptic sites (Bellon et al. 2004, Tran et al. 2005), and so here brief consideration

will be given to those which relate most closely to the cell migration studies

described above.

Type-IV Collagen

A number of cryptic anti-angiogenic factors have been described in type-IV

collagen generated, for example, by MMP cleavage of tumour basement membrane

sources (reviewed in Mundel and Kalluri 2007). In some cases, these fragments

have been reported to block tumour cell migration as well through effects on
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MT1-MMP (reviewed in Pasco et al. 2005), although other studies reveal pro-

migratory cryptic sites within type-IV collagen which bind to avb3 integrins (Xu

et al. 2001). It would be of interest to determine the integrins involved in migration

through intact basement membrane in the type of experiment described in Hotary

et al. (2006) as well as the nature of any type-IV collagen fragments generated in

this model system.

Laminin 5

Degradation of the g2 chain of rat laminin 5 has been reported to expose a cryptic

site resulting in enhanced migration of tumour cells (Koshikawa et al. 2000).

However, other studies have shown that human g2 and a3 chains of laminin 5 are

degraded by BMP-1 and not by MT1-MMP or MMP2 (Amano et al. 2000). Recent

studies indicate that MMP7 cleaves the b3 chain of laminin 5 generating a 90 kDa

fragment (Remy et al. 2006). This group demonstrates that MMP-7-degraded

laminin 5 promotes migration of the colon carcinoma cell line HT29 and that

MMP7 and laminin 5 co-localise in cells on the outer borders of cellular colonies.

Signalling events generated by this cleavage event remain to be determined but this

model opens new avenues for investigation.

Proteoglycans

Proteoglycans are inhibitory to axon regeneration in both the peripheral nervous

system and the central nervous system (CNS; reviewed in Busch and Silver 2007).

Work from several laboratories has demonstrated that treatment of CNS with

chondroitinase ABC (ChABC), which cleaves GAG chains, results in enhanced

neural repair (Barritt et al. 2006). Recent studies indicate that perineuronal nets in

rat brain contain several proteoglycans including aggrecan, brevican, neurocan and

phosphocan (Deepa et al. 2006). Whilst the mechanisms by which ChABC exerts

its effects remain unclear (reviewed in Crespo et al. 2007), exposure of pro-

migratory sites in proteoglycans or other ECM components remains a possibility.

Previous work indicated that MMPs could also promote regeneration in the PNS

again by cleaving proteoglycans, though in this case one would presume through

cleavage of the protein core (Krekoski et al. 2002). Larsen et al. (2003) demon-

strated that MMP9 enhances remyelination by degradation of another inhibitory

proteoglycan NG2. Nerves and blood vessels grow into normally avascular inter-

vertebral discs, and ChABC treatment of intervertebral discs results in endothelial

cell migration and proliferation (Johnson et al. 2005). It is still unclear whether

proteoglycan degradation exposes cryptic sites or simply removes a barrier to

migration. It is of relevance to note that exencephaly occurs in the brains of

perlecan-null mice, attributed to the removal of an intact basement membrane

barrier (Costell et al. 1999).
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Type-I Collagen

In these recent investigations of cell migration in 3D (described above), the

potential roles of matricryptic sites in the ECM have yet to be explored. Studies

of cell migration in 2D have revealed that denaturation of type-I collagen (Davis

1992) or degradation of type-I collagen by MMP-13 into classical ¾ and ¼

fragments (Messent et al. 1998) leads to the exposure of an RGD site which can

then become available for binding through avb3 integrins. Exposure of vascular

smooth cells to purified ¾ collagen fragments results in markedly enhanced migra-

tion in response to PDGF-BB, visualised by time-lapse videomicroscopy (Stringa

et al. 2000). This is of interest since avb3 integrin has some role in pathological

vascular smooth muscle cell migration (reviewed in Newby 2005).

Conclusion

Much remains to be uncovered regarding proteolytic mechanisms involved in cell

migration in 3D as well as in vivo. The use of complex in vitro model systems

should result in the generation of exciting hypotheses to be tested in vivo, where

organisms such as zebrafish should allow both genetic and microscopic analysis.

The new era of intravital imaging using quantum dots with their advantages of

photostability, tunability to narrow emission spectra and potential as drug delivery

vehicles (Stroh et al. 2005) as well as second harmonic imaging of collagen will

undoubtedly extend dramatically our understanding of cell migration in vivo. In

combination with genetic approaches, these advanced microscopic techniques will

allow the interplay of cells with neighbouring cells and with their surrounding

matrix to be determined at a level which may allow more astute in vivo discrimina-

tion between, for example, proteinase inhibitors with subtly different biochemical

specificities.
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Chapter 19

New Insights into MMP Function

in Adipogenesis

Kumari L. Andarawewa and Marie-Christine Rio

Abstract Matrix metalloproteinases (MMPs) mediate homeostasis of the extracel-

lular environment. This equilibrium is modified and/or altered during normal

(adipocyte differentiation, mammary gland involution, wound healing) or patho-

logical (obesity, cancer) biological processes. While the role of MMPs is well

known during tissue involution, wound healing, and cancer, their implication

during adipogenesis has just begun to unfold. Although not designed to be compre-

hensive, this chapter provides in vitro and in vivo evidence that matrix degradation

is essential for adipogenesis, and that the proteolytic activity of MMPs is critical for

adipose tissue development. Moreover, obesity is currently a sign of poor prognosis

in various human carcinomas. In this context, the involvement of MMP11 in

adipocyte–cancer cell interaction/cross talk during the early invasive steps of

carcinomas provides evidence that the MMP system participates in this process,

and highlights a new link between obesity and cancer. How adipocytes and MMPs

might cooperate to favor tumor progression, and notably the possible role of

adipokines and adipose tissue angiogenesis, will be discussed.

Introduction

Carcinoma is deleterious for the patients due to the systemic dissemination of the

disease and metastases. The prerequisite to this process is the local colonization of

adjacent connective tissues by epithelial cancer cells at the site of the primary

tumor. This event leads to illegitimate connective cell–cancer cell interaction/cross

talk. Connective cells include fibroblasts, adipocytes, inflammatory cells, and

endothelial cells. In this context, most of the reported data have emphasized

fibroblast and inflammatory cell participation, notably via enzymatic mechanisms
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that include the plasmin and matrix metalloproteinase (MMP) proteolytic systems,

leading to extracellular matrix (ECM) remodeling and activation of latent factors.

Surprisingly, very little attention has been given to adipocytes, although it is

obvious that early local tumor invasion occurs in the immediate proximity of

preadipocytes and/or fully differentiated adipocytes in numerous organs.

In this chapter, we will examine critical aspects of MMPs in the biology of fat

cells of the ‘‘adipose organ’’ and highlight their involvement in adipogenesis. Their

function during tumor invasion will be presented with an emphasis on MMP11

(previously named stromelysin-3), a bad prognosis factor in various human carci-

nomas (Basset et al. 1990, 1997; Rio 2005). Finally, we will discuss future direc-

tions for investigation that are essential for a more complete understanding of MMP

function in adipogenesis in normal and pathological conditions.

Definition of ‘‘The Adipose Organ’’

The formation of adipose tissue is a complex process requiring the commitment of

mesodermal stem cells to a preadipocyte lineage and the conversion of preadipo-

cytes into mature adipocytes (Smas and Sul 1995, Gregoire 2001). This differenti-

ation switch activates a specific program of gene expression, notably increased

expression of two adipogenic markers, peroxisome proliferator-activated receptor

(PPAR; Fajas et al. 2001) and adipocyte protein (aP2; Tontonoz et al. 1994). Thus,

preadipocytes are ‘‘adipose precursor cells’’ which are believed to be present

throughout life. Preadipocyte proliferation and differentiation is defined by many

intrinsic and extrinsic factors. Differentiation is characterized by a change in

morphology from the elongated fibroblast-like form to the round unilocular appear-

ance of mature lipid-filled fat cells. Adipose tissue is present in all mammals. The

combination of all adipose tissue depots in a given organism has been referred to as

‘‘the adipose organ.’’ It is the only organ in the body that can markedly change in

mass during adult life (Hausman et al. 2001). The basic components of an adipose

depot are mature adipocytes, stromal-vascular (SV) cells, blood vessels, lymph

nodes, and nerves. A population of mature adipocytes includes fat cells of variable

size. Size heterogeneity is lost in obesity, and adipocyte hypertrophy (increase in

cell size) often precedes adipocyte hyperplasia (increase in cell number) in this

pathology. Adipocyte hypertrophy results from excess triglyceride accumulation in

existing adipocytes. Hyperplasia, referred to as adipogenesis, results from the

recruitment of new adipocytes from precursor cells in the adipose tissue, and

involves the proliferation and differentiation of these preadipocytes. Finally, there

are substantial regional differences in the growth and cellularity of adipose tissues

(Fain et al. 2004, Dusserre et al. 2000), which may depend on the nature of the ECM

in which preadipocytes proliferate and differentiate (Nakajima et al. 1998).

Mature lipid-filled adipocytes are terminally differentiated cells and are gener-

ally considered incapable of division, but this point is a matter of debate. Several

studies have shown that adipocyte dedifferentiation may occur after either acute

injury or in a malignant context (Meng et al. 2001, Andrade et al. 1998). Indeed,
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treatment of adipocyte-differentiated cells with tumor necrosis factor-alpha (TNF-

a) (Souza et al. 2003) or matrix metalloproteinase 11 (MMP11; Andarawewa et al.

2005) leads to lipid depletion and reversal of adipocyte phenotype accompanied by

a decrease in PPARg expression. These data indicate that adipocytes exhibit a

plasticity depending on the microenvironment.

The adipocyte is a unique cell since it is surrounded by two membranes, a plasma

membrane and a basement membrane. Differentiation is associated with an increase

in the secretion of basement membrane components such as laminin, proteoglycans,

and type-IV and -VI collagens. Once cells are committed preadipocytes (Bernlohr

et al. 1984), the original ECM is remodeled, leading to mature lipid-filled adipo-

cytes through proteinase action (Nakajima et al. 1998, Lilla et al. 2002). Thus,

adipogenesis is characterized by the conversion of a fibronectin-rich matrix to a

basement membrane (Gregoire 2001, Selvarajan et al. 2001).

Evidence that MMPs Play a Role in Adipogenesis

Several in vitro and in vivo data strongly support that MMPs are involved in the

regulation of adipocyte differentiation, in addition to ECM protein cleavage.

MMP Expression/Function During In Vitro Adipocyte
Differentiation

The first indication that MMPs might function in adipocyte metabolism came from

the mouse cell culture systems of 3T3L1 adipocyte precursors. 3T3L1 cells are

committed preadipocytes when they reach confluence. Treatment of confluent

cultures with a differentiation-inducing mix (DM) leads to the expression of

adipogenic proteins (i.e., PPARg and aP2) and the accumulation of lipids (Bernlohr

et al. 1984). MMP2, MMP3, MMP9, MMP13, and MMP14, and two of their natural

inhibitors—the tissue inhibitors of MMPs (TIMPs), TIMP2 and TIMP4—are highly

expressed during the 3T3L1 adipocyte differentiation process. On the contrary,

MMP1, MMP7, MMP11 and MMP19, and TIMP1 and TIMP3 are not expressed or

decreased during adipogenesis (Alexander et al. 2001, Croissandeau et al. 2002,

Chavey et al. 2003). Collectively, these data suggest that MMPs participate either

positively or negatively in adipocyte metabolism.

Mouse embryonic fibroblasts (MEFs) also have the capacity to differentiate into

adipocytes in response to DM (Lazar 2002). Similar to the 3T3L1 cells, MMP2 is

overexpressed and MMP11 is reduced during this process (Andarawewa et al.

2005). This cell model has been used to study the function of MMP11 on adipogen-

esis. The efficacy of wild-type or MMP11-deficient MEF primary cultures to

differentiate into adipocytes has been compared. MMP11-deficient MEFs showed

higher number and size of intracellular lipid droplets, and higher PPARg and aP2

mRNA levels compared with wild type. Thus, the potential of MMP11-deficient
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MEFs to differentiate into adipocytes is markedly increased compared with

MMP11-positive MEFs, indicating that MMP11 is a negative regulator of adipo-

genesis. Indeed, an enzymatically active mouse recombinant MMP11 protein

reverts adipocyte differentiation in 8-day DM-differentiated MMP11-deficient

MEFs. Thus, at least one MMP, MMP11, is a potent negative regulator of adipo-

genesis and has the ability to dedifferentiate adipocytes. Lastly, a separate study

showed that adipocyte maturation proceeds only in combination with MMP14-

dependent remodeling of 3D type-1 collagen scaffolding, indicating that MMP14 is

a positive regulator of adipose tissue development and function (Chun et al. 2006).

Role of MMPs in Adipose Homeostasis: Lessons
from MMP-Deficient Mice

Human adipocytes produce MMP2 and MMP9 (Bouloumie et al. 2001). Several

nonmalignant biological processes alter adipose homeostasis, most notably in

obesity and postweaning mammary gland involution. Several studies have investi-

gated the expression/role of MMPs in these processes using either wild-type or

MMP-deficient mice.

High-fat diet (HFD) treatment of wild-type mice results in increased levels of

MMP2, MMP3, MMP11, MMP12, MMP13, MMP14, MMP19, and TIMP1, and

decreased levels of MMP7, MMP9, MMP16, MMP24, and TIMP3, and TIMP4

in adipose tissues compared with mice fed a normal-fat diet (NFD) (Maquoi et al.

2002, Chavey et al. 2003). Moreover, HFD-fed MMP3-deficient (Maquoi et al.

2003), MMP11-deficient (Lijnen et al. 2002), and MMP19-deficient (Pendas

et al. 2004) mice develop more adipose tissue.

They show a higher body weight, increased adiposity, and adipocyte hypertro-

phy compared with control littermates. In contrast, TIMP1-deficient mice have

lower adipose tissue weight (Lijnen et al. 2003). These data indicate that MMP3,

MMP11, and MMP19 are involved in a negative regulatory process that controls fat

mass homeostasis in vivo. Finally, the effect of MMPs on adipogenesis during

obesity has also been confirmed using MMP inhibitors (Christiaens and Lijnen

2006). Thus, obesity is associated with profound changes in the MMP/TIMP

balance, supporting their role in the control of matrix remodeling events during

this disease.

During mammary gland involution, secretory epithelial cells die and are

replaced by adipocytes. The relationship between adipocyte metabolism and

MMP function/activity was investigated during this process, and it was shown

that MMP2, MMP3, MMP9, and MMP11 are involved (Lefebvre et al. 1992)

(Green and Lund 2005). Moreover, MMP3-deficient mice accumulate more fat in

their mammary fat pad (Alexander et al. 2001). TIMP1-overexpressing mice

exhibit a similar phenotype (Alexander et al. 2001), whereas TIMP3-deficient

mice show accelerated adipose reconstitution in their mammary glands (Fata

et al. 2001). These results indicate that MMPs determine the rate of adipocyte
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differentiation during involutive mammary gland remodeling. In this context, it has

been proposed that alteration in the fatty stroma in involuting breast tissue can

promote metastasis (Watson 2006).

Adipocytes and MMPs in Carcinomas: Two Sides

of the Same Coin?

Adipocyte function during cancer invasive processes has been neglected until

recently. This is mainly because adipocytes disappear rapidly via the desmoplastic

response of connective tissues during early invasive steps, leading to tumors devoid

of adipocytes. Nevertheless, the adipocyte is an excellent candidate to play a role in

influencing tumor behavior through heterotypic signaling processes and might

prove to be critical for tumor survival, growth, and metastasis (Iyengar et al.

2003, Manabe et al. 2003).

Adiposis and Cancer: Epidemiological Data

Obesity is a worldwide problem which impacts on the risk and prognosis of some of

the more common forms of cancer. This association is poorly understood, but solid

epidemiological data support the role of fat mass/distribution in the development of

risk factors, morbidity, and mortality (Hausman et al. 2001, Hursting et al. 2003).

The International Agency for Research on Cancer (IARC) has concluded that there

is sufficient evidence of a cancer-preventive effect for avoidance of weight gain in

several cancers (Vainio et al. 2002). A similar conclusion was drawn from a

Shangai Breast Cancer Study for breast cancer (Malin et al. 2005). More recently,

it has been proposed that adiposity might rather be related to the risk of dying from

cancer than to cancer incidence (Wright et al. 2007). Indeed, large amounts of

adipose tissues are closely associated with poor prognoses in breast cancer of obese

postmenopausal women (Manabe et al. 2003). A large American prospective

analysis of the weight—cancer relationship shows that excess body mass index is

the cause of �14% of all cancer deaths in men and 20% in women aged 50 years or

older (Calle et al. 2003). Whether obesity operates directly, via true biologic effects

of adiposity, or indirectly remains largely unknown.

Furthermore, it has been demonstrated that MMPs are involved at several steps

of cancer development, and represent markers of poor prognosis (Jodele et al. 2006,

VanSaun and Matrisian 2006, Overall and Kleifeld 2006, Chapter by Pennington

et al. this volume). Several explanations have been proposed for this pejorative

effect. One striking point is that most MMPs are paracrine factors which are

expressed and secreted by connective tissue cells, and which act on ECM and

cancer cells, notably at the early time of invasion. It is, therefore, tempting to

speculate that the role of adipocytes in cancer might be mediated, at least in part, via

MMPs, when pioneer invading cancer cells encounter neighboring adipocytes.
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MMP11 Plays a Role in Adipocyte–Cancer Cell
Interaction/Cross Talk

This hypothesis has been tested using MMP11, well known to promote tumor

development in in vivo mouse tumor experimental models (Masson et al. 1998,

Andarawewa et al. 2003, Deng et al. 2005). Although the MMP11 substrate(s)

remains unknown, it has been shown that the promoting effect of MMP11 on

tumorigenesis is dependent on its catalytic function (Noel et al. 2000). Moreover,

MMP11 does not favor cancer cell proliferation, invasive properties, or tumor

angiogenesis, but cancer cell survival (Boulay et al. 2001, Wu et al. 2001).

The impact of MMP11 has been investigated on forced cancer cell–adipocyte

interactions/cross talk, 4 days after subcutaneous injection of C26 syngeneic cancer

cells in wild-type or MMP11-deficient mice. This mimics the reaction of connective

tissue to early local cancer cell invasion, in the presence of adipocytes. Indeed, the

desmoplastic reaction is achieved very rapidly in these experiments and the tumor

stroma, containing very few or totally devoid of adipocytes, is fully constituted at

day 6 (Boulay et al. 2001). In MMP11-deficient conditions, the plasma and base-

ment membranes of adipocytes are altered, allowing the passage of lipids from

adipocytes to cancer cells and the ECM, ultimately leading to the progressive decay

of adipocytes and cancer cell death. These results indicate that MMP11 functions in

host adipocytes to favor the survival of invading cancer cells (Andarawewa et al.

2005).

Invasive Cancer Cells Induce MMP11 Expression
in Neighboring Adipocytes

Numerous clinical data have shown that high levels of MMP11 are associated with

aggressiveness of various human carcinomas and poor patient clinical outcome

(reviewed in Basset et al. 1997). MMP11 involvement in adipocyte–cancer cell

interaction/cross talk in human carcinomas has been investigated at the invasive

front of breast carcinomas. This area is devoid of constituted stroma, and therefore

exhibits a high ratio of adipocytes to fibroblasts. In contrast to normal adipose tissue

devoid of MMP11, MMP11 is expressed by adipocytes located in the proximity of

invading cancer cells. Thus, cancer cells induce MMP11 expression in proximal

adipocytes. Interestingly, a reduction in adipocyte size occurs simultaneously and

the number of peritumoral fibroblast-like cells increases. The origin of peritumoral

fibroblasts, which provide structural and biochemical support for cancer cells (Tlsty

2001), remains debated. Interestingly, it has been proposed that in addition to

increased proliferation of fibroblasts, dedifferentiation of preexisting adipocytes

in the adjacent adipose tissue and/or prevention of differentiation of preadipocytes

to mature adipocytes may also explain the extremely high fibroblast:adipocyte ratio

observed in the stroma surrounding cancer cells (Hennighausen and Robinson

2001, Meng et al. 2001).
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Together, these data indicate that the negative regulatory function of MMP11 on

adipogenesis and dedifferentiation is aberrantly restored during the early steps of

local tumor invasion. MMP11 participates, therefore, in the accumulation of fibro-

blast-like cells that might in reality be preadipocytes or dedifferentiated adipocytes,

since these cells are morphologically undistinguishable, to the detriment of adipo-

cytes. Indeed, at later timepoints of invasive carcinomas where the constituted

stroma no longer contains adipocytes, MMP11 is restricted to a particular subpop-

ulation of fibroblast-like cells located in the immediate vicinity of cancer cells and

that are not myofibroblasts (Andarawewa et al. 2005). Collectively, these data

support an essential role for adipocytes during the first steps of the tumor desmo-

plastic response, and constitute the first evidence that MMPs are implicated in such

a phenomenon.

Potential Mechanisms

The biological and molecular processes underlying the function of adipocytes

in cancer remain largely unknown. The implication that this function might be

mediated via MMPs suggests two emerging directions involving adipokines and/or

angiogenesis.

Via Regulation of the MMP System by Adipokines?

Besides their energy-storing function, adipocytes are also active endocrine cells

that produce various biologically active polypeptides, the adipokines (Maeda et al.

1997). Leptin and adiponectin are secreted to the circulation (as hormones) by the

adipocytes. Other adipokines are paracrine factors, most of them not released by

adipocytes but by nonfat cells of the adipose tissue (Fain et al. 2004). Leptin is in

direct proportion to the amount of adipose tissue, and is therefore positively

correlated with obesity, whereas adiponectin is inversely correlated with obesity

(Fischer-Posovszky et al. 2007).

There is increasing evidence for a role of adipokines (such as adiponectin and

leptin) secreted by peritumoral adipose tissues in several cancers (Schaffler et al.

2007). High circulating levels of leptin are associated with increased prostate

cancer risk and increased aggressiveness, while adiponectin levels decrease in

prostate cancer and are inversely correlated with grade of disease (Mistry et al.

2007). Leptin may also have a promoting effect on carcinogenesis and metastasis of

breast cancer (Kaur and Zhang 2005, Miyoshi et al. 2006), but there are conflicting

results (Vona-Davis and Rose 2007). Conversely, adiponectin inhibits peritoneal

metastasis development of gastric cancer (Ishikawa et al. 2007). Thus, leptin

appears to be a positive factor for tumor development and aggressiveness, while

adiponectin protects against cancers.

Several in vitro studies have shown that leptin and adiponectin regulate the

expression and/or activity of some MMPs in various cells. Leptin enhances MMP2,
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MMP9, TIMP1, and TIMP2 in HUVEC cells (Park et al. 2001), and MMP2 and

MMP9 in cytotrophoblastic cells (Castellucci et al. 2000). On the contrary, leptin

represses MMP1 expression in hepatic stellate cells (Cao et al. 2007), and MMP2 in

glomerular mesangial cells (Lee et al. 2005). Finally, adiponectin increases TIMP1

in human macrophages (Kumada et al. 2004). From these data, it is tempting to

speculate that adipocytes act in carcinomas via adipokine-mediated regulation of

MMP expression/function.

Via Adipose Tissue Angiogenesis?

A relationship between adipogenesis and angiogenesis has been reported (Rose

et al. 2004, Hausman and Richardson 2004). First, the same stem cells have been

shown to give rise to vascular cells and adipocytes (Zangani et al. 1999). Second,

adipocytes need a blood supply for survival and it has been postulated that each

adipocyte is in close proximity to a blood capillary. In obesity, neovascularization

of the expanding adipose tissue is critical for maintaining proper function. Human

microvascular endothelial cells can promote proliferation of neighboring preadipo-

cytes via unidentified paracrine signaling (Hutley et al. 2001). Park et al. (2001)

have proposed that leptin acts as a functional link between adipocytes and the

vasculature. Indeed, leptin may directly induce angiogenesis, or indirectly by

potentiating vascular endothelial growth factor (VEGF) secretion and uptake.

VEGF is expressed and secreted by adipocytes, and is critical for maintaining

local vascularity and adipose tissue accretion, as well as in the expansion and

retraction of the adipose tissue mass (Hausman and Richardson 2004). Interestingly,

there is also a relationship between VEGF and the MMP system, and MMPs are

well known to be involved in angiogenesis (Arroyo et al. 2007). In contrast,

adiponectin is a negative regulator of angiogenesis, and it has been postulated

that adiponectin antitumor effects might result via its antiangiogenic activities

(Ishikawa et al. 2007).

The angiogenic activity of adipokines is likely to provide new insights into the

relationship between obesity and cancer. It is tempting to speculate that adipose

tissue angiogenesis, which is greatly MMP-dependent, might be aberrantly restored

during carcinogenesis, thereby favoring tumor progression to metastases.

Conclusion

The studies summarized in this chapter reveal that MMPs participate in adipogen-

esis, some acting positively and others as negative factors. Moreover, studies on

MMP11 provide new insights into the function of adipose tissue in tumor progres-

sion. One issue that requires clarification is the precise role that other MMPs might

play in adipocyte–cancer cell interaction/cross talk. This chapter strongly supports

the concept that the loss of adipose tissue homeostasis and the related alterations of

MMP production/activation are major contributors to the aggressive behavior of
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human cancers. Thus, delineation of the role of the tumor microenvironment in

carcinogenesis should include adipocytes in the future. From a clinical viewpoint, it is

important to know how adipocytes would serve to promote tumor progression. The

adipokine-mediated regulation of the MMP system is likely to provide additional

insight into the relationship between fat/obesity and cancer. In particular, understand-

ing the effects of adipokines produced by the adipose tissue microenvironment on

tumor-mediated angiogenesis would be fundamental. The overall role of the adipose

tissue vascular bed, which is expanded as a result of obesity, on tumor proliferation

and invasion should be investigated. These studies should aid in identifying adipocyte-

related molecules as possible intervention points for innovative anticancer strategies.
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Chapter 20

TIMPs: Extracellular Modifiers in Cancer

Development

Aditya Murthy, William Cruz-Munoz, and Rama Khokha

Abstract The tissue microenvironment impacts health and disease by providing a

dynamic media where cells interact with the extracellular matrix scaffold, and

a sink for critical ligands that dictate cell function. These dynamics become altered

in cancer development through dysregulated proteolysis that is in part controlled by

tissue inhibitors of metalloproteinases (TIMPs). This chapter reviews TIMP evolu-

tion and structure, the metalloproteinase targets, and the substrate complexity

arising from metalloproteinase function. Individually, TIMPs inhibit proteolysis

in a temporally and spatially distinct manner, resulting in a variety of phenotypes

arising from specific TIMP deficiencies. It also discusses the consequences of

altered TIMP gene expression on cell proliferation, apoptosis, angiogenesis, inva-

sion, and metastasis in cell culture systems and mouse models. Although TIMPs

inhibit angiogenesis, invasion, and metastasis, their effects on cell proliferation and

apoptosis are tissue specific and context dependent. These studies highlight the

importance of TIMPs as cancer modifier genes.

Introduction

The tissue inhibitor of metalloproteinase (TIMP) family has evolved to regulate

tissue homeostasis through its ability to operate at the stromal–cellular interface. It

controls remodeling of the extracellular matrix (ECM) as well as the cell surface by

inhibiting the activity of several classes of metalloproteinases. TIMPs are ancient

proteins found in invertebrates and vertebrates including nematodes, insects, fish,

and mammals. However, TIMPs have not been reported in plants despite the known

R. Khokha

Department of Medical Biophysics, Ontario Cancer Institute, University Health Network, Toronto,

Canada, e-mail: rkhokha@uhnresearch.ca

D. Edwards et al. (eds.), The Cancer Degradome. 373
# Springer Science þ Business Media, LLC 2008



existence of metalloproteinases in this kingdom (Maidment et al. 1999). The

mammalian genome contains four distinct TIMP proteins, each with different yet

overlapping metalloproteinase inhibitory profiles (Murphy et al. 2003). The mam-

malian TIMP is a two-domain protein consisting of N- and C-termini and six

disulphide linkages, and can exist in glycosylated and unglycosylated forms.

Well-known targets of TIMPs include the enzymes from matrix metalloproteinases

(MMPs), a disintegrin and metalloproteinases (ADAMs), and ADAM with throm-

bospondin motif (ADAM-TS) classes (see also Chap. 37). During metalloprotei-

nase inhibition, a single netrin domain forms a wedge-like structure to interact with

the active site of the enzyme forming a 1:1 stoichiometric complex that sterically

inhibits metalloproteinase activity (Brew et al. 2000) (Fig. 20.1a).

TIMP was independently identified as a collagenase inhibitor (Cawston et al.

1981) and for its erythroid potentiating activity (Docherty et al. 1985), and addi-

tionally murine Timp1 was identified as a cell cycle-responsive gene (Edwards

et al. 1986). It was then discovered that antisense ribonucleic acid (RNA)-mediated

downregulation of TIMP1 conferred oncogenic properties on immortal but non-

transformed murine fibroblasts showing a central role for TIMP in tumorigenesis

(Khokha et al. 1989). The systems initially used to examine TIMPs included

reproductive biology (Brenner et al. 1989, Waterhouse et al. 1993), wound healing

(reviewed in Parks et al. 2004), tumorigenesis, and metastasis (Khokha et al. 1989,

1992). The cloning of all four human and murine Timp genes (Docherty et al. 1985,

Gasson et al. 1985, Stetler-Stevenson et al. 1989, Apte et al. 1994, Greene et al.

1996, Leco et al. 1997), followed by analysis of their regulatory elements and

genetic expression studies (Edwards et al. 1992, Leco et al. 1992, 1994; Wick et al.

1995, Dean et al. 2000), has revealed a more complex role in orchestrating tissue

homeostasis. Cellular and matrix turnover are both affected by TIMPs, and each

TIMP distinctly influences cell function. Clinical studies covering diverse human

cancers also document the tremendous heterogeneity of TIMP expression and their

correlation with disease stage and prognosis. Furthermore, the understanding of

TIMP function has coevolved with that of the expanding field of metalloproteinase

biology, and together they have highlighted complementary concepts essential for

the health and survival of the organism.

The Evolution and Structure of TIMPs

The significant overlap in TIMP inhibition of metalloproteinases has likely arisen

due to the events leading to the generation of each TIMP, and phylogenetic analysis

shows that the Timp genes were created by multiple duplication events (Huxley-

Jones et al. 2007) (Fig. 20.1b). Comparative genomic analyses of Timp evolution

between invertebrate and vertebrate genomes provide insight into these events.

The vertebrate Timp family arose from an earlier whole genome duplication

before vertebrate and invertebrate divergence (Yu et al. 2003). Furthermore,

whole genome duplications are probably responsible for the formation of the four
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mammalian Timp genes, before the divergence of tetrapods and teleosts. Timp1,

Timp3, and Timp4 genes are located within introns of three Synapsin genes,

suggesting that the Syn-Timp locus was duplicated at least three times in Mus
musculus and Homo sapiens. Timp2 on the contrary is not located within a

Synapsin intron, and could have arisen via duplication of Timp alone or degenera-

tion of the Syn locus after duplication. While Ciona intestinalis has a single Timp

orthologous to the four human Timps, Danio rerio has four Timp2 genes (Timp2a,

b,c,d) orthologous to the human Timp2 (Huxley-Jones et al. 2007). This indicates

that duplication events occurred in the Timp2 locus in D. rerio after the tetrapod/

teleost divergence. Among the four mammalian Timp genes, Timp1 is considered

to most closely resemble the ancestral Timp, as it demonstrates the lowest rate of

evolutionary change (Brew et al. 2000). Figure 20.1b illustrates the sequence of

gene duplications leading to the creation of each Timp gene. Timp3 is the second

most ancient while Timp2 and Timp4 arose from the final duplication event and are

the newest members of the family.

Invertebrate and vertebrate TIMPs differ significantly in both structure and

function. The two Caenorhabditis elegans TIMPs are single-domain proteins con-

sisting of only the N-terminal region of mammalian TIMP, whereas the single

Drosophila melanogaster TIMP has the two-domain structure, and functionally

resembles the mammalian TIMP3. It is able to inhibit the activity of D. melanoga-
ster ADAM17 along with MMP inhibition (Pohar et al. 1999, Wei et al. 2003) and

associates strongly with the ECM via interactions with hyaluronic acid, both

properties unique to the mammalian TIMP3. Until recently, the N-terminal end of

TIMP3 was thought to be solely responsible for the TIMP3:ECM binding. However,

elegant work by Lee et al. (2007) has revealed that in fact both N- and C-termini are

involved in ECM binding. Both termini utilize basic amino acids such as lysine and

arginine in this interaction, as exhaustive mutations to specific amino acids at either

terminus, together with domain swapping to generate ECM-adhering TIMP1 that

clearly identify the six amino acids (N-terminus: Lys-26, 27, 30, and 76; C-terminus:

Lys-165 and Arg-163) required for ECM binding. Figure 20.1a represents a

schematic of the prototypical two-domain TIMP, with the MMP-inhibitory and

ECM-binding residues indicated. As TIMP1 and TIMP3 are structurally similar, the

figure also illustrates the residues of TIMP3 that are absent in TIMP1. The crystal

structure of a full length TIMP has yet to be solved, as only the N-termini in

isolation or complexed with MMP have been obtained thus far (Fernandez-Catalan

et al. 1998, Morgunova et al. 2002, Iyer et al. 2007).

Targets of TIMPs and Phenotypes of TIMP Deficiency

As the number of published substrates processed by each MMP, ADAM, and

ADAMTS steadily increases, the biological importance of each TIMP in regulating

tissue homeostasis comes to light. Table 20.1 lists the inhibitory capability of

individual TIMPs on some common metalloproteinases (MMP2, MMP7, MMP9,
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MT1-MMP, ADAM10, ADAM12, ADAM7, ADAM33, and ADAMTS4), as well

as the substrates processed by each of these enzymes. Given the substrate repertoire

that represents ECM and cell-surface molecules, the complexity is evident in TIMP

regulation of multiple signaling pathways. At the stromal–cellular interface, TIMPs

can elicit a paracrine response by ligand processing or modulate cell autonomous

Table 20.1 Murine phenotypes arising from individual Tissue Inhibitor of Metalloproteinase

(TIMP) knockouts

Phenotypes Reference

Timp1�/� Reduced luminal obliteration/increased

reepithelialization after tracheal transplantation

Chen et al. 2006

Enhanced acute lung injury after bleomycin exposure Kim et al. 2005

Increased HGF activity in regenerating livers Mohammed et al. 2005

Altered LV geometry and cardiac function Roten et al. 2000

Exacerbated LV remodeling after myocardial

infarction

Creemers et al. 2003,

Ikonomidis et al. 2005

Enhanced estrogen-induced uterine edema Nothnick et al. 2004

Decreased serum total testosterone levels Nothnick et al. 1998

Reduced serum progesterone levels during corpus

luteum development

Nothnick 2003

Decreased adipose tissue development during

nutritionally induced obesity

Lijnen et al. 2003

Timp2�/� Increased nerve branching and acetylcholine receptor

expression

Jaworski et al. 2006

Weakened muscle and reduced fast-twitch muscle

mass

Lluri et al. 2006

Deficits in preattentional sensorimotor gating Jaworski et al. 2005

Required for efficient pro-MMP-2 activation both in

vivo and in vitro

Caterina et al. 2000,

Wang et al. 2000

Timp3�/� Enhanced metastatic dissemination to multiple organs Cruz-Munoz et al. 2006b

Increased susceptibility to LPS-induced mortality Smookler et al. 2006

Enhanced tumor angiogenesis in response to FGF-2 Cruz-Munoz et al. 2006a

LV dilation and dilated cardiomyopathy following

aortic banding

Kassiri and Khokha 2006

Increased pulmonary compliance following LPS

challenge

Martin et al. 2005

Increased inflammatory response to intra-articular

antigen injection and TNF-alpha

Mahmoodi et al. 2005

Spontaneous LV dilatation, cardiomyocyte

hypertrophy, and contractile dysfution

Fedak et al. 2004

Impaired bronchiole branching morphogenesis Gill et al. 2003

Chronic hepatic inflammation and failure of liver

regeneration

Mohammed et al. 2004

Spontaneous air space enlargement and impaired lung

fuction in aged mice

Leco et al. 2001

Accelerated apoptosis during mammary gland

involution

Fata et al. 2001

Timp3þ/� Acceleration of type 2 diabetes when combined with

insulin receptor heterozygosity

Federici et al. 2005
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function. The immune response is a classical example where such proteolytic

processing alters immune cell activation, migration, function of clearing antigen,

and finally resolution of inflammation as reviewed in Murphy et al. (2008).

Extracellular proteolytic cascades also trigger ‘‘start’’ or ‘‘stop’’ signals for

proliferation to guide cell division. The process of liver regeneration, where

�70% of the liver is surgically removed to initiate compensatory hepatocyte

proliferation, offers a powerful in vivo system to study the contribution of metallo-

proteinases and TIMPs in cell division. Factors important for liver regeneration, as

demonstrated by genetic mutant models, are often direct or indirect target of

metalloproteinases, and therefore regulated by TIMPs as reviewed in Mohammed

and Khokha (2005).

Although there is significant overlap in the repertoire of metalloproteinases

inhibited by each TIMP, the expression and localization patterns of these inhibitors

limit the ability of an individual TIMP to comprehensively regulate MMP activity

in vivo. Murine expression analyses indicate that TIMP1 is highly expressed in the

muscle, lung, and bone, TIMP2 is ubiquitously expressed, TIMP3 is enriched in

the heart, kidney, lung, and thymus, and TIMP4 in heart, brain, and muscle (Leco

et al. 1994, 1997; Fata et al. 1999, Nuttall et al. 2004). Reproductive organs are

enriched in most TIMPs and demonstrate cell-type specificity within each tissue.

For instance, TIMP2 is present in stromal cells, and TIMP3 and 4 in epithelial

cells of the developing mouse mammary gland (Fata et al. 1999, Nuttall et al. 2004).

Therefore, despite having common targets, each TIMP can regulate unique cellular

processes by inhibiting an ADAM, ADAMTS, or MMP in a specific tissue com-

partment (Chirco et al. 2006). It is important to note that in addition to inhibiting

metalloproteinase function, TIMPs have been shown to operate via MMP-indepen-

dent mechanisms. Below, we discuss phenotypes arising in Timp-deficient mice

and attempt to describe the many consequences of regulating metalloproteinase

function, connecting ECM remodeling, intracellular signaling, and pathology.

TIMP1

TIMP1 was identified as having erythroid potentiating activity (EPA) owing to its

ability to augment red blood cell colony formation (Gasson et al. 1985). TIMP1-

deficient mice display mild phenotypes when challenged in several models includ-

ing elevated cardiac ECM breakdown (Roten et al. 2000, Creemers et al. 2003,

Ikonomidis et al. 2005), enhanced hepatocyte proliferation (Mohammed et al.

2005), and altered metabolic control of obesity (Lijnen et al. 2003) (Table 20.1).

In accord with its high expression in reproductive tissue, male TIMP1-deficient

mice have modestly lower testosterone levels. Importantly, each TIMP exhibits a

unique pattern of expression during sexual maturation in both females and males,

suggesting their specific roles at puberty (Nothnick et al. 1998). The well-studied

MMPs and ADAMs inhibited by TIMP1 include MMP1, MMP9, ADAM10, and

ADAMTS4 (Table 20.2), while TIMP1 is a poor inhibitor of membrane-type matrix
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metalloproteinases (MT-MMPs). The MMP-inhibitory function of TIMP1

correlates well with the phenotypes of heart tissue remodeling and ventricle function

(Roten et al. 2000, Creemers et al. 2003, Ikonomidis et al. 2005). TIMP1 has also been

shown to regulate cell proliferation by inhibiting the release of hepatocyte growth

factor (HGF) by MMP2 and MMP9. HGF is an important growth factor required for

liver regeneration (Lindroos et al. 1991, Schmidt et al. 1995), and hepatocytes

of Timp1�/� mice show an accelerated entry into the cell cycle. Specifically,

Timp1�/� mice exhibit elevated HGF signaling culminating in accelerated hepato-

cyte cell division. In this model, the MMP-inhibitory function of TIMP1 is

important in regulating cell proliferation (Kim et al. 2000, Mohammed et al. 2005).

TIMP2

The well-established biological function of the TIMP family is to inhibit activated

metalloproteinases. While this is role is performed by all TIMPs, TIMP2 paradoxi-

cally has a central function in MMP2 activation at the cell surface. It acts as an

adaptor for MMP2 by allowing the formation of a trimolecular complex involving

MT1-MMP/TIMP2/Pro-MMP2, where pro-MMP-2 is activated in a two-step pro-

cess (Caterina et al. 2000, Wang et al. 2000, English et al. 2006). Thus, TIMPs are

capable of regulating metalloproteinase activity via multiple mechanisms (Toth

et al. 2000, Wang et al. 2000). Despite its previously mentioned ubiquitous expres-

sion pattern, only neurological phenotypes have been reported in TIMP2 null mice

(Jaworski et al. 2005, Jaworski et al. 2006). Lluri et al. (Lluri et al. 2006) have

shown that TIMP2 is expressed at neuromuscular junctions and colocalizes with ß1

integrin. Interestingly, ß1 integrin expression is decreased in TIMP2-deficient

muscle, suggesting a role for this cell adhesion molecule in maintaining muscle

fiber integrity. The molecular mechanism explaining the decrease in ß1 integrin

expression in Timp2�/� tissue has not been investigated, but one can speculate

that the resulting loss of ECM stability and enhanced metalloproteinase activity

indirectly contributes to integrin proteolysis (Seo et al. 2003) (Table 20.2).

TIMP3

TIMP3 is the only TIMP genetically linked to a human disease. Individuals

harboring mutations in the C-terminal of TIMP3 suffer from a macular degenera-

tive disease termed Sorsby’s fundus dystrophy (SFD) (Weber et al. 1994a, b).

Interestingly, the MMP-inhibitory property of the mutant TIMP3 is maintained in

patients with SFD, indicating that the mechanism underlying the disease is MMP

independent. In fact, the elevated production and resulting accumulation of mutant

TIMP3 in the Bruch’s membrane of patients with SFD is causal to macular

degeneration (Langton et al. 2000).
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Our group has investigated the physiological role of TIMP3 in multiple tissues

by exposing Timp3�/� mice to specific stimuli (Table 20.1). Two of the earliest

phenotypes identified were that of air space enlargement in the lung and accelerated

involution of the mammary gland of TIMP3 knockout mice (Fata et al. 2001, Leco

et al. 2001). Study by Fata et al. (2001) shows that the loss of TIMP3 is conducive to

accelerated apoptosis during mammary involution, in part owing to greater matrix

proteolysis; the molecular mechanisms contributing to cell death still remain to be

understood. TIMP3 is a potent inhibitor of many MMP, ADAM, and ADAMTS

enzymes (Table 20.2), and the observations of pulmonary air space enlargement

(Leco et al. 2001), dilated cardiomyopathy (Fedak et al. 2004), and cartilage

degradation (Sahebjam et al. 2007) in Timp3�/� mice indicate that enhanced

metalloproteinase activity leads to compromized ECM homeostasis as a function

of aging. Later studies by Mohammed et al. (2004), Smookler et al. (2006), and

Mahmoodi et al. (2005) investigated the role of TIMP3 in regulating inflammation

and proliferation dependence on the tumor necrosis factor (TNF)-signaling path-

way, establishing TIMP3 as an important negative regulator of TNF bioavailability

owing to its unique ability to inhibit ADAM17. The lack of Timp3 results in

increased circulating levels of TNF as well as its two receptors, TNFR1 and

TNFR2. Federici et al. (2005) identified a novel role for TIMP3 in providing

protection from type-2 diabetes via modulation of TNF shedding by transarterial

chemoembolization (TACE). Here, elevated vascular inflammation accompanied

by insensitivity to insulin signals caused the development of glucose intolerance

and hyperglycemia in Timp3�;InsR� mice at 6 months of age (Table 20.1). Using

a heart disease model of pressure overload, Kassiri et al. (2005) dissected the

dysregulation of MMP and ADAM activities in Timp3�/� mice and found that

increased TNF transcriptionally upregulated several specific MMPs (MMP2, MT1-

MMP, MMP13) while exerting no effect on others (MMP7, MMP9). Intriguingly,

the combination of Timp3 and TNF deletion led to a greater neutrophil influx and

production of MMP8 in cardiac tissue. Here, TIMP3 molecularly linked

ECM turnover with that of cytokine activity when cardiac tissue homeostasis was

perturbed.

TIMP4

The last member of the TIMP family, TIMP4, has yet to be investigated through the

gene targeting approach. TIMP4 protein is present in cardiomyocytes and smooth

muscle cells, with lower levels in the brain and muscle (Koskivirta et al. 2006). Its

colocalization with inflammatory cells such as macrophages and CD3þ T cells

suggests a role in inflammatory cardiac pathologies such as atherosclerotic lesions

where it localizes within necrotic regions. As TIMP4 exhibits the most restricted

expression pattern of all the four TIMPs in mice, its effects may be limited to the

target organs despite its property of being a secreted protein. Future work will no
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doubt reveal new roles of this inhibitor as a regulator of processes influencing

cardiac and inflammatory homeostasis.

Summary

None of the Timps are essential during mouse development as individual knockouts

of Timps do not exhibit in utero lethality, although D. melanogaster Timp mutant

phenocopies integrin mutants displaying inflated wings and premature lethality

(Godenschwege et al. 2000). Overall, we see regulation of three important systems

from the in vivo analysis of TIMP function: ECM remodeling, cytokine and growth

factor bioavailability, and inflammatory cell function, critical in maintaining tissue

homeostasis. It is evident that deletion of a single Timp does not result in a

complete loss of regulation of these processes raising the possibility of functional

compensation by other three Timps. However, when tested through measurement of

RNA expression in several tissues, we have not observed alteration in the expres-

sion of TIMPs 1, 2, and 4 in Timp3�/�mice. Interestingly, TIMP3 demonstrates the

ability to simultaneously affect all three systems. These systems are intricately

connected in vivo as ECM cleavage releases not only the structural constraints but

also ECM-bound ligands, and TIMP regulation of receptor shedding influences

ligand:receptor kinetics. Thus, TIMPs alter the amplitude of a signaling stimulus as

well as the triggers that serve to recruit infiltrating cells. The tissue- and stimulus-

specific requirement of each TIMP makes them important in maintaining tissue

homeostasis.

TIMPs in Cancer

When it comes to understanding the role played by TIMPs in tumorigenesis, we

have at our disposal literature from a vast number of clinical studies and also

following TIMP manipulation in experimental systems. Generally, there is a lack

of consensus on the significance of TIMP expression patterns in human cancers

and patient outcome, and this complexity will not be discussed in this chapter.

Below we summarize how different TIMPs affect processes fundamental to cancer

development (apoptosis, proliferation, angiogenesis, invasion), as revealed through

in vitro studies followed by studies of cancer development in genetic models.

Cell Proliferation

TIMP1 and TIMP2 were initially identified as important factors in erythropoeisis

due to their erythroid potentiating activity (Stetler-Stevenson et al. 1992, Murate

et al. 1993). Surprisingly, an antisense RNA-mediated downregulation of TIMP1
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transformed murine 3T3 fibroblasts into tumorigenic cells (Khokha et al. 1989).

Current research investigating the roles played by TIMPs in regulating proliferation

of both normal and malignant cells demonstrate that the cellular context within

which each TIMP is expressed may dictate its effect on proliferation (Hayakawa

et al. 1990, Baker et al. 1998, Fata et al. 1999, Celiker et al. 2001, Hoegy et al. 2001,

van der Laan et al. 2003). Table 20.3 shows that each TIMP can exert opposing

effects on proliferation, either enhancing or inhibiting the process depending on the

cell type involved. Additionally, the mechanisms by which these effects are pro-

pagated differ between each study, involving pathways such as extracellular signal-

regulated kinases (ERK) (Petitfrere et al. 2000), epidermal growth factor receptor

(EGFR) (Hoegy et al. 2001), vascular endothelial growth factor (VEGF) (Seo et al.

2003), hepatocyte growth factor (HGF) (Mohammed et al. 2005), fibroblast growth

factors (FGF), nuclear factor-kappa B (NFkB) (Lizarraga et al. 2004), and cyclin

D1. However, most of these responses have not been studied in depth to identify the

direct connection between these signaling effectors and the ligands under TIMP

regulation. It is also important to note that not all of the mentioned pathways are

investigated in each system, and doing so would reveal common signals influenced

by each TIMP regardless of the cell type.

Apoptosis

As shown in Table 20.3, TIMPs are able to trigger apoptosis in a variety of cell

types including fibroblasts, endothelial, epithelial, and hematopoietic cells. Resis-

tance to apoptosis is an important early trait in cellular transformation. While the

intracellular signaling pathways involved in apoptosis take centre stage, the direct

link between TIMPs and cell death is not well defined. This is partly because of

their target repertoire, many of which act as triggers of apoptosis. Hepatic stellate

cells overexpressing TIMP1 exhibit an antiapoptotic phenotype in vitro, and

Murphy et al. (2002) demonstrate that the antiapoptotic effect is dependent on its

MMP inhibitory function, as a specific loss-of-function mutation at the MMP-

inhibitory region enhances stellate cells susceptibility to various apoptotic stimuli.

Studies on a variety of cell lines such as the erythroleukemia cell line UT-7,

endothelial cells, and breast epithelial cells by independent groups show that

TIMP1 inhibits apoptosis via a PI(3)K-dependent manner and modulation of the

Bcl family of proteins (Lambert et al. 2003, Boulday et al. 2004, Liu et al. 2005). In

contrast to TIMP1, adenoviral TIMP3 overexpression leads to enhanced apoptosis

in several cell types (Baker et al. 1998). Given the specificity of TIMP3 for

inhibiting ADAM17, and ADAM17-mediated shedding of TNF and its receptors,

TIMP3 overexpression in vitro results in stabilization of the death receptors Fas and

TNFR1, thereby sensitizing cells to receptor-mediated apoptosis via a caspase-

dependent mechanism (Smith et al. 1997, Bond et al. 2002, Ahonen et al. 2003).

Consistent with these roles of TIMP3, clinical studies have demonstrated that

epigenetic silencing of TIMP3 via methylation occurs in several types of human
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Table 20.3 TIMP effects on apoptosis, angiogenesis, proliferation and invasion in vitro

Method Apoptosis Reference

TIMP-1 rTIMP1 Reduce caspase 3 activity, enhance Bcl-

2 expression in hepatic stellate cells (HSC)

Murphy et al.

2002

rTIMP1 Increase activity of PI-3K/AKT, JAK2 tyrosine,

and Bad phosphorylation, maintained Bcl-XL

expression

Lambert et al.

2003

rTIMP1 Inhibit TNF-induced apoptosis, activation of

PI-3K/AKT in endothelial cells

Boulday et al.

2004

rTIMP1 Protect MCF10 cells from TRAIL-induced cell

death, caspase (3,8,9) activity, FAK

and PI-3K activation

Liu et al.

2005

TIMP-2 rTIMP2 Increase apoptosis in activated T lymphocytes and

Tsup or Jurkat lymphoma cell lines

Lim et al.

1999

TIMP2 vector Increase apoptosis in HCC tumor Tran et al.

2003

TIMP3 Ad-TIMP3 Induction of caspase 8/9 activation and cleavage of

PPAR and FAK, mitochondrial acitivation

Bond et al.

2002

rTIMP3,

Ad-TIMP3

Stabilization of death receptors (TNF-R, FAS,

TRAIL-RI), caspase 8 activation

Ahonen et al.

2003

Ad-TIMP3 Reverses antiapopotic effect of TNF-a on Fas-

induced apoptosis, inhibits NF-kB activation

Drynda et al.

2005

AdTIMP3 Increased apoptosis of rat aortic smooth muscle

cells

Baker et al.

1998

TIMP4 rTIMP4 Decrease apoptosis in MDA-MB-435-derived

tumors, increase expression of Bcl-2 and

Bcl-XL

Jiang et al.

2001

Purified

TIMP4

Induce apoptosis in transformed cardiac fibroblast

but not in normal fibroblastst

Tummalapalli

et al. 2001

Method Angiogenesis Reference

TIMP1 rTIMP1 Inhibit FGF-2-induced neovasucularization,

decrease HMVEC migration tumor

angiogenesis

Johnson et al.

1994

retrovirus-

TIMP1

Decrease EC migration and angiogenesis in

Burkitt’s lymphoma

Guedez et al.

2001

rTIMP1 Decrease HDMEC migration, increased levels

of VE cadhering, dephosphorylation of FAK,

and paxillin and PTEN expression

Akahane

et al. 2004

TIMP2 TIMP2 vector Decrease invasiveness/migration of EC and

tumor angiogenesis

Valente et al.

1998

rTIMP2 Decrease SHP1-integrin association and

increase phosphatase activity against FGF-

R1 and VEGF-R2

Seo et al.

2003

retrovirus-TIMP2 Inhibit angiogenesis, MPK-1 phosphatase

upregulation, inactivation of MAPK

pathways

Feldman et al.

2004

TIMP3 rTIMP3 Inhibit SP1-induced EC invasiveness in fibrin

and collagen

Bayless and

Davis

2003
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Table 20.3 (continued)

Method Angiogenesis Reference

rTIMP3 Compete for binding to VEGFR2 Qi et al. 2003

Ad-TIMP3 Inhibit VEGF-induced tubulogenesis of

HEMVEC

Plaisier et al. 2004

KO Enhance angiogenesis in tumor and in

response o FGF-2

Cruz-Munoz et al.

2006a

TIMP-4 rTIMP4 Decrease HUVEC and HDMEC

tubulogenesis in fibrin

Lafleur et al. 2002

rTIMP4 Inhibit migration of EC Fernandez and

Moses 2006

Method Cell proliferation Reference

TIMP1 purified

TIMP1

Stimulate erythroid burst-forming units Hayakawa

et al. 1990

rTIMP1 Decrease proliferation of mammary ductal

epithelial cells

Fata et al.

1999

rTIMP1 Increase proliferation of MDA-MB-435 and

activation of ERK and p38 pathways

Porter et al.

2004

TIMP-2 rTIMP2 Suppression of TYK growth factor-induced

proliferation, disrupt EGFR phosphorylation/

Grb-2 association

Hoegy et al.

2001

rTIMP2 Inhibit HMVEC proliferation in response to

FGF/VEGF, decrease SHP1-integrin

association

Seo et al.

2003

rTIMP2 Increase proliferation of A549 lung epithelial,

cyclin D1 upregulation, NF-kB activation,

IkBb decrease

Lizarraga

et al. 2004

TIMP-3 AdTIMP3 Increase proliferation of cardiac fibroblasts Lovelock

et al. 2005

AdTIMP3 Decrease proliferation of RA-synovial fibroblasts van der Laan

et al. 2003

TIMP4 AdTIMP4 Increase proliferation of cardiac fibroblasts Lovelock

et al. 2005

rTIMP4 Decrease proliferation of G401 Wilm’s tumor cells Celiker et al.

2001

Method Invasion Reference

TIMP1 Inducible

TIMP1

Decreased invasive potential in B16F10

melanoma

Khokha et al.

1992

AdTIMP1 Reduced SK-Mel5 and A2058 melanoma

invasiveness

Ahonen et al.

1998

bCat-induced
TIMP1 Decreased invasiveness of fribromatosis cells Kong et al. 2004

TIMP2

AdTIMP2 Reduced invasion and attachment by SK-Mel5

and A2058 melanoma

Ahonen et al.

1998

AdTIMP2 AdTIMP2 expression decreases invasion of

PANC-1

Rigg and

Lemoine

2001

rTIMP2 Inhibit migration and invasion of MCF10A Ahn et al. 2004
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cancers such as melanoma, breast, pancreatic, prostate, colon, and cervical, sug-

gesting its role as a tumor suppressor (House et al. 2003, Karan et al. 2003, van der

Velden et al. 2003, Han et al. 2004, Widschwendter et al. 2004, Lui et al. 2005,

Riddick et al. 2005, Kim et al. 2006, Bai et al. 2007). Compared to TIMP1 and

TIMP3, less is known of the effects of TIMP2 and TIMP 4 on apoptosis. Current

literature suggests that the MMP inhibitory function of TIMP2 protects macro-

phages from apoptosis in an in vitro overexpression model (Johnson et al. 2006)

while enhancing apoptosis in T lymphocytes (Lim et al. 1999).

The in vitro studies that demonstrate elevated TIMP3 expression results in

enhanced apoptosis in normal and transformed cells (Ahonen et al. 1998, 2003;

Baker et al. 1999, Bond et al. 2002) are in conflict with the in vivo study where a

lack of TIMP3 leads to accelerated mammary epithelial apoptosis during mammary

involution. The level of TIMP overexpression achieved in these in vitro systems is

well above physiological thresholds. Regardless of the manner of TIMP3 manipu-

lation, the cell death response remains the same, suggesting that the balance

between metalloproteinases and their inhibitors, rather than each component per

se, may dictate cell death.

Angiogenesis

Table 20.3 summarizes the mode of TIMP manipulation and their effects on the

steps involved during angiogenesis, and these studies consistently show that elevat-

ed TIMP levels inhibit angiogenesis. Addition of recombinant TIMP1 results in

enhanced cell adhesion caused by increased expression of adhesion molecules

VE-cadherin and PECAM-1 on endothelial cells. Additionally, the phosphorylation

of intracellular focal adhesion kinase (FAK) required for focal adhesion is revers-

ed in this model, further inhibiting migration in an MMP-independent manner

(Akahane et al. 2004). However, consistent with the antiapoptotic role of TIMP1,

initial proliferation of tumorigenic cells is enhanced in models overexpressing

TIMP1 as demonstrated in a Burkitt’s lymphoma cell line (Guedez et al. 2001).

Table 20.3 (continued)

Method Apoptosis Reference

rTIMP2 Reduced invasion by MDA-MB-435 and

MDA-MB-231 breast carcinoma cells

Lee et al. 2005

TIMP3 TIMP3

vector

Reduced invasion by SK-Mel5 and A2058

melanoma

Ahonen et al. 1998

AdTIMP3 Decreased invasiveness of leiomyosarcoma cells Castagnino et al.

1998

AdTIMP3 Decreased invasiveness of smooth muscle cells Baker et al. 1998

AdTIMP3 AdTIMP3 reduced invasion by Hela and

HT1080

Baker et al. 1999

TIMP4 rTIMP4 Reduced invasive potential of MDA-MB-435 Wang et al. 1997
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TIMP2 and TIMP3 act on similar intracellular pathways in cancer cell lines when

overexpressed, inhibiting the function of FGF and VEGF networks (Seo et al. 2003,

Feldman et al. 2004). Both TIMP2 and TIMP3 appear to antagonize FGF and

VEGF interaction with their receptors and ablate downstream signaling, a possible

mechanism for inhibiting angiogenesis (Spurbeck et al. 2002, Qi et al. 2003).

Additionally, the MMP and ADAM inhibitory capabilities of both TIMP2 and

TIMP3 have been implicated in regulating endothelial cell tube morphogenesis

and stabilization of vascular networks in vitro owing to the inhibition of MMP1,

MMP10, MT1-MMP, and ADAM10 (Saunders et al. 2006). Compartmentalization

of TIMP function is evident here as TIMP3 is supplied by pericytes and TIMP2 by

endothelial cells, both required for blood vessel stabilization. The role of TIMP3 as

a competitive inhibitor of VEGF to VEGFR binding is one of the earliest examples

of MMP-independent functions of TIMPs.

Cell Contact and Motility

The previously discussed cellular processes of apoptosis and proliferation indicate

that TIMP effects are dependent on the target cell type tested, and the mode or level

of TIMP manipulation. As a consequence, it is difficult to generalize their effects in

these basic processes. On the contrary, as with angiogenesis, it is evident that

enhancing TIMP activity in vitro results in a decreased invasive and metastatic

capacity of many normal and malignant cells (Ahonen et al. 1998, Baker et al. 1999,

Engers et al. 2001, Ahn et al. 2004, Kong et al. 2004). TIMP-modulated cell lines

show altered cell density and reduced cell adhesion owing to FAK redistribution

and lowered cadherin expression in fibroblasts (Ho et al. 2001). Beta catenin

signaling is important in modulating cell adhesion, and cells lacking Timp3 display

increased signaling and altered target gene expression, specifically elevated MMP7.

The functional consequence of altered beta catenin signaling on cell adhesion varies

between epithelial and mesenchymal cell types. Notably, TIMP3 inhibition of this

pathway seems to be an important feature of mammary gland morphogenesis in

vivo (Hojilla et al. 2007).

A diverse set of mechanisms is involved in cell motility and tumor cell invasion.

Cell motility depends on both cytoskeletal changes and altered intercellular contact.

Rho and Rac GTPases are important early signals that control the actin cytoskeleton

and several groups have reviewed their role in cell movement in both normal

and malignant cells (Fryer and Field 2005, Cancelas et al. 2006, Moldovan et al.

2006, Rose et al. 2007). Additionally, Rac-mediated expression of cadherins

enhances cell–cell adhesion and antagonizes cell motility (Yamada and Nelson

2007). Engers et al. (2001) demonstrate that Rac induces the expression of TIMP1

and TIMP2, which, in turn, inhibit the invasive capacity of human renal cell

carcinomas. These findings suggest that TIMP1 and TIMP2 are induced by GTPases
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and inhibit metalloproteinase activity in a very localized microenvironment. Over-

expression of TIMP1 and TIMP2 is known to inhibit invasion of B16F10 melanoma

cell lines in vitro (Khokha et al. 1992, Ahn et al. 2004).

Membrane-type metalloproteinases such as MT1-MMP are critical promoters of

invasion in three-dimensional (3D) collagen gels (see also Chap. 18). Comparative

analysis of multiple MMPs with MT1-MMP has shown that MT1-MMP activity is

required for motility of several cell types (Hotary et al. 2003, 2006; Sabeh et al.

2004, Zhai et al. 2005). This metalloproteinase is a potent collagenase, and, as

mentioned earlier, provides the anchoring mechanism for MMP2 at the cell surface

in addition to mediating its activation. TIMPs display variable efficiencies at

inhibiting MT1-MMP. For instance, TIMP1 is unable to inhibit this metalloprotei-

nase, while TIMP2 is the critical adaptor between MT1-MMP andMMP2 at the cell

surface (Barbolina and Stack 2007). At higher concentrations, TIMP2 is an effec-

tive inhibitor of MT1-MMP. Comparative analysis with mouse embryonic fibro-

blasts deficient in individual TIMP, in a culture system designed to study MT1-

MMP activity and pro-MMP-2 activation at the cell surface, demonstrates that

TIMP2 and TIMP3 are key modulators of this metalloproteinase (English et al.

2006). How this complex may operate in vivo, on individual and combined Timp2

and Timp3 deficiencies, to regulate cell motility and tumor cell invasion is an

important question that remains to be answered.

In Vivo Models of Cancer Biology

Analysis of TIMP function in vitro provides insight into the biochemical processes

that drive MMP inhibition, downstream signaling, and the consequences to cellular

function in a cell autonomous or monoculture system. However, the tissue micro-

environment is an important biological niche that harbors TIMPs, regulating the

processes discussed above in a paracrine or systemic manner. This is best investi-

gated using in vivo models, where TIMP levels have been modulated. Genetic

models allow us to investigate TIMP function in a system that is physiologically

relevant in terms of tissue structure, function, pathology, and molecular biology.

Transgenic Timp expression or Timp deletion has been used to map effects on

cell proliferation and cell death during physiological phenomena (mammary mor-

phogenesis, liver regeneration; Table 20.1), and on malignant processes (neoplasia,

metastasis; Table 20.4). Timp1 knockdown or loss of Timp3 in the mammary gland

causes accelerated ductal morphogenesis indicating their natural inhibitory function

during pubertal mammary development. In contrast, elevating TIMP levels through

implanted slow-release pellets show that while TIMP1, TIMP3, and TIMP4 inhibit

ductal morphogenesis, TIMP2 accelerates this growth. Consistently, hepatic Timp1

overexpression affects liver regeneration by delaying hepatocyte entry into the cell

cycle, whereas Timp1 knockdown accelerates this process. In a model of liver

fibrosis, transgenic expression of TIMP1 has an antiapoptotic effect on hepatic
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stellate cells in vivo. Timp3�/� hepatocytes have a more rapid entry into the cell

cycle; however, this is followed by enhanced cell death and a failure of liver

regeneration. Timp3�/� mice also exhibit accelerated apoptosis during postlacta-

tion mammary gland involution. These studies provide insights into the effects of

individual Timps on cell proliferation and cell death in a tissue context. However,

since the above in vivo systems have often utilized readouts at the cellular or

morphological levels, how many steps removed is the extracellular TIMP from

the intracellular pathways remains to be defined.

To date, studies on TIMP1 transgenic mice have yielded significant findings on

its role in tumor initiation, growth, and invasion. The viral oncogene Simian Virus

40/T antigen (SV40/TAg) induces heritable hepatocellular carcinoma when over-

expressed in mice (Martin et al. 1996). Transgenic mice that overexpress hepatic

TIMP1 display inhibited initiation and growth of TAg-induced hepatocellular

carcinoma (Martin et al. 1996, 1999b). This counters some in vitro findings that

TIMP1 has antiapoptotic properties when overexpressed (Lambert et al. 2003,

Boulday et al. 2004, Liu et al. 2005). The molecular mechanism by which this

inhibition occurs is through the insulin growth factor (IGF)-signaling pathway, an

important mitogenic network whose significance is well established in both normal

and malignant cells (Miller and Yee 2005, Karamouzis and Papavassiliou 2006,

Kurmasheva and Houghton 2006, Renehan et al. 2006). Normally, circulating IGF

is sequestered by IGF-binding proteins (IGFBPs), preventing excessive signaling

via the type-I IGF receptor which could lead to a hyperproliferative and antiapop-

totic phenotype. Proteolytic cleavage of IGFBPs occurs in order to release IGF, and

metalloproteinases have been implicated in this process (Coppock et al. 2004,

Hemers et al. 2005, Mitsui et al. 2006, Miyamoto et al. 2007). Martin et al.

(1999a) demonstrate that TIMP1 regulates IGF bioavailability in vivo by inhibiting

Table 20.4 Cancer phenotypes of Tissue Inhibitor of Metalloproteinase (TIMP1) and TIMP3

modulation

Method Phenotype Reference

TIMP1 Transgenic

TIMP1

Inhibition of initiation and growth of TAg-induced

hepatocellular carcinoma

Martin et al.

1996, 1999b

Transgenic

TIMP1

Inhibited growth of intradermally injected

lymphoma cells

Kruger et al.

1997

Antisense

TIMP1

Elevated tumor metastasis to brain and liver Kruger et al.

1998

Albumin-

TIMP1

Inhibition of polyoma Middle T-induced

mammary tumorigenesis

Yamazaki et al.

2004

MMTV-

LRP-

TIMP1

No effect on polyomaMiddle T-induced mammary

tumorigenesis

Yamazaki et al.

2004

Adenoviral

TIMP1

Reduced macrometastases but elevated

micrometastases to liver

Kopitz et al.

2007

TIMP3 TIMP3 KO TIMP3 loss in host enhances tumor growth and

angiogenesis

Cruz-Munoz

et al. 2006a

TIMP3 KO Enhanced metastasis by melanoma and lymphoma

cells

Cruz-Munoz

et al. 2006b
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its release from IGFBPs, attenuating downstream mitogenic MAP kinase signaling

through ERK-1 and -2. The tumor-suppressive role of transgenic TIMP1 extends

beyond TAg-induced hepatocellular carcinoma, as Kruger et al. demonstrate that

Timp1-transgenic mice have inhibited growth of intradermally injected lymphoma

cells. Knocking down Timp1 via antisense RNA exhibits the opposite effect of

accelerating tumor growth. They also show that metastastic colonization is elevated

in mice exhibiting lower levels of TIMP1 when compared to normal mice in models

of experimental metastases to liver and brain (Kruger et al. 1997, 1998). Further-

more, adenovirus-mediated TIMP1 overexpression efficiently protects the liver

from T cell lymphoma and colon carcinoma experimental metastases (Elezkurtaj

et al. 2004). However, in a recent study, Kopitz et al. report that nude mice infected

with adenoviral vectors expressing TIMP1 exhibit an interesting pattern of de-

creased macrometastasis but significantly elevated micrometastasis to the liver, in

experimental metastasis assays performed with lymphoma and fibrosarcoma cells.

Here, micrometastases are defined as colonies measuring <0.2 mm in size. These

seemingly paradoxical findings are consistent with the proliferative and antiapop-

totic roles of TIMP1 (Table 20.3) that may constitute a signal conducive to

metastasis. The authors suggest that HGF signaling is elevated in these mice due

to the presence of increased cMet at the cell surface (Kopitz et al. 2007). Finally, in

a breast cancer model, systemic elevation of TIMP1 inhibited mammary polyoma

middle T-induced tumorigenesis, while mammary-specific TIMP1 overexpression

showed no effect (Yamazaki et al. 2004).

As with TIMP1, TIMP3 has been studied in models of tumor growth where

either the host or the tumor exhibits TIMP3 deficiency. These studies demonstrate

the importance of understanding host versus tumor characteristics in tumorigenesis.

Interestingly, a loss of TIMP3 in the tumor does not affect its growth or angiogenic

potential as observed in a model of injected ES-cell teratomas in nude mice (Cruz-

Munoz et al. 2006a). Similarly, host expression of TIMP3 impacts metastasis in

models of injected lymphoma and melanoma cells; Timp3-knockout mice exhibit

enhanced metastasis of these cell lines to the kidney and liver (lymphoma) or bone

and lung (melanoma) (Cruz-Munoz et al. 2006b). The molecular pathways that lead

to TIMP3 effects on tumor initiation, growth, and metastasis still remain to be

elucidated. The interaction of tumor cells with host stroma (or host cells with tumor

stroma) provides a tissue context, an ECM, and additional sources of MMPs,

ADAMs, and growth factors which influence all stages of tumorigenesis.

Conclusions

The extracellular localization of TIMPs provides a ‘‘sink’’ for regulating the final

step of metalloproteinase activity. Evolutionarily, the four TIMPs have evolved to

counter the activity of the majority of the metalloproteinases, suggesting that they

operate upstream of the specific protease-ligand processing unit. Given the large

metalloproteinase repertoire in the mammalian genome (reviewed in Puente et al.
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2003) and only four Timp genes, inhibition of multiple metalloproteinases is

achieved by a single TIMP. This apparent lack of specificity seems to be advanta-

geous for tissue homeostasis, especially as the metalloproteinases are ideally placed

for rapid responses to stimuli. These responses simultaneously impact the structural

ECM barrier along with the cell surface landscape, which then distills down to

intracellular signaling transducers able to dictate cell fate and behavior. The

examples of cytokine signaling, cell division, death, contact, and motility discussed

throughout the chapter all utilize the metalloproteinase capacity to rapidly propa-

gate or shut down a signal. TIMPs act as ‘‘brakes’’ to inhibit metalloproteinase

activity, thus moderating the final cell response. This does not imply that TIMPs’

function is always relegated to inhibiting cellular processes. In fact they regulate

inhibitors of cell signaling, for instance, by preventing the shedding of receptors by

metalloproteinases, thereby allowing downstream signaling to proceed. But why

does the functional outcome vary with cell type on manipulation of TIMP levels?

There exists a tremendous diversity in the metalloproteinase substrate repertoire

dependent on the cell type, adding yet another level of complexity to the impact of

TIMP. Despite the consistency in biochemical processing (i.e., metalloproteinase

shedding of a substrate, and TIMP inhibition of the active enzyme), functional

outcome is dictated by the substrate composition of the target cell and its surround-

ing stroma.

The maturation of systems biology approaches now allows us to identify

genome- and proteome-wide changes in response to transforming signals. In paral-

lel, it is possible to observe system-wide consequences of TIMP modulation.

Independent of TIMPs, a major focus in cancer biology has been the study of

oncogenes and tumor suppressors. It is important to note that not all TIMP targets

impact oncogenesis, and not all signals modulating the cellular processes of prolif-

eration, apoptosis, and motility are critical to this disease. There is a need to identify

TIMP
Targets

Intracellular
Transforming

Signals

TIMP
Targets

Impacting
Oncogenesis

Fig. 20.2 Tissue inhibitor of metalloproteinase (TIMP) targets influencing transformation and

ultimately tumorigenesis. The challenge is to segregate TIMP targets that are insignificant in

cancer biology from those which modulate oncogenic signals
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which of these factors are downstream of TIMP function, and additionally if TIMP

expression and function is in turn dictated by them. Comparing these transforma-

tion and TIMP modulation models will help isolate the TIMP targets that are

physiologically relevant contributors to cancer development (Fig. 20.2).
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The Interface Between Proteolysis
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Chapter 21

Invadopodia: Interface for Invasion

Susette C. Mueller, Vira V. Artym, and Thomas Kelly

Abstract The term invadopodia is essentially a functional definition linking mem-

brane protrusions with proteolysis of the matrix at focused points beneath cells

cultured on two-dimensional ECM matrices. Their molecular definition awaits

more complete characterization of the interactions of molecular components that

organize into morphologically distinct structures recognized by characteristic actin/

cortactin cores which subsequently attain a proteolytic functionality that facilitates

cellular invasion. Because of their similarity to podosomes and because there are

progressive stages in the formation of invadopodia, confusion exists regarding

the precise definition of invadopodia. In this chapter, we discuss sources of confu-

sion prevalent in the literature to date, delineate characteristic features of invado-

podia, review molecular components required for invadopodia-mediated matrix

degradation, and discuss the assembly of functional invadopodia and the relation-

ship of the invadopodia membrane to the actin/cortactin core. Finally, we discuss

what is known about the functional consequences of invadopodia-mediated matrix

degradation and the role of proteases associated with invadopodia in cellular

interaction with other cells and the matrix, and their contribution to the tumor

microenvironment.

Introduction

Early studies of adhesion, migration, and invasion in Rous sarcoma-transformed

cells revealed that the v-Src tyrosine kinase is transforming and produces a highly

invasive cellular phenotype (Martin 2004, Thomas and Brugge 1997). In particular,

the transformed cellular adhesions in fibroblasts that resulted from v-Src expression

were termed invadopodia, rosettes, or podosomes and they displayed distinctive

actin-associated morphology. Tumor cells were subsequently found to produce
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invadopodia, and they possess at least some of the characteristics described for

transformed fibroblasts (Ayala et al. 2006, Chen 1989, 1990; David-Pfeuty and

Singer 1980, Gavazzi et al. 1989, Kelly et al. 1994, Wang et al. 1984, Weaver,

2006, Yamaguchi et al. 2006). Invadopodia were originally named and described

based on the ability of invadopodial membranes to penetrate the extracellular

matrix (ECM) and their association with sites of localized degradation in fluores-

cent matrices (Chen 1989). In summary, invadopodia adhesion sites in tumor cells

are recognized by dot-like aggregates of actin and cortactin, and their membranes

penetrate the matrix in the form of filopodia-like extensions assisted by membrane-

associated proteolytic enzymes. Localized matrix-degradation, podosomes, and

invadopodia have been reviewed recently (Ayala et al. 2006, Calle et al. 2004,

Chen et al. 1994, Chen 1996, Linder 2007, McNiven et al. 2004, Weaver 2006,

Yamaguchi et al. 2006, Yamaguchi and Condeelis 2007).

Invadopodia or podosomes have been reported in fibroblasts, epithelial and

mesenchymal tumor cells, and also in endothelial cells, smooth muscle cells,

and hematopoietic cells, the latter primarily of the monocyte lineage. Podosomes

and invadopodia all appear to be Src dependent (Martin 2004). However, confusion

exists as to the distinction between podosomes and invadopodia (for review, see
Ayala et al. 2006, for example). There is no single antibody that uniquely and

exclusively identifies invadopodia or podosomes. A list of proteins, compiled based

on a variety of data, details possible constituents of podosomes, invadopodia, and

circular dorsal ruffles (Buccione et al. 2004), but the criteria for the identification of

invadopodia and the types of experiments used to support the conclusions

concerning them have not been uniformly agreed upon from study to study.

Confusion between these structures arises from a variety of other factors as well.

While they have overlapping constituents and morphological features, there appear

to be distinct differences from cell to cell with regard to number and size, associa-

tion of internal and external membranes with the actin core, and molecular con-

stituents such as integrin heterodimers (compare epithelial cell podosomes from

normal cells to macrophages to tumor cell invadopodia, e.g., Artym et al. 2006,

Clark et al. 2007, Evans et al. 2003, Spinardi et al. 2004 and in reviews mentioned

above). Another major difference relates to cellular response to ECM. Adhesions,

including invadopodia, do not attain full functionality unless the cell receives

proper signals from the ECM (e.g., Cukierman et al. 2001, Mueller et al. 1999),

and deregulation of integrins can promote invasiveness via invadopodia (Nakahara

et al. 1996, 1998). For example, the ECM-degrading enzyme fibroblast activation

protein-a (FAP or seprase) directly interacts with a3b1 integrin at invadopodia, but
only when cells are cultured on collagen and not plastic (Mueller et al. 1999). Thus,

one cannot assume that podosomes or invadopodia in cells cultured on plastic are

the same morphologically or functionally as those observed when cells are cultured

on 2D or 3D ECM proteins.

Other sources of confusion arise from the use of different cell types with

different signal transduction backgrounds combined with inadequate criteria for

invadopodia identification. Actin core assembly might proceed, and proteolytic

function coupling might lag behind or not be present when cells are stimulated
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with a given growth factor or pharmaceutical agent. For example, phorbol ester

treatment of A7r5 smooth muscle cells elicits podosomes (actin core formation) but

not matrix degradation; in contrast, the same phorbol ester elicited both actin core

formation and matrix degradation in primary vascular smooth muscle cells (VSMC)

(Furmaniak-Kazmierczak et al. 2007). Although the primary role of podosomes is

thought to be the mediation of adhesion and migration in hematopoietic cells, their

role in localized matrix degradation, similar to invadopodia, has recently been

established using tests for localized matrix degradation in vitro (Table 4.1). And,

an invasive function for podosomes in leukocytes has recently been proposed

(Carman et al. 2007).

We will focus in this chapter on the role of invadopodia in localized ECM

degradation emphasizing what is known about the stages of their formation and

their role during tumor invasion and metastasis.

Molecular Components of Invadopodia

Molecular components of invadopodia that have been studied in conjunction with

localization of MT1-MMP protease, or with sites of localized degradation in

fluorescent matrices, are listed in Table 4.1.

Invadopodia components, in general, fall into four classes of molecules: (1)

proteins involved with actin polymerization, (2) proteins involved with integrin-

mediated adhesion, (3) signaling proteins regulating actin polymerization and

membrane remodeling (kinases and Ras-related GTPases), and (4) ECM-degrading

proteases (Artym et al. 2006, Ayala et al. 2006, Buccione et al. 2004, Gimona and

Buccione 2006, Linder 2007, Weaver 2006 Yamaguchi and Condeelis 2007). Many

of these components play important roles in lamellipodia formation, cell spreading,

and dorsal ruffling in response to growth factor, and some are found in focal

adhesions. Many more components have been implicated in podosome formation

and stability including microtubule-related HDAC activity and KIF1C proteins, for

example, but their involvement in protease delivery or invadopodia-mediated

matrix degradation are not known (Linder 2007). Rather than reviewing all the

potential components of invadopodia, since these are covered well in the numerous

reviews mentioned above, we will focus on reviewing papers in which the protease

activity of invadopodia has been considered including the impact of signaling

molecules on the functional outcome of invadopodia formation.

Identification of Invadopodia

To provide a framework for understanding the cellular signaling required for the

formation of functional invadopodia, it is necessary to discuss the steps in their

genesis and to further define criteria for their identification.
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Membranes of Invadopodia

Invadopodia are proteolytically active membrane protrusions that adhere to and

interact with the ECM. The membrane protrusions closely resemble filopodia in

size and they are closely associated with actin/cortactin cores (Fig. 21.1). Electron

microscopy of invadopodia from MDA-MB-231 breast cancer, LOX and A375

melanoma, and Rous sarcoma virus transformed chicken embryonic fibroblasts

cells invading into thick matrices indicates that invadopodia are of approximately

the same dimension as filopodia, as thin as about one to several hundred nanometers

in diameter but many microns in length, thus distinguishing them from other

protrusions, such as larger cellular protrusions, pseudopodia, or lamellipodia (Fig.

21.1; Bowden et al. 1999, 2006; Chen 1989, Coopman et al. 1996, Gimona and

Buccione 2006, Kelly et al. 1994, Monsky et al. 1994, Mueller et al. 1992, Mueller

and Chen 1991). Other immunofluorescence studies have illustrated invadopodial

extensions of slightly wider dimensions, on the order of microns (e.g., Bourguignon

et al. 1998, Hauck et al. 2002, Hiratsuka et al. 2006). An interesting feature high-

lighted in studies using the N-WASP biosensor to detect localization of N-WASP

activity at sites of degradation in MTLn3 cells cultured on fluorescent matrix was

that the penetration was progressive, with the hole in the matrix broadening and

lengthening over time [see Fig. 21.1 (Lorenz et al. 2004)]. N-WASP activity is high

in early stages of matrix degradation and the holes start out at something less than

2 mm in diameter, but progressively N-WASP activity decreases as the hole is

deepened and widened.

Correlative light and electron microscopy of A375MMmelanoma cells was used

by Baldassarre et al. (2003) to describe an ‘‘extracellular matrix-degrading struc-

ture’’ (EDS) that included invaginations of up to 8 mmwidth associated with gelatin

fragments (see Fig. 21.1). Surface protrusions associated with them were several

hundred nanometers to several micrometers in diameter. In breast cancer cells,

invadopodial actin/cortactin cores were �0.5–1 mm in diameter, similar in size to

the holes in the matrix formed under them on 2D gelatin films which start out less

than 1 mm in diameter and become wider (Artym et al. 2006, unpublished data).

These were detected on films that were just under 50 nm thick in contrast to the

much thicker matrices evidenced in vertical confocal sections in the N-WASP study

discussed above (Lorenz et al. 2004). In the latter study, the use of time lapse and

confocal sectioning was sufficient to differentiate early steps from later steps in

cellular invasion. However, Z-depth resolution in detecting invadopodia-mediated

matrix degradation becomes an issue, as the sensitivity of detection is decreased

with increasing thickness of the matrix, and is inherently of a lower resolution than

in the X–Y axis. Thus, in the absence of time lapse imaging, and on matrices of

variable thickness, early steps in formation of invadopodia could be potentially

confused with later steps.

As cells invade into a thick layer of matrix, what becomes of the initial

invadopodium relative to the leading edge of the cell moving into the matrix?

Martins et al. have reported that the formation of filopodia occurs over the entire

406 S.C. Mueller et al.



cell surface when endothelial cells are first introduced into a three-dimensional

(3D) collagen gel culture (Martins and Kolega 2006). However, the focus of their

formation increasingly localizes to the so-called peripheral zones of pseudopodial

branches. Intermediate pseudopodia, the source of the pseudopodial branches, were

described to be 2–5 mm in width. But, the relationship of the filopodia that formed in

response to the matrix in this study and invadopodia is not clear as no markers for

invadopodia such as cortactin, phosphotyrosine (pY), Tks5/FISH, or MT1-MMP

Fig. 21.1 Stages of invadopodia in 2D and 3D culture settings. a i–iv illustrate the initial

formation of invadopodia beginning with cortactin recruitment (i), followed by recruitment of

proteases such as MT1-MMP (ii), extension of invadopodia membrane into matrix facilitated by

membrane-associated proteases and (iii), the enlargement of the site of degradation and invasion as

the cell extends a pseudopodia/protrusion containing invadopodia and adhesion sites. b MDA-

MB-231/c-Src(Y527F) breast cancer cells were immunostained using anticortactin 4F11 mAb

(green) and counterstained with phalloidin (red) and imaged using confocal microscopy. The

gelatin matrix (grey) contained sites of degradation and colocalizing F-actin and cortactin

(contained in insets). c MDA-MB-231/c-Src(Y527F) cells were cultured on a thicker gelatin

matrix whose autofluorescence is visualized together with cortactin in the red channel, DAPI in

the blue channel, and antiphosphotyrosine 4G10 mAb staining in the green channel of this

confocal image. Invadopodia are seen projecting into the matrix around the cell and aggregates

containing colocalized cortactin and phosphotyrosine are visualized as yellow dots (arrow)
(See also Color Insert I)
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were examined (see Table 21.1). On the contrary, this study highlights that there is a
hierarchy of protrusion formation with fine filaments associated with the ends of

branched pseudopodia. Thus, some of the confusion in the literature is at least

partially due to questions of whether invadopodia (less thañ 0.5 mm) or pseudopo-

dial branches (2–5 mm) were examined. There is a dearth of high-resolution studies

utilizing a number of invadopodial and focal adhesion markers to identify pseudo-

podia, which might contain invadopodia together with focal or matrix adhesions.

An interesting question with regard to the role of focal adhesion kinase (FAK) in

invadopodia is its colocalization with Src and integrins in protrusions of v-Src

transformed fibroblasts (Hauck et al. 2002): Do these structures contain cortactin

and MT1-MMP aggregates in the same sites? This appears to be an unresolved

question and conflicts with the situation in breast cancer cells where FAK localizes

to focal adhesions but not phosphotyrosine-rich aggregates resembling invadopodia

complexes (Bowden et al. 2006).

The complexity of the leading edge of the cell in contact with the ECM has also

been illustrated by the ECM-degradation structure (EDS) or degrading structures

described by Baldassarre et al. (2003) using electron microscopy. Their images of

invading cells in 3D collagen gels reveal fine protrusions similar in size to invado-

podia (Wolf et al. 2007 and references therein, Burgstaller and Gimona 2005,

Furmaniak-Kazmierczak et al. 2007). The data can be interpreted collectively to

suggest that invadopodia form in association with larger cellular protrusions and at

the leading edge of the cell (Fig. 21.1a, iv). When cells are cultured on extremely

thin matrixes, the insertion of the invadopodia into the matrix is thwarted by glass

and perhaps, consequently, protrusion size remains limited.

On 2D substrates, invadopodia are often formed under the cell, and the resolu-

tion at the light microscope level, even using a confocal microscope, is not

sufficient to visualize the localization of the membranes associated with actin/

cortactin cores. Simultaneous imaging of invadopodial membranes together with

the adhesive, actin-rich core is typically not reported, and is technically difficult as

the membranes of invadopodia have no unique markers. However, a number of

transmembrane or membrane-bound proteins have been localized to actin/cortactin

cores associated in the same study with sites of localized degradation of the

fluorescent matrix. These include ADAM 12 in Src-transformed NIH 3T3 cells

(Abram et al. 2003), CD44 in Hela cells (Vikesaa et al. 2006), FAP/seprase

(Mueller et al. 1999), uPAR (Furmaniak-Kazmierczak et al. 2007), a3b1 integrin

(Mueller et al. 1999), b1 integrin (Mueller and Chen 1991), and MT1-MMP (Artym

et al. 2006, Furmaniak-Kazmierczak et al. 2007). In 2D studies, these all appear

dot-like; however, the ultrastructure of the membranes at these sites is not known.

Thus, the membrane could be an invadopodia protrusion, or, alternatively, these

membrane proteins might be concentrated within vesicles associated with the

invadopodia. In v-Src transformed chicken embryo fibroblasts, immunoelectron

microscopy reveals the association of b1 integrins with the membrane extensions

and vacuoles, again highlighting the complexity of the invadopodial structure in

cells invading into 3D matrices or thick 2D substrata (Mueller and Chen 1991).
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Table 21.1 Stages of invadopodia formation and function and their molecular components

Stagea Componentb Evidence for role in invadopodiac Citation

I–III Actin Dynamic actin is associated with

invadopodia.

Baldassarre et al. 2006,

Yamaguchi and

Condeelis 2007

I–III ADAM 12 Colocalized with invadopodia and

sites of localized degradation in

breast tumor cells and v-Src

transformed fibroblasts; associated

with Tsk5/FISH.

Abram et al. 2003,

Courtneidge et al.

2005, Huovila et al.

2005, Seals et al. 2005

I–II AFAP-110 See PKCa entry Gatesman et al. 2004

None AP-2 No evidence that AP-2 was involved

with invadopodia in glioblastoma

cells. siRNA targeting AP-

2 blocked endocytosis but not

phagocytosis.

Chuang et al. 2004

I–III Arf6/Erk Arf6 expression was correlated in

breast cancer cell lines to invasion

and gelatin degradation which

could be blocked by siRNA

targeting Arf6. Arf6-eGFP, but not

Arf1-eGFP, localized at the

degraded holes. HGF stimulated

invadopodia formation in LOX and

paxillin, Arf6, and holes

colocalized.

D’Souza-Schorey and

Chavrier 2006,

Hashimoto et al. 2004,

Hoover et al. 2005,

Tague et al. 2004

I–III Arp2/3 siRNA of components of Arp2/3

complex members blocked

formation of invadopodia and

localized matrix degradation.

Components localized to

invadopodia actin cores.

Yamaguchi et al. 2005

I–III ASAP1/AMAP1 Required for cortactin/actin cores and

invadopodia-mediated matrix

degradation in breast cancer cells.

Recruited cortactin and paxillin

downstream of Arf6.

Hashimoto et al. 2006,

Onodera et al. 2005

I–III CD44/IMP1 and

IMP3

In the Met-1 tumor line, CD44v3,8–10

associated with MMP-9 in

invadopodial protrusions. In Hela

cells, IMPs stabilized CD44

mRNA as shown by siRNA

knockdown of IMP1 and 3.

Knockdown blocked colocalization

of actin cores and CD44 as well as

matrix degradation.

Bourguignon et al. 1998,

Vikesaa et al. 2006

I–III Cdc42, RhoA In breast cancer cells, Cdc42 is

required for invadopodia and

localized matrix degradation:

demonstrated by siRNA

knockdown. In melanoma cells,

dominant negative (d.n.) Rho did

Furmaniak-Kazmierczak

et al. 2007, Hai et al.

2002, Lener et al.

2006, Linder, 2007,

Moreau et al. 2003,

2006, Nakahara et al.
(continued )
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Table 21.1 (continued)

Stagea Componentb Evidence for role in invadopodiac Citation

not inhibit invadopodia

degradation activity, but d.n. Rac,

Cdc42, or frabin, a Cdc42 effector,

did inhibit. Of the latter group,

activated forms increased

degradation. Cdc42 promoted

podosome formation in primary

aortic endothelial cells (actin-dots).

2003, Tatin et al.

2006, Varon et al.

2006, Webb et al.

2005, Yamaguchi

et al. 2005

I–III Cin85 Cin85 was required together with Cbl

for invadopodia-mediated matrix

degradation downstream of

AMAP1 (ASAP1). Cin85

colocalized at holes and with

AMAP1 on gelatin films.

Nam et al. 2007

I–III Cofilin siRNA reduced the population of

immobile, long-lived invadopodia

(actin cores) and reduced the

number of cells with localized

degradation.

Yamaguchi et al. 2005

I–III Cortactin In osteoclasts, siRNA targeting did not

inhibit cell differentiation on bone,

but prevented formation of sealing

rings and bone resorption; wild

type and SH3 deleted, but not 3Y

mutant cortactin reconstituted

podosome formation after siRNA

knockdown. In breast, head, and

neck squamous carcinoma: siRNA

eliminated actin cores and

localized gelatin degradation;

colocalization with MT1-MMP

and holes was demonstrated.

Cortactin was required for protease

secretion and surface membrane

levels of MT1-MMP. Original

description of stages of

invadopodia formation based on

time course experiments was

proposed. In A7r5 smooth muscle

cells and NIH 3T3 cells, active Src

and PMA induced podosomes that

required cortactin; 3Y mutant was

translocated to the cell surface and

endogenous pY cortactin was still

present at podosomes. Cortactin is

required for invadopodia and

matrix degradation in fibroblasts;

3Y mutant of cortactin failed to

rescue cortactin siRNA depletion.

Artym et al. 2006, Clark

et al. 2007, Tatin et al.

2006, Tehrani et al.

2006, Varon et al.

2006, Webb et al.

2007, Zhou et al. 2006
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Table 21.1 (continued)

Stagea Componentb Evidence for role in invadopodiac Citation

I–III Dynamin In human melanoma cells, dynamin

mutants (GTPase inactive or

deltaPRD domain) blocked

localized matrix degradation.

Actin, cortactin, and pY

colocalized with dynamin at holes.

Baldassarre et al. 2003,

Buccione et al. 2004,

McNiven et al. 2004

I–III EGF Increased invadopodia activity in

breast cancer cells with elevated

EGFR.

Yamaguchi et al. 2005

I–III ERK Erk localized to actin punctae; U0126

inhibited but Src(Y527F) induced

matrix degradation in VSMC. In

LOXmelanoma cells, phospho-Erk

localized to sites of degradation.

See also Arf6/Erk.

Furmaniak-Kazmierczak

et al. 2007, Tague

et al. 2004

II–IV FAP/seprase FAP/seprase, a serine-type protease,

interacted with integrins and

associated with invadopodia in

fibroblast, endothelial, and

melanoma cells. In fibroblasts,

DPPIV colocalized with FAP/

seprase in invadopodia of cells

embedded in 3D collagen. FAP/

seprase has not been localized to

actin/cortactin cores.

Artym et al. 2002, Chen

and Kelly 2003,

Ghersi et al. 2002,

2006, Goodman et al.

2003, Kelly, 2005,

Monsky et al. 1994,

Mueller et al. 1999

I–II Glycerol-

phospho-

inositols

These compounds blocked localized

matrix degradation in breast and

melanoma cancer cells.

Buccione et al. 2005

None Grb2 Grb2 siRNA had no effect on breast

cancer cell invadopodia formation

and GFP-Grb2 did not localize to

invadopodia.

Yamaguchi et al. 2005

I–III HGF Stimulated invadopodia formation in

LOX melanoma cells determined

by localized degradation.

Tague et al. 2004

II–III High pY Colocalization of pY and cortactin or

phosphocortactin in Src-activated

cells identified invadopodia at sites

of matrix degradation.

Bowden et al. 2006,

Furmaniak-

Kazmierczak et al.

2007

II–IV MMP-2 Exogenous MMP-2 and anti-MMP-

2 staining localized to sites of

degradation in v-Src transformed

fibroblasts. Anti-MMP-2 staining

was not detected in invadopodia of

VSMC, although uPAR, MMP-9,

and MT1-MMP were.

Furmaniak-Kazmierczak

et al. 2007, Galvez

et al. 2002, Monsky

et al. 1993

II–IV MMP-9 Localization of anti-MMP-9 at Src

(Y527F) induced invadopodia of

VSMC.

Furmaniak-Kazmierczak

et al. 2007

(continued )
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Table 21.1 (continued)

Stagea Componentb Evidence for role in invadopodiac Citation

II–IV MT1-MMP Transfection of CHO or MCF-7 tumor

cells with MT1-MMP was

sufficient to induce invadopodia-

mediated matrix degradation.

MT1-MMP siRNA and GM6001

inhibited TGFa-induced
invadopodia in primary aortic

endothelial cells. MT1-MMP was

required for invasion into collagen

by a number of cell types. Also

required for collagen degradation

and phagocytosis by human

gingival fibroblasts. High

resolution confocal imaging

colocalized MT1-MMP, F-actin,

and sites of degradation in 2D and

3D cultures. Many other 3D studies

have imaged integrin, MT1-MMP,

and F-actin on the cell surface of

invading cells. In 2D, it was

present with cortactin prior to

formation of sites of degradation

and lingered after cortactin has

disengaged in invadopodia in

breast tumor cells; was required for

localized degradation in melanoma

cells; colocalized with pY-

cortactin at sites of matrix

degradation in VSMC.

Artym et al. 2006,

d’Ortho et al. 1998,

Furmaniak-

Kazmierczak et al.

2007, Hotary et al.

2003, Itoh and Seiki

2006, Lee et al. 2006a,

Nakahara et al. 1997,

Sabeh et al. 2004,

Strongin, 2006,

Taniwaki et al. 2007,

Varon et al. 2006,

Wolf et al. 2007, Wolf

and Friedl 2005, Yana

et al. 2007

I–III Nck1 GFP-Nck1 was localized at

invadopodia of breast cancer cells.

siRNA targeting Nck1 blocked

actin core formation and matrix

degradation and rescue with wild-

type Nck1 partially restored

invadopodia.

Yamaguchi et al. 2005

I–III N-WASP siRNA-mediated knockdown

demonstrated that N-WASP was

required for invadopodia formation

and localized degradation in

mammary carcinoma cells.

Mutants of N-WASP that were

unable to activate the N-WASP

effector Arp2/3 complex blocked

podosome formation in v-Src-

transformed 3Y1 rat fibroblasts and

fibronectin degradation (i.e.,

invadopodia).

Chen, 1989, Lorenz et al.

2004, Mizutani et al.

2002, Yamaguchi

et al. 2005
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Table 21.1 (continued)

Stagea Componentb Evidence for role in invadopodiac Citation

I–III p190RhoGAP Colocalized with actin at invadopodia

and signaling through beta 1

integrin in melanoma cells resulted

in p190RhoGAP tyrosine

phosphorylation. Microinjected

anti-p190RhoGAP antibodies

inhibited localized matrix

degradation.

Nakahara et al. 1998

None P38 MAPk The MAPk inhibitor SB203580 failed

to block Src(Y527F)-induced

invadopodia in VSMC.

Furmaniak-Kazmierczak

et al. 2007

III–IV p61Hck In macrophages, p61 Hck, Src-family

member tyrosine kinase, localized

in lysosomes and induced

podosomes when constitutively

activated. In NIH3T3 cells, it

induced rosettes of podosome with

localized gelatin degrading

activity.

Cougoule et al. 2005

I–III PAK Activated or open conformation of

kinase dead PAK induced

invadopodia and localized matrix

degradation in VSMC. PAK

localized to holes of degraded

gelatin.

Furmaniak-Kazmierczak

et al. 2007

I–III Paxillin Localized together with cortactin to

sites of matrix degradation in

breast cancer and melanoma cells.

Bowden et al. 1999,

Tague et al. 2004

II–IV PI3K PI3K inhibitors blocked matrix

degradation in melanoma cells and

primary aortic endothelial cells.

Wortmannin blocked hole

formation and also blocked

colocalization of MMP-9 with

actin cores.

Nakahara et al. 2003,

Redondo-Munoz et al.

2006, Varon et al.

2006

I–III PKC PMA-induced podosomes were similar

to Src-induced podosomes in

HUVEC cells and were associated

with matrix degradation. Src-

induced podosomes, that is,

invadopodia, required MT1-MMP,

PKC, Src, and Cdc42.

Immunofluorescence

colocalization and a time course

demonstrated transient induction of

podosomes after PMA treatment.

The phorbol ester PDBu induced

podosomes in VSMC and A7r5

cells, but not degradation in the

latter.

Burgstaller and Gimona

2005, Furmaniak-

Kazmierczak et al.

2007, Hai et al. 2002,

Lener et al. 2006,

Webb et al. 2005,

Zhou et al. 2006

(continued )
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Table 21.1 (continued)

Stagea Componentb Evidence for role in invadopodiac Citation

I–II PKCa Constitutively activated PKCa or

PMA activated c-Src and

podosome formation in an AFAP-

110- dependent manner in ovarian

carcinoma cells. In Src(Y527F)-

activated fibroblasts, AFAP-110

was required for podosome

formation. Degradation was not

examined.

Gatesman et al. 2004

I–III PKD1 (PKCm) A complex of PKD1, paxillin, and

cortactin was formed in invasive

breast cancer cell lines and its role

in invadopodia was suggested by

colocalization of its components

with invadopodia at sites of

degradation.

Bowden et al. 1999

II–IV Rab8 In MDA-MB-231 breast cancer cells,

MT1-MMP and Rab 8 colocalized

at the cell surface. Effects of Rab8

mutants on collagen gel invasion

and thick gelatin films was noted:

Rab 8 inhibited and its dominant

negative mutants stimulated

delivery of MT1-MMP to the cell

surface.

Bravo-Cordero et al. 2007

I–III Rac D.n. Rac1 blocked Src(Y527F)-

induced invadopodia in VSMC.

Rac1 is required for peripheral

cortactin localization in fibroblasts.

However, d.n. Rac1 had no

influence on PMA-induced

podosomes in HUVEC, whereas d.

n. Cdc42 and d.n. RhoA blocked

their formation (number of cells

with podosomes).

Furmaniak-Kazmierczak

et al. 2007, Tatin et al.

2006, Weed et al.

1998

I–III Rac1/

synaptojanin

Number of glioblastoma cells

degrading the matrix was reduced

by siRNA targeting Rac1 or

synaptojanin 2 (downstream of

Rac1). Synaptojanin 2 localized to

sites of degradation.

Chuang et al. 2004

I–III Rho In NIH 3T3 cells transfected with

activated Src(Y527F), activated

Rho colocalized with F-actin,

cortactin, and Fish and it was

necessary for podosome structure

and localized degradation.

However, d.n. Rho had no effect on

localized degradation in melanoma

cells.

Berdeaux et al. 2004,

Nakahara et al. 2003
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Table 21.1 (continued)

Stagea Componentb Evidence for role in invadopodiac Citation

I–III Src Src is required for invadopodia

formation and degrading activity in

breast cancer cells and fibroblasts.

Constitutively, active Src(Y527F)

promoted podosomes and

invadopodia formation in multiple

cell types.

Artym et al. 2006,

Bowden et al. 2006,

Chen et al. 1985,

Chen, 1989, Okamura

and Resh 1995, Osiak

et al. 2005, Varon

et al. 2006

I–III SSeCKs Prevented podosome formation

measured by colocalization of

Tks5/Fish and actin in NIH3T3

cells expressing temperature-

sensitive v-Src. Matrigel invasion

was inhibited.

Gelman and Gao 2006

III–IV TGFb, SnoN In breast cancer cells, absence of SnoN

(shRNA) promoted TGFb
induction of holes formation by

invadopodia; and degradation was

inhibited by GM6001. TGFb alone

increased holes formation.

Zhu et al. 2007

I–IV TGFb/SMAD Primary aortic endothelial cells form

rosettes of invadopodia with

associated MT1-MMP and

requiring Src, PI3Kinase, and

RhoA GTPase signaling. Collagen

invasion was correlated with

invadopodia and an extensive

survey of colocalizing podosome

components was performed.

Varon et al. 2006

I–III Tks5/FISH PX domain was required for Tks5/

FISH plus Src to activate localized

degradation in fibroblasts and

breast cancer cells. Expression of

deleted PX domain Tks5 plus Src

repressed actin core formation.

Matrix degradation by invadopodia

was diminished by siRNA

targeting Tks5.

Abram et al. 2003,

Courtneidge et al.

2005, Seals et al. 2005

III–IV TNFa, VEGF Subconfluent HUVEC form

invadopodia with associated MT1-

MMP localized at sites of

degradation in response to

cytokines. This required Src and

RhoGTPase signaling.

Osiak et al. 2005

II–IV uPAR uPAR colocalized with actin cores and

sites of localized degradation in

VSMC.

Furmaniak-Kazmierczak

et al. 2007

II–III WAVE1 siRNA blocking WAVE1 did not

affect actin initiation sites but

blocked degradation by

invadopodia in mammary

carcinoma cells.

Yamaguchi et al. 2005

(continued )
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Proteolytic Activity of Invadopodia

Invadopodia are operationally defined as possessing membrane-associated proteo-

lytic activity. Protease activity is localized to discrete sites that can be detected by

small holes formed in a fluorescent matrix beneath the cell using microscopic

imaging in the presence versus the absence of protease inhibitors or siRNA knock-

down of proteases (Artym et al. 2006, Bowden et al. 2001, Chen et al. 1984, Kelly

et al. 1994, 1998). The rationale for this assay is that membrane association of

proteases limits proteolysis to sites of membrane contact. In the assay for localized

degradation by invadopodia, small holes are visualized by high resolution

Table 21.1 (continued)

Stagea Componentb Evidence for role in invadopodiac Citation

I–III WIP siRNA targeting WIP blocked actin

core of invadopodia. WIP

interaction with N-WASP but not

with cortactin was required for

actin core formation. Localized to

invadopodia.

Yamaguchi et al. 2005

I–III a3b1, a6b1,
integrin b1

In melanoma cells, activation of a6b1
integrin by laminin peptides

induced association of FAP/

seprase with integrin, and

increased invadopodia-mediated

degradation. Integrin, FAP/

seprase, and uPA were associated

at the cell surface of melanoma

cells.

Artym et al. 2002,

Mueller et al. 1999,

Mueller and Chen

1991, Nakahara et al.

1996, 1998

II–IV a4b1 integrin a4b1 integrin and CXCR4 upregulate

MMP-9. Integrin signaling

regulated its localization and

activity in podosomes of B-cell

chronic lymphocytic leukemia and

HUVEC cells.

Redondo-Munoz et al.

2006

avb3 and b1
integrins

Associated with MT1-MMP in ovarian

carcinoma cells and endothelial

cells.

Deryugina et al. 2001,

Ellerbroek et al. 2001,

Galvez et al. 2002

avb3 integrin Associated with MT1-MMP and

MMP-2 at the cell surface.

Brooks et al. 1996,

Galvez et al. 2002
a Stage refers to Stages I–IV defined in Artym et al. (2006) and is inferred by comparison to

cortactin/F-actin and MT1-MMP colocalization, and the degree of matrix degradation at the

invadopodia:

Stage I: Initiation (cortactin/actin present)

Stage II: Preinvadopodia (cortactin/actin þ MT1-MMP)

Stage III: Mature invadopodia (cortactin/actin þ MT1-MMP þ foci of matrix degradation)

Stage IV: Late invadopodia (MT1-MMP þ degraded matrix).
b Invadopodia-related molecule.
c Evidence of colocalization with ECM-degrading proteases such as MT1-MMP or localized

degradation in a fluorescent gelatin cross-linked matrix.

416 S.C. Mueller et al.



microscopic imaging since the holes are initially about 0.5 mm in size. The gelatin

layer is either directly labeled with fluorescence or fluorescent fibronectin is bound

to the unlabelled gelatin via its gelatin-binding domain. Assays are conducted in the

presence of serum because, for the most part, invadopodia fail to degrade the matrix

in the absence of serum factors (Mueller et al. unpublished data). Distinctive actin

cores are formed in serum-free conditions in the presence but not in the absence of

EGF (Yamaguchi et al. 2005). Other ECM components can be coupled to the matrix

covalently and are similarly degraded by invadopodia (Kelly et al. 1994).

The term invadopodial complex has been used to define a subset of actin/

cortactin-containing aggregates at the membrane that contain cortactin colocalizing

with high levels of tyrosine-phosphorylated proteins (Bowden et al. 2006). This

particular combination singularly identifies invadopodia that are active in matrix

proteolysis since using the fluorescent-gelatin degradation assay, within individual

cells, aggregates of cortactin/phosphotyrosine colocalize at sites of localized deg-

radation (dark holes in the fluorescent layer), and comparison of cell lines reveals a

strong correlation between numbers of aggregates of cortactin/phosphotyrosine and

numbers of holes formed beneath cells. In addition to cortactin, others have

reported a variety of invadopodia-related proteins such as Tsk5/FISH that coloca-

lize with the center of the degradation hole and the actin core (Table 21.1).

MT1-MMP is one marker of invadopodia, particularly when it is colocalized

with cortactin. It is required for invadopodia-mediated matrix degradation of cross-

linked gelatin films (Artym et al. 2006), Table 21.1), it degrades collagen, it is

required for invasion through collagen matrices, and it is a major enzyme involved

in remodeling ECM during development and pathology (Itoh and Seiki 2006).

TIMP-2, but not TIMP-1, and GM6001, or siRNA knockdown of MT1-MMP

block invadopodia mediated degradation of 2D fluorescent gelatin films as well

as collagen invasion in 3D systems (Artym et al. 2006, d’Ortho et al. 1998, Hotary

et al. 2000, 2002, 2006; Sabeh et al. 2004, Varon et al. 2006, Wolf et al. 2007). The

presence of MT1-MMP aggregates may not always be associated with proteolysis

(Wolf et al. 2007), and thus its arrival at invadopodia might precede maturation and

activation. However, there is also uncertainty as to when matrix proteolysis truly

begins since visualization of the formation of a hole or the appearance of

dequenched, proteolyzed DQ-collagen has a finite sensitivity. And, MT1-MMP is

not the only enzyme that localizes to invadopodia and participates in invasion;

others are present, for example, uPAR, FAP/seprase, MMP-2, MMP-9, and

ADAM-12 [Table 21.1 (Linder 2007)]. The target substrates for these additional

proteases and their function during invasion vis-a-vis invadopodia are not fully

appreciated.

Actin/Cortactin Cores

The simple presence of cortactin/actin aggregates or ‘‘cores’’ at the membrane does

not necessarily indicate proteolytic activity and thus, they do not identify mature

invadopodia (Artym et al. 2006, Bowden et al. 2006). In the absence of proteolysis,
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visualization of a cortactin/actin core might occur before the invadopodia has

matured and acquired MT1-MMP and proteolytic activity [Fig. 21.1 (Artym et al.

2006)]. Alternatively, cortactin/actin aggregates might represent other structures

unrelated to invadopodia or with an alternate function such as endocytic vesicles

(Cosen-Binker and Kapus 2006, Kaksonen et al. 2000).

Podosomes of monocytic cells and v-Src transformed fibroblasts are often

defined by F-actin cores surrounded by a ring of vinculin (Buccione et al. 2004,

Linder, 2007). Similarly, the actin cores of invadopodia often have a distinctive

appearance as do the resulting pattern of holes formed in the fluorescent matrix

(Bowden et al. 1999, 2006, Linder, 2007, Weaver 2006). In the case of v-Src

transformed chicken embryo fibroblasts, these podosomes may be collections of

invadopodia with matrix-degrading capability on matrix (Chen, 1989). The ring

shape that contains focal adhesion proteins vinculin, a-actinin, paxillin, and tensin

serves to distinguish podosomes from focal adhesions which have a linear, elliptical

shape. The presence of the vinculin ring has been reported in podosomes of

transformed fibroblasts, smooth muscle cells, endothelial cells, and activated

blood cells such as macrophages (Linder and Aepfelbacher 2003). Vinculin asso-

ciated with podosomes can take several forms, a simple ring around each individual

podosome (Marchisio et al. 1987) or associated with clusters of podosomes to

produce a ribbon-like pattern of vinculin staining (Schliwa et al. 1984).

However, vinculin rings appear to be absent in breast cancer cells forming

invadopodia (Artym et al. 2006) and eosinophils (Johansson et al. 2004). Since

vinculin is associated with adhesions, the presence or absence of vinculin surround-

ing actin cores might relate to the diversity of integrin-mediated adhesions in

different cell types or on different matrices. For example, a potential collaboration

between a5b1 integrin and a3b1 integrin in melanoma cells was suggested by the

close proximity of their staining patterns, a3b1 integrin colocalized with the hole at
the site of degradation and a5b1 integrin in areas surrounding the site of degrada-

tion (Mueller et al. 1999). The a5b1 integrin adhesions were suggested to be focal

adhesion-like.

Ultimately, high resolution imaging and related techniques must be used to sort

out the molecular associations and structures that comprise the invadopodia and

closely associated adhesive sites at the leading edge of invasive cells; this is a

prerequisite to determining the mechanisms of cellular invasion. However, a ring of

vinculin, although it might be diagnostic for podosomes in some cell types, is not a

useful identifier for tumor cell invadopodia.

Stages of Invadopodia Formation and Acquisition

of Proteolytic activity

The formation of invadopodia can be elucidated using time lapse imaging and

multicolor immunofluorescence to identify the actin core components or proteases

together with the functional proteolytic activity of mature invadopodia (Artym et al.
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2006, Lorenz et al. 2004). Thus, de novo formation of invadopodia can be studied

using confocal microscopy of samples fixed at increasing times after initially

seeding cells on a fluorescent matrix (gelatin). Pairs of invadopodial components

including cortactin, pY, Tks5/FISH, and MT1-MMP together with phalloidin

staining to detect F-actin and fluorescent matrices to detect localized degradation

can be used to determine the relative prevalence of each with time after seeding

cells. Invadopodia begin forming within 30 min after seeding cells on the fluores-

cent matrix, depending on the cell type. The preponderance of cortactin/actin cores,

cortactin/MT1-MMP, or cortactin/MT1-MMP/holes with time after seeding cells

was used to infer the existence of various stages of invadopodia formation (Artym

et al. 2006).

Using the more accurate live cell, time lapse imaging approach, Artym et al.

(2006) found that the time span between the arrival of cortactin at invadopodia

initiation sites and the arrival of MT1-MMP and detection of the hole forming in the

matrix is on the order of minutes. Relative to cortactin, an actin-binding protein,

MT1-MMP, an ECM-degrading enzyme, and detection of localized degradation of

the fluorescent matrix, four stages of invadopodia formation were characterized:

initiation, preinvadopodia, mature invadopodia, and late invadopodia (Artym et al.

2006). Initiation (stage I in this model) is marked by the appearance of cortactin

aggregates at the membrane. Formation of preinvadopodia is indicated by the

appearance of MT1-MMP aggregates colocalizing with the cortactin aggregates

(stage II). Maturation of invadopodia begins with the appearance of a hole in the

fluorescent matrix just under the aggregates of cortactin and MT1-MMP (stage III),

and full maturation of invadopodia is signaled by the disappearance of cortactin

from the site leaving the MT1-MMP aggregate behind (stage IV). Figure 21.2

illustrates these stages in a time line of invadopodia formation.

Studies which have connected the presence and signaling pathways of invado-

podia or podosomes to the activity of localized degradation of a gelatin matrix are

listed in Table 21.1. The original description of these stages relied on the knowl-

edge that at a given cortactin/actin core appearing at the cell membrane, a hole or

site of localized degradation would or would not eventually form underneath it.

Thus, each stage has a specific criterion for membership including the eventual

formation of a hole, and molecular membership of invadopodia components.

Invadopodia proteins were hypothetically assigned to stages based on whether

cortactin/actin, MT1-MMP, or proteolytic degradation were simultaneously

detected in the study (Table 21.1).

Invadopodia dynamics can be followed by measuring the time that elapses

between the appearances of each stage (Artym et al. 2006). The delays between

cortactin accumulation, MT1-MMP accumulation, and initiation of matrix degra-

dation were different for migrating versus nonmigrating breast cancer cells suggest-

ing cross talk during cell migration and membrane-associated matrix degradation

(Artym et al. 2006). Invadopodia are also dynamic from a molecular point of view.

Baldassarre et al. (2006) reported actin comets associated with sites of degradation,

and perhaps corresponding to this activity, other investigators have shown highly

dynamic exchange of actin at podosomes and invadopodia (Destaing et al. 2003).
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Cortactin was associated with retrograde actin flow in NIH 3T3 cells and vesicles

appear to be propelled by comets of actin and cortactin (Kaksonen et al. 2000).

Yamaguchi et al. have characterized invadopodia visualized using GFP-actin. Actin

cores appeared to be motile over the membrane and their motility was inversely

related to the intensity, that is, actin content (Yamaguchi et al. 2005). They found

that the longer lived cores tended to stay in one spot and were even left behind as

cells migrated away.

In summary, invadopodia, like podosomes, are highly dynamic as demonstrated

using time lapse imaging (see Artym et al. 2006, Ayala et al. 2006, Baldassarre

et al. 2003, Evans et al. 2003, Linder, 2007, Linder and Aepfelbacher 2003,

Yamaguchi et al. 2005 for discussion and review).

Relating Functional Components to Stages of Invadopodia

In reviewing published studies, those invadopodia/podosomes that were described

by characterization of the presence or absence of actin/cortactin cores before and

after drug treatment, mutant protein expression, or siRNA knockdown, but contain-

ing no investigation of localized matrix degradation, could tentatively be termed

Stage I invadopodia (cortactin/actin localization, no MT1-MMP, no hole formed).

However, if the study correlated the presence or absence of cortactin/actin with

MT1-MMP, a tentative assignment to Stages II–III might also be made. Similarly,

if presence or absence of holes was simultaneously determined, then the drug,

siRNA, or mutant protein effect could be attributed to effects on Stages I–IV.

Fig. 21.2 Time line for invadopodia formation. The stages of invadopodia are presented along a

time line and prominent invadopodia-associated proteins are hypothetically assigned to positions

along the time line according to studies colocalizing them with cortactin/actin, MT1-MMP, or

gelatin degradation. In color, the template for the time line is illustrated by cortactin/actin (red),
MT1-MMP (green), and detectable degradation (blue) (See also Color Insert I)
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Finally, if cortactin/actin, MT1-MMP, and holes were simultaneously investigated,

then the outcome of each experiment could be understood more fully in terms of the

time course of invadopodia formation and maturation that was characterized in

breast cancer cell lines. Table 21.1 represents the results of a review conducted in

this fashion. The molecular classes of invadopodia components have been

integrated into the time course of invadopodia formation based on the molecular

identification and functional studies associated with each report in the literature

(Figs. 21.1 and 21.2, Table 21.1). For comparison some other molecules for which

studies suggest a similar assignment are depicted in Fig. 21.2.

Invadopodia can have long- or short-term life spans, from minutes to hours

(Yamaguchi et al. 2005). Since only GFP-actin was monitored, we presume these

invadopodia to be members of a stage between I and III (Fig. 21.2). This was

determined by comparison with the Src-activated MDA-MB-231 cells in which

these stages were originally defined. In the latter case, presence of cortactin

aggregates was tightly correlated with presence of F-actin aggregates suggesting

their interdependency (Artym et al. 2006). Yamaguchi et al. (2005) suggest that

invadopodia arise and operate in three stages: initiation, searching, and maturation.

Time lapse imaging indicates that the short-lived invadopodia may be a precursor to

the long-lived, immobile ones and that these two groups could be, respectively,

thought of as a ‘‘searching’’ and ‘‘maturation’’ phase. The difference between the

two relates to changes in strength of adhesion to the matrix. One possibility is that

searching and maturation are equivalent to Stages I–III (Stage IV lacks cortactin/

phalloidin-bound F-actin), where the difference in adhesion relates to the arrival of

MT1-MMP and other associated proteins. Exploring further the dynamics of the

EGF-induced invadopodia, they found that the lifetimes of the invadopodia were

affected by cofilin knockdown (Yamaguchi et al. 2005) with the consequence that

the longer lived population of invadopodia was lost. Consequently, degradation was

reduced, although not eliminated. This suggests that, depending on the cell type,

invadopodia lifetimes may reflect differences in prominence of signaling pathways,

particularly cofilin-signaling pathways. And, it suggests that long-lived invadopo-

dia might be equivalent to Stage III and contributing most heavily to matrix

degradation, whereas short-lived invadopodia are equivalent to Stages I and II.

Invadopodia and Their Relationship with Pseudopodia

and Cellular Protrusions in 3D

Returning to the discussion of invadopodia as forming on the tips of pseudopodia or

pseudopodial branches, examination of cortactin andMT1-MMP localization together

with protease activity in 3D cultures is the next logical step to relating 2D studies to in

vivo formation and function of invadopodia. In thicker matrices with high rigidity,

such as cross-linked gelatin layers, it appears that the cell migrates to ‘‘follow’’ the

initial invadopodia membrane that has penetrated the matrix in advance, engulfing

partially degradedmatrix (Fig. 21.1, compare a, iii and a, iv) (Baldassarre et al. 2003,
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Coopman et al. 1996, Lorenz et al. 2004, Mueller and Chen 1991). However,

cortactin and MT1-MMP have not been colocalized in these settings.

However, in studies of tumor cells invading through a 3D collagen lattice, MT1-

MMP appears punctate over much of the cell surface, suggesting that formation of

pseudopodia and their branch formation was minimal (Wolf et al. 2007). However,

under these conditions, cells formed linear tracks of advancement, with cell–to–cell

interactions occurring along their lengths. Evidence of protease-mediated collagen

degradation was obtained for a region of the leading cell subtending the leading

edge and thus probably associated with only a subset of the MT1-MMP punctae

(Wolf et al. 2007). It is interesting to compare this 3D study with that of the 2D

study of Artym et al. (2006) since hypothetically, the MT1-MMP punctae at the

leading edge of the cell in the collagen lattice might represent the newest sites of

invadopodia formation, that is, Stage II (Fig. 21.2a, ii), and those more rearward in

the cell might represent invadopodia that have acquired proteolytic activity, that is,

Stage III (Fig. 21.2a, iii), and then later maintained proteolytic activity but lost

cortactin, that is, Stage IV (Fig. 21.2a, iv). Confirmation of this could be obtained by

staining both cortactin and MT1-MMP.

Functional Consequence of Invadopodia-Mediated Degradation

Proteases Mediate Matrix Degradation as well as Stimulate
Cross-Talk Between Cells and the Extracellular Environment

Matrix degradation is perhaps the best known function of invadopodia. Indeed they are

distinguished from focal adhesions by theirmatrix-degrading capability and theirmore

transient existence (Chen et al. 1984, Chen 1989). Invadopodia are capable of degrad-

ing a wide range of ECMmolecules including fibronectin, laminin, type-I collagen, as

well as glutaraldehyde cross-linkedgelatin (Kelly et al. 1994,Mueller andChen1991).

It is evident that increased activities of a variety of proteases must occur at invadopo-

dia. Early work indicated that a 170 kDa serine protease now known as seprase or

fibroblast activation protein-a (FAP) and MMP-2 were associated with invadopodia

(Aoyama and Chen 1990, Emonard et al. 1992, Monsky et al. 1993). There are now at

least eight proteases known to localize to invadopodia (Chen et al. 2003, Ghersi et al.

2003, Linder 2007, Weaver 2006). Importantly, concentration to invadopodia is

critical for the heightened proteolytic activity. Integrins are key players in ligating

proteases to invadopodia. For example, FAP association with a3b1 integrin that is

stimulated by collagen is well documented (Mueller et al. 1999) as is the increased

surface localization and concentration to invadopodia of FAP when a6b1 integrin is
ligated with laminin peptides (Nakahara et al. 1996). In addition to binding a3b1
integrin, FAP also ligates other proteases to invadopodia through its ability to form

larger complexes with the related serine protease dipeptidyl peptidase IV (DPPIV)

(Ghersi et al. 2002, 2006). The close association of FAP with urokinase-type
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plasminogen activator receptor (uPAR) in the plasma membrane of aggressive

melanoma cells is also mediated by b1 integrins (Artym et al. 2002). Indeed, a3b1
integrin that is known to bind to FAP (Mueller et al. 1999) also binds to uPAR

(Zhang et al. 2003). Thus, FAP, DPPIV, and uPAR are organized in invadopodia

through binding interactions that hinge around a3b1 integrin and FAP.

MT1-MMP forms functionally important complexeswithMMP-2 at invadopodia

(Nakahara et al. 1997) that likely cooperate with FAP–DPPIV–uPAR–integrin

complexes to efficiently degrade ECM (Kelly 2005). The active form of MMP-

2 was the first MMP shown to localize to invadopodia (Emonard et al. 1992,Monsky

et al. 1993). More recently, MMP-9 has been identified in podosomes of B-chronic

lymphocytic leukemia cells and to have an important role in transmigration through

endothelial cell barriers (Redondo-Munoz et al. 2006).MMP-mediated proteolysis is

critical for the matrix degrading and invasive functions of invadopodia (Kelly et al.

1998). The molecule that binds MT1-MMP to invadopodia is not known, but the

linkage involves the transmembrane domain of MT1-MMP (Nakahara et al. 1997)

and the intact invadopodia cytoskeleton that is formed only when cortactin is present

(Artym et al. 2006). Evidence has suggested a possible interaction between avb3
integrin and the MT1-MMP, MMP-2 complexes (Brooks et al. 1996, Deryugina

et al. 2001). Not only are integrins involved in localizing MMPs, but they are also

often involved in upregulating their expression (e.g., Lochter et al. 1999).

Together FAP/seprase, DPPIV, uPA, MT1-MMP, MMP-2, and MMP-9 account

for six of the eight proteases known to reside in invadopodia. The other two are a

disintegrin and metalloprotease-12 (ADAM-12) that has been found in the podo-

somes of Src-transformed cells (Abram et al. 2003) and a distinct type of metallo-

proteinase called invadolysin initially discovered in Drosophila melanogaster
mutants that produced aberrant mitotic spindles (McHugh et al. 2004). The roles

of these enzymes in invadopodia are not known but they may contribute to other

functions of invadopodia such as modification of chemokines and cytokines.

These eight proteases that localize to invadopodia may not reflect the entire

armament of invadopodial proteases because there may be others that have not been

investigated. However, between them they can degrade most ECM molecules.

Moreover, uPAR presumably concentrates uPA to invadopodia where it can acti-

vate plasmin in extracellular fluids. Plasmin degrades multiple ECM substrates and

activates MMPs that degrade a broad spectrum of matrix molecules. Thus, invado-

podia are equipped with all the proteases needed to break down matrix barriers and

promote cell invasion. But, eroding matrix barriers is only one function of the

proteases at invadopodia. They also participate in the ongoing ‘‘conversation’’

between motile cells, the ECM, and the cells present in the microenvironment.

Invadopodial Proteases and the Tumor Microenvironment

The proteolytic activity of DPPIV is known to have roles in blood glucose regula-

tion, leukocyte migration, and angiogenesis through cleavage of glucagon-like

peptide and glucose-dependent insulinotropic polypeptide; CXCL12 and CCL22
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chemokines; and neuropeptide-Y (Chen et al. 2003). In this way, invadopodial

proteases can serve as cellular traffic directors modulating the response of cells

surrounding invading cells that express invadopodia.

FAP appears to have multiple roles in tumor—host interactions. For example,

overexpression of FAP on tumor cells stimulates angiogenesis and rapid tumor

growth in an animal model of human breast cancer (Huang et al. 2004). Moreover,

FAP was identified in a homology cloning approach as important for capillary

morphogenesis and angiogenesis of microvascular endothelial cells (Aimes et al.

2003). FAP–DPPIV complexes are found on microvascular endothelial cells and

their action is required for endothelial cell invasion of collagen (Ghersi et al. 2006).

Thus, FAP apparently has a direct role in communications between tumor cells and

the extracellular environment to stimulate the angiogenesis that sustains rapid

tumor growth. The pro-angiogenic function of FAP may be enhanced by MMP-9.

MMP-9 has been implicated in proangiogenic functions through release of matrix-

bound vascular endothelial growth factor (Bergers et al. 2000, Vu et al. 1998).

However, MMP-9 also has antiangiogenic functions through the production of

tumstatin, an antiangiogenic fragment derived from MMP-9 cleavage of type-IV

collagen (Hamano et al. 2003). More evidence for potential cooperation between

FAP and MMP-9 comes from the recent finding that FAP and MMP-9 produce

distinct but comparable low-molecular weight fragments of denatured type-I colla-

gen (Christiansen et al. 2007). Moreover, new work has shown that recombinant

and soluble FAP activity can be increased up to sevenfold by truncation of FAP by

EDTA-sensitive proteases (Chen et al. 2006). Indeed, this elevated activity of FAP

is seen in tumors of ovarian cancer (Chen et al. 2006) and breast cancer (Kelly

1999). While the identities of the EDTA-sensitive proteases that mediate the

hyperactivation of FAP are unknown, it is tempting to speculate that they are

MMPs such as MMP-9. Although recombinant soluble FAP was used to detect

the phenomenon of hyperactivation of FAP, there is now evidence that a soluble

form of FAP occurs naturally in blood (Lee et al. 2006b).

McKee’s group has identified a soluble form of FAP in the plasma as the a2-
antiplasmin cleaving enzyme (APCE) (Lee et al. 2006b). FAP cleaves the N-

terminal 12 amino acids from a2-antiplasmin, rendering it 13 times more capable

of penetrating fibrin aggregates (Lee et al. 2006b). a2-antiplasmin inhibits plasmin,

the major fibrinolytic enzyme in serum, making it possible that overexpression of

FAP observed in melanoma, breast, and many epithelial cancers could directly

contribute to stabilizing fibrin, making fibrin microclots and microemboli more

likely in these cancer patients.

In summary, invadopodial proteases are complexed together on the surface of

the plasma membrane. These complexes are both adhesive and lytic. They are sites

of cell signaling because integrins are included in the complexes but they are also

sites where cells proteolytically modify the matrix. These modifications not only

facilitate migration of cells through matrix barriers, they are also avenues for cell–

cell communication. Through the actions of invadopodial proteases, growth and

angiogenic factors are released from the matrix, cytokine functions are altered, and

bioactive fragments of matrix molecules are produced. These evoke biological
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responses from surrounding cells. In the case of malignant tumors the result of these

responses is the angiogenesis that fuels rapid tumor growth. Thus, the invadopodial

proteases, particularly FAP and DPPIV, are appealing targets for therapeutic inter-

ventions (Kelly 2005). Future work will determine the roles of proteolytic activities

at invadopodia and those functions mediated by complex formation and subsequent

signaling.

Various reports suggest that invadopodia-like protrusions might also be involved

in a variety of processes, for example, diapedesis (Carman et al. 2007), eosinophils

adhering to VCAM-1 via podosomes (Johansson et al. 2004), anchor cell invasion

through basement membrane in Caenorhabditis elegans (Sherwood et al. 2005),

and migration of border cells during Drosophila development (Fulga and Rorth

2002). In one of these cases, degradation of the cell–cell adhesion molecule

VCAM-1 required the podosome-associated disintegrin metalloprotease ADAM-

8 (Johansson et al. 2004). Thus, invadopodia might serve other functions in addition

to ECM degradation and might participate in a wide array of developmental and

normal physiologic processes in addition to tumor cell invasion. Furthermore,

invadopodia might possess more than passing resemblance to growth cone filopo-

dia, for example, and opportunities for direct comparison could shed light on the

variety of functions that these most interesting cellular structures mediate.

Conclusions and Future Perspective

Moving forward, clarification of the relationship between podosomes and invado-

podia will require careful comparisons between cell types, between cells on defined

matrices, and using multiple imaging approaches including time lapse imaging.

Previously, studies of podosomes were conducted on glass substrata, whereas

studies of invadopodia were performed on matrix-coated substrata, by necessity,

in order to detect localized matrix degradation. The ultimate challenge, in the

future, will be to detect and study the role of invadopodia in living tissues and to

identify their association and participation in pathological cell invasion in vivo. The

study of podosomes and invadopodia using advanced imaging techniques in model

systems, and within 3D settings in vitro and in vivo is just taking off and is

facilitated by the advent of new high-resolution imaging capabilities including

multiphoton imaging, multispectral imaging, fluorescence detection of protease

activity in vivo, second harmonic visualization of collagen fibers, antibodies to

detect cleaved collagen, fluorescence resonance energy transfer (FRET), fluores-

cence recovery after photobleaching (FRAP), and the development of siRNA-

knockdown techniques to catalogue required molecular components, structures,

molecular interactions, and functional consequences of invadopodia formation

[(Artym et al. 2006, Destaing et al. 2003, Evans et al. 2003, Lorenz et al. 2004,

Wolf et al. 2007) and references therein].

Thus, major questions in invadopodia research include determining the func-

tional relationship between podosomes and invadopodia, understanding structural

and functional variations from cell type to cell type; identifying exact placement of
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each invadopodia-related molecule in the time course of invadopodia and then

determining their functional roles and molecular interdependencies. Ultimately, the

goal is to determine the in vivo relevance of invadopodia and podosomes for

disease progression, and to discover how they might be therapeutically targeted

to control pathological cell invasion during tumor formation and metastasis.
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Chapter 22

uPAR and Proteases in Mobilization

of Hematopoietic Stem Cells

Pia Ragno and Francesco Blasi

Abstract The specific cell-surface receptor for the urokinase-type plasminogen

activator (uPA) was identified in 1985; since then, a large body of evidence showed

that urokinase-type plasminogen activator receptor (uPAR) was not only the recep-

tor for a proteolytic enzyme but also a multifunctional signaling molecule capable

of various interactions and activities. In fact, uPAR is implicated in several

biological events, such as cell adhesion, migration, proliferation, and survival.

Cell-surface uPAR can be cleaved by neutrophil proteases, matrix metallopro-

teases, plasmin, and uPA itself. Both full-length and cleaved uPAR can be shed

from the cell surface, generating full-length and cleaved forms of soluble uPAR

(suPAR and c-suPAR). suPAR retains most of uPAR activities which are lost by

c-suPAR. However, c-suPAR becomes a potent chemoattractant for cells expres-

sing receptors of the FPR (fMLP: formyl-methionine-leucine-proline) family.

Very recently, uPAR involvement has been reported in the trafficking of human

and mouse hematopoietic stem cells (HSCs) from and to bone marrow (BM). In

humans, c-suPAR levels are strongly increased during HSC mobilization induced

by the granulocyte-colony-stimulating factor (G-CSF). Increased c-suPAR could

contribute to HSC migration into the circulation both directly, by inducing HSC

migration, and indirectly, by inactivating CXCR4, a key receptor in HSC retention

in BM. In vivo, a specific c-suPAR-derived peptide induces mobilization of mouse

CD34þ HSCs to the same extent as G-CSF. In mice, uPAR is expressed on HSCs

and seems to act as a retention signal in BM, likely by interacting with the VLA-4

integrin. uPAR shedding from the cell surface induces HSC release from BM and

mobilization into the circulation. Proteases, which are largely produced in BM

during G-CSF-induced mobilization, and, in particular, plasmin are strongly

involved in these events and play an important role in HSC trafficking.
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Introduction

This chapter will focus on the interactions of the urokinase receptor (uPAR) and

will highlight the recently discovered role of uPAR in mobilization of human and

mouse hematopoietic stem cells (HSCs). HSC mobilization may also require

neutrophil proteases and plasmin; thus, a section of the chapter will review their

implication and potential functions in HSC trafficking from and to the bone marrow

(BM). This topic has a potentially direct practical application as HSC transplanta-

tion is an important therapeutic tool in a series of human malignancies.

Structure of uPAR

uPAR is a GPI-anchored protein composed of three consecutive three-finger

domains organized in ‘‘three quarters of a circle’’ shape, which generates both a

deep internal cavity where an inhibitory peptide or the growth factor domain of

urokinase-type plasminogen activator (uPA) can bind, and a large external surface.

The receptor-binding module of uPA engages the uPAR central cavity, leaving the

external receptor surface accessible for other protein interactions (Llinas et al.

2005, Huang et al. 2005, Barinka et al. 2006). Alanine scanning mutagenesis has

identified both the uPA-binding epitope on the internal cavity and the vitronectin

(VN)-binding epitope on the external surface (Gardsvoll et al. 2006, Madsen et al.

2007). The structure of uPAR and the uPA and VN-binding epitopes will be

described in Chap. 34 by Jacobson et al.

Ligands and Interactors

uPA and VN

The original discovery of uPAR as a receptor for uPA occurred over 20 years ago

almost at the same time in the laboratories of J.D. Vassalli and F. Blasi (Vassalli

et al. 1985, Stoppelli et al. 1985). This finding brought much excitement in the field

since it was the first cell-surface receptor identified for a protease. The fact that uPA

was a plasminogen activator suggested that the binding to the cell surface would

induce a cell surface–associated proteolytic cascade (Blasi et al. 1987), a suggestion

that has been since confirmed (see, for example, Stephens et al. 1989). However, the

physiological role of uPAR in plasminogen activation turned out not to be essential,

since uPAR-knockout (Ko) mice did not show any sign of fibrin deposition

(Dewerchin et al. 1996). Moreover, mice doubly deficient in uPAR and tPA

(Bugge et al. 1996) did not show the signs of fibrinolytic deficiency that were
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observed in the uPA-tPA double Ko mice. Since both uPA and tPA are required to

achieve optimal fibrinolytic activity (Carmeliet et al. 1994), this result also showed

that uPA was probably able to bind other cell-surface proteins and hence be

proteolytically active also in the absence of uPAR. Even though the role of uPAR

in fibrinolysis has not been further investigated, subsequent findings showed that

the uPAR Ko mice did have several pathologic phenotypes, but these were more

likely caused by cell signaling defects (see below) (Blasi and Carmeliet 2002). In

particular, these mice showed deficiencies in neutrophils and macrophages migra-

tion in vivo (May et al. 1998, Gyetko et al. 2000), acceleration of kidney fibrosis

(Zhang et al. 2003a, 2003b), increased bone density and osteoblasts’ osteogenic

potential, decreased osteoclasts formation, and altered cytoskeletal reorganization

in mature osteoclasts (Furlan et al. 2007). Moreover, these mice also display

deficient mobilization of HSCs (Tjwa, M. unpublished) and are protected from

skin carcinogenesis (D’Alessio, S. unpublished). Several data show that uPAR is

important also in human HSCs mobilization (Selleri et al. 2005, 2006) (see below).

About 10 years after uPAR discovery, Chapman and coworkers identified a

second uPAR ligand, the extracellular matrix and serum protein, VN (Wei et al.

1994). The affinities of uPA and VN for uPAR are very different, as VN does not

bind uPAR in the absence of uPA (Gardsvoll and Ploug 2007) and the binding of

uPA and VN is not mutually exclusive. VN is also a ligand for the alphaV-beta3 and

alphaV-beta5 integrins, and it was realized that the binding site for uPAR, present

in the somatomedin B domain (Deng et al. 1996), is quite close to the RGD, the

recognition sequence for most integrins, and overlaps at least in part with the

binding site for PAI-1. This opens the possibility that in fact VN acts as an adaptor

for the interaction of uPAR and integrins and suggests that PAI-1 can disrupt the

binding of VN to uPAR and hence modulate uPAR-dependent adhesion.

Integrins

The presence of uPAR allows cells to directly adhere onto VN, spread, and migrate.

The addition of uPA stimulates both adhesion and migration (Wei et al. 1996). This

adhesion is not RGD-dependent as it does not involve integrins. However, several

proofs have been provided that uPAR can interact with integrins. Bohuslav et al.

(1995) reported that they could immunoprecipitate integrins using an anti-uPAR

antibody. Since then, several confirmatory reports have been published, although

coimmunoprecipitation of uPAR with integrins has not been shown with all cells. In

some cell lines, uPAR coprecipitates with integrins, but in others it is necessary to

treat the cells with uPA (Wei et al. 1996, Aguirre Ghiso et al. 1999, Mazzieri et al.

2006). Using purified proteins, coimmunoprecipitation of iodinated suPAR with

alpha3-beta1 or alpha5-beta1 was shown, but only in the presence of uPA (Degryse
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et al. 2005). Evidence in favor of a direct interaction was obtained using specific

peptides. Chapman and colleagues isolated a peptide from a phage-display library

because it bound suPAR but did not interfere with the binding of uPA to uPAR.

This peptide prevented many of the functions of uPAR, like cell adhesion onto VN

and migration (Wei et al. 1996). It was then noticed that this peptide resembled a

sequence present (with various degrees of conservation) in the w4 repeat of the

beta-propeller domain of various alpha integrins. Although these peptides are active

at rather high concentrations, interestingly they inhibited several integrins func-

tions, that is, cell adhesion and cell migration as well as uPAR–integrins coimmu-

noprecipitation (Wei et al. 1996, 2005, Mazzieri et al. 2006). Moreover,

exogenously supplied suPAR in fact inhibited integrin functions, like the internali-

zation of fibrinogen by the macrophage integrin alpha2M-beta3 (Simon et al. 2000).

In other cells, suPAR activates integrin-dependent ERK phosphorylation (Aguirre

Ghiso et al. 1999). All these data suggest an interaction of uPAR and integrins.

On the uPAR side, potential-binding sites have been identified in the second and

the third domains (Degryse et al. 2005, Chaurasia et al. 2006). Importantly, single-

site mutants of uPAR have been identified that are unable to bind either alpha3-

beta1 or alpha5-beta1 integrins or both (Wei et al. 2007).

Despite the wealth of indications of a direct interaction between uPAR and

integrins, the possibility that this interaction is mediated by other proteins, like VN

or uPA, cannot be discarded. Indeed, in addition to the binding of the RGD of VN to

integrins, direct evidence has also been obtained for the binding of uPA, in

particular the kringle domain or the region connecting the kringle to the protease

domain, to the integrins (Pluskota et al. 2003, Tarui et al. 2006, Franco et al. 2006).

G Protein-Coupled Receptors

A peptide from the DI-DII linker region of uPAR, or a fragment of uPAR (DIIDIII)

containing this peptide at the N-terminus, was shown to induce chemotaxis at very

low concentrations (Fazioli et al. 1997, Nguyen et al. 2000). These peptides appear

to activate the FPRL1 (fMLP receptor-like protein 1) receptor, which was known to

respond at high concentrations of the bacterial chemoattractant fMLP (Formyl-

methionine-leucine-proline) (Resnati et al. 2002). Pretreatment with this peptide or

with DIIDIII desensitized cells not only from the action of these peptides but also

from the stimulus of other chemototactic proteins like MCP-1 (monocyte chemoat-

tracting protein-1) and RANTES (Furlan et al. 2004). Direct binding studies

showed that the DIIDIII, but not the full-length protein, had a relatively weak

affinity for FPRL1 (Resnati et al. 2002). It was subsequently shown that cells

expressing not FPRL1, but its homologs FPR, which is activated at low concentra-

tions of fMLP, or FPRL-2, would also respond to the same peptides in chemotaxis

(Montuori et al. 2002, de Paulis et al. 2004).
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Tyrosine Kinase Receptors

Liu et al. (2002) identified the EGF-R as a possible functional interactor of uPAR,

by showing that overexpression of uPAR allowed coimmunoprecipitation of the

two receptors, and activated the EGF-R tyrosine autophosphorylation even in the

absence of EGF. This resulted in activation of the signaling pathway and of

proliferation. All these data in cell culture receive a strong support by the finding

that the EGF responsiveness of the EGF-R in uPAR Ko mouse keratinocytes is

essentially lost, even though the protein and its ligand are still present, demonstrat-

ing a requirement for uPAR of the EGF-R activation (D’Alessio and Blasi, to be

published). These results are in good agreement with previous data from Gonias’

laboratory, showing that EGFR selectively cooperates with uPAR to mediate

mitogenesis (Jo et al. 2005, 2007).

Another tyrosine kinase receptor that has been linked to uPAR is the platelet-

derived growth factor receptor (PDGFR). Indeed, LRP1B, a member of lipoprotein

receptors, modulates the migration of smooth muscle cells (SMCs) by increasing

the degradation of membrane uPAR and PDGFR-beta (Tanaga et al. 2004). More-

over, uPAR activation by uPA induces its association with PDGFR-beta, PDGF-

independent PDGFR-beta phosphorylation of cytoplasmic tyrosine kinase domains,

and receptor dimerization. This induces the uPA-dependent downstream signaling

that regulates vascular SMC migration and proliferation (Kiyan et al. 2005).

uPAR-dependent Signaling Pathways

Induction of migration through uPA, DIIDIII, or the DI-DII chemotactic peptide

induces a variety of signaling pathways. Indeed, inhibitors of tyrosine kinases and

of the ERK1/2 kinases completely block uPA or DIIDIII-induced chemotaxis

(Resnati et al. 1996, Degryse et al. 1999, Nguyen et al. 2000). The requirement

for other important signaling molecules like Ras, Raf, Src (Degryse et al. 1999,

Nguyen et al. 2000), Fak, and Rac (Kjoller and Hall 2001) in uPAR-dependent

migration or cell motility has been demonstrated. The uPA induction of migration

has been shown to also activate other signaling pathways, including the PI3-kinase,

Tyk2, and the Jak/Stat pathway (Koshelnick et al. 1997, Dumler et al. 1999, Kusch

et al. 2000).

Nowadays, it is clear that migration mediated by uPAR can be obtained by

activating different signaling pathways. However, no overall picture has yet

emerged that reveals the basis of the choice of the induced pathway (Blasi and

Carmeliet, 2002).

In many cancer cell lines, uPAR abundance is directly related to the growth of

the cells. In particular, Ossowski’s work has outlined that in Hep3 epidermoid

carcinoma cells, the downregulation of uPAR expression leads to a decreased
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growth rate in vivo in the chorion-allantoic membrane (Kook et al. 1994). Likewise,

Hep3 cells can undergo a period of latency in which they are unable to grow in vivo;
this phenotype is reversed by the reexpression of uPAR (Yu et al. 1997). The

growth-inducing property of uPAR in cancer cells was explained when the uPAR–

integrins interaction was investigated. Indeed, in these cells the growth rate in vivo
is affected by the interference of uPAR with the alpha5-beta1 (fibronectin receptor)

activity. In fact, uPAR and fibronectin lead to the induction of Erk1/2 and inhibition

of p38MAP-kinase activation and this unbalance results in the increase in growth

rate in vivo (Aguirre-Ghiso et al. 2001). As indicated above, uPAR overexpression

in Hep3 cells and its interaction with alpha5-beta1 affects the activity of the EGF-R,

resulting in constitutive activation also in the absence of EGF or other ligands (Liu

et al. 2002).

In conclusion, despite the wealth of evidence that shows a direct involvement of

uPAR in cancer cell growth, these studies do not outline a precise mechanism.

Cancer cell lines suffer from the lack of characterization of the oncogenic mutations

present. In fact, uPAR involvement in cell growth and cancer is reinforced by the

comparison of the growth properties of mouse embryo fibroblasts (MEFs) isolated

from uPAR wild-type (WT) or Ko mice, a system genetically different only at the

level of the uPAR gene. The latter, in fact, have a faster growth rate which can be

reversed by the reintroduction of uPAR. The faster growth rate is maintained also

when MEFs are transformed by oncogenes like RasV12 and E1a, indicating that

uPAR controls cell growth even in the presence of activated oncogenes. In fact,

uPAR Ko MEFs are also transformed more efficiently from these oncogenes and

induce larger and faster-growing tumors when inoculated in nude mice (Mazzieri

et al. 2007). The effect of uPAR deletion in cell growth of otherwise WT cells is

cell-type specific. While osteoblasts behave like MEFs (Furlan et al. 2007), kera-

tinocytes on the contrary are unable to grow in culture and are deficient in skin

wound healing (D’Alessio and Blasi, to be published). The nature of this discrep-

ancy is still unclear. In any case, overall, all these data show that uPAR expression

is important in regulating cell growth not only in culture but also in vivo.

uPAR and Proteases in Hematopoietic Stem Cell Mobilization

Hematopoietic Stem Cells

HSCs are clonogenic cells capable of self-renewal and multilineage differentiation;

they must be distinguished by hematopoietic progenitor cells (HPCs) which are

oligo-lineage cells, incapable of self-renewal and with an absolute lower differen-

tiation potential. The expression of the CD34 antigen and lineage negativity are

commonly used in clinics to identify human HSCs/HPCs. CD34þ cells, sorted

through the fluorescence-activated cell sorter, contain cell populations capable of

both short-term and long-term reconstitution of myeloablated transplant recipients.

Under steady-state conditions, the majority of CD34þ HSCs reside in the BM
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(BM-HSCs), while circulating HSCs (PB-HSCs) amount to only 0.06% (Fruehauf

et al. 1995). BM and PB CD34þ cells are functionally different and, correspond-

ingly, show a differential gene expression (Fruehauf et al. 1995). Physiologically,

HSCs recirculate in the bloodstream and repopulate distinct anatomical districts

(Wright et al. 2001). HSC capability to circulate from blood to BM (homing) and

from BM to blood (mobilization) has been conserved in different species, but its

biological significance remains unknown. However, this physiological and peculiar

capability can explain the success of BM transplantation. In 1951 two independent

groups reported that injection of cells from BM or from spleen (where also

hematopoiesis occurs in adult mice) can protect lethally irradiated animals (Jacob-

son et al. 1951) and a few years later it became evident that the rescue effect was

due to cellular factors (Ford et al. 1956). The existence of HSCs or HPCs was then

demonstrated when specific assays became available and the formation of colonies

(containing granulocyte/macrophage and erythroid cells) in the spleen of irradiated

mice, following injection of BM cells, could be measured (Till et al. 1964).

Actually, the number of multipotent or more restricted hematopoietic progeni-

tors can be counted by in vitro HSC culture on irradiated BM stroma and

subsequent enumeration of colony-forming cells (CFCs) in methylcellulose in the

presence of specific growth factors.

Hematopoietic Stem Cell Mobilization

The story of HSC mobilization started with the finding that HSCs were present in

peripheral blood (PB) of different animals, including humans, during steady-state

homeostasis (Korbling and Fliedner 1994). Increased HSC levels were subsequent-

ly detected in patients affected by myeloproliferative disorders (Hibbin et al. 1984),

and some authors, at the end of 1970s, reported increased circulating HSC levels in

the blood of patients following treatments with cyclophosphamide and other drugs.

Technical improvements allowing large-scale harvesting (the continuous-flow leu-

kopheresis) and studies showing faster BM repopulation in patients transplanted

with autologous mobilized PB-HSCs led to the wide use of PB-HSCs in transplan-

tation therapy (Korbling and Fliedner 1994). Currently, mobilized PB-HSCs repre-

sent the major source of stem cells for autologous stem cell transplantion and are

also increasingly used in allogeneic HSC-transplantation, because of the relative

ease of collection, the higher yield of stem cells, and the shorter time to engraftment

(Fruehauf and Seggewiss 2003). At the beginning, mobilization protocols were

based on chemotherapy alone; following the discovery of human G-CSF (Molineux

et al. 1990), clinicians started to use G-CSF, which has now become the standard

mobilizing agent, even though various other cytokines are able to induce mobiliza-

tion, including GM-CSF, interleukin-8 (IL-8), IL-3, and SCF (Fruehauf and

Seggewiss 2003). The majority of HSCs resides in the BM, which provides them

with a suitable microenvironment, regulating their proliferation/survival and dif-

ferentiation. At steady-state, proliferating and differentiating HSCs are located
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within specialized niches, whereas differentiated cells and a very low number of

HSCs leave the BM and migrate into the circulation. HSCs are retained in the BM

mainly by their adhesive interactions with the cellular and matrix components of

the stroma and by interaction with specific, diffusible, BM chemokines.

CD34þ cells express a wide variety of adhesion molecules, including integrins,

selectins, CD44 family, and immunoglobulin superfamily members. The ligands of

these adhesion molecules are expressed in the BM stroma, both on cells and in the

matrix. Interestingly, the same molecules which play a role in HSC homing to BM

are often implicated in the pharmacological mobilization of these cells into the

circulation. Indeed, mobilization is believed to require functional changes in the

adhesion profile of BM-HSCs. Among the many relevant well-characterized adhe-

sion molecules is the very late antigen (VLA)-4, integrin receptor for fibronectin

(FN) and for the vascular cell adhesion molecule-1 (VCAM-1). In experimental

models, VLA-4 (alpha4-beta1)- and VLA-5 (alpha5-beta1 integrin)-blocking anti-

bodies prevent engraftment of NOD/SCID mice by human CD34þ cells and

inhibition of VLA-4 blocks homing to BM by murine HSCs (Papayannopoulou

et al. 1995), even though targeted deletion of these integrins fails to block HSC–BM

localization (Wagers et al. 2002). Downregulation or inactivation of these integrins

thus seems crucial for HSC mobilization, as expected, since they mediate HSC

interactions with BM stroma.

Another important antigen present on both human and mouse HSCs is c-Kit, a

tyrosine-kinase receptor. The long-term repopulating (LTR) activity of BM HSC

correlates with c-Kit expression. Before chemotherapy, LTR cells in the BM are

present within the c-Kithi population. After chemotherapy, mobilized LTR cells are

found in the c-Kit� subpopulation. Thus, the reduced expression of c-Kit on HSCs

correlates with the exit of HSCs from BM (Randall and Weissman 1997).

Various recent reports identify other key molecules regulating HSC trafficking

from and to BM stroma, which likely also regulate integrin-mediated functions.

These are the CXC receptor 4 (CXCR4) and its ligand, the stromal-derived factor 1

(SDF1). Murine and human HSC express CXCR4 and efficiently migrate toward

SDF1, which is largely produced by BM endothelium (Kollet et al. 2001, Wright

et al. 2002). The observation that the engraftment of human HSCs in NOD/SCID

mice was strongly reduced by CXCR4-blocking antibodies (Peled et al. 1999)

suggested a role for this receptor in HSC BM localization, which has been con-

firmed by subsequent results. Indeed, administration of a single dose of a pharma-

cologic inhibitor of CXCR4, AMD3100, induces leukocytosis, mobilization of

CD34þ cells, and an increase in circulating CFCs in humans to the same extent

as 5 days of treatment with G-CSF; the same effect was also observed in mice (Liles

et al. 2003, Broxmeyer et al. 2005). Besides directly attracting HSCs to the BM

stroma, SDF1 is also effective in inducing proliferation and differentiation of HSCs

and may enhance the activity of integrins involved in BM retention of HSCs, such

as VLA-4 and LFA-1 (Peled et al. 2000).

Mobilization of HSCs is thus strongly dependent on the disruption of BM

retention forces. In this context, a role for proteases capable of cleaving molecules

that retain HSCs in BM might be hypothesized.
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Proteases in HSC Mobilization

Total body irradiation and/or chemotherapy induce, per se, HSCmobilization; these

agents determine tissue damage that, in turn, leads to a dramatic increase in the

levels of released chemokines, cytokines, and proteolytic enzymes in many organs,

as part of the regeneration and repair process. G-CSF-dependent HSC mobilization

correlates with an increase in the number of leukocytes and of polymorphonuclear

(PMN) cells. The importance of PMN cells was studied in mice made neutropenic

by administration of antineutrophil antibodies. The IL-8-induced mobilization was

reduced significantly during the neutropenic phase, reappeared with the presence of

peripheral PMN cells, and was increased proportionally during the neutrophilic

phase. In neutropenic mice, the IL-8-induced mobilization was restored by the

infusion of purified PMN cells but not by infusion of mononuclear cells (Pruijt

et al. 2002).

Neutrophils represent a source of proteases which could contribute to HSC

mobilization since, on activation, they release a large amount of proteases from

their specific and azurophilic granules (matrix metalloprotease-9, lactoferrin and

elastase, cathepsin G, proteinase 3, respectively). In fact, mobilization by either

cyclophosphamide or G-CSF transforms the BM into a highly proteolytic environ-

ment (Lévesque et al. 2002). Administration of either G-CSF or cyclophosphamide

results in the accumulation of granulocytic precursors and release of active neutro-

phil elastase and cathepsin G, that directly cleave VCAM-1 in vitro, which contrib-
ute to HSC anchoring to BM stroma. These events correlate with the kinetics of

HPC mobilization into the peripheral blood (Lévesque et al. 2001).

Also matrix metalloproteinase-9 (MMP-9) increases in BM and PB during

mobilization of progenitor cells by G-CSF (Carstanjen et al. 2002, Carion et al.

2003) and a significant relationship between the levels of circulating HPC, both at

steady state and after mobilization, and those of secreted MMP-9 was also reported

(Carion et al. 2003). Inhibitory antibodies against MMP-9 prevented IL-8-induced

mobilization (Pruijt et al. 1999).

The increased levels of different proteases during HSC mobilization suggested

that they could play a role in HSC release from BM. Indeed, proteases can specifi-

cally cleave molecules implicated in HSC retention in BM. BM extracellular fluids

isolated from G-CSF-mobilized mice contain serine proteases capable of cleaving

c-Kit into discrete fragments, thus indicating that the direct proteolytic cleavage of

c-Kit by neutrophil and macrophage proteases may be responsible, at least in part,

for the downregulation of c-KIT expression on mobilized hematopoietic progeni-

tors in vivo (Lévesque et al. 2003a). Neutrophil proteases can also affect the

CXCR4/SDF1 axis. Leukocyte elastase is able to in vitro cleave the N-terminus

of both CXCR4 and its ligand, thus inhibiting their binding (Valenzuela-Fernández

et al. 2002). CXCR4 and SDF1 cleavage in the BM, during G-CSF treatment, has

also been demonstrated (Lévesque et al. 2003b).

SDF1 can be also cleaved by CD26/dipeptidylpeptidase IV (DPPIV), a mem-

brane-bound extracellular peptidase that is expressed by a subpopulation of CD34þ
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hemopoietic cells isolated from cord blood. Cleaved SDF1 is unable to induce

CD34þ cell migration and inhibits uncleaved SDF1 activity (Christopherson et al.

2002). In vivo, the effect of G-CSF in CD26�/�mice was significantly lower than in

WTmice (Christopherson et al. 2003); in agreement with these results, inhibition or

deletion of CD26 greatly increased the efficiency of transplantation due to a better

engraftment (Christopherson et al. 2004).

The recent observation that administration of Serpin-1, inhibitor of serine-

proteases, inhibits G-CSF-induced HSC/HPC mobilization (van Pel et al. 2006) is

in total agreement with previous results and strongly supports the hypothesis of a

crucial role for protease activity, in particular serine proteases, in cytokine-induced

HSC/HPC mobilization. By contrast, HPC mobilization by G-CSF was normal in

MMP-9-deficient mice, elastase- and cathepsin G-deficient mice, or mice lacking

dipeptidyl peptidase I (Levesque et al. 2004). Surprisingly, also the combined

inhibition of these proteases had no significant effect on HPC mobilization. G-

CSF induced anyhow a significant decrease in SDF1 expression in the BM of

elastase- and cathepsin G-deficient mice, which suggests the involvement of

other, unexplored proteases, which could substitute or act independently of previ-

ously identified neutrophil proteases.

A potential effect of the uPA has been explored only in elapsed and antic-

oagulated cord blood, in which uPA increased the yield of progenitor cells during

red cell depletion (Lee et al. 2002). Recent reports clearly indicate a strong

involvement of the uPAR and of plasmin in HSC mobilization.

uPAR and Plasminogen Activation in HSC Mobilization

G-CSF-induced HSC mobilization is a multistep process which includes HSC

detachment from the BM microenvironment, motility and subsequent migration,

and intravasation. Indeed, uPAR is strongly involved in migration and adhesion of

normal and malignant cells, even independently of the proteolytic activity of its

ligand (Blasi and Carmeliet 2002). During human HSC mobilization, uPAR ex-

pression increased significantly on peripheral blood mononuclear cells (PBMNCs),

in particular on CD33þmyeloid precursors and on CD14þmonocytic cells released

from BM into the circulation. By contrast, CD34þ cells and T and B lymphocytes

were uPAR-negative. Upregulation of cell-surface uPAR in CD33þ and CD14þ

monocytic cells coincides with the increase in the soluble form of the receptor

(suPAR) in the serum, thus suggesting its release from the monocytic cell surface.

Both the previously described intact and cleaved forms (c-suPAR) of shed suPAR

were observed, even if PBMNCs from G-CSF-treated donors expressed mainly the

full-length form of uPAR; this observation suggested that the cleavage of the

receptor may occur after its release from the cell surface (Selleri et al. 2005).

Interestingly, uPAR can be a substrate of neutrophil proteases, MMP-9, cathepsin

G and elastase, as well as of plasmin, which all cleave uPAR upstream of the

sequence endowed with chemotactic properties (Andolfo et al. 2002, Beaufort et al.
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2004). Thus, protease cleavage might generate potentially chemotactic forms of

suPAR (c-suPAR) present in the serum of G-CSF-treated donors. Chemotactic c-

suPAR is a potent chemoattractant for BM-HSCs, since they express the high-

affinity receptor for fMLP (FPR). c-suPAR is also able to interfere with the

CXCR4/SDF1 axis, the key step in HSC mobilization. Indeed, in vitro SDF-1

dependent migration of CD34þ BM-HSCs is inhibited by c-suPAR or a c-suPAR-

derived peptide including the chemotactic sequence, corresponding to aa 84–95

(uPAR84–95). Interestingly, the opposite effect is observed with full-length suPAR,

which stimulates human HSC migration toward SDF1, which suggests a role for

full-length suPAR in the homing process, rather than in mobilization (Wysoczynski

et al. 2005).

Altogether, these data suggest that during G-CSF-induced HSC mobilization,

uPAR expression is first upregulated on CD33þ and CD14þ cells and is then

cleaved, thus leading to increased uPAR shedding in the serum. suPAR could be

rapidly cleaved both in the serum and in the BM. In the first case, c-suPAR might

chemoattract BM HSCs, inducing their migration into the circulation through a

positive gradient. In the second case, c-suPAR might inactivate CXCR4 by heter-

ologous desensitization and promote HSC release from BM (Fig. 22.1).

Fig. 22.1 uPAR involvement in human HSC mobilization. G-CSF administration upregulates

uPAR expression on CD33þmyeloid and CD14þmonocytic cells, thus leading to increased uPAR

shedding. Soluble uPAR (suPAR) could be cleaved by proteases both in bone marrow (BM) and in

peripheral blood (PB), thus generating the chemotactically active form of suPAR (c-suPAR). PB c-

suPAR could chemoattract BM hematopoietic stem cells (HSCs) into the circulation through a

positive gradient and/or it could inactivate BM-HSC CXCR4 by heterologous desensitization, thus

promoting HSC release from BM
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The finding of increased levels of both full-length and cleaved forms of uPAR in

allogenic HSC donors following G-CSF treatment has been subsequently confirmed

(Fietz et al. 2006). Moreover, the chemotactic human c-suPAR peptide has been

shown to possess mobilizing activity also in vivo in the mice (Selleri et al. 2006).

Indeed, administration of human uPAR84–95 induces migration of mouse CD34þ

HSCs/HPCs into the circulation to an extent similar to that observed in G-CSF.

uPAR84�95-mobilized leukocytes are strongly enriched in PMN cells as previously

observed with other mobilizing agents.

The availability of specific mutants makes the mice an excellent tool to investi-

gate the role of proteases and uPAR in HSC mobilization. Carmeliet et al. have

carried out a careful study utilizing mice deleted for the uPA, tPA, uPAR, and

plasminogen (Plg) genes. This study has clearly established that uPAR and Plg are

essential for both 5-fluorouracil (5-FU) and G-CSF-induced HSC mobilization

(Tjwa et al. to be published). The mouse system has given somewhat different

indications than the human studies, which possibly underscores the species differ-

ence. However, the main differences may be due to the different types of available

experimental approaches in the two species and may be reconciled in a single

picture.

In humans, peripheral CD34þ cells did not express uPAR; in mouse, uPAR

marks BM cells which are in close contact with osteoblasts as well as a subset of

HPCs. At steady state, uPAR Ko mice are partially depleted of HPCs in the BM

which show a decreased cell cycle quiescence and chemoprotection. uPAR Komice

are impaired in HPC mobilization, homing, and short-term engraftment. Thus,

uPAR must be an engraftment/retention signal for HPCs. In WT mice, in response

to 5-FU myeloablation or G-CSF stimulation, the membrane-anchored uPAR

retention signal on HPCs is inactivated by plasmin via proteolytic cleavage into a

soluble uPAR cleavage product (suPAR), which stimulates mobilization. In agree-

ment with these findings, the mobilization of HPCs is impaired in mice lacking

either uPAR or Plg. The retention effect seems to depend on the interaction in the

BM of the membrane-anchored uPAR of HPCs with the alpha4-beta1 integrin,

which is important in the retention of HSC in the osteoblastic cells niche. This

interaction is functionally interrupted when plasmin cleaves membrane-anchored

uPAR or on addition of exogenous soluble forms of uPAR, suPAR, and soluble

DIIDIII (Fig. 22.2). Indeed, these fragments stimulate mobilization and partially

restore the mobilization activity and the chemoresistance in uPAR Ko mice.

Plasmin, therefore, appears to convert uPAR from a membrane-anchored retention

into a soluble mobilization signal. Loss of uPAR also impairs long-term engraft-

ment and multilineage repopulation of primary and secondary myeloablated reci-

pients. These findings implicate uPAR and plasmin as novel regulators of the

maintenance, homing, engraftment, retention, and mobilization of HPCs (Tjwa,

M. to be published).

In light of these results, the chemotactic hypothesis based on the results of

human studies (Selleri et al. 2005, 2006) might represent one of the at least two

important events in HSC mobilization in which uPAR is involved: retention in the

BM and mobilization into the peripheral blood.
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Conclusions

These results open the way to further studies in which important questions on uPAR

function in HSCmobilization are better defined and the mechanisms involved outlined

indetail.Outstandingquestions are the role of uPAR inHSCself-renewal, themolecular

nature of the retention signal and uPAR’s role, the regulation of uPAR’s cleavage by

plasmin, and the molecules interacting with uPAR, suPAR, and c-suPAR. One very

important question is, in any case, the definition of the molecular state of the HSC in

uPAR Ko mice. Preliminary experiments indicate that the gene expression profile of

sorted HSC is profoundly different in WT and uPAR Ko mice (Eden, O & Balsi to be

published). Understanding the basis of these differences will lead to a much better

understanding of HSC physiology and of the uPAR molecular plasticity. This will

represent a priority, albeit very difficult, challenge in the next few years.
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Chapter 23

The Urokinase Receptor and Integrins

Constitute a Cell Migration Signalosome

Bernard Degryse

Abstract Initially identified as a permissive receptor involved in the regulation of

pericellular proteolysis, the receptor of urokinase, urokinase-type plasminogen

activator receptor (uPAR), is also a signaling receptor capable of regulating tissue

remodeling, cell adhesion, differentiation, proliferation, and migration. Therefore,

the uPA/uPAR system can permit a tumor cell to modify its environment or to move

across it. uPAR exerts these effects by interacting laterally with other membrane

receptors such as seven-transmembrane domain receptors, tyrosine kinase recep-

tors, and integrins. This latter family of receptors mediates bidirectional signaling

and is connected to the cell cytoskeleton. Beside their well-documented roles in cell

adhesion and migration, integrins promote cell survival and resistance to genotoxic

injury, crucial properties that allow a tumor cell to adapt to new environments and

survive in hostile conditions. Therefore, combining the uPA/uPAR system to the

integrin system provides an ultimate advantage to the tumoral cell. Moreover,

thanks to the large array of ligands and membrane-bound partners, formation of

the uPAR–integrin complex represents the cornerstone that consents to build up

larger signaling complexes and to adjust their compositions in order to satisfy the

various cellular/tumoral requirements as the tumor cells grow, invade, or dissemi-

nate. Therefore, the uPAR–integrin complexes constitute convenient adaptable

signaling complexes, some kind of ‘‘chameleon signalosome.’’ This chapter will

discuss these issues, describing the influence of uPAR on integrin activity (and

conversely) and signaling, and summarize our understanding of the molecular basis

of uPAR–integrin interactions. In addition, new challenging data that may revolu-

tionize the classical view of uPAR–integrin interaction will be also discussed.
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Introduction

The most original and important characteristic of urokinase-type plasminogen

activator receptor (uPAR) is its glycosyl-phosphatidyl-inositol (GPI) anchor which

implies that uPAR is entirely located on the outer side of the plasmamembrane. This

fact is quite challenging as uPAR is nevertheless a signaling receptor capable of

regulating gene expression, cell proliferation, adhesion, and migration. Most proba-

bly, uPAR achieves these functions by interacting laterally with other molecules. So

far, various uPAR partners have been identified, including seven-transmembrane

domain receptors such as FPRL1; endocytic receptors such as LRP (LDL receptor-

related protein), very low-density lipoprotein receptor (VLDL-R), the mannose

6-phosphate/IGF-II receptor (CD222, CIMPR), or uPAR-associated protein

(uPARAP) (Endo180); caveolin, the gp130 cytokine receptor; and tyrosine kinase

receptors such as the EGF receptor (EGF-R), the PDGF receptor (PDGF-R), or

the IGF-1 receptor (IGF-1-R) (for reviews, see Blasi and Carmeliet 2002, Degryse

2003, Ragno 2006). Integrins represent another large family of uPAR partners, and

this chapter is particularly dedicated to the description of the interactions between

uPAR and integrins.

Introducing the Urokinase Receptor

uPAR is a 283-residue single-chain protein constituted of three homologous domains

with domain I located at its N-terminus. uPAR is bound to the cell surface by its GPI

anchor added posttranslationally at the C-terminus of domain III (for reviews on

uPAR, see Blasi and Carmeliet 2002, Degryse 2003, Ragno 2006).

uPAR is primarily known as the receptor of urokinase (uPA) that increases the

rate of activation of pro-uPA into uPA, thereby enhancing the activation of plas-

minogen into active plasmin (Ellis et al. 1989). In addition, uPAR can localize uPA

activity at discrete points on the cell surface. Thus, uPAR was first identified as a

major player in the regulation of pericellular proteolysis, a process of particular

importance in the context of cell migration (Blasi and Carmeliet 2002). Degrada-

tion of the extracellular matrix (ECM) and of basement membrane proteins, intra-

vasation, and extravasation represent key steps in tumor invasion and/or metastastic

dissemination. Moreover, the catalytic-dependent effects of uPA and thus uPAR

can also depend on uPA ability to activate growth factors such as basic fibroblast

growth factor (bFGF) (Odekon et al. 1992), protransforming growth factor-b (pro-

TGF-b) (Odekon et al. 1994), and prohepatocyte growth factor (pro-HGF) (Naldini
et al. 1992, 1995).

However, uPAR is also an effective signaling receptor mediating proliferative

and migrating signals. Therefore, uPAR has not only permissive (as regulator of

pericellular proteolysis) but also inducing functions (as a signaling receptor).

A major advance in our understanding of uPAR function was provided by the

X-ray crystal structure that has been published recently (Huang et al. 2005, Llinas
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et al. 2005, Barinka et al. 2006, Huai et al. 2006). uPAR has the form of a

‘‘croissant’’ forming a pocket in which uPA is bound. Thus, this structure leaves

the whole external surface of uPAR available for other interactions, in perfect

agreement with the numerous reported soluble (Table 23.1) and membrane-bound

ligands of uPAR (Table 23.2). The extracellular ligands are interconnected by

complex relationships, and might regulate every step of the cell migration cycle

by conveying ‘‘Stop’’ and ‘‘Go’’ signals to the cell (Fig. 23.1).

Interestingly, uPAR itself can be listed among the membrane-bound ligands of

uPAR. Dimerization of uPAR plays a key role in the binding of vitronectin (VN)

and in the (re)distribution of uPAR into the lipid rafts (Sidenius et al. 2002,

Cunningham et al. 2003). Being a GPI-anchored protein, uPAR has more mobility

onto the plasma membrane and has been shown to relocalize on particular place of

the cell surface (Resnati et al. 1996, Degryse et al. 1999) where it can be found into

large signaling complexes (Bohuslav et al. 1995). In addition, uPAR clustering

initiates uPAR-dependent signaling (Sitrin et al. 2000). Lipids rafts and caveolae

are considered as signaling platforms where uPAR (or other membrane receptors)

can be conveniently located to establish interactions with membrane-bound ligands,

and thus downstream signaling molecules such as c-Src and FAK (focal adhesion

kinase) (for a review, see Simons and Toomre 2000). The presence of uPAR in

these microdomains appears connected to signaling as uPAR was reported to

associate and stabilize caveolin–b1 integrin complex (Chapman et al. 1999, Wei

et al. 1999). In addition, uPA-induced chemotaxis is inhibited both by anti-uPAR

and anti-avb3 antibodies (Degryse et al. 1999). The reverse relationship has also

been proven true; both anti-uPAR and anti-avb3 antibodies efficiently block VN-

induced cell migration (Degryse et al. 2001a).

Table 23.1 The Soluble Ligands of uPAR

Ligands Classification Functions

Pro-uPA Zymogen Inactive precursor of uPA promotes cell

adhesion, migration, and

proliferation

High molecular

weight form

urokinase (uPA)

Serine protease Proteolytic enzyme promotes cell

adhesion, migration, and

proliferation

uPA–PAI-1 complex Complex of uPA and its

physiological inhibitor

PAI-1

No proteolytic activity. Inhibits uPA-

dependent cell migration. Induces

uPAR and integrin internalization

Vitronectin (VN) Extracellular matrix (ECM)

and plasma protein

Promotes cell adhesion and migration.

Cofactor of PAI-1

Two-chain high

molecular weight

kininogen (HKa)

Plasma protein Proinflammatory. Inhibits VN-

dependent adhesion and migration

Streptococcal surface

deshydrogenase

(SDH)

Anchor-less microbial

surface protein from

Streptococcus pyogenes

Glycolytic enzyme. Promotes bacterial

adherence to host cellsa

a According to Jin et al. (2005).
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The difference between the two uPAR functions, permissive versus signaling

receptor, appears to be correlated with the oligomerization state, that is, monomeric

uPAR versus oligomeric (dimeric) uPAR, respectively. In both situations, the

binding of uPA to uPAR is the decisive step that triggers the increase in pericellular

proteolysis and induces a conformational change that results in the exposition of the

SRSRY chemotactic epitope located in the linker region between domains I and II

of uPAR, which may promote lateral interactions with other membrane receptors

such as FPRL1 and integrins. The SRSRY sequence is responsible for the migratory

properties of uPAR, implicating it as a cell surface chemokine (Blasi 1999, Fazioli

et al. 1997, Degryse et al. 1999) or MACKINE (membrane-anchored chemokine-

like proteins) (Degryse 2003).

In addition, various forms of uPAR have been described. Degradation of the GPI

anchor generates soluble uPAR (suPAR). Both membrane-bound uPAR and suPAR

can be cleaved in the linker region between domains I and II by a variety of proteases

including uPA giving DI fragment and DIIDIII-uPAR (Ploug and Ellis 1994).

Interestingly, DIIDIII-uPAR is chemotactic reproducing the effects of uPA, thereby

indicating that DIIDIII-uPAR actually binds to FPRL1 (Fazioli et al. 1997). More-

over, high levels of soluble forms of uPAR are markers of cancers and correlate with

poor prognosis (Stephens et al. 1999, Brünner et al. 1999, Sier et al. 1999).

The presence of an intact receptor and its uPA-binding capacities are very

important for the internalization of uPAR. However, the internalization of uPAR

is not promoted by uPA but rather by its physiological inhibitor, the plasminogen

activator inhibitor-1 (PAI-1), which induces the formation of PAI-1–uPA complex

Table 23.2 The Membrane-bound Partners of uPAR

Partner Type Functions

uPAR GPI-anchored protein Plasminogen activation

Pericellular proteolysis

Cell adhesion, migration,

and proliferation

FPRL1, FPR, FPRL2 Seven-transmembrane

domain receptors

Cell migration

aMb2, aLb2, aXb2, a3b1, a4b1, a5b1,
a6b1, a9b1, avb3, avb5, avb6

Integrins Cell adhesion and

migration

EGF-R, PDGF-R, IGF-1-R Receptor protein

tyrosine kinases

Cell proliferation and

migration

LRP, LRP1B, VLDL-R, mannose

6-phosphate-R, uPARAP

Endocytic receptors uPAR internalization

(LRP: uPAR and integrin

internalization)

Caveolin Scaffolding/structural

protein

Signaling

Gp130 Cytokine receptor Cell migration

gC1qR Complement receptor Complement activation

L-selectin Adhesion receptor Cell adhesion

Seprase Serine protease Pericellular proteolysis
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and the subsequent internalization of uPAR (Nykjaer et al. 1992, 1994; Conese

et al. 1995). Internalization requires the formation of contacts not only between

PAI-1, uPA, the LDL receptor-related protein (LRP or LRP-1), and uPAR but also

directly between LRP and uPAR (Nykjaer et al. 1992, 1994; Conese et al. 1995,

Czekay et al. 2001). Once internalized, the PAI-1–uPA complex is degraded while

uPAR is recycled back to the cell surface (Nykjaer et al. 1997). Regeneration of free

uPAR is thought to maintain a functioning uPAR system on the cell membrane,

Fig. 23.1 VN, PAI-1, and uPA, and their respective receptor integrins, LRP and uPAR, constitute

a cell migration signalosome or ‘‘chameleon’’ signalosome. This model explains the control of cell

migration by VN, PAI-1, and uPA that correlates with their different forms. ‘‘Go’’ signals leading

to cell migration are generated by the binding of VN, PAI-1, and uPA to their respective motogenic

receptor (i.e., integrins, LRP, and uPAR). At the leading edge of the motile cell, ‘‘Go’’ signals

induce cellular responses such as extension of protrusions in the direction of migration, cell

polarization, focal adhesion assembly, and motility. ‘‘Stop’’ signals result from the formation of

VN/PAI-1 and PAI-1–uPA complexes that inhibit integrin-, LRP-, and uPAR-dependent cell

migration (Stefansson and Lawrence 1996, Degryse et al. 2001b, Kamikubo et al. submitted).

Thus, ‘‘Stop’’ signals can control the disassembly of adhesion sites at the rear of the migrating cell.

Interestingly, VN, PAI-1, and uPA (each protein under both free and complex forms) can control

the fate of protrusions at the leading edge that the motile cell uses to probe the ECM according to

the ‘‘sticky fingers’’ mechanism recently described (Galbraith et al. 2007). Therefore, VN, PAI-1,

and uPA are capable of regulating all steps of the migration cycle that are required sequentially or

even simultaneously at various times and locations of the migrating cell. In addition, the uPAR–

integrin complexes can recruit their numerous extracellular ligands and membrane-bound partners

to build up larger signaling complexes in order to meet the cellular requirements and to adjust their

compositions according to the environment of the cells as the cells move and/or grow. Therefore,

the uPAR–integrin complexes constitute some kind of ‘‘chameleon signalosome,’’ that is, migrat-

ing/adapting signaling complexes.
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permitting new interactions with uPA or VN and thus a tight control of pericellular

proteolysis and signaling. The impact of the internalization of uPAR on the cell

machinery is real. Blocking this process results in increased expression of uPAR on

the cell surface and higher uPA production, and subsequently enhances plasmino-

gen activation and cell motility (Weaver et al. 1997, Webb et al. 1999, 2000).

Conversely, in the absence of uPAR regeneration on the cell membrane, cells stop

migrating (Degryse et al. 2001b). PAI-1–uPA complexes inhibit uPA-induced cell

migration by promoting LRP-dependent internalization of uPAR and integrins

(Conese et al. 1995, Degryse et al. 2001b, Czekay et al. 2003).

In contrast, uPA, uPA/PAI-1, and LRP do not bind to DIIDIII-uPAR, and conse-

quently this shorter form of uPAR is not efficiently internalized (Hoyer-Hansen et al.

1992, Nykjaer et al. 1998, Ragno et al. 1998). The mannose 6-phosphate/insulin-like

growth factor-II receptor (cation-independent mannose 6-phosphate receptor,

CIMPR) can bind and internalize both uPAR and DIIDIII-uPAR in an uPA-indepen-

dent manner (Nykjaer et al. 1998). Again, this internalization receptor negatively

regulates uPAR functions (Leksa et al. 2002). Tumor cells have been reported to bear

more copies of DIIDIII-uPAR than of full-length uPAR on their cell surface (Ragno

et al. 1998). This shorter form of uPAR cannot bind to uPA or VN. In contrast, the

two-chain kinin-free high molecular weight kininogen (HKa) is capable of binding

domains II and III of both DIIDIII-uPAR and full-length uPAR in a Zn2þ-dependent
manner (Colman et al. 1997, Chavakis et al. 2000). HKa and VN are competitive-

binding partners, providing uPAR with interesting adhesive and antiadhesive

properties.

The Integrins, a Large Family of uPAR Partners

The fact that uPAR was capable of mediating different signals to the cell challenged

the paradigm that a signaling receptor requires a cytoplasmic domain to transduce a

signal. Quite logically, it was hypothesized that these signaling capacities were due

to lateral interactions between uPAR and other membrane receptors (Resnati et al.

1996, Fazioli et al. 1997). This hypothesis was later fully supported by the identifi-

cation of FPRL1 as a transducer of uPAR (Resnati et al. 2002). Further investiga-

tions revealed a large array of uPAR partners such as the integrins (for reviews, see

Blasi and Carmeliet 2002, Degryse 2003, Ragno 2006). Presently, the relationships

between uPAR and integrins are probably the most studied.

Integrins are type-I transmembrane heterodimers consisting of one a and one b
subunit. In mammals, 18 a-subunits and 8 b-subunits have been identified generat-

ing 24 heterodimers (for reviews, see Ffrench-Constant and Colognato 2004,

Ginsberg et al. 2005, Kinashi 2005). Each subunit is constituted of a large extracel-

lular domain, a short single transmembrane domain, and a small cytoplasmic

domain. This intracellular domain can be directly connected to downstream signal-

ing molecules such as FAK and c-Src, and linked to the cell cytoskeleton.

Integrins are well known for their role in the regulation of cell adhesion and

migration. Their major ligands are ECM proteins. Integrins also have numerous
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membrane-bound ligands that can finely modulate their activity (Porter and Hogg

1998, Kinashi 2005). However, integrins are capable of bidirectional signaling

which represents a major difference between uPAR- and integrin-dependent sig-

naling. Inside-out signaling regulates the extracellular-binding activity of integrins,

whereas outside-in signaling induced by binding of ligands such as ECM proteins

generates signals that are transmitted into the cell.

Integrin activity is accurately regulated via several mechanisms that control

integrin conformation and clustering, thereby adjusting affinity and avidity. Integ-

rins exhibit folded, intermediate, and fully opened conformations characterized by

increasing affinity that reflects their state of activation. High-affinity binding of

ligands is regulated by these conformational changes, a process referred to as

integrin activation that can be achieved by inside-out signaling initiated, for in-

stance, by chemokines (Kinashi 2005). On the other hand, integrin ligation by their

ligands, which kicks off outside-in signaling, induces also conformational changes

and integrin clustering. Last, the numerous integrin partners such as integrin-asso-

ciated protein (IAP), tetraspanins, and uPAR can adapt integrin affinity, avidity, and

signaling in order to precisely meet cell requirements (Porter and Hogg 1998,

Kinashi 2005).

uPAR interacts with almost half of the members of the integrin family including

aMb2 (Mac-1, CR3), aLb2 (LFA-1), aXb2 (CR4), a3b1, a4b1, a5b1, a6b1, a9b1,
avb3, avb5, and avb6. However, this list is certainly longer as uPAR has been

reported to interact with integrins from the b1, b2, b3, and b5 subfamilies. Most of

these are cis-interactions within the same cell, but transinteractions have also been

reported, suggesting that uPAR–integrin association also plays a role in cell–cell

contacts and signaling (Tarui et al. 2001a). Experimental evidences of uPAR–

integrin interactions were mainly based on colocalization (Pöllänen et al. 1988,

Reinartz et al. 1995, Xue et al. 1997, Ghosh et al. 2000, Wei et al. 2001, Bass et al.

2005), cocapping (Xue et al. 1994, Bohuslav et al. 1995), fluorescence resonance

energy transfer (FRET) (Xue et al. 1997, Kindzelskii et al. 1997, Xia et al. 2002),

coimmunoprecipitation (Bohuslav et al. 1995, Xue et al. 1997, Ghosh et al. 2000,

Wei et al. 2001), and in vitro pull-down assay using purified proteins (Degryse et al.

2005). Colocalization, cocapping, and coimmunoprecipitation do not really

demonstrate a direct interaction in vivo. However, FRET is a widely used method

to monitor protein–protein interactions in living cells, and does support direct

uPAR–integrin interactions. FRET is a process in which energy is transferred

from the donor fluorophore to the acceptor, and is usually detectable up to 10 nm.

In fact, Xue et al. (1997) stated a distance of 7 nm between uPAR and b1 or b3
integrins.

Functional assays were also used and brought a more vivid view of the wide

influence of uPAR on integrin activity. Perhaps the best example is given by the

b2 integrins aMb2, and aLb2, which are inactive in uPAR knockout mice prevent-

ing neutrophils recruitment, due to altered leukocyte adhesion to the endothelial

wall (May et al. 1998, Simon et al. 2000). Similarly, targeting uPAR with anti-

uPAR antibodies blocked VN/avb3-dependent migration of rat smooth muscle

cells (SMC) (Degryse et al. 1999). Another impressive example is the forced
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change in ligand binding observed in uPAR-transfected HEK 293 cells where

uPAR inhibited b1 integrin-dependent cell adhesion to fibronectin (FN) but pro-

moted b1-dependent adhesion to VN (Simon et al. 1996, Wei et al. 1996). This

uPAR-enforced switch in ligand preference may provide fast, easily regulated

adaptative properties which might be of great benefit for migrating cells such as

inflammatory, invasive, and metastatic cells as they have to adapt to the different

encountered environments.

uPAR can exert these effects using several mechanisms that can eventually be

combined in different manners. uPAR can modulate integrin function by modifying

affinity and avidity, or regulate the spatial distribution of integrins. Furthermore,

uPAR controls the number of integrins present on the cell surface by acting on

integrin expression and internalization. In other words, uPAR is a real integrin

manager controlling how integrins work, their number, and their location.

uPAR behaves as a modulator of integrin function. Thus, in this role uPAR is not

very different from other integrin-associated molecules such as IAP or tetraspanins

that alter, inhibit, or stimulate integrin functions (Porter and Hogg 1998, Kinashi

2005). Furthermore, since knocking out uPAR expression has no lethal effect in

mice, it may be hypothesized that at least some integrins can use other partners as a

substitute. However, it is surprising that despite the high number of studies on

uPAR and integrins published so far, none have reported the effects of uPAR on

integrin affinity. A recent report has shown that the presence or absence of uPAR

has clear effects on integrin conformation and adhesion of tumor cells (Wei et al.

2005). In addition, uPAR stimulates integrin-dependent adhesion and migration

(Sitrin et al. 1996, Yebra et al. 1996, May et al. 1998, 2000; Degryse et al. 2005,

Wei et al. 2005); thus it is quite tempting to assume that uPAR effectively

modulates integrin affinity but the final proof is still lacking. Nevertheless, uPAR

promotes integrins clustering (this step comes after the conformational changes of

integrins) (Myohanen et al. 1993, Wei et al. 1996, Degryse et al. 1999, Gellert et al.

2004), providing evidences that uPAR positively regulates integrin avidity.

In fact, uPAR also contributes to the regulation of the spatial distribution of the

integrins on the cell surface (Ghosh et al. 2000). In leukocytes, uPA induces the

colocalization of b2 integrins and uPAR. Similarly, pro-uPA induces uPAR and

avb3 colocalization into the membrane ruffles of migrating SMC (Degryse et al.

1999). There is also a correlation between the level of uPAR expression and the

formation of focal adhesion (Chintala et al. 1997, Kjøller and Hall 2001, Abu-Ali

et al. 2005). Moreover, uPAR was shown to redistribute integrins in lipid rafts

where uPAR promotes the formation of caveolin–b1 integrin complexes by asso-

ciating and stabilizing these complexes (Stahl and Mueller 1995, Chapman et al.

1999, Wei et al. 1999, Schwab et al. 2001). VN, the ligand of both uPAR and

integrins, induces the clustering of uPAR and avb3 (Ciambrone and McKeown-

Longo 1992, Xue et al. 1997, Stepanova et al. 2002).

Most of the reports of the literature mention a positive regulation of integrin

activity by uPAR but some negative effects were also reported. In addition to the

examples cited above, b2, a5b1, and avb5 integrins requires uPAR occupancy by

uPA in order to function correctly (Simon et al. 1996, Yebra et al. 1996, Chavakis
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et al. 1999, Silvestri et al. 2002, Margheri et al. 2006). In fact, it appears that uPA is

a key player in inducing uPAR–integrin interactions, suggesting that these interac-

tions are dependent on uPAR conformation (Simon et al. 1996, Yebra et al. 1996,

1999; Carriero et al. 1999, Wei et al. 2001, Degryse et al. 2005). The fact that

suPAR binds poorly to integrins supports this hypothesis (Degryse et al. 2005).

However, in light of a few recent reports showing that uPA actually binds to

integrins, the situation might be very different (Pluskota et al. 2003, 2004; Deme-

triou et al. 2004, Kwak et al. 2005, Franco et al. 2006, Tarui et al. 2006). Indeed,

uPA may bridge uPAR and integrins together, permitting their interactions. uPA

can bind to uPAR via its growth factor domain and simultaneously to integrin

through its kringle domain or even through its catalytic domain (Pluskota et al.

2003, 2004; Demetriou et al. 2004, Kwak et al. 2005, Franco et al. 2006, Tarui et al.

2006, Pawar et al. 2007). Indeed, a single uPA was shown to bind to both uPAR and

aMb2 (Pluskota et al. 2003). In addition, both kringle and proteolytic domain of

uPAR bind to the I-domain of aMb2, inducing cell adhesion and migration, and

boosting plasminogen activation and fibrinolysis (Pluskota et al. 2003, 2004). These

reports are in line with previous observation showing that uPA negatively regulates

aMb2 (Mac-1) activity (Sitrin et al. 1996, Simon et al. 1996). uPA may block

aMb2 binding to fibrinogen by steric hindrance of the I-domain of the integrin.

Furthermore, the uPA kringle binds to avb3, a4b1, and a9b1 integrins (Kwak et al.
2005, Tarui et al. 2006). Ligation of avb3 has functional consequences such as

expression of cytokines, cell adhesion (neutrophils, CHO cells), migration (chemo-

taxis and haptotaxis) of murine SMC and CHO cells, and plasminogen activation,

suggesting that kringle binding actually regulates integrin activity (Kwak et al.

2005, Tarui et al. 2006). In murine SMC, the signaling pathway activated by the

kringle domain includes Gi/o protein, PI-3 kinase, ERK and p38 MAP kinases, and

the EGF-R (Roztocil et al. 2007). However, the isolated kringle domain does not

exactly mimic the effects of uPA. In contrast to uPA, the kringle inhibits angiogen-

esis and tumor growth (Kim et al. 2003a, b, 2007). Angiostatin (K1-4) and other

kringle fragments K1-3 and K1-5 of plasminogen exert similar inhibitory effects

through binding to avb3 (Tarui et al. 2001b). By removing the b-propeller domain,

uPA (acting as a protease) can also regulate the activity of at least a6 integrins

(Demetriou et al. 2004). However, a recent report suggests that the cleavage of

integrin a6 may be connected to invasion (Pawar et al. 2007). First, the cleaved

form of a6 is observed only on invasive human prostate cancer tissue. Second,

prostate tumoral cells overexpressing wild-type a6 exhibit a threefold increase in

migration on laminin when compared to their cellular counterpart expressing a

noncleavable form of a6 (Pawar et al. 2007). Recently, a synthetic peptide derived

from the linker region of uPA has been shown to bind to avb5 and promotes

cytoskeleton reorganization and cell migration (Franco et al. 2006). Taken together,

these studies suggest that uPA binding to integrins may play a crucial role by

regulating integrin activity. However, uPA binding to integrins may promote

effects that are different from those induced by its binding to uPAR. Moreover, it

remains to be clearly determined whether uPA brings uPAR and integrins together,
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permitting their interactions or, alternatively, binds to a preformed uPAR–integrin

complex.

The influence of the shorter forms of uPAR on integrin activity is not well

described. It has been demonstrated that DIIDIII-uPAR cannot bind to uPA or VN

and does not bind to integrins too (Ragno et al. 1998, Montuori et al. 1999, 2002).

However, DIIDIII-uPAR may still exert an effect on integrin activity, as shown by

the longer DIIDIII-uPAR88–274 (this form still possesses the SRSRY chemotactic

sequence and binds to FPRL1), which inhibits integrin-dependent adhesion by

blocking chemokine-induced inside-out signaling (Furlan et al. 2004).

Both uPAR and integrins can crossregulate uPAR–integrin interactions by

controlling the expression of the partner. The level of expression of uPAR (and/or

its ligand uPA) is under the control of integrins, and the opposite relationship has also

been proven to be true (Bianchi et al. 1996, Wang et al. 1998, Ghosh et al. 2000,

Adachi et al. 2001, Hapke et al. 2001a, b, Besta et al. 2002). For instance, the

expression of uPAR and avb3 is strictly correlated (Nip et al. 1995, Adachi et al.

2001, Khatib et al. 2001). This observation agrees that uPAR and integrins are closely

involved in the regulation of cell migration. Both uPAR- and avb3-dependent cell
migration is totally inhibited by anti-uPAR and anti-avb3 antibodies (Degryse et al.

1999, 2001a). Thus, there is a clear correlation between the level of uPAR expression

and the activation state of the integrins as the formation and disruption of the uPAR–

integrin complex corresponds to an activation or deactivation of the integrin (Chintala

et al. 1997, Aguirre Ghiso et al. 1999, Simon et al. 2000). According to the literature,

higher levels of uPAR expression lead to integrin activation and lower levels to

integrin deactivation. For example, expression of uPAR correlates with activation of

various integrins such as b2-integrins aMb2, aLb2 (May et al. 2002), and a5b1
(thereby promoting tumor growth) (Aguirre-Ghiso et al. 2001). Again, uPA may

play a key role. uPAR occupancy by uPA increased avb5 expression and activity

(Silvestri et al. 2002). Conversely, downregulating uPAR expression with antisense

oligonucleotides decreases aMb2 adhesive functions, that is, integrin activity (Sitrin

et al. 1996). Similarly, the downregulation of uPAR reduces avb3 expression and

subsequent signaling and cell migration (Adachi et al. 2001, Gondi et al. 2006). This is

also true for a5b1, a reduced uPAR expression leads to decreased avidity and tumor

dormancy (Aguirre Ghiso et al. 1999).

uPAR internalization can also regulate the activity and the number of integrins

present on the cell surface (Czekay et al. 2003). This process is initiated by PAI-1

and is LRP dependent. PAI-1 induces integrins’ deactivation by promoting uPA–

uPAR–integrins complexes’ internalization. PAI-1 detaches cells from VN, FN,

and collagen 1, suggesting a mechanism valid for various integrins (Czekay et al.

2003). Therefore, uPAR internalization appears to be a fast and convenient way

to regulate integrin activity and underline the importance of the uPAR–integrin

interactions.

Interestingly, integrins also have a concrete influence on uPAR activity, locali-

zation, and expression as exemplified in various reports. aMb2 and a4b1 activate

uPAR (Wong et al. 1996, May et al. 2000). The integrin ligands FN, VN, and

laminin induce the interaction of uPAR (particularly at focal adhesion) with b1, b3,
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a3, a5, a6, and av integrins (Xue et al. 1997). Similarly, aMb2 or a3b1 aggregation
redirects uPAR to integrin clusters (Xue et al. 1994, Ghosh et al. 2000, 2006).

Partial or complete absence of integrins CD11 (aL, aM, aX, aD)/CD18 (b2) results
in decreased capping of uPAR (Kindzelskii et al. 1994). Expression of uPAR is b1
and b2 dependent in T lymphocytes (Bianchi et al. 1996). Last, IL-1-induced

upregulation of a6b1 and uPAR correlates with increased migration while down-

regulation with anti-a6, b1, and uPAR antibodies reduces signaling, cell prolifera-

tion, adhesion, and migration of pancreatic cancer cells (Sawai et al. 2006).

Furthermore, integrins have also been shown to exploit uPAR to regulate the

activity of other integrins; for instance, a4b1 (VLA-4) uses uPAR as mediator for

the activation of b2 integrins (May et al. 2000).

Molecular Basis of uPAR–Integrin Interactions

The mechanism of uPAR–integrin interactions is unknown. Since uPA positively or

negatively regulates most uPAR–integrin interactions, domain I of uPAR (which is

essential for uPA binding) is directly or indirectly very important for the formation

of uPAR–integrin complexes (Myohanen et al. 1993, Montuori et al. 2002). Fur-

thermore, DIIDIII-uPAR neither binds uPA nor associates with integrins (Ragno

et al. 1998, Montuori et al. 1999, 2002). However, recent advances have revealed

the important role played by domains II and III in uPAR–integrin interactions

(Degryse et al. 2005, Chaurasia et al. 2006, Wei et al. 2007).

The first identified sequence of uPAR involved in uPAR–integrin interactions is

located in domain II (Degryse et al. 2005). This sequence baptized D2A consists of

the residues 130IQEGEEGRPKDDR142 of human uPAR. D2A-derived synthetic

peptide binds to avb3 and a5b1 integrins and induces integrin-, not uPAR-,

dependent signaling, thereby stimulating cell migration. The minimum chemotactic

sequence was also reported and is composed of the four residues GEEG. Introdu-

cing mutations (changing the two glutamic acids into two alanines) in this sequence

generated D2A-Ala and GAAG peptides and abolished the chemotactic activity of

both D2A and GEEG. Very interestingly, D2A-Ala and GAAG were shown to be

very potent inhibitors of integrin-dependent signaling and chemotaxis. Further-

more, subtle differences between the mechanism of action of D2A and D2A-Ala

were also reported. The migration-promoting effect of D2A is uPAR-dependent,

whereas the inhibitory action of D2A-Ala is uPAR-independent. In addition, our

most recent data showed that D2A also has a mitogenic activity, and thus represents

the first identified mitogenic sequence of uPAR (Eden et al. in preparation). On the

basis of these data, together with our observation that cells expressing DIDII-uPAR

are less sensitive (but not insensitive) to low doses of VN, we proposed the

existence of other sites of interaction between uPAR and integrins most probably

in domain III (Degryse et al. 2005).

Two recent papers confirmed this latter hypothesis (Chaurasia et al. 2006, Wei

et al. 2007). Synthetic peptide 240GCATASMCQ248 derived from the sequence of

domain III of human uPAR disrupts suPAR–a5b1 integrin complex (Chaurasia
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et al. 2006). Furthermore, single amino acid mutants of uPAR S245A or H249A,

and D262A failed to associate with a5b1 and a3b1, respectively, suggesting that

this part of uPAR is involved in uPAR–integrin interaction (Chaurasia et al. 2006,

Wei et al. 2007). However, peptide 240–248 does not promote cell signaling but

rather reduced integrin-dependent ERK activation (Chaurasia et al. 2006). There-

fore, taken together, data from these three papers indicates one integrin-binding site

in domain II and one additional binding site in domain III of uPAR (Degryse et al.

2005, Chaurasia et al. 2006, Wei et al. 2007). However, only the D2A sequence

from domain II has intrinsic signaling, chemotactic, and mitogenic activities

(Degryse et al. 2005).

Sequences involved in uPAR–integrin interactions have also been identified

both on a and b subunit of integrins. A uPAR-binding sequence spanning residues

424–440 is present within the aM subunit of Mac-1, representing a non-I-domain-

binding site located in the b propeller (Simon et al. 2000). M25, the derived

synthetic peptide, 424PRYQHIGLVAMFRQNTG440, abolishes uPAR-aMb2 and

uPAR–b1–integrin complexes (Simon et al. 2000). M25 corresponds to peptide 25,

STYHHLSLGYMYTLN, which is capable to bind to uPAR and was previously

identified from a phage display library (Wei et al. 1996). Surprisingly, M25 peptide

did not block ligand binding to aMbut nonetheless inhibited adhesion of leukocytes

to fibrinogen, VN, and cytokine-stimulated endothelial cells (Simon et al. 2000).

Moreover, M25 also blocked uPAR–b1 integrin interactions, thereby inhibiting

integrin-dependent migration of SMC on FN and collagen (Simon et al. 2000). The

M25 sequence is relatively conserved among the a subunits associating with the b1
chain, and comparable data were obtained with a325, a synthetic peptide homolo-

gous to M25 but derived from a3b1 (Wei et al. 2001). Disruption of uPAR-a3b1
interaction by peptide a325 prevents uPAR-a3b1-dependent uPA production and

cell invasion (Ghosh et al. 2006) as well as cell migration and EGF-R activation

(Mazzieri et al. 2006).

In the b1 chain of a5b1, two sequences located close to the b-propeller of the a5
subunit have been shown to bind to uPAR (Wei et al. 2005). These sequences are

also close to the RGD-binding site of a5b1. The two derived synthetic peptides,

b1P1 224NLDSPEGGF232 and b1P2 262FHFAGDGKL270, disrupt uPAR–a5b1
complexes, thereby modifying integrin conformation, and exert radical effects on

cell adhesion. Indeed, uPAR-bound integrin binds to FN both in an RGD- and b1
peptide-dependent manner while free a5b1 binds to FN in RGD-dependent manner

only (Wei et al. 2005). These data indicate a correlation between uPAR–a5b1
complexes, integrin conformation, and integrin activity but also show that disrupt-

ing uPAR–a5b1 complexes with b1P1 and b1P2 peptides does not completely

abolish integrin activity. Therefore, a and b subunits may have different functions

in the uPAR–integrin connection.

The identification of these binding sites on both uPAR and integrins demon-

strates direct uPAR–integrin interactions as suggested by diverse methods includ-

ing coimmunoprecipitation and FRET (Myohanen et al. 1993, Xue et al. 1994,

1997; Wei et al. 1996, Kindzelskii et al. 1997). Further studies are, however,
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required to understand which mechanism(s) uPAR uses to regulate integrin activity

and, conversely, how integrins modulate uPAR activity. On the basis of the data

reported so far in the literature, it is possible to propose four different models that

can explain the uPAR–integrin relationship (Fig. 23.2).
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Fig. 23.2 Four models are proposed to illustrate uPAR–integrin interactions. (a) Classical model.

The binding of uPA to uPAR (1) induces a conformational change of uPAR leading to the

exposition of the chemotactic sequence SRSRY located in the linker region of uPAR (2). uPA

binding to uPAR also controls pericellular proteolysis and high-affinity binding of uPAR to VN.

This conformational change of uPAR promotes lateral interactions with integrins and the

formation of uPAR–integrin signaling complex (3). For a simplified representation, this

complex is shown as a single integrin and a single uPAR. However, larger complexes including

other signaling proteins such as FAK or c-Src are more likely to exist. The conformational change
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uPAR- and Integrin-Dependent Signaling, an Intricate Network

Numerous connections between uPAR and integrins already exist in the extracellu-

lar and plasma membrane compartments. Therefore, discriminating uPAR- from

integrin-dependent intracellular signaling pathways is a tough nut to crack.

However, the very first problem that awaits the researcher (who is no squirrel) is to

properly define what is a uPAR-dependent signaling pathway because uPAR, which

has no intracellular domain, uses a large panel of transducers to mediate its signals to

the cell. In these conditions, one may rather refer to these pathways according to the

name of the transducer, for instance, as FPRL-1- or EGF-R-dependent pathway

(Resnati et al. 2002, Liu et al. 2002). Thus, in our present case, because uPAR also

uses integrins as transducers, the same signaling pathways can be equally referred to

as uPAR- and integrin-dependent pathways. On the integrin side, the situation is also

confusing; for example, b2 integrins do not function in the absence of uPAR,

consequently, the signaling pathways controlled by these integrins can be similarly

considered uPAR- and integrin-dependent pathways.

Beside these quite philosophical considerations, more concrete points further

justify why it is so difficult to distinguish uPAR- from integrin-dependent signaling

pathways. First, uPAR and integrins share common ligands, uPA and VN (Pluskota

et al. 2003, 2004; Demetriou et al. 2004, Kwak et al. 2005, Franco et al. 2006, Tarui

et al. 2006). Second, by forming complexes, uPAR and integrins create complicated

direct and indirect connections that impact both uPAR and integrin activities. Third,

uPAR and integrins have no intrinsic signaling kinase activity and thus have to rely

on intracellular kinases in order to mediate signals to the cell. These kinases may be

identical or interconnected. Last, diverse downstream signaling pathways can

converge on the same cellular targets and generate similar effects. For example,

Fig. 23.2 (Continued) of uPAR has turned it into a ligand of seven-transmembrane domain

receptors such as FPRL1 (4). The binding of uPAR to FPRL1 (5) induces cell signaling (6),

resulting in the stimulation of cell migration (7). (b) Recruiting officer model. uPA binding to

uPAR (1) induces a conformational change that results in the exposition of the chemotactic epitope

SRSRY (2). This conformational change of uPAR promotes lateral interactions with integrins (3).

Acting as a ‘‘recruiting officer, ’’ uPAR brings integrins into lipid rafts, thereby generating integrin

cluster (4). Fully activated and aggregated integrins can bind to VN (5), mediate signals to cell, (6)

and be connected to the cell cytoskeleton (7) Integrin-dependent signaling stimulates cell adhesion

and spreading or cell migration (7). (c) No lateral interactions model. Probably standing too far

away from the ECM, integrins cannot bind to ECM-bound VN (1). The binding of uPA to uPAR

(2) induces a change of conformation of uPAR that permits high-affinity binding to VN, thereby

promoting cell anchorage to the ECM (3). Being close enough, integrin can now bind to VN and

form clusters (4), resulting in induction of cellular signaling (5) and connection to the cell

cytoskeleton (5). Integrin-induced signaling leads to cell adhesion and spreading, changes in cell

morphology and eventually to cell migration (6). (d) uPA bridge model. One single molecule of

uPA can simultaneously bind to both uPAR and integrin (1). uPA binds to uPAR through its

growth factor domain (GFD) and to integrin via its kringle domain (K1) as shown here. Binding of

uPA to integrin through its catalytic chain (B chain) has also been reported. uPA binding brings

uPAR and integrin together (2), resulting in the formation of uPAR–integrin complex and the

generation of cellular signaling (3).
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different chemoattractants acting through various membrane receptors induce cell

cytoskeleton reorganization by controlling similar small GTP-binding proteins.

As a result of all these issues, one might ask whether real differences between

uPAR- and integrin-dependent signaling pathways exist. Numerous reports have

already stated that uPAR- and integrin-controlled pathways share common signal-

ing molecules, and this is not surprising because uPAR and integrins form signaling

complexes on the cell surface. uPAR binding to integrins potentiates integrin-

dependent signaling pathways (Simon et al. 1996, Chavakis et al. 1999, Yebra

et al. 1999). For example, uPAR regulates in this way FAK, the MAP kinase

pathway (Ras, MEK, and ERK), and MLCK (myosin light chain kinase) (Simon

et al. 1996, Chavakis et al. 1999, Nguyen et al. 1999, Yebra et al. 1999). The c-Src

dependence of chemotaxis induced by uPA/uPAR seems as well to rely on uPAR–

integrin complexes and on the interaction of c-Src with integrins (Degryse et al.

1999, Wei et al. 1999). In addition, caveolin, Jaks (Janus kinases), and Stats (signal

transducer and activator of transcription) appear to also belong to both uPAR- and

integrin-dependent pathways (Koshelnick et al. 1997, Wei et al. 1999, Dumler et al.

1998, 1999a, b; Degryse et al. 2005).

In view of the just mentioned data, it may seem quite unexpected that subtle

differences between uPAR- and integrin-dependent signaling pathways have been

observed. In fact, in rat SMC (RSMC), uPA/uPAR and VN/avb3 stimulate different

signaling pathways (Degryse et al. 2001a). Some VN-treated RSMC even exhibited a

particular morphology (as shown by actin and microtubules organization) with two

opposite extremities looking like the leading edge of migrating RSMC (Degryse et al.

2001a). Amorphological effect also observed onmurine fibroblasts and dependent on

Rac (Kjøller and Hall 2001). Other reports showed that VN binding to uPAR

provided cell anchorage but failed to induce downstream cellular signaling and cell

spreading (Stahl and Mueller 1997, Sidenius and Blasi 2000). In leukocytes, phos-

phoinositide hydrolysis and Ca2þ mobilization is uPAR- but not b2-dependent
(Sitrin et al. 1999). Only uPAR aggregation induced the activation of phospholipase

C, the generation of inositol triphosphate (Ins-1,4,5)P3, and the subsequent release

of intracellular calcium (Sitrin et al. 1999). The activation of uPAR- or integrin-

dependent signaling pathways may rely on the cleavage of uPAR in the linker

region between domains I and II (Mazzieri et al. 2006). As expected, wild-type

uPAR associates with FPRL1 and mediates uPA-induced cell migration, thus

activating the classical uPAR-dependent pathway (Resnati et al. 2002), a process

which also requires the interaction with a3b1 integrin and results in uPAR cleavage

and activation of the MAP kinase pathway (Mazzieri et al. 2006). On the other

hand, an uncleavable mutant of uPAR (hcr-uPAR) also interacts with a3b1 but on

addition of uPA, the uPAR–a3b1 complex associates with the EGF-R, leading to

the transactivation of the EGF-R. In that case, no interactions between uPAR and

FPRL1 were observed (Mazzieri et al. 2006). Transactivation of the EGF-R or other

receptor tyrosine kinase has been extensively documented, and results from integ-

rin-dependent signaling (for reviews, see Giancotti and Tarone 2003, Ffrench-

Constant and Colognato 2004, Cabodi et al. 2004). Even more surprising is the

paper stating that uPAR binding to VN is sufficient to promote signaling, cell
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migration, and changes in cell morphology without the need for lateral interactions

with integrins (Madsen et al. 2007). The proposed mechanism is that uPAR ligation

by VN promotes cell attachment, allowing the cells to come close enough to the

VN-treated surface to permit the binding of integrins. Previous observations sup-

port this idea. uPAR binding to VN was shown to induce changes in cell morphol-

ogy (similar to those reported by Madsen et al. 2007), and increased cell motility

through a p130Cas/Rac-dependent signaling pathway (Kjøller and Hall 2001). In

addition, VN-promoted recruitment of lymphocytes, i.e., cell motility, in liver

tumors is uPAR dependent and avb3 independent (Edwards et al. 2006). In

conclusion, all these data reinforce the idea that uPAR is a fully functional signaling

membrane receptor that can mediate various motogenic, mitogenic, and adhesive

signals to the cells through the regulation of specific signaling pathways. In

addition, the most recent hypothesis that uPAR does not require lateral interactions

with transducer(s) is extremely challenging.

New Anti-Cancer Strategy, Future Therapies?

The plasminogen activator (uPA/uPAR) system has critical functions in tumor

development, invasion, and metastasis. This system has been involved in cell

growth, angiogenesis, cell adhesion and migration, pericellular proteolysis,

plasminogen and growth factors activation, tissue remodeling, invasion, and me-

tastasis. On the other hand, the integrin system is formed by a large family of

membrane receptors that convey bidirectional signaling and are connected to the

cell cytoskeleton. Integrins are also indispensable partners of growth factor and

cytokine receptors and (as just described above) of uPAR. The integrin system

exerts crucial functions in embryonic development and in adult tissue homeostasis,

inflammation, cell differentiation, adhesion, migration, cell cycle progression,

angiogenesis, and tumor metastasis. In particular, by mediating cell attachment

integrins promote cell survival and confer resistance to genotoxic injury, that is,

adhesion-mediated radioresistance/drug resistance of tumor cells. Considering the

vital roles of these two systems it is no surprise that they are widely misused in

disease states such as cancers. Combining the uPA/uPAR system, which allows the

cell to modify its environment or to move across it, with the integrin system, which

permits the same cell to adapt to its new environment and survive, confers a grand

advantage to the tumor cells. This combination is clearly reflected at the molecular

levels by the formation of uPAR–integrin complexes. In addition, uPAR and

integrins have numerous extracellular ligands and associate to a large array of

membrane-bound partners; thus the uPAR–integrin complexes constitute the cor-

nerstone that permits to build up large signaling complexes and to adjust their

compositions according to the environment of the cells and to the cellular require-

ments as the cells grow and/or move. Therefore, the uPAR–integrin complexes

constitute some kind of ‘‘chameleon signalosome,’’ i.e., adaptable signaling com-

plexes (Fig. 23.1).
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uPAR and integrins have already being considered as therapeutic targets (Mazar

2001, Hehlgans et al. 2007). However, targeting uPAR–integrin complexes may

represent a better anticancer strategy providing the great advantage to affect various

receptors and signaling pathways. This strategy will leave less possibility to cancer

cells to counteract and escape by using other receptors/signaling pathways as

substitute. The most recent developed molecules such as peptides D2A-Ala and

GAAG, which target uPAR–integrin complexes and alter their functions, have

already shown a great efficacy in vitro (Degryse et al. 2005).
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Chapter 24

Measuring uPAR Dynamics in Live Cells

Moreno Zamai, Gabriele Malengo, and Valeria R. Caiolfa

Abstract Urokinase-type plasminogen activator receptor (uPAR) is a key compo-

nent of the urokinase plasminogen activation (uPA) system, which plays important

roles in physiological processes as well as in tumor invasion and metastasis.

Besides uPAR’s well-established role in the regulation of pericellular proteolysis,

a large body of evidences suggests that several of uPAR-mediated events do not

require the proteolytic activity of uPA. The common accepted notion is that uPAR

transduces signals through direct lateral physical interactions in multimolecular

complexes involving membrane-spanning proteins and extracellular surface pro-

teins. However, none of these interactions have ever been visualized and confirmed

in living cells, at steady state and in the absence of crosslinkers or antibody

clustering agent. Thus, the physical engagement of uPAR in its monomeric or

oligomeric forms in multimolecular complexes needs to be convincingly verified

observing uPAR at work. This chapter discusses how fully functional fluorescent

protein-tagged uPAR chimeras can be generated and used for determining distribu-

tion, recruitment, mobility, monomer-dimer exchange, and biologically relevant

uPAR interactions in living cells, and in unperturbed conditions.

Introduction: The Urokinase-Type Plasminogen

Activator Receptor

The cellular receptor for the urokinase-type plasminogen activator receptor (uPAR)

is a single polypeptide chain of 313 amino acid residues, with a signal peptide of 21

residues. The receptor is composed of three domains (as numbered from the N-

terminus)–domain DI (amino acid residues 1–77), domain DII (residues 93–177),

and domain DIII (residues 193–272)–that are homologous with respect to the
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arrangement of disulfide bonds (four to five disulphide bonds), but differ in their

amino acid sequence (Casey et al. 1994). The three domains are members of the

Ly-6/uPAR, a neurotoxin protein domain family. At the posttranslational level,

after cleavage and removal of the last 30 C-terminal residues, a glycosyl-phospha-

tydil-inositol (GPI) anchor is attached to Gly 283, anchoring the receptor to the cell

surface (Ploug et al. 1993).

Soluble forms of uPAR (suPAR), generated by either hydrolytic activity of

GPI-specific phospholipases (Wilhelm et al. 1999) or juxtamembrane proteolytic

cleavage (Beaufort et al. 2004), have been identified in biological fluids, both

in vitro and in vivo. Purified uPAR shows a single 55–60 kDa band after sodium

dodecyl sulfate-polyacrylamide gel electrophoresis and silver staining. It is a

heavily glycosylated protein, as the deglycosylated polypeptide chain comprises

only 35 kDa (Moller et al. 1993).

uPAR is a key component of the urokinase plasminogen activation (uPA)

system, a well-characterized system of serine proteases (Preissner et al. 2000).

The uPA–uPAR system plays important roles in physiological processes such as

wound healing, inflammation, and stem cell mobilization, as well as in severe

pathological conditions, like tumor invasion, metastasis, and HIV-1 infection

(Alfano et al. 2002, Gyetko et al. 2004, Lund et al. 2006, Selleri et al. 2005,

Sidenius and Blasi, 2003). Besides uPAR’s well-established role in the regulation

of pericellular proteolysis, an expanding body of evidence suggests that several

uPAR-mediated events do not require the proteolytic activity of uPA but involve

transmembrane signaling. These include adhesion and chemotactic movement of

myeloid cells (Gyetko et al. 1994, Waltz et al. 1993), cell migration in human

epithelial cells (Busso et al. 1994) and bovine endothelial cells (Odekon et al.

1992), and cell growth (Aguirre Ghiso et al. 1999, Fischer et al. 1998, Mazzieri

et al. 2006, Rabbani et al. 1992). Because uPAR is bound to the plasma membrane

by a GPI anchor, it has no direct access to the cytoplasm for engaging intracellular

signaling intermediates. The common accepted notion is that uPAR transduces

signals through direct lateral physical interactions in multimolecular complexes

involving membrane-spanning proteins, extracellular surface proteins, or second

messengers at the intracellular site. uPAR-mediated cell signaling has been shown

to involve vitronectin (Vn)-, fibronectin (Fn)-, and laminin-binding integrins

(Chaurasia et al. 2006, D’Alessio and Blasi, in preparation, Hoyer-Hansen et al.

1997, Sidenius and Blasi 2000, Wei et al. 1994), G-protein coupled chemotactic

receptors such as FPRL1/LXA4R and FRP (Resnati et al. 2002, Selleri et al. 2006),

and members of the low-density lipoprotein receptor-related protein family

(LDLR) (Chazaud et al. 2000, Conese et al. 1995, Li et al. 2002). Attempts have

been made to identify the regions in uPAR involved in specific interaction with Vn

and integrins (Chaurasia et al. 2006, Degryse et al. 2005, Li et al. 2003, Wei et al.

2007). Furthermore, binding of uPA to uPAR induces additional intracellular

signaling events in some cells involving the Jak/Stat signaling pathway (Bohuslav

et al. 1995, Degryse et al. 2005, Dumler et al. 1998, Koshelnick et al. 1997).
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The uPAR Interactome

The so-called uPAR interactome is the subject of recent reviews, which we invite the

reader to refer to (Binder et al. 2007, Ragno 2006). The uPAR interactome has

recently found some rationale in the crystal structure of suPAR solved in association

with a competitive peptide inhibitor of the uPA–uPAR interaction (Llinas et al.

2005). This initial study and the following ones (Barinka et al. 2006, Huai et al.

2006) provide the first structural basis toward understanding how uPAR may orga-

nize its multiple molecular interactions. These studies reveal that uPAR is composed

of three consecutive three-finger domains organized in an almost circular manner,

generating both a deep internal cavity where the antagonist peptide binds in a helical

conformation and a large external surface. The models propose that the receptor-

binding module of uPA engages the uPAR central cavity, thus leaving the external

receptor surface accessible for other protein interactions (e.g., Vn and integrins).

Finally, it was also suggested that dimerization regulates the biological activity

of the receptor by determining differential ligand binding and lipid raft partitioning,

as detergent-resistant membrane fractions (DRM) were enriched in uPAR dimers

and coincided with higher Vn-binding activity (Cunningham et al. 2003). More

recently, the same group has demonstrated that direct uPAR–Vn interaction is

required and sufficient to initiate downstream changes leading to cell migration

and signal transduction (Madsen et al. 2007).

The entire uPA-uPAR interactome has been derived from coimmunoprecipita-

tion and antibody clustering experiments and from immunofluorescence imaging.

None of the direct physical interactions reported to mediate uPAR-signaling has

ever been visualized and confirmed in living cells, at steady state and, more

importantly, in the absence of any crosslinker or antibody clustering agent. In

addition, the existence, distribution, and regulation of uPAR monomers and dimers,

as well as the uPAR monomers-dimers involvement in specific multiprotein com-

plexes, have not been documented in living cells yet. Increasing evidences are

arising from studies on GPI-anchored proteins that underscore the high dynamic

nature of GPI-protein organization in the cell membrane (Simons and Toomre

2000, Suzuki et al. 2007). The dynamic exchange in membrane microdomains

(Kusumi and Suzuki 2005, Lenne et al. 2006) may explain the involvement of

uPAR in signal transduction processes. As for other GPI-proteins, the lateral

association of uPAR with membrane-spanning proteins must be dynamically modu-

lated, and it might be heavily affected by external cross-linking or clustering agents.

Thus, the physical engagement of uPAR in its monomeric or oligomeric forms in

multimolecular complexes needs to be convincingly verified observing uPAR at

work, as ‘‘the most important question becomes which of the many molecular

interactions are really essential to mediate uPAR function’’ (Madsen et al. 2007).

The study of the physical interactions of uPAR in multimolecular complexes at real

time and in living cells should lead to a detailed characterization of the following:

(a) which are the molecules forming physical complexes with uPAR, (b) at

which uPAR expression, (c) in which cellular status or condition (e.g., resting or
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stimulated states), (d) where these interactions occur in the cell, and (e) how they

are dynamically regulated. In other words, the spatiotemporal regulation of uPAR

interactions in live cells is a key for understanding the specific activation of uPAR-

mediated signal transduction cascades.

Rapid advances in live-cell imaging and microspectroscopy technologies, com-

bined with the use of the last generation of genetically encoded fluorescent proteins

(FPs), have resulted in a revolution in cell biology, since it is now possible to track

the assembly of protein complexes within the organized microenvironment of a

living cell.

The next sections discuss the first living cell models for uPAR, expressing fully

functional FP-uPAR chimeras and their use in molecular dynamics and dimeriza-

tion studies in real time, in resting living cells, and in the absence of any crosslinker

or antibody-clustering agent. The most promising combinations of imaging and

microspectroscopy tools will also be discussed for their potential to study uPAR

dynamics in a manner that is both qualitative and quantitative.

The First Live Cell Fluorescent Model for uPAR

Fluorescence imaging and microspectroscopy in live cells is mainly based on the

use of FP-tagged chimeras either transiently or stably transfected in cells. The main

assumption is that the insertion of an FP in the sequence of the target protein does

not alter the correct folding and sorting of the protein under study. This assumption

arises from the evidence that FPs are relatively small and compact beta-barrel

proteins of 27 kDa, which may form an additional independent domain in the

chimeric sequence. The evidence that the chimeric protein translocates correctly

in the cell is a generally accepted criterion for assuming retention of function.

However, this criterion is not sufficient per se for considering FP-tagged uPAR

chimeras suitable tools to investigate the dynamics of the physical interactions of

the receptor in living cells, as the wild-type receptor (wt-uPAR) is endowed with

several biological functions. These functions are dependent on (1) uPAR binding

and activation of pro-uPA that promotes pericellular plasminogen activity and

subsequent cleavage of the receptor at the DI domain; (2) uPAR-dependent cell

adhesion to Vn; (3) binding, internalization, and recycling induced by the interac-

tion with the uPA–PAI1 complex; and (4) shedding from the GPI-anchor. Further-

more, it is also expected to partially recover the GPI-anchored FP-tagged uPAR in

the DRM fractions, similarly to untagged uPAR.

To the best of our knowledge, the first fully functional FP-chimeras of uPAR

have only recently been generated and described (Caiolfa et al. 2007, Malengo et al.

2008). The fluorescent uPAR chimeras were constructed by inserting the sequence

encoding the monomeric FPs, EGFP (Zacharias et al. 2002), or mRFP1 (Campbell

et al. 2002) between the third domain of uPAR and the GPI-anchoring sequence at a

position where N. Sidenius and collaborators had previously epitope-tagged uPAR

without disrupting receptor function (Cunningham et al. 2003). The FP-tagged

uPAR chimeras expressed in HEK293 cells were correctly GPI-anchored, sorted
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to the cell surface, and partitioned partially to DRM very similarly to untagged

uPAR (Caiolfa et al. 2007). The chimeras also retained the normal affinity binding

for uPA, promoted pericellular plasminogen activation, supported uPAR-dependent

cell adhesion to Vn, and internalized after binding uPA-PAI1 (Caiolfa et al. 2007).

The notions that the expression of uPAR induces profound changes in cell

morphology and migration, and it correlates with the malignant phenotype of

cancers, are well documented in the literature (de Bock and Wang 2004, Laufs

et al. 2006). Therefore, uPAR expression must be well controlled in any novel

fluorescent cell model system generated for dynamic interaction studies. The

HEK293 cell line is one of the few human cell lines that do not express wt-uPAR

and do not secrete pro-uPA. It has been reported that uPAR expression in HEK293

modulates the adhesion and mobility of the cells through interactions with Vn,

integrins, and G-protein coupled receptors (Chaurasia et al. 2006, Degryse et al.

2005, Gargiulo et al. 2005, Resnati et al. 2002, Wei et al. 1994, 1996, 1999, 2001).

In accordance with these observations, a more recent study has confirmed that

expression of human uPAR in HEK293 cells induces changes in cell morphology,

migration, and signaling (Madsen et al. 2007). The morphological changes ob-

served include a general flattening of the cells, reduced cell–cell contact, disap-

pearance of membrane ruffles, formation of extensive lamellipodia, and a complete

reorganization of the matrix-proximal F-actin cytoskeleton. The changes in cell

morphology as well as the threefold increased ERK1/2 activation also reflected the

cell mobility induced by uPAR expression in these cells (Madsen et al. 2007). The

same morphological changes were observed in HEK293, stably expressing the

functional uPAR-EGFP-GPI (Caiolfa et al. 2007) and uPAR-mRFP1-GPI (Caiolfa

V.R. unpublished results).

Having a functional fluorescent uPAR, which efficiently reproduces the funda-

mental functions of the wt-receptor in living cells, the first questions that one tries to

answer are those related to uPAR distribution and mobility at the cell surface,

potential segregation in membrane microdomains, dimerization, and regulation (if

any) of the monomer–dimer dynamics by direct interaction with well-characterized

extracellular ligands of uPAR (e.g., Vn, pro-uPA, uPA-PAI1). These studies are the

logical prerequisite for exploring the uPAR interactome at work.

The Diffusing Forms of uPAR

How does uPAR diffuse at the cell surface in resting and unstimulated steady-state

conditions? Although several good reviews addressed to a general cell biology

audience provide an exhaustive overview of the various approaches that can be

applied for protein diffusion studies (Bacia et al. 2006, Bates et al. 2006, Vukojevic

et al. 2005), we will review briefly the principles of fluorescence recovery after

photobleaching (FRAP) (Axelrod et al. 1976), since this is the most popular

technique for measuring the mobility of a protein in a minimally perturbed living

cell. In FRAP experiments, a single protein is labeled with a fluorescent tag and the
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fluorophores within a small area are irreversibly photobleached by a short and

intense laser pulse. The subsequent movement of surrounding nonbleached fluores-

cent molecules into the photobleached area is recorded at low laser power. By

monitoring the levels and rates of fluorescence recovery with time, one can deter-

mine kinetic parameters such as the mobile fraction (Mf) and the diffusion coeffi-

cient (Ddiff). The refilling of the entire bleached spot is necessary to obtain a

complete recovery curve. The bleached area can be refilled with fluorophores

diffusing from any subcellular pool, from very distant pools, as well as from

adjacent ones. As a consequence, various processes, such as membrane flow,

molecular interactions, and trafficking, may simultaneously contribute to the over-

all recovery kinetics, which make data difficult to interpret. Although FRAP is a

simple and powerful method, it needs to be combined with appropriate mathemati-

cal models in order to interpret the data properly and analyze the complex dynamic

processes involved. Recent advances in FP technology and confocal microscopy

have made it possible to extend the FRAP approach to intracellular dynamic

studies, such as those on trafficking processes (Snapp et al. 2006), or diffusion of

membrane proteins (Kenworthy et al. 2004). Nevertheless, FRAP does not really

measure the diffusion of the molecules locally illuminated by the light beam, as the

recovery curve only informs on the overall diffusion of all mobile fluorophores in

the cell, providing only an indirect description of the protein mobility. Truly, the

‘‘local’’ information on the lateral mobility of single protein molecules is missing in

FRAP analysis. In addition, FRAP cannot provide any information on the molecular

forms of the diffusing species.

These are major limitations for the use of FRAP in uPAR dynamics. In fact, one

would like to determine whether other membrane-spanning proteins or extracellular

ligands control the recruitment and mobility of uPAR and its dimerization. Thus,

we need to follow at the same time the local dynamics and the assembly of uPAR

molecules at the cell surface.

Alternatively to FRAP, the combination of fluorescence correlation spectroscopy

(FCS) (Berland et al. 1995) and photon counting histogram (PCH) analyses (Chen

et al. 1999) can reach this level of molecular details. Latest technological advances

have revived FCS as a useful technique for measuring translational mobility in the

cytoplasm and nucleus as well as in cellular membranes. FCS analysis has been the

subject of several reviews (Elson 2004, Hess et al. 2002, Levin and Carson 2004,

Thompson et al. 2002) and a book (Rigler and Elson 2001). The less popular PCH

approach is fully complementary to FCS for associating Ddiff with the state of

aggregation of the mobile species (Chen et al. 2000, 2002, 2003b). More in general,

FCS and PCH are known as ‘‘single molecule’’ fluorescence fluctuation spectros-

copy (FFS) because they allow the determination of the Ddiff and the aggregation

state of single protein molecules or single protein assemblies.

The measurement of the fluctuations of the fluorescence intensity signal is the

common base for the two complementary methods (Fig. 24.1). The most stringent

requirement for FCS and PCH to work is the possibility to observe the fluorescence

signal in a small volume, as that defined by a 2-photon excitation,<0.1 (<1 m3), and
at very high sensitivity and dynamic range (Fig. 24.1a). Only if the volume is so
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small, it can contain just one or few molecules at any instant of time. If the number

of molecules changes, because they diffuse in and out of the illuminated volume,

the fluorescence intensity will change with time (Fig. 24.1b). The time of the

diffusion process causes characteristic frequencies (fluctuations of the signal) to

appear in the fluorescence intensity trace. This is called the ‘‘time structure’’ of the

intensity and can be temporally autocorrelated to reveal information about the

local concentration (i.e., local average number of molecules, <N>) and dynamics

Fig. 24.1 Measuring uPAR dynamics and aggregation by fluorescence correlation spectroscopy

(FCS) and photon counting histogram (PCH). The 2-photon excitation illuminates a microvolume

in the cell (a). The fluorescence fluctuations due to the diffusion of one (or very few) molecule can

be recorded from the same volume. The fluorescence signal has a time and amplitude structure (b).

The time structure is analyzed by FCS through the autocorrelation function (c), providing the

average number of molecules that diffuse under the light beam, <N>, and the diffusion time

(inversely related to the diffusion coefficient, Ddiff). The amplitude structure is analyzed by PCH

(d) and it determines the brightness of the molecules diffusing under the light beam
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(i.e., diffusion mechanisms and Ddiff) of the fluorescent species in the selected

region of the cell (Fig. 24.1c) (Berland et al. 1995).

The intensity trace can also provide information on the aggregation state of the

fluorophores. If two identical proteins with one fluorescent probe each (e.g., uPAR-

EGFP-GPI:uPARE-GFP-GPI) diffuse synchronously (together) and enter the ob-

servation volume, there will be a burst in intensity (higher fluctuation). The

diffusing aggregate, in fact, has twice the brightness of a monomer because it

carries twice the number of fluorescent moieties. Clearly, the amplitude of the

fluctuation provides information on the brightness of the diffusing particles (Chen

et al. 2003b). Thus, the time and amplitude structures of the fluorescence intensity

trace are affected by the underlying molecular species, and the dynamic processes

(translational mobility) that cause the change in the fluorescence intensity. The

analysis of the PCH recovers the information contained in the amplitude of the

fluorescence intensity trace determining the brightness of the diffusing species,

which is the number of photons per second per molecule (Fig. 24.1d). Knowing the

brightness of monomeric uPAR-EGFP-GPI, one can determine the oligomerization

state of the diffusing uPAR-EGFP-GPI species.

PCH analysis of uPAR-EGFP-GPI stably expressed in HEK293 cells has

demonstrated that the receptors diffuse predominantly as monomers. More rarely

the synchronous diffusion of two uPAR-EGFP-GPI molecules was observed, while

higher order, mobile uPAR-EGFP-GPI oligomers were not found in resting unsti-

mulated cells (Caiolfa et al. 2007, Malengo et al. 2008).

The parallel FCS analysis provided information on the nature of translational

mobility and Ddiff of the uPAR-EGFP-GPI molecules. Monomers and dimers

diffused anomalously at the cell membrane. The Ddiff indicated that diffusion was

more restrained and slower at the basal membrane in cells seeded on serum or Vn

matrices. The asymmetry in mobility was accompanied by the recruitment of the

receptors in the basal membranes. The same did not happen in cells seeded on Fn

matrices. On Fn, the distribution of uPAR at the cell membrane was not asymmet-

ric, and the Ddiff were similar in both basal and apical membranes (Caiolfa et al.

2007). The anomalous diffusion of proteins at the cell surface was documented

already several years ago (Feder et al. 1996), and since then it has been the subject

of a number of biophysical studies (Banks and Fradin 2005, Marguet et al. 2006,

Ritchie et al. 2005, Sheets et al. 1997, Smith et al. 1999, Weiss et al. 2003). The

lateral mobility of a protein at the cell membrane cannot be simply defined by

models of Brownian motion, as it is ‘‘locally’’ confined by obstacles and barriers

(Morone et al. 2006, Ritchie et al. 2003, Simson et al. 1998, Suzuki et al, 2005),

molecular crowding (Banks and Fradin 2005), and/or lipid–protein segregation

(Jacobson et al. 2007, Kusumi et al. 2004, Kusumi and Suzuki 2005, Lagerholm

et al. 2005, Lenne et al. 2006, Marguet et al. 2006, Ritchie and Kusumi 2004,

Simons and Vaz 2004). These mechanisms are not static and give rise to the

complex and dynamic pattern of protein lateral organization in the cell membrane.

The partition of GPI-anchored uPAR in both detergent-resistant and in detergent-

soluble membrane fractions (Cunningham et al. 2003) is commonly interpreted as the

partitioning of uPAR in and out of the cholesterol-enriched submembrane domains,
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say rafts (Rajendran and Simons, 2005, Simons and Toomre 2000, Simons and Vaz

2004). However, FCS analysis does not support the existence of two distinct uPAR

populations in the plasma membrane of HEK293 cells, which could be associated

with discrete and long-lasting membrane microdomains. This is not surprising, as

the ‘‘raft’’ concept of discrete microdomains is being challenged, considering that

various conventional imaging approaches (cells fixed on glass) as well as the use of

chemical clustering or antibody stimuli introduces major artifacts in the organiza-

tion and dynamics of GPI-anchored proteins (Morone et al. 2006, Ritchie and

Kusumi 2004, Suzuki et al. 2005). On one hand, it seems that none of the available

optical, spectroscopic, and biochemical techniques is well suited for capturing and

visualizing a raft (Jacobson et al. 2007, Lagerholm et al. 2005). On the other hand,

the dynamic nature of membrane microdomains gathers increasing experimental

support. Deviations from free diffusion of GPI-anchored proteins (i.e., anomalous

diffusion) have recently been explained by a dynamic partition mechanism by

which the GPI-proteins diffuse into and out of the permeable microdomains, and

are only transiently confined in the absence of molecular cross-linking (Lenne et al.

2006, Marguet et al. 2006).

The fluorescence intensity traces acquired on the basal membrane in green

HEK293 cells seeded on serum or Vn matrices also showed irreversible photobleach-

ing. The irreversible photobleaching indicated the presence of an immobile fraction

of receptors. The bleached receptors were not replaced by bright uPAR-EGFP-GPI

molecules diffusing into the observation volume. Irreversible photobleaching was

never observed in other submembrane regions, confirming thatVn, directly engaging

uPAR in cell adhesion, recruited and restricted the mobility of the receptors at the

basal side. Conversely, in green HEK293 cells seeded on Fn matrices, no recruitment

and no irreversible photobleaching or decreased mobility and confinement of uPAR

at the basal membrane were observed, strongly suggesting that uPAR did not

participate in Fn-mediated HEK293 adhesion (Caiolfa et al. 2007).

Dimerization of uPAR at the Surface of Living Cells

From the above studies, two major questions arise: (a) Do two molecules of uPAR-

EGFP-GPI diffusing together (i.e., undergoing correlated diffusion) form a true

dimer? Or, in other words, how ‘‘physically’’ interacting uPAR–uPAR complexes

can be convincingly detected in live cells? (b) In which molecular form (monomer

versus dimer) is the receptor immobilized at the basal membrane of cells adhered to

Vn-matrices?

Conditional colocalization fluorescence-based imaging cannot obviously be taken

as a proof for direct physical interaction between two or more proteins bearing

different fluorescent tags. The optical resolution limit of conventional confocal

microscopy is, in fact, by far above interprotein distances in ‘‘physically interacting’’

assemblies. This limit is due to the use of visible light (i.e., fluorescence). It varies

within 200–300 nm in the x,y-confocal plane and it is in the 1 m range in the

perpendicular z-plane, hampering any conclusion about the proteins forming a
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‘‘stable complex’’ under conditions that are not triggered by chemical cross-linking

(cell fixation) or clustering agents. Furthermore, once again it should be remem-

bered that uPAR is a GPI-anchored protein, and as such, it is sensitive to lipid–

cholesterol distribution in the cell membrane and to antibody-stimulated clustering.

On one hand, in many protocols for immunofluorescence (or immunoelectron)

visualization, the cells are first fixed using paraformaldehyde and/or glutaraldehyde,

and then labeled with the specific antibodies or ligands. As discussed by Kusumi and

Suzuki (2005), the cell fixation protocols cause artifacts with GPI-anchored proteins

(or raftophilic molecules in general). The use of low concentrations of paraformalde-

hyde, which is generally assumed to ‘‘fix’’ the amino-containing molecules at their

intrinsic locations, actually may enhance the clustering of raftophilic molecules as the

addition of multivalent antibodies and ligands, rather than blocking the redistribution

of these molecules in situ (Kusumi and Suzuki 2005).

On the other hand, coimmunoprecipitation experiments give only a batch view

of protein complexes and are equally exposed to biases due to stimulus (antibody)-

induced clustering.

For these reasons, efforts should be made to confirm physical interactions in

steady-state cells (in the absence of artificial stimulation), taking into account the

dynamic nature (variable in time and location) of functionally productive protein

assemblies.

In the last few years, Forster resonance energy transfer (FRET) approaches have

experienced an extraordinary renaissance in cell biology (Jares-Erijman and Jovin

2006, Wallrabe and Periasamy 2005). FRET is a phenomenon by which, under light

excitation, a fluorescent donor molecule transfers part of its excitation to an

acceptor molecule that becomes fluorescent without being directly excited by the

light. The parameter that mainly determines the efficiency of FRET is the distance

between the donor and acceptor molecules, so much that FRET is defined as a

molecular ruler with nanometric units (Siegel et al. 2000). The nanometric units

vary according to the donor–acceptor pair. For FP pairs, the distance at which

FRET efficiency can be as high as 50% is in the range of 3–5 nm (Patterson et al.

2000). Thus, FP-FRET pairs are sensitive reporters of protein assemblies. Even so,

measuring FRET in living cells having variable coexpression of the donor and

acceptor molecules and relevant autofluorescence is a challenging task. The number

of publications on this subject testifies the efforts made during the past years to

improve the reliability of FRET approaches in living cells. The discussion of these

protocols goes beyond the aims of this chapter, as several good reviews are

available in the literature (Jares-Erijman and Jovin 2006, Schmid and Birbach

2007, Soon et al. 2007). Nevertheless, the most sensitive approach for determining

FRET in living cells is by far the donor fluorescence lifetime imaging (donor-

FLIM) (Bastiaens and Squire 1999, Chen et al. 2003a, van Munster and Gadella

2005, Wallrabe and Periasamy 2005). Conceptually, this is the easiest method: if

part of the energy of the donor is transferred to an acceptor molecule, then the donor

molecule will spend a shorter time in its excited state and will decay faster (i.e., the

donor fluorescence lifetime is shorter in the presence of FRET). Practically, how-

ever, the application of donor-FLIM is still restricted to few expert laboratories of
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fluorescence spectroscopy because FLIM equipments are sophisticated and, more

importantly, the analysis of donor-FLIM data is especially difficult. Despite the fact

that many papers describe the use of donor-FLIM for detecting protein–protein

interactions, the analytical problem finds only approximate (and very time- and

computer power-consuming) solutions, when FPs are used as donor–acceptor

FRET pairs in living cells. This is because all FPs in cells have complex fluores-

cence lifetime decays (Suhling et al. 2002), for which no robust mathematical

decomposition is possible. Working on HEK293 cells cotransfected with uPAR-

EGFP-GPI and uPAR-mRFP1-GPI, we also had to face the issue of convoluted

decays in FLIM images, which were made even more complex by the presence of a

cell-to-cell variable autofluorescence that affected the donor, uPAR-EGFP-GPI,

lifetime as FRET would do (Caiolfa V.R. and Zamai M. unpublished). The conse-

quence was that FRET could be evaluated only in a very approximate and not

reproducible manner. This experience has prompted us to change radically the

analytical approach to donor-FLIM and has contributed to inspire the revolutionary

phasor-FLIM analysis (Digman et al. 2008).

After recording the fluorescence intensity of a HEK293/uPAR-EGFP-GPI cell

(Fig. 24.2a, left top panel), we measured pixel-by-pixel the fluorescence lifetime

decays in the 2-photon time correlated single photon counting (TCSPC) mode, as it

is done in the classical donor-FLIM method. A decay (no matter how complex) can

be transformed in a phasor (a vector), using the universal circle of the polar

coordinates representation, and the phasor ensembles determined in each image

can be shown in contour plot (Fig. 24.2a, left bottom panel). In this representation,

only single exponential decays fall on the universal circle (Fig. 24.2a, left bottom

panel, phasor 1). If the decay at one pixel is a convolution of lifetimes, due to

multiple species (i.e., unquenched donor plus cellular autofluorescence, or multiple

decays of the EGFP fluorophore) contributing the fluorescence intensity, the phasor

falls inside the universal circle (Fig. 24.2a, left bottom panel, phasor 2) (Clayton

et al. 2004, Gratton et al. 1984, Redford and Clegg 2005). In the HEK293/uPAR-

EGFP-GPI apical or basal membranes (shown in the example in Fig. 24.2), there are

pixels that give rise to complex decays, as most of the phasors are inside the

universal circle (Fig. 24.2a, left bottom panel). The cellular autofluorescence was

measured in untransfected HEK293 cells, and the position of phasor 3 in Fig. 24.2a

(left bottom panel) indicates the mean of the phasor distribution detected as auto-

fluorescence. Thus, the experimentally derived green line in the plot represents the

mean of the phasor distributions for HEK293/uPAR-EGFP-GPI cells with different

contribution of cellular autofluorescence (Fig. 24.2a, left bottom panel, green line).

FRET is expected to shift the donor phasors on the right, in the space between the

green and the red lines, the latter representing uPAR-EGFP-GPI phasors quenched

by 50% FRET by uPAR-mRFP1-GPI and having different cell autofluorescence

contributions (Fig. 24.2a, left bottom panel, red line). The phasor representation

allows the selection of subsets of phasors (i.e., decays), and their localization in the

correspondent FLIM image. In the HEK293/uPAR-EGFP-GPI cell, for example in

Fig. 24.2a, the majority of the phasors, >98%, can be selected in a narrow area of

the plot (Fig. 24.2a, right bottom panel, black circle). The position of these phasors
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Fig. 24.2 uPAR dimers detected by Forster resonance energy transfer (FRET) using the novel

phasor-FLIM analysis of donor lifetime decays. (a) A typical donor-FLIM experiment: 2-photon

fluorescence intensity (left top panel) and donor fluorescence lifetime decays are acquired pixel-

by-pixel in parallel in the time correlated single photon counting (TCSPC) mode. Then, the decay
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in the image (Fig. 24.2a, right top panel) indicates that the lifetime distribution of

uPAR-EGFP-GPI is indeed complex but uniformly distributed at the basal mem-

brane. The same result was obtained in apical membrane sections (Caiolfa et al.

2007). The spread of the phasor distribution (i.e., the size of the black circle) in

HEK293/uPAR-EGFP-GPI cells determined the confidence limit for FRET analy-

sis, which was found equal to 8% FRET (i.e., FRET below 8% was not significant).

Thus, we used a circle with identical radius for analyzing the phasor distributions in

HEK293/uPAR-EGFP-GPI/uPAR-mRFP1-GPI cells. Figure 24.2b illustrates an

example of phasor FLIM analysis on the basal membrane of a HEK293 cotrans-

fected with uPAR-EGFP-GPI and uPARmRFP1-GPI cell (termed HEK293/GR). In

HEK293/GR cells adhered on Vn matrices we measured FRET efficiencies in the

range of 8–24% at the basal side, as the majority of the phasors were found outside

the area of unquenched donor and cellular autofluorescence (Fig. 24.2b, right

panel). In few regions of the basal membrane, and in particular in the membrane

border excluded from the large lamellipodia, FRET was negligible (Fig. 24.2b, mid

panel). A remarkably different FRET distribution was observed in apical mem-

branes (Fig. 24.2c). Only few phasors were associated with FRET (Fig. 24.2c, right

panel), while the majority were unquenched by FRET (Fig. 24.2c, mid panel).

The FRET analysis clearly demonstrated that uPAR dimers exist in living cells,

and that they are mainly recruited at the basal membrane. Likely, they are the main

constituents of the immobile fraction observed in diffusion studies.

The morphological changes that were recognized in HEK293 cells coexpressing

the green and red uPAR chimeras when seeded in Vn matrices as well as the

asymmetric distribution of the receptors at the cell membrane were not reproduced

Fig. 24.2 (Continued) in each pixel is transformed in a phasor (left bottom panel). Phasor 1

identifies a pixel in which the fluorescence decay was monoexponential, and therefore it falls on

the universal circle of the polar coordinates. Phasor 2 identifies a pixel in which the fluorescence

decay was complex (multiexponential) as it falls inside the universal circle. Phasor 3 identifies a

typical decay of untransfected HEK293 cells. The ensemble of all phasors from the image is

represented in contour plot. The green line depicts the values of the phasor distributions in

HEK293/uPAR-EGFP-GPI cells at different contribution of cell autofluorescence (determined in

untrasfected HEK293 cells). The red line marks the position of uPAR-EGFP-GPI phasors

quenched by 50% FRET and having all possible cell autofluorescence contributions (from 0% to

100%). In the zoomed graph (right bottom panel), the black circle selects 98% of all phasors in the

image. The localization of these phasors is shown in the correspondent FLIM image (right top

panel). In this example, the contribution of cell autofluorescence was <1% in average. (b) FRET

efficiencies determined in the basal membrane of an HEK293/GR cell by the phasor-FLIM

analysis. The figure shows on the left panel the fluorescence intensity image (top) and the phasor

plot (bottom). The phasor distribution is almost completely outside the green trajectory, indicating

that donor lifetime is quenched by FRET. Less than 10% of pixels on this membrane section do not

show FRET (<8%, mid top and bottom panels). The majority, 89%, of pixels in the image shows

FRET efficiencies in the 8–24% range (right top and bottom panels). In this example, the average

contribution of cell autofluorescence was 34–36%. (c) FRET efficiencies determined in the apical

membrane of the HEK293/GR cell shown in (b). The fluorescence intensity image and phasor plot

are shown in the left top and bottom panels. The same two subsets of FRET efficiencies (<8% and

8–24%) are reproduced in the mid and right panels. In this example, the average contribution of

cell autofluorescence was 27–38% (See also Color Insert II)
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in Fn matrices (Caiolfa et al. 2007, Madsen et al. 2007). Similar FRET studies on

HEK293/GR cells seeded on Fn-matrices demonstrated that uPAR-EGFP-GPI:

uPAR-mRFP1-GPI complexes were rare in both basal and apical membranes

(Caiolfa et al. 2007).

These studies confirmed the previous observations made by N. Sidenius and

collaborators (Cunningham et al. 2003), and proved that dimers exist in live, resting

cells and that they are recruited and stabilized by the interaction with Vn, partici-

pating in Vn-mediated cell adhesion. These results also strongly suggested that

uPAR was not engaged in the Fn-mediated cell adhesion, under unstimulated,

steady-state conditions, in HEK293 cells.

Future Perspectives

The most recent studies on the dynamics and dimerization of FP-tagged uPAR in

living cells have set off a novel scenario for determining which among the many

‘‘physical interactions’’ of uPAR are decisive in mediating relevant mechanisms in

cancer: cell adhesion, migration, and proliferation. Very likely, from now on, uPAR

interactions in live cells can be locally discriminated and quantitatively determined

under a variety of conditions. Furthermore, the role of the physiological uPAR

ligands in the distribution and exchange of monomers versus dimers can be defined.

Part of this information is already available, as it has been shown that Vn-mediated

effects on uPAR in HEK293 cells are reversibly counteracted by the binding of the

uPA–PAI1 complex, internalization, and recycling (Caiolfa et al. 2007). Additional

studies on the effect of pro-uPA or its N-terminal fragment, ATF (Stoppelli et al.

1985), cholesterol depletion, and uPAR mutations will also contribute to elucidate

the role of two molecular forms of uPAR.

Then, further advances in the exploration of functionally relevant uPAR-mediated

signaling pathways are expected to arise from the application of increasingly infor-

mative microspectroscopic approaches that need to be developed for FP-tagged

uPAR live cell models. These approaches should include fluorescence cross-correla-

tion spectroscopy (FCCS) (Bacia et al. 2006, Bacia and Schwille 2003, Schwille et al.

1997) and dual-color PCH (Chen et al. 2005). By FCCS it will be possible to study

the synchronous diffusion of two proteins, each tagged with an FP of different color,

and, therefore, investigate the codiffusion of uPAR with each of its interatome

partners (i.e., integrins, FPRL1, etc.). The parallel analysis by dual PCH might help

in defining the stoichiometry of the codiffusing uPAR assemblies, determining how

many molecules of uPAR and each of its interatome partners diffuse together. There

are already reports in which FCCS has been employed for detecting the codiffusion of

two different proteins using variants of the green fluorescent chimeras that do not

spectrally overlap (Bacia et al. 2002, Bacia and Schwille 2003, Rosales et al. 2007).

In contrast, dual-color PCH analysis has been developed just three years ago (Chen

et al. 2005) and attempted in live cell only in 2006 (Hillesheim et al. 2006).
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These very innovative tools combined to donor-FLIM experiments, which are

now easily and quickly performed using the new phasor-FLIM analysis, will

definitely contribute to define the functional map of the uPAR interactome and

the molecular forms of uPAR involved in these interactions.
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Chapter 25

Janus-Faced Effects of Broad-Spectrum

and Specific MMP Inhibition on Metastasis

Charlotte Kopitz and Achim Krüger

Abstract In this chapter, we summarize the current knowledge of the effects of

matrix metalloproteinase (MMP) inhibition on metastasis. While it was initially

perceived that MMP inhibition should be the most potent therapeutic antimetastatic

strategy, it has now been appreciated that more basic research has to be performed

before another, more sophisticated, attempt should be made to use MMPs as targets

in the clinic. The summary makes it evident that the complexity of preclinical

models may obscure conclusive results. This may have led to the overestimated

expectations and premature introduction of MMP inhibitors (MMPIs) into clinical

trials. In addition to discussion of the options and limitations of different metastasis

models in the search for improved strategies to inhibit MMPs, we emphasize the

necessity to simplify the readout of models at this stage of research when the

biology of interference with the proteolytic network is still not clear. Further, we

stress the effects of MMP inhibition on the modulation of the host microenviron-

ment, which critically influences the metastatic potential of tumor cells. This latter

aspect is one of the new appreciations explaining the Janus-faced effects of

broad-spectrum and specific MMP inhibition on metastasis.

Introduction: MMPs as Targets for Antimetastatic Intervention

Metastasis, the key feature of malignant tumors, comprises the formation of tumor

cell colonies in distant organs. Detachment of tumor cells from the primary tumor is

a necessary but not sufficient parameter of metastasis. Eventually, the efficacy of

metastasis is determined by the ability of tumor cells to invade and colonize distant

organs. Proteolytic degradation of the extracellular matrix (ECM) is one necessary

prerequisite for the different steps of tumor cell dissemination, which include invasion
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of the surrounding tissue, vessel boundaries (intravasation and extravasation), and

distant organ tissue (Stetler-Stevenson 2001). The proteolytic activity is provided

by different proteases secreted not only by tumor cells but also by a variety of

activated host cells (fibroblasts, immune cells, etc.) within the tumor microenviron-

ment (Mueller and Fusenig 2002). Indeed, members of many protease families

including serine- (Reuning et al. 1998), cysteine- (Joyce and Hanahan 2004),

aspartyl- (Liaudet-Coopman et al. 2006), and metalloproteases (Egeblad and

Werb 2002) were shown to be associated with tumor progression. Among these,

the matrix metalloproteinases (MMPs) are unique, as they are able to degrade most

of the substrates within the ECM, including fibrillar collagens (Coussens et al.

2002), a major structural molecule in the interstitium. Initially, the assumption

prevailed that all MMPs promote the invasion of tumor cells. We meanwhile

learned that MMPs substantially contribute to virtually all aspects of tumor pro-

gression, including angiogenesis, differentiation, proliferation, and apoptosis (Ege-

blad and Werb 2002). In addition, at least some MMPs may have features that are

counterproductive for tumor progression (Montel et al. 2004, Abraham et al. 2005,

López-Otı́n and Matrisian 2007), and it is not yet clear whether this relies only on

their proteolytic activity or whether other, as yet unknown, features of MMPs are

involved. The conceptual consequence of this new knowledge, which has unfortu-

nately only been accumulated after the failure of clinical trials with broad-spectrum

MMP inhibitors (MMPIs) (Zucker et al. 2000, Pavlaki and Zucker 2003), is that we

need to elucidate the beneficial time-points and locations at which specific MMPs

should be inhibited in order to be able to prevent or suppress metastasis.

This strategy of MMP inhibition is undoubtedly worthy of pursuit, as there are

still no efficient antimetastatic strategies available.

In different cancer diseases high expression of MMPs correlates with poor

prognosis and shorter survival of patients with colorectal (Zucker and Vacirca

2004), breast (Duffy et al. 2000), brain (Miyata et al. 2006), bladder (Kanayama

2001), and renal cancer (Miyata et al. 2006), and non-Hodgkin’s lymphoma

(Kossakowska et al. 2000), indicating that MMP activity promotes late steps of

metastasis, leading to the devastating colonization of sometimes several organs and

the explosion of numbers of scattered metastatic foci toward the end of the disease.

In this chapter, we summarize experimental evidence of the consequences of

broad-spectrum or specific MMP inhibition on metastasis. We also discuss the ways

inwhichMMP inhibition can provoke changes in tissue homeostasis via changed gene

expression, resulting in alterations in the susceptibility of target organs to metastases.

Reexamination of Expectations: Options and Limitations

of Murine Metastasis Models for the Evaluation

of MMP-Inhibitory Effects In Vivo

The view that MMPIs should not be pursued further for drug development be-

cause they have failed in the clinic has an element of schadenfreude about it: it is

perhaps a consequence of the elevated expectations for their efficacy in preventing
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metastatic spread, angiogenesis, and the growth of primary tumors and metastases

that were associated with their introduction (Brown 1995) (see also Chap. 36).

These expectations had been fed by, what was at that time, an incomplete knowl-

edge of the biology of MMPs and their inhibition. Although MMPs are involved in

many steps of the metastatic cascade (Chambers and Matrisian 1997), their respec-

tive functions are so diverse that the overall inhibition of this class of molecules

would result in a severe disturbance of tissue homeostasis and lead to unpredictable

consequences during tumor progression. In addition, the therapy windows of

MMPIs have to be clearly defined with the aim to inhibit MMPs as specifically as

possible in respect to their spatiotemporal expression or even more importantly,

their activity. In order to fill the still existing knowledge gap in these respects, it is

necessary to employ in vivomodels that allow the examination of particular steps of

tumor progression as well as underlying cellular and molecular mechanisms in

which the effects of MMP inhibition are studied.

Regarding the complexity or clinical relevance of such in vivo models we are, at

this stage of elucidation of the ‘‘Proteolytic Web’’, reminded of Werner Heisen-

berg’s quote that ‘‘any increase in precision of one variable is associated with a

decrease in precision of the other variable in the conjugate pair’’ (Heisenberg

1927), which describes a basic principle in quantum physics. This notion can be

translated to experimental approaches of virtually all scientific questions and

definitely also to the investigation of complex biological events such as metasta-

sis. Therefore, for an in-depth analysis of the role of MMPs in aspects of

metastasis it is certainly preferable to reduce the number of variables. With the

knowledge established in simple models – step-by-step – more complex tumor

models can be approached, ideally also those that, if at all possible, represent the

clinical situation more adequately.

Generation of Metastases in Murine Models

Models that reliably resemble aspects of the metastatic cascade are prerequisites for

the analysis of the cellular andmolecular effects ofMMP-interference onmetastasis.

The minimum requirement of model systems in biology is that some clearly defined

biological processes can be studied. This applied to genetic questions where research

on bacteria and yeast greatly promoted our knowledge as well as to questions of

developmental biology, where fruit flies and worms had great impact on our

knowledge in the field today. The surprises encountered in the context of the

development of MMPIs clearly showed that we do not know enough about the

biology of MMPs, not to mention of metastasis, to be able to estimate the prospects

and consequences of MMP inhibition. Therefore, basic research with simple models

is still necessary. For the generation of metastases in animal models, we distinguish

‘‘experimental’’ from ‘‘spontaneous’’ metastasis models and will explain their

options and limits below.
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Experimental Metastasis Models

The simplest way to mimic parts of the metastatic cascade is the intravasal inocu-

lation of a defined number of tumor cells, leading to the generation of so-called

experimental metastases. These metastases are colonies of tumor cells generated

after extravasation of inoculated tumor cells from the vasculature, invasion into

the subendothelial matrix of and growth in the respective target tissue (Schirrma-

cher 1985). Subsequently, secondary invasion of tumor cells from established

metastases can occur, leading to the destruction of the target organ’s integrity

and function. Inhibition of the late steps of metastasis is discussed to be the most

promising antimetastatic strategy (Radinsky and Ellis 1996, Berman et al. 2001).

Information obtained from this experimental approach is independent from

all events at or in the primary tumor site such as angiogenesis and growth rate

(Schirrmacher 1985). Therefore, all additional experimental interventions (such as

MMP inhibition with synthetic inhibitors or genetic modulation of the target organ

of metastasis) will exclusively affect the late phase of metastasis. This dissemination

depends on the metastatic potential of the investigated tumor cell line (the ‘‘SEED’’)

and/or the susceptibility of the target tissue (the ‘‘SOIL’’) (Fidler 2001). The impact

of the experimental intervention is quantifiable by the evaluation of the number and

size of metastases in target tissues. Changes in these parameters reflect the impact

of the MMP-inhibitory intervention on several parameters (Fig. 25.1):

l survival of the inoculated tumor cells
l efficacy of their extravasation (number)
l proliferative capacity of metastases in the target tissue (size)
l tumor cell invasiveness (secondary invasion from primary metastases, which

forms a characteristic metastatic pattern within the target organ)
l organ-specificity (interorgan metastasis pattern)

With experimental metastasis models it is even possible to mimic some clinically

relevant situations, such as iatrogenically induced intraoperative dissemination of

tumor cells (Atkin et al. 2005) and metastasis of circulating tumor cells, which are

often detectable in cancer patients even after removal of the primary tumor (Ter-

stappen et al. 2000). It is important to recognize that experimental metastasis

models represent a reductionist approach, which leaves out important steps of the

metastatic cascade (unlike spontaneous metastasis models, see below). However,

the benefit is that the results obtained are not obscured by events surrounding

the establishment of the primary tumor. These events determine the number of

disseminating tumor cells and are hardly controllable by the investigator.

Spontaneous Metastasis Models

In spontaneous metastasis models, tumor cells detach from the primary tumor

tissue, pass each critical step of the entire metastatic cascade, and establish
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metastases in distant organs. Generation of primary tumors can be induced by

transgenic expression of oncogenes, application of specific carcinogens, or extra-

vasal application of tumor cells into the host tissue (Eccles 2001, Guy and Cardoso

2001, Price 2001). Thus, in such models, the efficacy of metastasis depends not only

on the metastatic potential of tumor cells but also on features of the primary tumor,

such as proliferation and angiogenesis, as well as on its position (Eccles 2001). In

such models, the efficacy of organ colonization often depends on the efficacy of the

initial steps of metastasis. It became possible only recently, by the use of complex

technical approaches such as intravital multiphoton microscopy, to study and

dissect at least some aspects of the many biological events occurring during this

Fig. 25.1 Applications of a genetic tag for evaluation of the effects of matrix metalloproteinase

(MMP) inhibition on metastasis—lacZ-tag as an example. After inoculation of lacZ-tagged tumor

cells the following methods can be applied to detect these tumor cells: 5-bromo-4-chloro-3-

indolyl-b-D-galactopyranoside (X-gal) staining of whole organs, re-isolation of tumor cells from

target organs by FACS and fluorescein-b-D-galactopyranoside (FDG) staining, isolation of total

ribonucleic acid (RNA) from metastasis-bearing organs and detection of lacZ mRNA by quantita-

tive RT-PCR (TAqManTM), and X-gal staining of tissue sections
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phase of tumor progression (Wolf et al. 2003, 2007). Only with such technically

sophisticated approaches is it possible to reveal at which step of the early phases of

tumor cell dissemination inhibition of MMPs is effective.

Advantages of a Genetic Tag to Visualize Effects of MMP
Inhibition on Invasive Events In Vivo

Detection of micrometastases in distant organs has always been a challenge in the

clinic, and also in most preclinical models used for evaluation of anti-metastatic

therapies. Because of the lack of a sensitive read out it is an extremely difficult task

to evaluate antimetastatic therapies (such as antiinvasive protease inhibitors) in

clinical trials. Determination of therapeutic efficacy basically has to rely on survival

data (Bissett et al. 2005, Levin et al. 2006) or systemic tumor markers (Rosenbaum

et al. 2005).

Researchers working with in vivo models have the opportunity to circumvent

this difficulty of the clinic by genetically tagging the tumor cells of interest. Several

useful genetic tags are available, which can be stably expressed by the tumor cells

and all their descendants. As genetically tagged tumor cells can be injected into

mice and this tag is passed on to each daughter cell, all cells, including those that

metastasize in vivo, can be detected and quantified by the products of the marker

gene, for example, b-D-galactosidase (Krüger et al. 1998), luciferase (Jenkins et al.
2003), or enhanced green fluorescent protein (eGFP) (Oyajobi et al. 2007), in

metastasis-afflicted organs. One of the simplest options is the marker gene lacZ.
This bacterial gene codes for b-D-galactosidase, which hydrolyses the chromogenic

substrate 5-bromo-4-chloro-3-indolyl-b-D-galactopyranoside (X-gal) leading to

the precipitation of indigo blue in each tagged cell (Krüger et al. 1998). While

detection of lacZ is a tool for analysis of excised tissue, eGFP (Oyajobi et al. 2007)

and luciferase (Jenkins et al. 2003) allow detection in the living animal. However,

detection of the latter requires more sophisticated equipment, such as a fluorescence

illuminator (Oyajobi et al. 2007) or a cooled CCD camera mounted in a light‐tight
specimen box (Jenkins et al. 2003) and does not easily yield to identification of

single metastatic cells due to background fluorescence of many tissues, and if so,

only at the cost of employment of high-resolution microscopy. Resolution of the

indigo blue precipitate in X-gal-stained whole organ mounts or histological sections

containing lacZ-expressing cells is extremely high even at the single tumor cell

level (Fig. 25.1, upper and lower left pictures) (Krüger et al. 1994). This high

resolution and clear boundaries of the colored areas allow the identification of

stromal areas within tumors and metastatic foci. The versatility of the different

detection methods for lacZ expression at the mRNA and protein levels, even of re-

isolated living cells, allows the exact quantification of the metastastic load within

a target organ, along with evaluation of the growth of metastases and assessment

of the patterns of invasiveness in different organs (summarized in Fig. 25.1).

The employment of fluorescein-b-D-galactopyranoside (FDG), another substrate
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of b-D-galactosidase, allows detection of viable lacZ-tagged cells. This technique

can be applied when dissection and (re-)isolation and characterization of host and

tumor cells by flow cytometry is desired (Rocha et al. 2001). Subsequent gene

expression analysis of isolated subpopulations allows differentiation of the respec-

tive contribution of tumor or host cells to the genetic profile of a metastasis-bearing

organ. Also, treatment-provoked changes in gene expression can be assigned to

particular cell types (Rocha et al. 2001) (Fig. 25.1). LacZ‐tagging has been

providing a means to detect the effects of MMP interference on particular steps

of metastasis at high resolution (Krüger et al. 1998). Indeed, when this technique

was applied to mice treated with the broad-spectrum MMPI batimastat, it was

evident that liver metastasis was induced while the number of lung metastases

was reduced (Della Porta et al. 1999, Krüger et al. 2001). The advantage of simple

X-gal staining of several organs of the treated mice quickly revealed quantifiable

data on this organ-specific effect, which had not been reported throughout the

preclinical testing period of MMPIs in the 1990s. This finding coincided with the

halting of most phase III clinical trials with MMPIs due to adverse effects.

Anti- and Pro‐metastatic Effects of Broad-Spectrum Inhibition

of Metalloproteinases on Metastasis

Natural Broad-Spectrum Metalloproteinase Inhibitors

Under normal physiological conditions, the activity of the 24 known MMPs is

tightly regulated by their natural inhibitors (Egeblad andWerb 2002). MMPs can be

bound and inhibited by a2-macroglobulin, TFPI-2 (tissue factor pathway inhibitor),

PCPE (procollagen C-terminal proteinase enhancer), RECK (reversion-inducing

cysteine-rich protein with kazal motifs), and the four known mammalian tissue

inhibitors of metalloproteinases (TIMPs), the latter being their major inhibitors

(Baker et al. 2002). TIMPs are broad-spectrum inhibitors of MMPs and of some

ADAMs (a disintegrin and metalloproteinase) with only slight differences in their

specificity profile (Brew et al. 2000). TIMP-1 has the unique feature of binding

proMMP-9 (Goldberg et al. 1992), but is a poor inhibitor of MMP-19 and of

membrane-bound MT-MMPs (membrane-type MMPs) (Brew et al. 2000). TIMP-1

shares with TIMP-3 the ability to inhibit ADAM-10 activity (Amour et al. 2000).

Since deregulated activity of MMPs can enhance dissemination of tumor cells, it

was initially believed that overexpression of TIMPs, either by tumor or by host

cells, can prevent metastasis (Brand et al. 2000). Indeed, increased expression of all

four known TIMPs by the host or tumor cells significantly reduced metastatic

dissemination into different organs in several spontaneous and experimental metas-

tasis models (Brand 2002). However, as the size of the primary tumor was also

affected by the overexpression of TIMPs in the spontaneous metastasis models

(Krüger et al. 1997, Wang et al. 1997, Li et al. 2001), their postulated anti-invasive
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action was not conclusive. Use of experimental metastasis models shed light on the

anti-invasive activity of all four TIMPs: overexpression of TIMP-1, -2, or -4 leads

to significant reduction of metastases in different organs (Yoneda et al. 1997, Brand

et al. 2000, Elezkurtaj et al. 2004), and a potential anti-invasive role of host-derived

TIMP-3 became evident when knockout of TIMP-3 led to increased experimental

metastasis in different organs (Cruz-Munoz et al. 2006, see also Chap. 20). In vitro
studies showing reduced invasion of tumor cells by overexpression of each particu-

lar TIMP (Brand 2002) underlined that TIMPs interfere with metastasis by sup-

pressing the invasive steps. Thus, the concept of ‘‘impregnation’’ (Brand et al.

2000) of a target organ of metastasis by an intrinsic overexpression of natural

broad-spectrum MMPIs as well as the ‘‘disarmament’’ of tumor cells by over-

expression of TIMPs could be maintained. At least for TIMP-1 it was demonstrated

that reduced experimental liver metastasis is most likely due to diminished extrav-

asation of the tumor cells (Elezkurtaj et al. 2004) (Fig. 25.2a, left panel). The

reduced extravasation in the T-cell lymphoma model was most likely due to

inhibition of MMP-9 (Fig. 25.2a) as its participation in extravasation was previously

demonstrated (Arlt et al. 2002). This explanation leads to the assumption that

achievement of an effective antimetastatic activity of TIMP-1 relies on an effective

TIMP-1 threshold. This assumption is supported by the following facts:

l Increased TIMP-1 expression in the liver of transgenic mice does not reduce

experimental liver metastasis of murine T-cell lymphoma cells (Krüger et al.

1997), while the manyfold higher TIMP-1 expression in the liver achieved by

adenoviral gene transfer prevented experimental metastasis of this cell line by

more than 90% (Elezkurtaj et al. 2004).
l Intraperitoneal application of recombinant TIMP-1 was not able to inhibit

spontaneous liver metastasis of orthotopically inoculated human colon carcino-

ma cells. In contrast, three clones of the human colon cancer cell line transfected

to overexpress TIMP-1 displayed an expression level-dependent effect on spon-

taneous liver metastasis (Yamauchi et al. 2001).

Interestingly, TIMP-1 levels are important not only for the achievement of an

antimetastatic effect, but also for the localization of its expression. Local expression

of TIMP-1 in the lungs of transgenic mice was not sufficient to inhibit spontaneous

metastasis of murine melanoma cells, while exclusive expression of TIMP-1 in the

liver with high TIMP-1 levels in the blood significantly reduced metastasis to the

lung (de Lorenzo et al. 2003).

Although in animal models a potential antimetastatic activity of all TIMPs has

been demonstrated, elevated expression of TIMP-1 and -2 often correlates with

poor outcome/shorter survival of patients with different malignancies such as breast

(Remacle et al. 2000, Schrohl et al. 2004), ovarian (Davidson et al. 2002, Manenti

et al. 2003), gastric (Yoshikawa et al. 2001, Wu et al. 2007), or colorectal cancer

(Hammer et al. 2006, Roca et al. 2006). We call this correlation the ‘‘TIMP-

paradox’’. One explanation for these observations is that the elevated expression

of MMPs in aggressive tumors leads to an upregulation of TIMPs in an ultimately
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Fig. 25.2 Elucidation of the ‘‘TIMP-1‐paradox’’: modulation of a premetastatic niche in the liver

by tissue inhibitors of metalloproteinases (TIMP)-1—theoretical development and molecular

mechanism. (a) In livers with low TIMP-1 expression (left), matrix metalloproteinase (MMP)-9-

dependent extravasation, as well as subsequent growth and secondary invasion, occurs as usual. In

livers with high TIMP-1 levels, MMP-9-dependent extravasation of tumor cells is reduced by

TIMP-1 present in the circulation. High TIMP-1 levels within the liver parenchyma induce

expression of MMP-9, MMP-2, ADAM-10, neutrophil elastase (NE), cathepsin G (cath G),
urokinase plasminogen activator (uPA), and urokinase-type plasminogen activator receptor

(uPAR). Also, the HGF protein level and the amount of activatable membrane-bound cMet are

increased by TIMP-1. Altogether these factors efficiently induce HGF‐signaling in the liver,

promoting secondary invasion of tumor cells from primary metastases. (b) Elevated expression

of TIMP-1 in the primary tumor, either by the tumor or by stroma cells (left side), leads to

accumulation of TIMP-1 protein in the bloodstream. Circulating blood transports TIMP-1 into the
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fruitless attempt to reestablish the proteolytic balance. The other explanation is the

hypothesis that there is an intrinsic protumorigenic feature of the TIMPs. All TIMPs

are principally able to contribute to increased proliferation of tumor cells (Baker

et al. 2002). TIMP-1 and -2 were shown to be able to reduce apoptosis, TIMP-1 and

-4 can increase tumorigenesis, and TIMP-1 can induce angiogenesis (Baker et al.

2002). While primary tumor growth and angiogenesis affect metastasis only indi-

rectly, proinvasive activity is one of the main drivers of tumor cell dissemination.

However, a direct proinvasive feature of any TIMP has, until recently, not been

described. Since the death of cancer patients relies usually on the metastatic spread

of tumor cells within the body, the association of increased TIMP-1 levels and

shorter survival of the patients indicates a possible causal relationship between

metastasis and TIMP-1 expression and activity. Therefore, examination of possible

prometastatic activities of TIMP-1 could reveal whether increased expression of

this inhibitor in cancer patients with more aggressive malignancies represents a host

response toward the deregulated proteolytic activity or whether these inhibitors are

causal for aggressiveness.

A causal relationship between increased TIMP-1 levels and shorter survival of

cancer patients is evident by the fact that TIMP-1 promotes scattered liver metasta-

sis by induction of the hepatocyte growth factor (HGF)/cMet-signaling pathway

(Kopitz et al. 2007). In this study, elevated levels of TIMP-1 in the host were

mimicked by adenoviral gene transfer of TIMP-1 into mice. The increased expres-

sion of TIMP-1 led to an augmented level of HGF protein in livers, as well as to an

increased expression of pro-HGF-activating proteases, such as urokinase plasmin-

ogen activator (uPA), tissue plasminogen activator (tPA), and matriptase (Fig.

25.2a, right panel). Also, increased protein levels of the tyrosine-kinase receptor

of HGF, cMet, were found in livers with elevated levels of TIMP-1 (Kopitz et al.

2007) (Fig. 25.2a, right panel). Increase in all these factors necessary for HGF‐
signaling (Jiang et al. 2005) efficiently triggers HGF‐signaling even in metastasis-

free livers, thus cultivating a susceptible SOIL for tumor cells (Kopitz et al. 2007)

(Fig. 25.2a, right panel). This new, TIMP-1-provoked, tissue homeostatic balance

led to increased scattering and total metastasis load in livers after challenge with

two different tumor cell lines (Fig. 25.2a, right panel). Only those tumor cells which

were able to extravasate could benefit from the modulated tissue homeostasis (Fig.

25.2a). This finding offers the explanation that in livers with drastically high

overexpression of TIMP-1, no prometastatic effect was observed as extravasation

of nearly all inoculated tumor cells was prevented (Elezkurtaj et al. 2004). We also

demonstrated an organ specificity of this novel feature of TIMP-1: while elevated

host TIMP-1 significantly reduced experimental lung metastasis of human fibrosar-

coma cells (HT1080), metastasis of the same tumor cell line to the liver was

significantly increased (Kopitz et al. 2007).

Fig 25.2 (Continued) liver (right). In the liver tissue, elevated levels of TIMP-1 increase HGF

protein levels, induce expression of HGF activators, and preserve activatable cMet protein on the

cell surfaces by inhibition of MMPs and ADAM-10. Together, these effects lead to formation of a

TIMP-1-provoked premetastatic niche in the liver
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Since HGF‐signaling is a highly conserved pathway involved in the repair and

regeneration of mammalian livers, we hypothesized that elevated TIMP-1 levels

may induce similar effects in livers of human cancer patients. Indeed, the gene

expression signature in livers associated with elevated levels of TIMP-1 in patients

with colorectal cancer resembled the expression signature that was provoked by

elevated TIMP-1 expression in mice (Kopitz et al. 2007). As this gene expression

signature is linked to generation of a premetastatic niche in the liver of mice, we

suggest that in humans also this gene expression signature creates a particular

environment in the liver that favors the aggressive scattering of tumor cells. In

fact, the elevated TIMP-1 levels, and, therefore, also the TIMP-1-associated gene

expression signature, significantly correlate with an earlier development of liver

metastases as compared to patients with significantly lower TIMP-1 expression

(Kopitz et al. 2007).

As the MMP-inhibitory N-terminal domain of TIMP-1 (N-TIMP-1) was suffi-

cient to provoke the prometastatic effect in the animal model, MMP inhibition by

TIMP-1 is most likely the basis for this activity. Furthermore, increase in cell-

associated cMet relies most likely on inhibition of ADAM-10-mediated shedding of

cMet. This link between MP-inhibition and enhancement of HGF/cMet-signaling

was revealed by an in vitro biochemical proof-of-concept study: elevated levels of

TIMP-1 and N-TIMP-1 preserved activatable membrane-bound cMet by reduced

cMet shedding, demonstrating that the proteolytic release of cMet is inhibited either

by direct or by indirect inhibition of a cMet sheddase. Interestingly, suppression of

ADAM-10 also prevented shedding of cMet, indicating that ADAM-10 is involved

in the regulation of cMet shedding (Kopitz et al. 2007). Sheddases are known for

their capacity to regulate cell surface-associated tyrosine kinase receptors (Blobel

2005). These data indicate that preservation of cMet is induced by TIMP-1 or N-

TIMP-1, and may be a consequence of direct inhibition of ADAM-10 and thereby

loss of its sheddase activity (Amour et al. 2000), or indirectly by inhibition of

ADAM-10 activation by a different metalloprotease that is inhibitable by TIMP-1/

N-TIMP-1. Also, other studies revealed protumorigenic effects of TIMP-1, which

depend on MMP inhibition. It has been shown that MMP inhibition by TIMP-1

alters the gene expression of breast cancer cells (Porter et al. 2005). Some propro-

liferative activities of TIMP-1 rely on MMP inhibition (Porter et al. 2004), while

some are independent of its MMP inhibitory activity (Chesler et al. 1995). These

MMP inhibition-independent effects of TIMP-1 and of other TIMPs are described

in the section ‘‘Metalloproteinase Inhibition-Independent Effects of Natural Metal-

loproteinase Inhibitors on Metastasis’’ of this chapter.

Synthetic Broad-Spectrum MMPIs

The initial concept was that broad-spectrum MMP inhibition should block tumor

cell spread by decreasing the invasive potential of the tumor cells. Consequently,

MMP-inhibitory compounds were designed in order to prevent these death-deter-

mining invasive steps of tumor progression. The first generation of synthetic MMP

25 Janus-Faced Effects of Broad-Spectrum and Specific MMP Inhibition on Metastasis 505



inhibitors (MMPIs) was designed to target effectively all members of the MMPs in

order to achieve maximal antimetastatic efficacy. However, these compounds were

too broad spectrum, and were unable even to discriminate related zinc-dependent

proteases, such as some ADAMs (a disintegrin and metalloproteinase) or bacterial

metalloendopeptidases (Wojtowicz-Praga et al. 1997, Brown 1998, see also Chaps.

36 and 38). This first-generation MMPIs were mostly hydroxamic acid derivates,

such as batimastat (BB-94), the first MMPI evaluated in cancer patients, and its

orally bioavailable successors, marimastat (BB-2516), GM6001 (Pavlaki and

Zucker 2003), MMI270 (CGS27023A) (Levitt et al. 2001), and GI129471 (Maquoi

et al. 2000, Fisher and Mobashery 2006).

Similar to the results of natural broad-spectrum inhibitors (TIMPs), some syn-

thetic broad-spectrum MMPIs reached significant antimetastatic efficacies in dif-

ferent mouse models. For example, the synthetic broad-spectrum inhibitors

batimastat and MMI270 significantly reduced spontaneous metastasis into different

organs, including liver and lung (Wang et al. 1994, Prontera et al. 1999, Ogata et al.

2006). But similar to the effects achieved with TIMPs, the concomitant inhibition of

primary tumor growth influenced the result (Wang et al. 1994, Prontera et al. 1999).

In some studies, the primary tumor was removed before application of the inhibitor,

simulating a clinically more relevant situation. In this setting, regrowth of a tumor

after its resection could also be affected by the treatment with the used MMPI.

Therefore, in this situation, reduced spontaneous metastasis could still reflect the

impact of the MMPI on primary tumor growth (Sledge et al. 1995). When the

primary tumor did not recur (Ogata et al. 2006), reduced spontaneous metastasis

reflected most likely the reduced MMP-dependent invasive steps of the metastatic

cascade.

An experimental metastasis model with rat mammary carcinoma cells in synge-

neic rats revealed significant reduction of total experimental metastasis burden in

lungs of mice treated with batimastat (Eccles et al. 1996). This result alone was not

sufficient to state whether batimastat reduced formation (extravasation and early

survival of inoculated tumor cells) or growth (survival, proliferation of extravasated

tumor cells) of metastases. A follow-up experiment of the same group provides an

indication for the step in which batimastat interferes with metastasis: an additional

application of batimastat 6 h after tumor cell inoculation increased the antimeta-

static effect of batimastat, indicating that an early step of experimental metastasis

occurring around 6 h after tumor cell inoculation is affected by batimastat treat-

ment, for example, ‘‘a period of active tumor cell invasion or establishment of a

favorable microenvironment for growth that is particularly sensitive to MMPIs’’

(Eccles et al. 1996). Also, other studies demonstrated that application of different

broad-spectrum MMPIs, like batimastat and GM6001, reduced the metastatic

burden of intravascularly inoculated tumor cells to different organs, including the

liver (Jimenez et al. 2000, Winding et al. 2002).

The broad-spectrum MMPI batimastat inhibited the dissemination of the tumor

cells to the target organ of metastasis by inhibiting extravasation (Krüger et al.
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2001). This direct effect of batimastat on metastasis was evident by quantification

of lacZ-tagged foci of human breast carcinoma cells in lungs after intravenous

inoculation (Krüger et al. 2001). But other features of broad-spectrum MMPIs

could also indirectly affect metastasis, such as reduction of proliferation. The

reduced primary tumor growth (Wang et al. 1994, Zervos et al. 1997, Prontera

et al. 1999) seen in treatments with different synthetic MMPIs has already been

interpreted as a measure of the antiproliferative activity of these MMPIs. Indeed,

metastasis can also be affected by this antiproliferative activity of synthetic broad-

spectrum MMPIs: batimastat treatment reduced the size but not the number of

experimental metastases of murine melanoma cells by inhibiting angiogenesis

(Wylie et al. 1999). This study indicates that inhibition of MMPs not only blocks

the path-clearing function of MMPs (broad-spectrum MMP inhibition) but also

interferes with other actions of MMPs, such as activation, degradation, release, or

shedding of receptors, growth factors, chemokines, or other receptor ligands (Ege-

blad and Werb 2002). Therefore, broad-spectrum inhibition of MMPs with synthet-

ic compounds also interferes with gene expression, which consequently modulates

tissue homeostasis, resulting in increased susceptibility of the liver to metastasis, as

already described for TIMP-1 (see ‘‘Natural Broad-Spectrum Metalloproteinase

Inhibitors’’).

Most of the clinical trials with these MMPIs failed because of a lack of therapeu-

tic efficacy and unacceptable side effects (Zucker et al. 2000, Coussens et al. 2002;

see also Chap. 36 by Fingleton). This lack of antitumorigenic activity of broad-

spectrum MMPIs was surprising, as only a small number of publications had

reported on limited effectiveness of these compounds. However, one study, employ-

ing intrasplenic inoculation of murine melanoma cells and intravital microscopy,

showed that batimastat treatment did not affect extravasation and early survival of

extravasated tumor cells (Wylie et al. 1999). But this study alone is not able to

explain themassive failure ofMMPIs in the clinic. Some light on adverse effects was

shed by our studies showing that broad-spectrum inhibition can lead to promotion of

liver metastasis (Krüger et al. 2001). Interestingly, this promotion of liver metastasis

was associated with an increased expression of Mmp-9, Mmp-2, and Hgf (Krüger

et al. 2001, Arlt et al. 2002) and batimastat treatment alone was sufficient to provoke

this upregulation in the liver (Krüger et al. 2001).

In addition to the effects of broad-spectrum MMP inhibition on the ‘‘SOIL’’, the

gene expression of tumor cells can also be changed when they are incubated with

synthetic broad-spectrum MMPIs. Expression of MMP-9 by human fibrosarcoma

cells was increased by incubation of these tumor cells either with batimastat or with

GI129471 (Maquoi et al. 2002, 2004). Since the gelatinases (MMP-2 and -9) seem

to be important mediators of liver metastasis (Arlt et al. 2002), the increased

expression of MMP-9 by the tumor cells could further promote the metastatic

potential of the tumor cells when MMPI-levels are not sufficient to block all

MMP-derived proteolytic activity. These results can, at least partially, explain the

failure of broad-spectrum MMPIs in the clinical trials.
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Specific Inhibition of Metalloproteinases

Specific Suppression of MMP Expression

Natural MMPIs are more or less broad-spectrum inhibitors. However, analysis of

the role of particular MMPs during metastasis requires maximum specificity. Also,

potential side effects can much better be attributed to individual MMPs when

specific inhibition is achieved. The best way to specifically suppress the activity

of single MMPs is modulation of their gene expression by knockout or knockdown

of gene expression by antisense-, ribozyme-, or RNA-interference technology.

Thus, it was demonstrated that specific deficiency in either MMP-2 (Itoh et al.

1998) or -9 (Acuff et al. 2006) in the host leads to reduced experimental metastasis

of different tumor cell lines. Transfer of bone marrow cells from wild-type mice

into syngeneic MMP-deficient mice or vice versa enables the analysis of the

contribution of inflammatory cell-derived MMPs to metastasis. Bone marrow

transfer showed that MMP-9 expressed by bone marrow-derived cells enhances

metastasis by increasing the survival of extravasated tumor cells (Acuff et al. 2006).

Also, knockdown of the expression of MMP-1, -2, -9, -11, or -14 in tumor cells

reduced the invasive potential of these tumor cells in vitro and in spontaneous

metastasis models in vivo (Yuan et al. 2005, Chetty et al. 2006, Petrella and

Brinckerhoff 2006, Jia et al. 2007). Interestingly, knockout of specific MMPs

does not always lead to suppressed metastasis. In MMP-8�/� mice, not only was

the incidence of chemically induced tumors significantly increased but tumor

progression was increased as well, since undifferentiated stage III fibrosarcomas

were developed only in MMP-8�/� mice (Balbin et al. 2003). Although metastasis

was not tested in this study, the higher stage of tumors indicates a higher rate of

spontaneous metastasis. A different study revealed the antimetastatic activity of

tumor cell-derived MMP-8: in a pair of breast cancer tumor cell lines it was

revealed that the nonmetastatic cell line expressed significantly higher levels of

MMP-8 than did the metastatic cell line (Agarwal et al. 2003). A causal relationship

between the lower expression of MMP-8 and aggressiveness was evident by the fact

that knockdown of MMP-8 increased invasion of the tumor cells in vitro (Agarwal

et al. 2003). Knockdown of MMP-8 in breast cancer cells by ribozyme technology

increased spontaneous metastasis of these cells from orthotopic tumors into lymph

nodes and lungs as compared to the parental cell line (Montel et al. 2004). Also, it

has been demonstrated that specific inhibition of MMP-3 in knockout mice led to

reduced tumor progression and demonstrated a possible tumor-suppressing activity

of MMP-3: chemically induced squamous cell carcinomas in MMP-3�/�mice grow

faster while the incidence of tumors is equal as compared to wild-type littermates.

This increased tumor growth also resulted in a higher rate of spontaneous metastasis

to the lung (McCawley et al. 2004). In MMP-9 knockout mice the reduced forma-

tion of tumstatin by MMP-9 activity led to increased tumor growth of subcutane-

ously inoculated murine Lewis lung carcinoma cells (Hamano et al. 2003). Studies

with MMP-7�/� mice revealed a possible progression/stage-specific activity of
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MMP-7: while the number of experimental lung metastases is increased in MMP-

7�/� mice as compared to that in the wild-type control (Acuff et al. 2006),

formation and growth of benign intestinal tumors was significantly reduced by

MMP-7 deficiency (Wilson et al. 1997). Thus, MMP-7 seems to promote early steps

of tumor progression while suppressing the invasive steps of metastasis. These data

show strong evidence for a tumor-inhibiting effect of MMPs.

It has to be taken into account that proteases are incorporated in a complex

network with overlapping substrate specificities (Overall and Dean 2006). Thus,

knockout of one protease in a living system can trigger a cascade of events leading

to a reestablishment of a new homeostasis in all organs. We therefore expect a

correlation between the importance of a given MMP for maintenance of organ

homeostasis and the intensity of alterations provoked by its knockout. Because of

the overlapping substrate specificities of MMPs (DeClerck et al. 1997), it is

possible that lack of one protease can be counter-regulated by increased expression

of other proteases. Thus, especially in experimental metastasis models, the tumor

cells are confronted with new metastatic niches due to the adapted tissue environ-

ment. This may well favor metastasis.

Specific Synthetic MMPIs

Intensive effort has been put into the development of synthetic MMPIs with

increased specificity (Fisher and Mobashery 2006). One of the first MMPIs with a

slightly higher specificity towardMMP-2, -3, and -9 was prinomastat (AG3340) (see

also Chap. 36). This compound is a nonpeptidomimetic hydroxamate-type MMPI,

an advancement of peptidomimetic broad-spectrum inhibitors, such as batimastat. In

contrast to the induction of liver metastasis by batimastat, prinomastat significantly

reduced metastasis of the T-cell lymphoma cell line to the liver (Arlt et al. 2002).

This antimetastatic activity of prinomastat relies most likely on its higher specificity

toward MMP-9 (Arlt et al. 2002). Interestingly, the less soluble progenitor com-

pound of prinomastat (AG3319), with a specificity profile similar to that of prinoma-

stat, significantly promoted tumor growth and spontaneous lung metastasis (Santos

et al. 1997). We assume that the prometastatic effect of AG3319 is based on a

different mechanism than the prometastatic effect of batimastat, since metastasis to

different organs was promoted. Most likely, the increase in spontaneous metastases

by AG3319 relies on the augmented proliferation of the primary tumor.

A higher specificity toward MMP-2, MMP-9, and MMP-14 was achieved with

the pyrimidine-2,4,6-trione-type inhibitors Ro28-2653 and Ro206-0222 (Grams

et al. 2001). Employment of these inhibitors into the experimental metastasis

model with murine T-cell lymphoma cells revealed a significant correlation be-

tween MMP-9-specificity of the MMPI and its antimetastatic efficacy in the liver

(Arlt et al. 2002). A single treatment with Ro206-0222 before tumor cell inocula-

tion was sufficient to significantly reduce the number of metastatic foci in the liver

as compared to the treatment starting one day after tumor cell inoculation (unpub-

lished data). This finding indicates that Ro206-0222 inhibits liver metastasis, most
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likely by inhibition of extravasation and early survival of the tumor cells. Another

inhibitor, which also efficiently inhibits MMP-2, -9, and -14, but not MMP-1, -3,

and -7, is the N-sulfonylamino acid derivate MMI-166 (Maekawa et al. 2000). This

inhibitor significantly reduced primary tumor growth and subsequent spontaneous

metastasis (Fujino et al. 2005) as well as experimental metastasis to liver and lung

(Maekawa et al. 2000). Notably, for these inhibitors with increased specificity

toward MMP-2, -9, and -14, no prometastatic effects have been described (see

also Chap. 36).

Another level of selectivity forMMP-2 and -9 was achieved with the mechanism‐
based inhibitor SB-3CT. Because of the unique structural features of gelatinases, the

reactive species of SB-3CT is formed only in the active site of gelatinases by

coordination with residues of the inhibited MMP (Bernardo et al. 2002). This

inhibitor achieved the highest antimetastatic efficacy in the T-cell lymphoma liver

metastasis model as compared to all other tested MMPIs (Krüger et al. 2005).

SB-3CT reduced the number as well as the size of liver metastases, demonstrating

the impact of gelatinases on extravasation of tumor cells and outgrowth of metastatic

foci (Krüger et al. 2005). Since thismechanism-based inhibitor is a potent inhibitor of

both gelatinases, it was so far not possible to ascribe specific roles during metastasis

to a particular gelatinase.

Before the translation of results from functional genomic approaches to the

design of therapeutic interventions it has to be considered that knockout also

prevents possible proteolysis-independent activities of the targeted MMP. In con-

trast, specific inhibitors interfere only with the proteolytic activity of the MMP.

These possible proteolysis-independent activities of MMPs, such as binding to cell

surface molecules (Brooks et al. 1998), have to be analyzed before treatment

strategies with MMPIs are designed.

Metalloproteinase Inhibition-Independent Effects of Natural

Metalloproteinase Inhibitors on Metastasis

Initially, TIMP-1 was identified as erythroid potentiating activity (Gasson et al.

1985). TIMP-1 and TIMP-2 are able to increase proliferation of a variety of cell

lines including different tumor cell lines (Baker et al. 2002). Also, TIMP-2 is able to

promote cell proliferation (Wingfield et al. 1999). Mutations of the MMP-inhibitory

domain of TIMP-1 or TIMP-2 revealed that the proproliferative activity and

inhibition of MMPs are distinct features of the full-length TIMP-1 (Chesler et al.

1995) or TIMP-2 molecule (Wingfield et al. 1999), respectively. The growth factor-

like activity of TIMP-1 was assumed to be based on binding of TIMP-1 to a cell

surface receptor. Recently, CD63, a cell surface molecule of the tetraspanin family,

was identified as a receptor for TIMP-1 (Jung et al. 2006). Binding of TIMP-1 to

CD63 can induce signaling (Jung et al. 2006). The biological role of TIMP-1/CD63

signaling in physiological and pathophysiological situations, such as cancer, remains

to be investigated.
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For TIMP-2 a proliferation-independent potentially protumorigenic activity has

been described: it is known that TIMP-2 is involved in the cell surface-associated

activation of proMMP-2. TIMP-2 binds to proMMP-2 and MT1-MMP (MMP-14),

thus recruiting proMMP-2 to the cell surface where it can subsequently be activated

by a second active MT1-MMP molecule (Nagase 1998). Since MMP-2 is known to

exhibit prometastatic activity (Itoh et al. 1998), increased proMMP-2 activation by

elevated TIMP-2 levels could lead to promotion of metastasis. A potentially anti-

metastatic MMP-independent activity of TIMP-2 is the inhibition of proliferation in
vitro and angiogenesis of endothelial cells in vivo. The underlying mechanism

depends on binding of TIMP-2 to a3b1 integrin, subsequently leading to reduced

activation of tyrosine phosphatase and dissociation of the phosphatase SHP-1 from

b1 (Seo et al. 2003).

Conclusions

In the past few years the concept of MMPs as predominantly path-clearing enzymes

has undergone radical revision. MMPs participate at many stages during tumor

progression and some of their specific actions can lead to inhibition rather than

promotion of tumor malignancy (Egeblad and Werb 2002). Thus, inhibition of

MMPs can have varying effects on metastasis depending on the pool of inhibited

MMPs. Within the complex proteolytic network it is important to know the

regulatory effects of MMP inhibition, whether a simple MMP or many MMPs are

inhibited. Both modes of inhibition, specific or broad-spectrum, may have varying

consequences for the homeostasis of the proteolytic network and, even more

importantly, on the homeostasis of metastasis-susceptible tissues. In other words,

the interference with the proteolytic network will change the susceptibility of an

organ to tumor cells and these changes of the ‘‘SOIL’’ have to be studied in detail in

order to be able to predict therapeutic outcome. It seems as if specific inhibition of

selected target MMPs is preferable and better manageable, as the molecular side

effects may be controllable. Functional genomic studies can identify those MMPs

that exclusively promote metastasis—if any exist—as targets for the design of new

rationale antiprotolytic treatment strategies.

We have summarized here the effects of broad-spectrum MMPIs on the forma-

tion of a premetastatic niche in the liver. This MMP inhibition-dependent activity

can in part explain the failure of the clinical trials with synthetic broad-spectrum

MMPIs as well as the paradoxical association of increased expression of natural

broad-spectrum MMPIs and shorter survival of cancer patients. As illustrated in

Fig. 25.2b, we assume that overexpression of TIMP-1 by tumors (Ree et al. 1997,

Kallakury et al. 2001, Culhaci et al. 2004) leads, due to efficient secretion of TIMP-1,

to increased plasma levels of TIMP-1 (Hammer et al. 2006, Lipton et al. 2007).

Therefore, via the bloodstream, TIMP-1 also reaches the liver. The broad-spectrum

inhibition of MMPs by TIMP-1 then modulates the homeostasis of the liver, leading

to increased HGF-signaling and formation of a premetastatic niche (Fig. 25.2b). The

identification of the pathway induced by broad-spectrum MMP inhibition enables
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the design of novel treatment strategies: (1) It is possible that cancer patients with

elevated TIMP-1 levels benefit from antityrosine kinase treatments. (2) A combi-

natorial approach comprising synthetic MMPIs and tyrosine kinase inhibitors may

lead to beneficial results in cancer patients. This combination may lead to inhibited

invasion of the tumor cells and prevention of formation of premetastatic niches.

Identification of the pool of metalloproteinases whose inhibition is responsible for

the creation of the premetastatic tissue environment in the liver will further improve

the design of novel antimetastatic treatment strategies.
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Chapter 26

Cytokine Substrates: MMP Regulation

of Inflammatory Signaling Molecules

Jennifer H. Cox and Christopher M. Overall

Abstract Inflammation is a highly regulated process involving tissue parenchyma,

vascular and connective tissues, as well as host defense and immune cells, and is an

essential component of both innate and acquired immunity. MMPs were tradition-

ally considered to assist in the inflammatory response through the breakdown of

extracellular matrix molecules, providing an environment condusive to leukocyte

infiltration, edema, wound healing, and tissue repair with continued upregulation

contributing to the onset of chronic inflammation. It is now evident, however, that

the repertoire of MMP substrates, the substrate degradome, extends far beyond the

extracellular matrix and includes many key bioactive molecules, the processing of

which results in altered actions. In the context of inflammation, several MMPs have

been shown biochemically to efficiently and selectively process cytokines and

chemokines, as well as associated molecules, thereby changing their bioactive

properties. Many of these substrates have been validated physiologically in genetic

models of inflammatory disease, where a remarkable array of inflammatory phe-

notypes has been observed. As a whole, research involving MMPs in inflammation

has demonstrated their integral role in orchestrating both the initiation and the

termination of inflammatory processes, rather than only tissue degradation.

MMPs and Inflammation

Inflammation is an essential process for the elimination of invading pathogens and

in wound healing. Inflamed tissue is a dynamic interactive multicellular and multi-

tissue system embedded in normal stroma. A wide variety of signaling networks
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operate in multidirectional communication between the component cells and

tissues—the connective tissue cells and epithelium, vascular endothelium, reactive

peripheral stroma, and host defense cells—that orchestrate innate immunity,

inflammation, resolution, and healing. Cytokine pathways that are perturbed in

unresolved acute inflammation drive tissue destruction and inflammatory/immune

cell responses in chronic inflammatory disease. Dysregulated inflammation has

been linked to numerous pathologies including autoimmune diseases (Wucherpfennig

2001), tumorigenesis (Dvorak 1986), and atherosclerosis (Hansson and Libby 2006).

Stringent regulation of the inflammatory process is critical for both resolution and

to buffer against pathological destruction. Proteolytic enzymes are now regar-

ded as key effectors and regulators in inflammation and immunity, through not

only protein degradation and turnover but also precise and efficient cleavage

events leading to altered bioactivity of inflammatory mediators (Overall 2004,

Turk 2006).

Matrix metalloproteinases (MMPs) were historically thought to be exclusively

involved in turnover of extracellular matrix components. Accordingly, attractive

hypotheses evolved that involved matrix degradation in normal development and

physiological turnover as well as in many of the steps in inflammation that appeared

to be dependent on extracellular matrix turnover. However, with the exception of

MMP-14, none of the MMP-deficient mice generated thus far exhibit severe defects

in matrix turnover for normal development or homeostasis. In addition, drug trials

with broad-spectrum MMP inhibitors have not demonstrated significant abnormal-

ities in extracellular matrix although a small number of patients did develop joint

strictures (Bramhall et al. 2002). In contrast, MMP-deficient mice display a remark-

able array of inflammatory and immune phenotypes (Table 26.1). Although MMPs

have generally been considered proinflammatory molecules, promoting leukocyte

migration through the breakdown of basement membrane and extracellular matrix,

the observed phenotypes clearly show that MMPs can also function in an anti-

inflammatory capacity and the mechanisms underlying these phenotypes are now

beginning to emerge. As such, it is now evident that MMPs have a multitude of

pleotropic functions in regulating inflammation.

In recent years, substrate discovery efforts have uncovered a plethora of novel

bioactive substrates that link MMPs with both the onset and the resolution of

inflammation (McCawley and Matrisian 2001, Parks et al. 2004). Notably, MMPs

are now known to have pro- and antitarget effects in cancer (Overall and Kleifeld

2006), and analogous opposing roles appear to exist in inflammation as well. As

such, several authors have proposed that MMPs, by playing critical roles in

regulating the activity of numerous inflammatory mediators, are homeostatic reg-

ulators and controllers of inflammation. Here we describe the conclusions from

genetic models of inflammation as well as biochemical and proteomic evidence of

the direct proteolytic actions of MMPs on cytokines and chemokines, and also

indirect effects of MMPs on the inflammatory response.

520 J.H. Cox, C.M. Overall



Table 26.1 Inflammatory and immune phenotypes of MMP-deficient mice

Mouse Phenotypes relating to inflammatory processes References

Mmp2�/� More severe antibody-induced arthritis Itoh et al. 2002

Diminished egress of lung inflammatory cells Corry et al. 2002

Earlier and more severe EAE due to increased MMP-9 Esparza et al. 2004

Prolonged cardiac allograft survival and lower cellular

infiltration

Campbell et al. 2005

More severe myocardial inflammation and dysfunction Matsusaka et al.

2005

Delay in inflammation-associated corneal

neovascularization

Samolov et al. 2005

Exacerbated experimental colitis Garg et al. 2006

Mmp3�/� Markedly impaired contact hypersensitivity Wang et al. 1999

Reduced disc resorption and generation of macrophage

chemoattractant

Haro et al. 2000a

Reduced PMN recruitment in acute lung injury Warner et al. 2001

Reduced macrophages in atherosclerotic plaques Silence et al. 2001

Impaired clearance of intestinal bacteria Li et al. 2004

Delayed macrophage and lymphocyte recruitment in

cardiac remodeling

Mukherjee et al.

2005

Marked resistance to Salmonella typhimurium infection Handley and Miller

2007

Mmp7�/� Increased bacterial survival, lack of intestinal a-defensins Wilson et al. 1999

Decreased epithelial cell apoptosis due to reduced FasL

shedding

Powell et al. 1999

Reduced macrophages in herniated discs, loss of TNF-a
shedding

Haro et al. 2000b

Reduced PMNs in lung due to altered chemokine gradients Li et al. 2002

Less severe septic arthritis Gjertsson et al. 2005

Mmp8�/� Altered PMN infiltration in skin carcinogenesis model Balbin et al. 2003

Increased PMN infiltration in allergen-induced airway

inflammation

Gueders et al. 2005

Resistant to TNF-induced lethal hepatitis Van Lint et al. 2005

Decreased PMN infiltration in LPS-treated air pouch Tester et al. 2007

Increased inflammation delays wound healing Gutierrez et al. 2007

Mmp9�/� More persistant inflammation in contact hypersensitivity Wang et al. 1999

Less susceptible to experimental autoimmune

encephalomyelitis

Dubois et al. 1999

Resistant to subepidermal blisters with reduced PMN

recruitment

Liu et al. 2000

Reduced macrophages in experimental cardiac infarction Ducharme et al.

2000

Impaired hematopoietic stem cell motility due to reduced

sKitL

Heissig et al. 2002

Less severe antibody-induced arthritis Itoh et al. 2002

Impaired cellular infiltration in airway inflammation Cataldo et al. 2002

Impaired defense in bacterial meningitis Bottcher et al. 2003

Reduced hematopoietic stem cell mobilization Pelus et al. 2004

Impaired dendritic cell migration through tracheal

epithelium

Ichiyasu et al. 2004

(continued )
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Genetic Models of Inflammation

Murine models of inflammation and innate immunity have demonstrated diverse

and unexpected functions of MMPs in the inflammatory context (Table 26.1).

Currently, knockout mice have been generated for at least 15 MMPs: MMP-2, -3,

-7, -8, -9, -10, -11, -12, -13, -14, -19, -20, -23, -24, and -28 (Page-McCaw et al.

2007). Of these, MMP-2, -3, -7, -8, -9, -10, -12, and -28 have been reported to have

altered inflammatory phenotypes. Because of the significant skeletal defects and

short life span of the MMP-14-null mice, inflammatory studies using these mice are

not feasible; however, organ transplantation allows for tissue-specific evaluation of

MMP-14 deficiency.

Individual MMPs show remarkably divergent physiological functions in inflam-

matory disease models. For instance,Mmp2-null mice have increased inflammation

and consequent disease severity in models of arthritis (Itoh et al. 2002), experimen-

tal autoimmune encephalomyelitis (Esparza et al. 2004), and experimental colitis

(Garg et al. 2006), suggesting a general anti-inflammatory role for the enzyme. This

protective role of MMP-2 is consistent with its near-constitutive expression, where

a proinflammatory role would be very destructive. In contrast, MMP-7-deficient

Table 26.1 (continued)

Mouse Phenotypes relating to inflammatory processes References

Enhanced allergen-induced airway inflammation McMillan et al.

2004

Inflammatory cell accumulation in allergic lung model Corry et al. 2004

Attenuated dextran sulphate-induced colitis Santana et al. 2006

Increased severity of septic arthritis Calander et al. 2006

Reduced resistance against E. coli peritonitis Renckens et al. 2006

Mmp10�/� Increased inflammation in models of infection and wound

healing

W.C. Parks

Unpublished

Mmp12�/� Reduced macrophages in smoke-induced emphysema Hautamaki et al.

1997

Less TNF-a shedding in smoke-induced inflammation Churg et al. 2003

Improved recovery after spinal cord injury, reduced

inflammation

Wells et al. 2003

Reduction in OVA-induced airway eosinophilia Pouladi et al. 2004

Reduction in antigen-induced airway inflammation Warner et al. 2004

Reduced infiltrating macrophages in aortic aneurysms Longo et al. 2005

Less experimental autoimmune encephalomyelitis, higher

Th1/Th2 ratio

Weaver et al. 2005

Reduced macrophages in atherosclerotic plaques Johnson et al. 2005

Decreased macrophages in ligament healing Wright et al. 2006

No change in bleomycin-induced lung fibrosis Manoury et al. 2006

BALF lacks chemotactic elastin fragments Houghton et al.

2006

Mmp28�/� Increased inflammatory response W.C. Parks

Unpublished
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mice exhibit reduced inflammation in models of septic arthritis (Gjertsson et al.

2005), herniated discs (Haro et al. 2000b), and acute lung injury (Li et al. 2002),

demonstrating a proinflammatory function for MMP-7. MMP-3 and MMP-12 can

also be generalized as proinflammatory effector molecules as these knockouts are

characterized by decreased infiltrating leukocytes in several disease models (sum-

marized in Table 26.1).

The functions of certain MMPs cannot be classified so easily. For example, the

neutrophil protease MMP-8 seems to have opposing effects in acute and chronic

inflammatory situations. In acute models such as the LPS-treated air pouch (Tester

et al. 2007) and tumor necrosis factor (TNF)-induced hepatitis (Van Lint et al.

2005), MMP-8 promotes neutrophil infiltration, at least in part due to ELRþ

chemokine processing and activation. In more chronic models of skin carcinogene-

sis (Balbin et al. 2003) and wound healing (Gutierrez et al. 2007), MMP-8 is

involved in terminating and resolving inflammation, potentially through induction

of neutrophil apoptosis. MMP-9 also demonstrates complex regulatory properties.

For instance, Mmp9-null mice have reduced PMN recruitment in subepidermal

blisters (Liu et al. 2000) and decreased macrophages in response to cardiac infarc-

tion (Ducharme et al. 2000), but conversely show enhanced allergen-induced

airway inflammation (Corry et al. 2004) and increased severity in a model of septic

arthritis (Calander et al. 2006). Therefore, both MMP-8 and MMP-9 can exert

differential regulatory effects depending on the particular stimulus and the temporal

status. However, in the neutrophil MMP-8 dominates as its absence leads to

decreased neutrophil infiltration despite normal or elevated MMP-9 levels.

MMP Regulation of Cytokines

Cytokines have a central role straddling both innate and adaptive immunity,

functioning in both proinflammatory and anti-inflammatory manners. Cytokines

are produced by a variety of cell types and signal either in cis or in trans to nearby

cells or throughout the organism. Through the binding of specific cell-surface

receptors, cytokines trigger signaling cascades resulting in altered gene and protein

expression during an inflammatory reaction. Therefore, precise control of cytokine

activity is essential for the accurate control of inflammation. Selective proteolysis

of cytokines provides a rapid and effective means to modulate the initiation and

termination of an inflammatory response.

Interleukin-1b

Interleukin-1b is an early and potent proinflammatory cytokine that has been linked

to fever, leukocytosis, anemia, and elevated acute phase proteins (Dinarello 2005).

IL-1b, along with TNF-a, are classical inducers of MMPs in numerous cell types.

The production of IL-1b is primarily in macrophages, monocytes, and PMNs,

where secretion occurs through nonclassical pathways as IL-1b lacks a secretory
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signal peptide (Andrei et al. 1999). It is translated as an inactive 33-kDa precursor,

some of which seems to be secreted through specialized lysosomes. Caspase-1, also

known as IL-1b-converting enzyme/ICE, is an intracellular cysteine protease that

cleaves latent IL-1b at Asp116-Ala117 releasing the N-terminus to generate the fully

active 17-kDa molecule (Kostura et al. 1989). Although caspase-1 is thought to play

a dominant role in IL-1b activation, studies of local inflammation with caspase-1-

deficient mice suggest that alternate mechanisms exist (Fantuzzi et al. 1997).

IL-1b processing by MMPs has been described in vitro, generating biologically

active 17-kDa forms (Schonbeck et al. 1998). Activation occurs with the following

MMPs in order of increasing efficiency: MMP-2, MMP-3, and MMP-9, whereas

MMP-1 lacks the ability to activate latent IL-1b (Table 26.2). With prolonged

exposure and high enzyme concentrations, MMP-1, -2, -3, and -9 degrade IL-1b
yielding a loss in activity (Ito et al. 1996, Schonbeck et al. 1998). Hence, the

physiological role of MMPs in the regulation of IL-1b activity remains to be

determined, but biochemical studies appear to show the potential for both proin-

flammatory and anti-inflammatory effects in vivo. The important caveat that

biochemical cleavage does not equate to a physiologically relevant substrate must

be recognized, and in the case of proIL-1b, which is normally processed intracellu-

larly, substrate–enzyme colocalization must be considered. Simply, high enzyme–

substrate ratios reflect extreme parameters that may not be met in vivo. Regardless,
IL-1b-induced expression of MMPs possibly involves feed-forward or feed-back

loops by which MMPs might further activate the cytokine, enhancing inflammation,

or degrade IL-1b in an inhibitory loop to dampen or terminate the response.

Tumor Necrosis Factor-a

TNF-a is a multifunctional cytokine with proinflammatory and immunomodulatory

roles (Kodama et al. 2005). Overproduction of TNF-a has been implicated in

inflammatory conditions such as rheumatoid arthritis, multiple sclerosis, ankylos-

ing spondylitis, and psoriasis (Taylor et al. 2004). TNF-a is produced as a 26-kDa

membrane-associated inactive precursor (proTNF-a) that is activated upon proteo-

lytic shedding, thus releasing the soluble form. This cleavage was first attributed to

metalloproteinases based on broad-spectrum metalloprotease inhibitors preventing

the shedding of TNF-a in cultured leukocytes and endotoxemia models (Gearing

et al. 1994, McGeehan et al. 1994, Mohler et al. 1994). However, cloning and

purification studies revealed that the major enzyme responsible is the metallopro-

teinase disintegrin ADAM-17, also called TNF-a converting enzyme (TACE)

(Black et al. 1997, Moss et al. 1997).

Although ADAM-17 is considered to be the major generator of soluble TNF-a,
studies with MMP-7 and MMP-12 knockout mice in models of herniated disc

resorption (Haro et al. 2000b) and cigarette smoke-induced inflammation (Churg

et al. 2003), respectively, support a role for MMPs in the physiological release of

TNF-a. In the case of MMP-7, intervertebral discs cocultured with peritoneal

macrophages from Mmp7-null mice had a defect in macrophage influx. This was
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Table 26.2 Bioactive MMP substrates: the proinflammatory and anti-inflammatory proteolysis

events by MMPs

Substrate MMPs Cleavage site References

Proinflammatory cleavages

Interleukin-1b 2, 3, 9 ND Schonbeck et al. 1998

proTNF-a 1, 2, 3, 7, 9 ND Gearing et al. 1995

12 68SLISPLA#QA#VRSS Chandler et al. 1996

14, 15 68SL#ISP#LA#QA#VR d’Ortho et al. 1997;

Tam et al. 2004

17 68SLISPLA#QAVR English et al. 2000

CXCL5 1

8, 9

4AAAVLR#ELRC
4AA#A#V#LRELRC

Van Den Steen et al. 2003b,

Tester et al. 2007

CXCL8 1, 8, 9, 13, 14 1AVLPR#SAKE Van den Steen et al. 2000,

Tam et al. 2004,

Tester et al. 2007

CX3CL1 2 68QAAA#LTKN Dean and Overall 2007

LIX (mCXCL5) 1, 2, 8, 9, 13 1APSS#VIAA Balbin et al. 2003, Van Den

Steen et al. 2003b,

Tester et al. 2007

Anti-inflammatory cleavages

Interleukin-1a 1, 2, 3, 9 Degradation Ito et al. 1996,

Schonbeck et al. 1998

proTNF-a 14, 15 Degradation d’Ortho et al. 1997

Latent TGF-b 2, 3, 9, 13, 14 ND Yu and Stamenkovic 2000,

D’Angelo et al. 2001,

Maeda et al. 2001,

Karsdal et al. 2002

CCL2 1, 3, 8 1QPDA#INAP McQuibban et al. 2002

CCL7 1, 2, 3, 13, 14 1QPVG#INTS McQuibban et al. 2000,

2002

CCL8 3 1QPDS#VSIP McQuibban et al. 2002

CCL13 1, 3 1QPDA#LNVP McQuibban et al. 2002

CXCL1 9 Degradation Van den Steen et al. 2000

CXCL4 9 Degradation Van den Steen et al. 2000

CXCL7 9 Degradation Van den Steen et al. 2000

CXCL11 8, 9, 12 1FPMF‐KRGR Cox et al. 2008

CXCL12 1, 2, 3, 9,

13, 14

1KPVS#LSYR McQuibban et al. 2001

CX3CL1 2 1QHLG#MRKC Dean and Overall 2007

Unaltered bioactivity cleavages

CXCL6 8, 9 1GPVS#A#V#LTELR Van Den Steen et al. 2003b

CXCL9 9 89VLK#VRK#S#QRSR Van den Steen et al. 2003a

7, 12 89VLK#VRKSQRSR Cox et al. 2008

CXCL10 8, 9 66KAV#SKE#MS#KRSP Van den Steen et al. 2003a

12 66KAVSKE#MS#KRSP Cox et al 2008

LIX (mCXCL5) 8 76KKAK#RNAL Tester et al. 2007
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attributed to a decrease in soluble TNF-a, which was found to be necessary for

MMP-3 induction and the consequent generation of a macrophage chemoattractant.

In cigarette smoke-induced inflammation, MMP-12 knockout mice have decreased

levels of soluble TNF-a and diminished ability to shed TNF-a from cultured

alveolar macrophages in response to smoke exposure. Further, MMP-12-mediated

shedding of TNF-a was found to promote endothelial activation, PMN infiltration,

and the proteolytic tissue damage associated with emphysema.

Biochemically, several MMPs can cleave proTNF-a to generate the active form

in vitro (Fig. 26.1). For example, purified MMP-1, MMP-2, MMP-3, MMP-7, and

MMP-9 can cleave recombinant GST-TNF-a fusion protein (Gearing et al. 1994,

1995). In addition, MMP-8 (Cox et al., unpublished data), MMP-12 (Chandler et al.

1996), MMP-14 and MMP-15 (d’Ortho et al. 1997), and MMP-17 (English et al.

2000) are capable of cleaving proTNF-a. In a proteomic screen evaluating breast

cancer cells overexpressing MT1-MMP, TNF-a was increased in the conditioned

medium in the MMP-14-transfected cells compared to vector control and biochem-

ically MMP-14 was shown to cleave and generate the active form (Tam et al. 2004).

The MMP cleavage sites in proTNF-a are variable, but lie either at or slightly

upstream of the ADAM-17-cleavage site of Ala76-Val77 (Table 26.2). Notably,

ADAM-17 is stimulated by lipopolysaccharide or experimentally by phorbol myr-

istyl acetate, where its role in TNF-a shedding is well established. Conversely, in

the absence of LPS stimulation such as noninfective situations, MMP-mediated

shedding of TNF-a may be important and as such a variety of experimental

approaches at different levels of complexity are needed to determine the relative

contributions of various proteases (Overall and Blobel 2007). It is likely that

ADAM-17 and several MMPs have complementary roles in the rapid shedding

and activation of proTNF-a in response to varying stimuli.

Transforming Growth Factor-b1

Transforming growth factor-b1 (TGF-b1) is generally considered an immunosup-

pressive cytokine but encompasses a multitude of functions that cannot be defined

so simply. TGF-b1 is known for its ability to instigate and maintain immune

tolerance (Shull et al. 1992, Wahl et al. 2006). Under normal circumstances,

TGF-b1 is secreted in a latent form where its furin-cleaved 80-kDa N-terminus,

also called the latency-associated peptide, remains noncovalently associated and

requires proteolytic, conformational, or acidic conditions for its removal (Khalil

1999). MMP proteolysis, among other mechanisms, has been proposed to release

the active 25-kDa cytokine homodimer from the latency-associated peptide. In

chondrocyte cultures, MMP-3 (Maeda et al. 2001) and MMP-13 (D’Angelo et al.

2001) have been found to activate TGF-b1 and likewise MMP-14 expression in

osteoblasts causes activation of the latent cytokine and thereby promotes osteoblast

survival (Karsdal et al. 2002). In the context of tumor biology, the gelatinases

MMP-2 and MMP-9 were found to activate TGF-b, potentially promoting tumor

invasion and angiogenesis (Yu and Stamenkovic 2000). Notably, TGF-b1 induces
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the expression of MMP-2 (Overall et al. 1989, 1991) and MMP-9 (Zhou et al.

1993), perhaps contributing to the potentiation of TGF-b1 activity in a feed-forward
manner. Furthermore, TGF-b1 stimulates production of the extracellular matrix, a

critical event in wound healing, and through increased collagen deposition leads to

induction and activation of MMP-2 and consequent processing of monocyte che-

moattractants (CCL2, 7, 8, and 13; see Table 26.2) to generate potent anti-inflam-

matory molecules, thereby terminating macrophage influx and promoting healing.

Although the link between MMPs and TGF-b is yet to be clearly determined in an

inflammatory setting, MMP activation of TGF-b could provide a novel anti-inflam-

matory mechanism by which MMPs function to dampen an immune response.

MMP Regulation of Chemokines

Chemokines are a superfamily of low molecular weight chemotactic cytokines that

function in directing the migration of cells in normal leukocyte trafficking and the

inflammatory response (Moser et al. 2004). In vivo, chemokines form gradients

through interactions with proteoglycan glycosaminoglycans and signal through

7-transmembrane G protein-coupled receptors to induce a chemotactic response.

Several chemokines are known to be regulated by proteolysis, many of which are

MMP-mediated cleavages, resulting in a multitude of functional consequences

including either enhanced or decreased receptor binding, conversion to a receptor

Fig. 26.1 Matrix metalloproteinase (MMP) proteolysis of cytokines and chemokines to precisely

control the induction (left) and termination (right) of inflammation. Initiation of an inflammatory

response (left) is triggered by injury or an infectious agent resulting in the rapid local release of

neutrophil chemoattractants and proteases, including MMPs. Circulating neutrophils roll on the

endothelial surface through interactions with selectins (not shown). Engagement with chemokines,

immobilized by glycosaminoglycan binding, causes firm adhesion to the endothelium through

integrins and subsequent extravasation into the underlying tissue. Once in the tissue, neutrophils

are activated and degranulate, releasing MMP-8 and MMP-9. MMP-8 processes and activates

CXCL5 and CXCL8, resulting in additional PMN recruitment. Monocyte chemoattractant proteins

(CCL2, 7, 8, 13) and CXCL12 promote the influx of monocytes and lymphocytes, respectively.

The membrane-bound chemokine CX3CL1 is shed by fibroblast-derived MMP-2 to generate a

soluble chemoattractant. Macrophage-derived MMP-7 and MMP-12 are involved in shedding

tumor necrosis factor (TNF)-a, in cooperation with ADAM-17, yielding a soluble

proinflammatory cytokine. TNF-a is also shed by MMP-14, depicted here on fibroblast cells.

Once the initiating stimulus is removed, the proinflammatory signals are no longer generated

(right). Local chemokine production is decreased and neutrophils no longer enter the tissue.

Furthermore, some neutrophil chemokines (CXCL1, CXCL4, CXCL7) are degraded by MMP-9

resulting in inactivation. MMP-2, as well as other MMPs, is involved in dampening the response

through the generation of chemokine antagonists. Shown here are CCL2, CCL7, CCL8, CCL13,

and CX3CL1 as substrates of MMPs, forming potent receptor antagonists and inhibiting

chemotactic migration. Also, CXCL12 is processed by MMP-2 resulting in a switch in receptor

specificity. MMP-14 is potentially involved in downregulating TNF-a through degradation.

Furthermore, MMP-2 and MMP-9 (not shown) cleave the latency-associated protein from

transforming growth factor (TGF)-b to liberate the active TGF-b homodimer with

immunosuppressive properties. Active TGF-b induces MMP-2 and MMP-9 expression and

extracellular matrix formation in a feedback mechanism
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antagonist, changing receptor specificity, and shedding of membrane-anchored

chemokines.

Chemokines are characterized by the spacing of conserved cysteine residues that

function in the formation of disulphide bonds. Although the sequence similarity

among chemokines is quite low, ranging from 20% to 50% homology, the tertiary

structure of these proteins is remarkably conserved (Fernandez and Lolis 2002).

The general structure consists of an undefined N-terminus, three central antiparallel

beta-sheets, and a C-terminal alpha helix. The N-terminal portion of chemokines

appears to be most susceptible to proteolysis and cleavage often results in signifi-

cant changes in activity. In contrast, some C-terminal processing events have been

described but no functional changes have been ascribed to these truncations

(Van den Steen et al. 2003a, Hensbergen et al. 2004, Tester et al. 2007).

CC Chemokines

The CC family of chemokines is defined by adjacent cysteine residues in the N-

terminus and its members typically induce the migration of monocytes, dendritic

cells, and natural killer cells. The monocyte chemoattractant proteins (MCPs), also

known as CCL2, 7, 8, 13, were among the first chemokines to be identified as MMP

substrates. In a yeast genetic screen with the hemopexin domain of MMP-2, CCL7

was found to have a strong interaction with the exosite and was processed efficiently

at Gly4-Ile5 with recombinant enzyme and by monocytes in culture and in vivo
(McQuibban et al. 2000, Overall et al. 2002). The truncated chemokine, CCL7

(5–76), still binds its cognate CC receptors but no longer promotes chemotaxis and

instead functions as a receptor antagonist with potent anti-inflammatory properties

in vivo, as determined in mouse models of subcutaneous and peritoneal inflamma-

tion. CCL7 is also processed by MMP-1, 3, 13, and 14 (McQuibban et al. 2002) and

the cleaved form has been detected in rheumatoid synovial fluid (McQuibban et al.

2000).

All of the MCPs have been identified as MMP substrates (Table 26.2) with

characteristic cleavage between residues 4 and 5 in the N-terminus, causing dimin-

ished activity and the generation of potent receptor antagonists (McQuibban et al.

2000, 2002). In addition to MMP-2, MMP-1, -3, -8, -13, and -14 cleave MCPs with

different profiles of substrate preference, revealing specificity in this interaction

(Table 26.2). Notably, this work was the first to demonstrate an unexpected

dampening of inflammation by MMPs, traditionally considered to be proinflamma-

tory proteases.

CXC Chemokines

The CXC chemokines predominantly influence the migration of polymorphon-

uclear neutrophils and T-lymphocytes. A subset of CXC chemokines are character-

ized by an ELR (glutamic acid-leucine-arginine) sequence proximal to the
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conserved CXC motif and act exclusively on CXCR1 and CXCR2 receptors,

thereby promoting neutrophil chemotaxis. CXCL8, the most potent of the ELRþ

chemokines, is processed by MMP-1, -8, -9, -13, and -14 at Arg5-Ser6, causing a

tenfold increase in receptor binding affinity and chemotactic activity (Van den

Steen et al. 2000, Tam et al. 2004, Tester et al. 2007). In the cellular context, MMP-

14-overexpressing cells were discovered to have decreased levels of CXCL8-

derived peptides in the conditioned medium compared to vector controls, confirmed

biochemically to be due to proteolysis (Tam et al. 2004).

Activation of PMN chemoattractants also applies to the human ELRþ chemo-

kine CXCL5 as well as the murine chemokine LIX (Balbin et al. 2003, Van Den

Steen et al. 2003b, Tester et al. 2007). LIX, also called mCXCL5, is thought to be

the mouse ortholog to human CXCL8 in that it is the most potent and abundant of

the ELRþ chemokines. LIX is efficiently cleaved at Ser4-Val5 by the neutrophil

enzyme MMP-9 in vitro, resulting in a significant increase in chemoattractant

activity (Van Den Steen et al. 2003b). The generation of the MMP-8-deficient

mouse revealed decreased processing of LIX in LPS-stimulated bronchoalveolar

lavage fluid, suggesting a specific role for MMP-8 in the activation of LIX (Balbin

et al. 2003). This observation is coupled with delayed neutrophil infiltration to the

site of challenge in a skin carcinogenesis model in Mmp8-null mice, followed by a

massive accumulation of neutrophils. Furthermore, in an LPS-treated subcutaneous

air pouch model of acute inflammation, Mmp8-null mice have a significantly

decreased neutrophil influx compared to wild-type controls (Tester et al. 2007).

This difference is lost when mice are treated with the truncated chemokines LIX

(5–92) or CXCL8 (6–77), demonstrating that LIX and CXCL8 are physiologically

relevant substrates of MMP-8 and that the normal cell migration machinery and the

ability of neutrophils to migrate through basement membrane and connective tissue

is intact in the absence of MMP-8. Interestingly, several MMPs in addition to

MMP-8 cleave LIX in vitro, yet animal studies indicate a lack of physiological

redundancy in this pathway (Tester et al. 2007). This result also questions the

importance of MMP-8 in collagen degradation in these matrices, a role traditionally

assumed to be essential for neutrophil chemotaxis and extravasation.

Although there is mounting evidence to support the notion that MMPs are

involved in promoting PMN infiltration via the proteolytic activation of neutrophil

chemoattractants, there is limited data suggesting an opposing role for MMPs in the

inactivation of ELRþ chemokines. This activation mechanism differs from the

majority of chemokines, where N-terminal truncation usually results in the loss of

agonism coupled with the generation of potent receptor antagonists. However,

MMP-9 has been reported to slowly degrade the ELRþ chemokines CXCL1,

CXCL4, and CXCL7 in vitro, but the physiological evidence of this interaction is

lacking (Van den Steen et al. 2000).

CXCL12, also known as SDF-1, is a multifunctional chemokine with a critical

role in development as well as a potent chemoattractant of T lymphocytes, mono-

cytes, and CD34þ stem cells. Proteolysis of CXCL12 occurs at Ser4-Leu5 by

MMP-1, -2, -3, -9, -13, and -14, resulting in a loss of binding to the cognate

receptors CXCR4 (McQuibban et al. 2001) and CXCR7 (Balabanian et al. 2005)
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and, therefore, loss of HIV protection and decreased chemotactic properties. Inter-

estingly, the cleavage product, CXCL12 (5–67), is a potent and specific neurotoxin

(Zhang et al. 2003), an effect shown to be mediated through CXCR3 binding and

signaling (Vergote et al. 2006), demonstrating for the first time that proteolysis of a

chemokine can cause a shift in receptor specificity.

Membrane-Bound Chemokines

CX3CL1, also known as fractalkine, is unique among the chemokine superfamily in

that it can exist in both membrane-anchored and soluble forms, giving it the dual

functionality of an adhesion molecule and a chemoattractant (Bazan et al. 1997).

When shed from the membrane, CX3CL1 is a potent chemoattractant for T cells and

monocytes. Disintegrin-like metalloproteinases ADAM-10 and ADAM-17 have

been reported to shed CX3CL1 by cleaving adjacent to the transmembrane region,

hence regulating CX3CL1-mediated cell–cell adhesion and chemoattractant activi-

ty (Garton et al. 2001, Hundhausen et al. 2003). A proteomic approach recently

identified CX3CL1 as an MMP-2 substrate, where endogenous CX3CL1 was found

to be increased in the conditioned medium of MMP-2 expressing fibroblasts

compared to Mmp2-null control cells (Dean and Overall 2007). Tandem mass

spectrometry coupled with peptide mapping enabled the identification of two

cleavage sites: Ala71-Leu72 in the C-terminus of the chemokine ectodomain, yield-

ing a soluble chemoattractant, and Gly4-Met5, a truncation known to result in potent

antagonism of the receptor CX3CR (Inoue et al. 2005). Hence, it appears that MMP-

2 can both activate and inactivate a single chemokine, allowing for precise biphasic

regulation of CX3CL1 activity in the conversion of a cell surface adhesion mole-

cule/agonist to a soluble agonist and antagonist depending on the site of cleavage.

The only other membrane-anchored chemokine, CXCL16, is also shed in a metal-

loproteinase-dependent manner. Solubilization of CXCL16 is inducible by TNF-a
and significantly decreased on treatment with GM6001, a broad-spectrum MMP

and ADAM inhibitor, but the specific proteases involved are yet to be identified

(Hara et al. 2006). Notably, in genetic and inhibitor studies, ADAM-10 and g-
secretases were found to be major components of proteolytic cascades leading to

CX3CL1 and CXCL16 shedding (Schulte et al. 2007).

Proteoglycan-Mediated Chemokine Regulation

Direct processing of chemokines themselves is not the only way by which MMPs

regulate chemokine activity. Many chemokines are known to require binding to the

glycosaminoglycan side chains of proteoglycans for the formation of gradients and

chemotactic activity in vivo (Proudfoot et al. 2003, Handel et al. 2005). As such,

altering the proteolglycans themselves can affect chemokine gradients and physio-

logical functions. The clearest example of such an interaction came from a study

showing that MMP-7-deficient mice have altered neutrophil infiltration in lung
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inflammation, where neutrophils remain confined to the interstitium without ad-

vancing to the alveolar space (Li et al. 2002). This defect was attributed to MMP-7-

dependent shedding of the syndecan-1 ectodomain complexed with mCXCL1/KC,

a murine ELRþ chemokine, a process required to direct and confine neutrophils to

the site of injury. Hence, in the absence of MMP-7, neutrophils are unable to enter

the lumen of the lung because the appropriate KC-syndecan-1 gradient has not been

generated. Notably, sydecan-1 is also shed by MMP-14 and MMP-16 resulting in

enhanced migration in vitro (Endo et al. 2003), potentially representing analogous

mechanisms involving other MMPs.

Additional MMPs have also been suggested to affect chemokine activity through

altering interactions with the extracellular matrix. In a model of TNF-induced

acute hepatitis, MMP-8-deficient mice show improved survival coupled with de-

fective neutrophil recruitment at 6 h posttreatment, compared to wild-type controls

(Van Lint et al. 2005). This phenotype was proposed to be due to the indirect effect

of MMP-8-dependent release of LIX from the extracellular matrix, although direct

processing of LIX and modulation of activity has also been observed (Balbin et al.

2003, Van Den Steen et al. 2003b, Tester et al. 2007). Furthermore, MMP-8 proces-

sing of LIX does not alter glycosaminoglycan binding, as determined with heparin

sulphate affinity assays (Tester et al. 2007). However, C-terminal processing of

CXCL11, a Th1 lymphocyte chemoattractant, by MMPs-7, -8, -9, and -12 removes

several cationic residues and causes decreased glycosaminoglycan binding (Cox

et al. 2008). Therefore, potential regulation of chemokine interactions with proteo-

glycans in the formation of gradients should be appreciated when considering

chemokine bioactivity in vivo.

Future Perspectives

Deciphering the individual functions of MMPs in the regulation of inflammatory

processes is an overwhelming task but the importance of the field is highlighted by

failed clinical trials withMMP inhibitors and the coinciding unpredicted side effects

(Zucker et al. 2000, Coussens et al. 2002, Overall and Lopez-Otin 2002, Pavlaki and

Zucker 2003, Puente et al. 2003). It is now evident that the physiological roles of

MMPs and their respective underlying mechanisms need to be further defined before

attempting to inhibit individual MMPs for clinical applications. It is critical that

only well-established targets are inhibited and anti‐targets are completely avoided

(Overall and Kleifeld 2006). With this approach the detrimental actions of MMPs

are blocked while still preserving the beneficial anti‐target MMP activities. As such,

animal model and cell-based approaches complemented by biochemical and

proteomic studies will be instrumental in achieving this objective.

Current methods of MMP substrate discovery are predominantly hypothesis

driven, which is a very time-consuming approach. However, more systematic

approaches to uncover novel MMP substrates and downstream effects of MMP

activity are beginning to emerge. For instance, two-dimensional gel electrophoresis
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was recently used in the analysis of bronchoalveolar lavage fluid of allergen-

challenged Mmp2�/�/Mmp9�/� mice, leading to the identification of Ym1,

S100A8, and S100A9 as novel MMP substrates (Greenlee et al. 2006). Further-

more, in the cellular context, MMP-14 and MMP-2 transfected cells have been used

to identify a variety of new bioactive substrates utilizing mass spectrometry-based

proteomic analysis (Tam et al. 2004, Dean and Overall 2007). This work has been

extended with the use of MMP inhibitors, thus uncovering additional substrates

with the potential to identify adverse inhibitor effects (Butler and Overall 2007).

The remarkable progress in proteomic approaches, such as those listed above,

will undoubtedly have far-reaching implications in the field of MMP research, as

well as that concerning all proteases (Schilling and Overall 2007). Applying such

techniques to in vivo models of inflammation will enable rapid and unbiased

identification of physiologically relevant substrates and hence a deeper understand-

ing of the numerous inflammation-related phenotypes described here. Regardless of

the specific mechanisms, it is undeniable that MMPs are key pleiotropic regulators

of inflammation and immunity, demonstrating a wide array of proinflammatory

and anti-inflammatory functions, orchestrating both the onset and termination of

inflammation. Hence, the former view that the major role of MMPs is to cleave

extracellular matrix is no longer tenable. Rather, MMPs are key signaling proteases

involved in normal homeostasis and initiating and terminating inflammation

through efficient and specific processing of inflammatory mediators.
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Chapter 27

Matrix Metalloproteinases as Key Regulators

of Tumor–Bone Interaction

Conor C. Lynch and Lynn M. Matrisian

Abstract Bone metastasis is a common occurrence for several tumor types. In the

tumor–bone microenvironment, tumor cells manipulate the normal cells of the bone

to promote bone resorption and the release of sequestered growth factors from the

bone matrix. In turn, these factors support tumor growth, thus completing what has

been described as the vicious cycle. Despite medical advances, the treatment

options for patients with metastatic bone disease are limited and are often palliative

rather than curative. Clearly, new therapies that will prevent the vicious cycle are

required. To achieve this, a better understanding of how tumor cells communicate

with the normal host cells of the bone is necessary. Given the evidence accumulated

over the last decade, it has become clear that matrix metalloproteinases and other

proteinase members of the metzincin family are important players in the execution

of the vicious cycle. This chapter will focus on how matrix metalloproteinases can

control cell–cell communication at the tumor–bone interface via the processing of

matrix and nonmatrix substrates.

Introduction: The ‘‘Vicious Cycle’’ of Tumor Progression

in the Bone

Upon arrival in the bone microenvironment, tumor cells hijack the normal bone

remodeling process and perturb the balance between bone-synthesizing osteoblasts

and bone-resorbing osteoclasts to yield areas of extensive bone formation and/or

degradation. Our understanding of the molecules that control cell–cell communica-

tion at the tumor–bone interface can be summarized as follows. Upon arrival in

the bone environment, metastatic tumor cells secrete factors, such as interleukins-1,
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-6, -8, and -11 and parathyroid hormone-related peptide (PTHrP), that stimulate the

osteoblasts lining the endo-osteal surfaces to produce macrophage colony-stimulat-

ing factor (M-CSF) and receptor activator of nuclear kappa B ligand (RANKL) (for

review, see Mundy 2002, Bendre et al. 2003). These factors, among others, are

essential for the recruitment and differentiation of osteoclast precursor cells. Once

mature, osteoclasts form a resorbtive seal on the bone surface and by lowering the

pH and secreting cysteine proteinases and matrix metalloproteinases (MMPs), the

osteoclasts can resorb the bone matrix (Blair et al. 1989, Delaisse et al. 2000).

Degradation of the bone matrix subsequently leads to the generation of collagen

products and the activation of latent growth factors sequestered in the bone matrix

such as transforming growth factorb (TGFb) (Guise and Chirgwin 2003). The

release of these factors stimulates tumor growth, thus completing and perpetuating

the vicious cycle (Fig. 27.1).

Based on observations in bone and other tissues (Lynch and Matrisian 2002),

metalloproteinases can control the communication between the cell types at the

tumor–bone interface via (1) classical processing of organic bone matrix compo-

nents and (2) modifying the activity profile of growth factors and cytokines such as

PTHrP, RANKL, and TGFb.

The Impact of Direct MMP Bone Matrix Degradation on Tumor:

Bone Cell Behavior

Over 90% of the organic bonematrix is composed of type-I collagen, makingMMPs

with collagenolytic activity potentially important mediators of the removal of

demineralized bone matrix. Much of our understanding of how MMPs function in

the bone has been derived from the study of skeletogenesis in MMP-deficient mice.

Surprisingly, many MMPs have transient or no reported effects on skeletogenesis

and depending on the bone type (intramembranous vs. endochondral) theMMPs can

have increased or decreased roles in bone matrix turnover (Delaisse et al. 2003).

Furthermore, in MMP-deficient mice that have transient effects on skeletogenesis

such as MMP-9, the effect on bone formation is not due to a lack of bone matrix

resorption but is due to an inability of the osteoclasts to migrate into areas requiring

bone resorption (Engsig et al. 2000). While developmental studies can provide clues

as to the individual contribution of MMPs in bone matrix remodeling, it is important

to note that the repertoire of MMPs involved in pathological versus developmental

scenarios can be very different and therefore, MMPs that do not function in skele-

togenesis should not be discounted as playing a role in tumor-mediated bone matrix

degradation. While MMP expression can be induced in the host cells in response to

the tumor and vice versa, the impact of MMPs on direct bone degradation and the

contribution of theMMP-degraded products on cell behavior will be examined in the

context of themajor cellular sources ofMMPs in the tumor-bonemicroenvironment,

namely, the osteoclasts, osteoblasts, and tumor cells.
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Fig. 27.1 MMP control of cell–cell communication of the tumor–bone interface. (a) Metastatic

tumor cells induce the expression of MMPs and RANKL in bone lining osteoblasts. The degrada-

tion of the organic matrix by osteoblast-derived MMPs generates type-1 collagen fragments

(ICTP) that can recruit osteoclast precursor cells to the tumor-bone microenvironment. (b) The

solubilization of RANKL promotes osteoclast maturation. (c) MMP-mediated release of TGFb
from the bone matrix results in osteoblast retraction from the mineralized bone matrix. (d)Mature

osteoclasts resorb the mineralized matrix via acidification. The expression of cathepsin K and

MMPs results in the breakdown of the bone matrix and the release of bone-sequestered growth

factors such as TGFb and IGF-1, which, in turn, can promote tumor growth and the continuation of

the vicious cycle
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Osteoclast-Derived MMPs and the Generation of Cell Signals
from the Bone Matrix

In order to degrade the bone matrix, osteoclast precursors must, under the correct

cues from the microenvironment, fuse together to form giant multinucleated cells.

Integrins, predominantly avb3, and actin filament fibers allow the osteoclast to form

a tight seal with mineralized bone (Teti et al. 1992, Ross et al. 1993). Using chloride

channels and proton pumps, the osteoclast acidifies the subosteoclastic zone, thereby

lowering the pH and allowing for the demineralization of the calcified bone (for

review, see Blair 1998). The demineralization of the bone matrix allows for

subsequent enzymatic degradation of the organic bone matrix in the subosteoclastic

zone by collagenases that have low pH activity profiles. Osteoclasts express several

MMPs includingMMP-1, -2, -3, -7, -9, -12, -13, and -14 (Delaisse et al. 1993, Okada

et al. 1995, Bord et al. 1996, Sato et al. 1997, Dew et al. 2000, Hou et al. 2004, Lynch

et al. 2005), many of which have the ability to process fibrillar type-I collagen and its

derivatives. However, based on findings with MMP-deficient mice, many of these

osteoclast-derived MMPs are not rate limiting for bone matrix degradation. The

phenotype of mice deficient in cathepsin K, which can process fibrillar type-I

collagen, suggests that this cysteine protease is the principle protease involved in

the turnover of endochondral bone (Saftig et al. 1998, Gowen et al. 1999). Cathepsin

K mutations have also been demonstrated to be responsible for pycnodysostosis in

humans where carriers display dramatically shortened and petrotic long bones (Gelb

et al. 1996). Furthermore, the optimal pH for cathepsin K activity is pH 4while many

of the MMPs have optimal activities at a more neutral pH (Delaisse et al. 1991,

Nagase and Woessner 1999). Despite the acidity of the resorption lacunae, MMPs

have been localized to this area. MMP-1 is localized to the subosteoclastic zone and

has been shown to have activity between pH 6 and 7.4 and, interestingly, areas that

had undergone demineralization were still immunoreactive for MMP-1, suggesting

that the degradation of the bone matrix continued even after the exit of the osteoclast

(Vaes 1972, Delaisse et al. 1993). MMP-9 has also been shown to be localized to the

subosteoclastic zone and is up to 85% active at pH 2.3, implying that MMP-9 may

retain its gelatinolytic activity in this area (Okada et al. 1995). It may also be possible

that as the osteoclast transports the bone degradation products from the bone

interface to the apical surface in a process known as transcytosis, MMPs localized

to more neutral pH transcytotic vesicles could function in the further degradation of

the bone matrix components (Salo et al. 1997).

In serum, the processed collagen products yield clues as to whether they have

been cleaved by cathepsin K or by MMPs. Collagenolysis by cathepsin K yields

C-terminal (CTX) and N-terminal (NTX) cross-linked telopeptides of type-I colla-

gen while MMP-mediated collagenolysis yields a larger cross-linked C-terminal

telopeptide of type-I collagen (ICTP) (Garnero et al. 2003). Interestingly, while

CTX and NTX fragments are good serum biomarkers for osteoporosis, serum levels

of MMP-generated ICTP correlate with the extent of bone destruction associated

with bone metastasis (Blomqvist et al. 1996, Berruti et al. 1999). Furthermore, the
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generation of ICTP fragments in animal models of bone metastasis can be pre-

vented by treatment with a broad-spectrum metalloproteinase inhibitor (Winding

et al. 2002, Garnero et al. 2003). These data suggest that in the pathological

scenario of tumor-induced bone degradation, MMPs rather than cathepsin K medi-

ate the degradation of the demineralized bone matrix. The generation of collagen

fragments by MMPs provides signaling cues for surrounding cell types. MMP-

generated ICTP collagen fragments have been demonstrated as being chemotactic

for osteoclast precursor cells (Malone et al. 1982), implying that excessive MMP-

mediated degradation of the bone matrix by osteoclasts promotes further osteoclast

recruitment to the tumor-bone microenvironment, thus ensuring the continuation of

the vicious cycle.

The processing of fibrillar collagen can also lead to the exposure of cell adhesion

sites within the collagen structure such as arginine-glycine-aspartic acid (RGD)

sequences. These sequences allow for the attachment and migration of avb3
integrin-expressing cells such as osteoclasts and may also allow for the migration

of tumor cells to areas of bone remodeling (Davis 1992, Ross et al. 1993). Similarly,

the processing of osteopontin (OPN) by MMP-3 and -7 can yield multiple OPN

peptides that contain integrin-binding sites. In other model systems, OPN, and

presumably MMP-generated OPN products, can affect tumor progression and the

host response to the tumor (Crawford et al. 1998, Agnihotri et al. 2001). Although

unexplored, it is plausible that the interaction between osteoclast-derived MMP-3

and MMP-7 and OPN could modify tumor-host behavior in the bone microenvi-

ronment in a similar manner. In contrast to the attachment and migratory functions

of MMP processed type-I collagen and OPN, osteonectin (ON), which has a high

affinity for binding to type-I collagen, is thought to have antiadhesive properties

(Murphy-Ullrich 2001) and enhances the motility of tumor cell lines such as MDA-

MB-231 (Campo McKnight et al. 2006). However, ON can bind to several extra-

cellular growth factors such as platelet-derived growth factor (PDGF), vascular

endothelial growth factor (VEGF), and fibroblast growth factor-2 (FGF-2) (for

review, see Brekken and Sage 2001). ON is a substrate for MMP-3, -7, and -9

(Sasaki et al. 1997), and the secretion of these MMPs by bone-degrading osteoclasts

and subsequent cleavage of ON may result in the release of growth factors that

control osteoclastogenesis, angiogenesis, and tumor growth in the bone.

Osteoblast-Derived MMPs: Counterintuitive Roles for MMPs
in Bone-Synthesizing Cells

The main function of osteoblasts is bone matrix synthesis. Therefore, the expression

of several MMPs such as MMP-1, -2, -3, P-8, -9, -13, and -14 (Bord et al. 1996,

1998, Kusano et al. 1998, Breckon et al. 1999, Holmbeck et al. 1999, Dew et al.

2000, Parikka et al. 2005) by osteoblasts and mesenchymal stem cells is surprising

given the traditional role of the MMPs in the degradation of the ECM. However, in

order to begin the process of bone remodeling, minimal degradation of the organic
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bone matrix overlaying the calcified bone by osteoblasts and the generation of

signaling cues such as collagen fragments and TGFb are required for osteoblast

retraction from the mineralized matrix and the recruitment of osteoclasts to the

mineralized surface (Bonfil et al. 2004, Perez-Amodio et al. 2004). Other functions

for osteoblast-derived MMPs in controlling cell function are coming to attention

based on the study of MMP-deficient animals. For example, MMP-2-deficient mice

have impaired skeletogenesis leading to significantly less bone formation, a pheno-

type that is mirrored in Al-Aqeel Sewairi syndrome, a human form of osteolysis in

which carriers are deficient in MMP-2 (Mosig et al. 2007). During the early stages

of skeletal development, the MMP-2-deficient mice exhibit transient but signifi-

cantly lower numbers of osteoblast and osteoclast populations in comparison to

their wild-type litter mate controls (Mosig et al. 2007). These findings can be

explained by the necessity of MMP-2 for proper formation of the osteocytic

canicular network. Osteocytes are terminally differentiated osteoblasts that reside

within the bone matrix and act as a sentinel for the integrity of the bone. This

security guard function is achieved via the fine network of canules that the osteo-

cyte weaves into the newly synthesizing bone. In the absence of MMP-2, there is a

failure of osteocyte canule formation, presumably due to a lack of MMP-2-

mediated bone matrix degradation, which results in improper osteocyte function

and apoptosis, hence a failure to communicate with and coordinate subsequent

osteoblast-osteoclast responses (Inoue et al. 2006). While the absence of MMP-

2 may result in a failure to generate proper canule formation, the possibility that

MMP-2 is important for the terminal differentiation of the osteocyte cannot be ruled

out since the introduction of MMP-2 siRNA into osteoblast cell lines such as

MC3T3 decreased proliferation while enhancing differentiation and bone formation

(Mosig et al. 2007). MMP-14 is an important mediator of MMP-2 activation (Sato

et al. 1994), and the role of MMP-2 for the proper function of osteocytes is also

reflected in MMP-14-deficient animals (Holmbeck et al. 2005). Therefore, in the

context of the tumor–bone microenvironment, the expression of MMP-2 may

contribute to tumor-induced bone formation by enhancing the differentiation of

osteoblasts.

Recent reports have demonstrated that MMP-13 activity is rate limiting for

organic bone matrix degradation since MMP-13-deficient animals have abnormal-

ities in growth plate development and exhibit thickened trabecular bone compared to

wild-type controls (Inada et al. 2004, Stickens et al. 2004). The increased trabecular

bone volume in theMMP-13-deficient animals could potentially be explained by the

lack of MMP-13-mediated type-I collagen degradation. Surprisingly, MMP-13 is

not expressed by osteoclasts but by osteoblasts, osteocytes, and mononuclear peri-

osteoclast cells (Delaisse et al. 2003, Nakashima and Tamura 2006). While the lack

of organic bone matrix degradation by these cell types in the MMP-13-deficient

animals cannot be ruled out, new findings may shed light on how MMP-13 con-

tributes to bone formation rather than bone destruction. Krane and colleagues

suggest that MMP-13 prevents wingless and integrated (Wnt) signaling by directly

binding to the Wnt coreceptor, low-density lipoprotein related receptor related-5/6

(LRP-5/6) (S. Krane personal communication). In osteoblasts, Wnt signals through
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its coreceptors LRP-5/6 and Frizzled (FRZ), leading to the activation of the canoni-

cal Wnt pathway and the transcription of bone-related target genes such as runx2 (for

review, see Baron et al. 2006). Unchecked Wnt signaling can lead to osteopetrotic

phenotypes. By binding to the LRP-5/6 receptor, MMP-13 prevents Wnt signaling,

thereby blocking bone formation by osteoblasts. Therefore, inMMP-13 null mice, the

Wnt signaling pathway is unchecked and explains why the mice can have a signifi-

cantly higher trabecular bone mass and increased bone formation in comparison to

wild-type controls. Additional data are required, however, to establish the signifi-

cance of these in vitro observations. This study is one of the first to show that an

MMP, independent of its proteolytic activity, can modulate cell behavior by binding

to a cell surface receptor. Again in the context of the tumor–bone microenvironment,

enhanced expression of MMP-13 by either the host or tumor cells may prevent proper

osteoblast function and tip the balance of bone matrix homeostasis in the favor of

bone destruction, thus yielding a more lytic lesion.

Tumor-Derived MMPs in the Metastatic Bone Microenvironment

While tumor-derived MMPs are implicated in the process of bone metastasis by

virtue of their ability to collectively degrade extracellular matrix (ECM) barriers, they

can also make significant contributions to the vicious cycle of tumor progression once

established in the bone. MDA-MB-231 cells, which do not express endogenous

MMP-2, form osteolytic lesions upon intracardiac inoculation. The introduction of

MMP-2 into the MDA-MB-231 cells and the subsequent intracardiac delivery of the

cell lines generated significantly higher numbers of osteolytic lesions compared to the

parental cell line (Tester et al. 2004). Conversely, the overexpression of TIMP-2, a

natural inhibitor of MMP activation, in the MDA-MB-231 cells prevented tumor

growth and tumor-induced osteolysis (Yoneda et al. 1997). Intratibial injection of

human prostate cancer cell lines (LnCAP and DU-145) in which MMP-14 was

overexpressed or silenced via siRNA treatment demonstrated that MMP-14 signifi-

cantly contributed to tumor growth and tumor-induced osteolysis (Bonfil et al. 2007).

This study also demonstrated that the tumor cells could mediate the degradation of

the bone matrix via the collagenolytic MMP-14, although, presumably, this would

occur subsequent to osteoclast of the bone matrix. Therefore, tumor-derived MMPs,

through direct of the bone matrix, can generate signaling cues such as the ICTP

fragment of collagen that promote the recruitment of osteoclast precursors which are

for the execution of the vicious cycle.

Other Cellular Sources of MMPs in the Bone–Tumor
Microenvironment

MMPs derived from other cell types in the tumor–bone microenvironment may also

have an impact on cell-cell communication by directly or indirectly mediating bone
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matrix degradation. For example, macrophages, which are a rich source of MMPs

and are related to osteoclasts, can degrade demineralized bone (Athanasou and

Sabokbar 1999). T-cells that express several MMP family members can be

recruited to the tumor–bone interface by factors such as PTHrP. The antitumor

effect of the T-cells may be inhibited by factors liberated from the bone such as

TGFb, thus making the tumor–bone microenvironment an immune privileged site

and permissive to tumor progression (Fournier et al. 2006). As shall be discussed,

MMPs can play a pivotal role in the bioavailability of these factors. Antitumor

immunoglobulins (IgGs) expressed by B-cells in the tumor microenvironment can

be degraded by MMPs and as a consequence may also modulate tumor–bone

interactions (Gearing et al. 2002, Li et al. 2007). The use of immunocompromised

animals restricts our understanding as to how some of these cell populations

contribute to or detract from tumor progression in the bone and reenforces the

necessity for syngeneic immunocompetent animal models of primary tumor to bone

metastasis that more accurately reflect the human clinical scenario.

Collectively, these studies show that MMPs derived from the major cells

involved in the vicious cycle can mediate bone-matrix degradation resulting in

the generation of multiple signaling cues that can have profound effects on cell

behavior.

MMP Solubilization of Nonmatrix Substrates

MMPs and other metalloproteinases are capable of processing multiple nonmatrix

factors such as PTHrP, RANKL, and TGFb that are critical for the successful

completion and perpetuation of the vicious cycle (Table 27.1). In addition, recent

studies have also implicated the MMPs in the ‘‘homing’’ of metastatic tumor cells to

the bone via the processing of factors such as CXCL12.

MMP Inactivation of CXCL12 Promotes Formation
of the Premetastatic Bone Niche

The forces that dictate the predilection of certain cancers for bone metastasis are an

active area of research. The expression of chemokine receptor 4 (CXCR4) by tumor

cells has been shown to play an integral part in the selective metastasis of breast

cancer cells to the bone (Muller et al. 2001, Kang et al. 2003). The cognate ligand

for the CXCR4 receptor is CXCL12, which is critical for maintaining hematopoie-

tic precursor cells (HPCs) in the bone stem cell niche (Driessen et al. 2003).

CXCL12 has been identified as a substrate for MMP-1, -2, -3, -9, and -14 (McQuib-

ban et al. 2001). Processing by these MMPs results in an inactivated CXCL12

ligand that prompts the expansion and mobilization of the HPC compartment, a

phenomenon that is also mediated by MMP-9 shedding of Kit ligand (Bergers et al.

2000, McQuibban et al. 2001, Heissig et al. 2002, Kaplan et al. 2007).
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MMPs can be upregulated in the premetastatic organ in response to primary

tumors (Hiratsuka et al. 2002). Therefore, primary tumor cells with a predilection

for bone metastasis can potentially enhance the expression of MMPs and the

turnover of CXCL12 in the premetastatic bone leading to the mobilization of the

HPCs from the stem cell niche. This modulation of CXCL12 by MMPs can have a

twofold effect, (1) HPCs can be recruited to the primary tumor and assist in tumor

vascularization and (2) enhanced CXCL12 levels may promote the recruitment of

CXCR4-positive tumor cells to the bone stem cell niche, an area of bone that is

actively remodeling and is rich in mitogenic signals, thus providing the metastatic

tumor cell with the perfect environment in which to establish a secondary tumor.

Protease Modification of PTHrP in the Tumor–Bone
Microenvironment

To survive and progress in the bone microenvironment, the metastatic tumor cells

must efficiently communicate with the host cells of the bone. A major factor that

facilitates this process is tumor-derived PTHrP,which can inhibit the differentiation of

parathyroid hormone-1 receptor (PTH-1R)-positive early osteoblasts while promoting

their proliferation via enhanced levels of cyclinD1 (Cornish et al. 1999, Du et al. 2000,

Miao et al. 2001, Datta et al. 2007). PTHrP also stimulates osteoblast expression of

RANKL, which is essential for the maturation and activation of osteoclasts (Thomas

et al. 1999). It is also noteworthy that PTHrP and its receptor PTH-1R are coexpressed

in a number of primary cancers such as breast, prostate, lung, and renal cancer (for

review, see Liao and McCauley 2006). PTHrP can also affect cell proliferation by

increasing levels of cyclin D1 in the tumor and, therefore, the role of PTHrP in

autocrine and paracrine growth of the tumor cannot be ignored (Datta et al. 2007).

The PTHrP gene gives rise to three pre-pro form splice variants, which are 139,

141, and 173 amino acids in length (Southby et al. 1995), and each isoform requires

proteolytic processing to generate the mature active peptide that contains amino

acids 1–36 (PTHrP1-36). Cleavage by furin, a serine protease localized in the Golgi

apparatus, is the main mechanism through which the mature form of PTHrP is

generated (Liu et al. 1995). While PTHrP can induce the expression of a number

of MMPs in the tumor–bone microenvironment (Kawashima-Ohya et al. 1998,

Luparello et al. 2003), to date noMMP has been shown to process PTHrP. However,

in the extracellular environment, neprilysin (NEP), a membrane-bound metallopro-

teinase that is expressed by tumor and bone cells, can attenuate the activity of the

mature PTHrP1-36 and the larger C-terminal fragments of PTHrP (Ruchon et al.

2000, Dall’Era et al. 2007, Smollich et al. 2007). NEP has been identified as

processing PTHrP1-36 to yield PTHrP1-23 and PTHrP1-26 and is also capable of

inactivating the C-terminal PTHrP fragment known as osteostatin (PTHrP107-139)

to yield PTHrP134-139 and PTHrP107-133 (Ruchon et al. 2000). In addition,

prostate serum antigen (PSA), which is a serine protease and a classical marker of

prostate cancer, has also been shown to process PTHrP1-36 to generate PTHrP1-23
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(Cramer et al. 1996). These PTHrP fragments can have distinct effects on cell

behavior in the bone–tumor microenvironment. PTHrP1-36 binding to PTH-1R can

activate both the protein kinase A (PKA) and protein kinase C (PKC) pathways

which are important mediators of osteoblast proliferation (Abou-Samra et al. 1992).

The PTHrP1-26 fragment does not stimulate the PKA pathway since the first two

N-terminal amino acids and amino acids 14–34 are required for receptor binding

(Rabbani et al. 1988, Caulfield et al. 1990). However, the PTHrP27-36 fragment

can stimulate the PKC pathway (Gagnon et al. 1993). Whether PTHrP27-36 is

sufficient for osteoblast proliferation or mediates a different effect altogether

remains to be determined. PTHrP107-139 has been shown to be a potent inhibitor

of osteoclast formation (Fenton et al. 1994, Kaji et al. 1995) and, therefore,

inactivation by NEP or PSA can be permissive for osteoclastogenesis.

MMP Solubilization of RANKL: Roles in Osteoclastogenesis
and Tumor Homing to Bone

RANKL, a member of the tumor necrosis factor (TNF) family, is an essential

mediator of osteoclast maturation since RANKL-deficient mice have severe osteo-

petrosis due to a lack of bone resorbing osteoclasts (Kong et al. 1999). The effect of

RANKL on osteoclast maturation is attenuated by a soluble decoy receptor known

as osteoprotegerin (OPG) that prevents the interaction between RANKL and the

receptor RANK on the osteoclast precursor cell surface (Simonet et al. 1997). The

direct interaction between RANKL-expressing osteoblasts and RANK-expressing

osteoclast precursor cells is thought to be required for osteoclast maturation, but

new evidence regarding the solubilization of membrane-bound RANKL by metal-

loproteinases suggests that osteoclast maturation may occur without the necessity

of direct cell–cell contact.

RANKL exists as a trimeric molecule on the cell surface supported by a

juxtamembrane stalk region. Recent studies have documented that RANKL is

sensitive to cleavage at variable sites within the juxtamembrane region by metallo-

proteinase family members, a disintegrin and metalloproteinase-17 (ADAM-17),

ADAM-19, MMP-1, -3, -7, and -14 (Lum et al. 1999, Schlondorff et al. 2001,

Chesneau et al. 2003, Lynch et al. 2005). While the potency of the soluble form of

RANKL (sRANKL) may vary depending on the cleavage site, results thus far have

suggested that sRANKL is equally as potent as the membrane-bound form in the

maturation of osteoclasts or in the survival of dendritic cells (Lum et al. 1999,

Schlondorff et al. 2001, Chesneau et al. 2003, Lynch et al. 2005). The metallopro-

teinases capable of RANKL processing, with the exception of MMP-7, are

expressed by osteoblasts. Osteoblast expression of these MMPs in response to the

metastatic tumor cells in the bone by factors such as interleukin-1a (IL-1a)
(Fujisaki et al. 2006) and PTHrP may not only serve to induce RANKL but also

the MMPs that are capable of generating sRANKL. Therefore, sRANKL may

circumvent the necessity of direct osteoblast-osteoclast-precursor interaction in

the tumor–bone microenvironment, thus accelerating osteoclastogenesis.

554 C.C. Lynch, L.M. Matrisian



MMP-7 is expressed by monocytic osteoclast precursors (Busiek et al. 1992,

1995) and the expression of MMP-7 appears to be constitutive during the matura-

tion of osteoclasts. Although an extensive study in the role of MMP-7 in skeletal

development and maturation has not been performed, adult MMP-7-null mice have

a normal bone phenotype compared to wild-type animals (Wilson et al. 1997 and

unpublished observations). However, under pathological conditions such as tumor

progression in the bone, MMP-7 plays a role in the rate of bone degradation. In a

rodent model of prostate tumor progression in the bone in which prostate adenocar-

cinoma tissue was transplanted to the calvaria of wild-type and MMP-7-null mice, a

significant reduction in the amount of bone degradation in the MMP-7-deficient

animals was observed (Lynch et al. 2005). This decrease was concomitant with a

decrease in osteoclast numbers and in the amount of sRANKL present at the tumor–

bone interface in the MMP-7-deficient mice and suggested that MMP-7-generated

sRANKL was important for osteoclast maturation. An additional contribution of

MMP-7 to direct bone degradation by the osteoclast cannot be ruled out.

The contribution of tumor-derived RANKL or sRANKL to osteoclastogenesis in

the bone-tumor microenvironment has not been explored but is a distinct possibility.

While RANKL expression has been identified in 90% of primary breast cancer cells,

metastatic breast to bone cancer cells rarely express the ligand but commonly

express the RANK receptor, thus potentially facilitating the direct interaction with

RANKL-expressing osteoblasts (Bhatia et al. 2005). Conversely, the majority of

metastatic prostate cancer cells in the bone express RANKL, which may contribute

to tumor-mediated osteoclastogenesis. Keller and colleagues demonstrated that the

human prostate cancer cell line C4-2B, which causes mixed lesions in the bone,

expressed and generated sRANKL (Zhang et al. 2001). Histology clearly demon-

strated that the prostate tumor cells could promote osteoclastogenesis in the absence

of osteoblasts, thus supporting the hypothesis that metastatic RANKL-expressing

prostate tumor cells in the bone may be able to act as surrogate osteoblasts and

promote osteoclastogenesis (Zhang et al. 2001).

sRANKL generation by metalloproteinases enhances tumor-induced bone

destruction but functions for sRANKL outside of the tumor–bone microenviron-

ment may also exist. Several studies have demonstrated that the levels of sRANKL

in the serum can be used as an indicator of tumor-induced osteolysis (Terpos et al.

2003, Palma and Body 2005, Chen et al. 2006). However, systemic sRANKL may

also play a part in the homing of RANK-expressing tumor cells to the bone. Primary

breast, prostate, and skin tissues express the RANK receptor (Fata et al. 2000,

Brown et al. 2001, Jones et al. 2006). As previously discussed, the primary tumor

can often enhance the expression of MMPs in the premetastatic site. Therefore,

enhanced MMP expression in the bone environment may lead to increased levels of

sRANKL in the serum, which, in turn, could affect the homing of RANK-positive

metastatic cells to the bone. To this end, recent evidence has detailed that the

metastasis of RANK-positive melanoma cells to bone can be completely blocked

via treatment with an anti-RANKL antibody, but the metastasis of the melanoma

cells to other tissues remained unaltered (Jones et al. 2006). These data support

the hypothesis that metalloproteinase-generated sRANKL not only assists in the
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continuation of the vicious cycle by mediating osteoclastogenesis without the

requirement of cell–cell contact but also that sRANKL derived from the bone can

act as a homing signal for metastatic tumor cells (Jones et al. 2006).

MMP Activation of TGFb Facilitates Tumor–Bone Interaction

Bone is rich in many growth factors such as TGFb, insulin-like growth factors

(IGFs), and bone morphogenetic proteins (BMPs). These factors are typically

integrated into the bone matrix during synthesis by the osteoblasts. In order to

progress in the bone, the tumor cells must liberate and gain access to these factors.

MMPs play an integral part in this process. While many of the MMPs have been

demonstrated to promote tumor progression in the bone (see Table 27.1), TGFb has

been shown to be a key regulator of the behavior and interaction of the major cell

types involved in the vicious cycle: the osteoblasts, osteoclasts, and tumor cells.

TGFb is incorporated into the bone matrix in an inactive state via latency-

associated peptide (LAP), latent TGFb-binding proteins (LTBPs), and the ECM

protein decorin. These proteins have been demonstrated to be susceptible to proces-

sing by several MMPs (Saharinen et al. 1999). MMP-2, -3, and -9 mediate the

release of TGFb from either the LTBP molecule and/or the LAP molecule (Dallas

et al. 1995, Yu and Stamenkovic 2000, Maeda et al. 2001, 2002) while MMP-2, -3,

and -7 can process decorin, thus releasing sequestered TGFb (Imai et al. 1997). The

uncontrolled release of TGFb has been shown to (1) support tumor growth by

activating TGFb receptors (TbR) on the tumor cell surface (Yoneda et al. 1994), (2)

mediate osteoblast retraction from the bone surface, thus providing the osteoclasts

with access to the mineralized matrix (Perez-Amodio et al. 2004), and (3) mediate

osteoclast differentiation and activation (Chambers 2000, Quinn et al. 2001, Fox

et al. 2003). MMPs can also modify TGFb signaling. TGFb signals via the TGFb
receptor family which is composed of three members (TbRI, II, and III). TbRIII,
also referred to as betaglycan, has been shown to enhance the binding of active

TGFb to TbRI but the solubilized form of TbRIII can act as a sink for free TGFb
and inhibit TGFb signaling (Bierie and Moses 2006). Recently, MMP-14 and -16

have been found to mediate the shedding of TbRIII (Velasco-Loyden et al. 2004).

Interestingly, TGFb and related TGFb family members BMPs can have pro-

found effects on cell differentiation, in particular with respect to prostate and breast

tumor transdifferentiation into cells with a bone-like phenotype (Barnes et al. 2003,

Chung et al. 2005). Heightened TGFb signaling in the bone can induce the

expression of the Runx transcription factors in the tumor cells. Runx factors

regulate several bone-related genes such as RANKL, OPG, OPN, and BSP, thereby

rendering the tumor cells ‘‘osteomimetic’’ or osteoblast like (Banerjee et al. 2001,

Barnes et al. 2003, Enomoto et al. 2003, Inman and Shore 2003). The induction of a

genetic program controlling the expression of bone-related genes in the prostate and

breast cancer cells in the bone environment in turn can further facilitate the

interaction of the metastatic cells with host bone cells.
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Hope for Metalloproteinase Inhibitors at the Final Frontier

Human clinical trials did not recapitulate the beneficial effects of the MPIs in

preventing tumor progression in preclinical animal models. This was mainly due

to the selection of patients for clinical trials (late stage tumor vs. early tumors in

preclinical models), dose-limiting side effects, and the inhibition of multiple mem-

bers of the metzincin family, many of which at the time of the clinical trials had not

been discovered [for review, see Coussens et al. (2002) and Chap. 36 by Fingleton].

Given that defined metalloproteinases can control multiple facets of the vicious

cycle, the use of selective MPIs may provide a therapeutic benefit for patients with

bone metastases. Preclinical experiments have reported the efficacy of broad-spec-

trum MPIs in preventing the progression of prostate and breast tumors in the bone.

The breast cancer cell line, MDA-MB-231, causes extensive osteolytic lesions over

time when inoculated either via the intracardiac route or the intratibial route. Two

independent studies demonstrated that the treatment of mice bearing MDA-MB-231

bone metastases with the broad-spectrum MPIs BB-94 or GM6001 could prevent

tumor growth and tumor-induced osteolysis (Lee et al. 2001, Winding et al. 2002).

Efficacy of the MPIs in the treatment of preclinical models of prostate cancer has also

been demonstrated. The intratibial injection of PC-3 prostate cancer cells into the

tibia of athymic causes extensive osteolysis that can be prevented by the administra-

tion of BB-94 (Nemeth et al. 2002). Other reagents with documented metalloprotei-

nase inhibition characteristics, such as the shark cartilage derivative Neovastat, also

prevent osteolytic tumor progression (Weber et al. 2002). To translate MPIs for

human clinical use, the selective inhibition of metalloproteinases is a prerequisite

in order to avoid the described drawbacks of the original MPIs. To this end, the

MMP-2 and -9 selective inhibitor SB-3CT has been shown to be effective in

preventing PC-3 prostate tumor progression with decreased tumor growth, vasculari-

zation, and osteolysis being reported (Bonfil et al. 2006). However, dose-limiting side

effects in human clinicial trials with the gelatinase-specific inhibitor prinomastat have

been reported (Coussens et al. 2002). But despite this, the identification ofMMPs that

contribute to tumor progression without affecting joint function should allow for the

application of selective MPIs for the treatment of patients with debilitating bone

metastases.

Conclusions

In the current chapter we have examined the cellular sources of MMPs in the tumor-

bone microenvironment and discussed how the MMPs and other metalloproteinases

can serve as potent mediators of cell–cell communication at the tumor–bone interface

via the processing of (1) bone matrix components such as type-I collagen to yield

signaling peptides and (2) nonmatrix factors such as CXCL12, PTHrP, RANKL,

and TGFb, which play key roles in the homing of metastatic tumor cells to the

bone and in the vicious cycle of tumor progression in the bone microenvironment.
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Given the increasing list of factors susceptible to MMP processing, it is probable

that many more roles for the MMPs in tumor–bone interaction exist. Defining these

roles will provide insights into how the vicious cycle is perpetuated and assist in the

design of selective MPIs that have the potential to be efficacious in the treatment of

bone metastases.
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Chapter 28

The Plasminogen Activation System as a Source

of Prognostic Markers in Cancer

Ib Jarle Christensen, Helle Pappot, and Gunilla Høyer-Hansen

Abstract The components of the plasminogen activation system including the

urokinase plasminogen activator, uPA, its cellular receptor, uPAR, and its inhibitor,

PAI-1, are involved in cancer invasion and metastasis and our aim was to evaluate

their prognostic utility for patients with solid tumors including breast cancer,

colorectal cancer, lung cancer, ovarian cancer, and prostate cancer.

Studies reporting the association between uPA, uPAR, and PAI-1 levels and

patient outcome have been identified, where samples have been analyzed using

quantitative immunoassay platforms. The studies have measured uPA, uPAR, or

PAI-1 in either tumor tissue or blood samples.

The identified studies have analyzed the correlation between the levels of uPA,

uPAR, and PAI-1 and patient outcome using regression methods. Many of these

conclude that there is a statistically significant association between these compo-

nents and patient survival. Circulating levels of uPAR have been shown to predict

outcome in breast cancer, colorectal cancer, ovarian cancer, and prostate cancer.

There is evidence that tumor tissue levels of uPAR are not correlated with circulat-

ing levels, although both predict outcome. The uPA and PAI-1 levels in breast

cancer predict response to adjuvant therapy. For breast cancer, a pooled analysis

and a randomized clinical trial have been identified confirming the association

between the marker levels and outcome.

The uPA, uPAR, and PAI-1 levels are associated with patient outcome measured

in either tumor tissue or blood samples. There is a need for meta-analyses and

prospective trials confirming the results in solid tumors with the possible exception

of breast cancer where these studies have been performed.
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Introduction

Continuous development of our understanding of the molecular basis of cancer is a

prerequisite, not only for the identification and design of specific anti‐tumor agents

but also for the development of new tools in diagnosis, selection, and prognosis of

cancer patients. Such tools are important to help improve cancer survival by

allowing earlier diagnosis, selection of patients who will benefit from adjuvant

therapy, and assessment of prognosis. Three components of the plasminogen

activation system—the urokinase plasminogen activator, uPA, its cellular receptor,

uPAR, and its inhibitor, PAI-1—are involved in cancer invasion and metastasis

(Dano et al. 2005). Their functional characteristics and cellular localization are well

described and several mono- and polyclonal antibodies have been raised against

them enabling the design of quantitative immunoassays measuring uPA, uPAR, and

PAI-1, complexes of these, and for uPAR, the cleavage products. This gives a

unique possibility to use these specific components as clinical markers.

After the design of quantitative enzyme-linked immunosorbent assays (ELISAs)

with sufficient sensitivity to measure uPA, PAI-1, or uPAR in clinical samples,

several studies on the prognostic significance of these components in various

cancers have been performed (for review, see Andreasen et al. 1997, 2000; Duffy

et al. 1999, Duffy 2002, Hoyer-Hansen and Lund 2007). In fact, uPA and PAI-1

were among the first novel tumor biological factors to be validated at the highest

level of evidence (LOE I) (Hayes et al. 1996, 1998), with respect to their clinical

utility in breast cancer measuring the antigen in tumor tissue extracts (Janicke et al.

2001, Look et al. 2002). In this chapter, we will review prognostic studies where

uPA, uPAR, and PAI-1 have been measured by immunoassays on samples of tumor

tissue or blood from patients with different forms of solid tumors.

Quantification of uPA, uPAR, and PAI-1

uPA is present in blood in a proform, in an active form and in complex with PAI-1

(Andreasen et al. 1997), and it has been suggested that the major part of uPA in

blood is present as uPA–uPAR complexes (de Witte et al. 1998). The same forms of

uPA are found in tumor tissue extracts. Since most assays, quantifying uPA, PAI-1, or

uPAR in human samples, measure mixtures of the different molecular forms, it

follows that the amounts should be expressed in molar concentrations. A source of

variation in the analysis of tissue samples is the extraction procedure (Schmitt et al.

2007). This variation was evident in a study where a pool of breast tumor tissue was

extracted with three different buffers and the contents of uPAR, uPA, and PAI-1 were

determined. Employing an acidic buffer containing Triton X-100 yielded the highest

concentrations of uPA and PAI-1, whereas the highest levels of uPAR were retrieved

after extraction at pH 8.1 in a Triton X-114 containing buffer (Ronne et al. 1995).

Furthermore, because laboratories often use different immunoassays the absolute

analyte values differ considerably. This is mainly dependent on the antibodies and
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detection systems employed (Hoyer-Hansen et al. 2000, Hoyer-Hansen and Lund

2007). In a quality-control study, the levels of uPA and PAI-1 in a pool of breast

cancer tissue were found to vary with the immunoassay format used, and the

authors suggested that in multicenter studies the same immunoassay should be

used for quantitation of the antigen (Sweep et al. 1998). However, this recommen-

dation has not been followed and to enable multicenter studies, values have been

normalized for comparison across datasets (Look et al. 2002).

In order to obtain an estimate of the variation in antigen levels measured by

different immunoassays, it is often useful to determine the amounts in blood from

healthy donors. The concentration of uPA in plasma from healthy donors was

23.7 � 6 pmol/l measured with an ELISA, using a monoclonal catching antibody

reacting with an epitope in the receptor binding A-chain and a biotinylated poly-

clonal anti-uPA detecting antibody. This antibody combination measures both uPA

and uPA–PAI-1 complexes (Grondahl-Hansen et al. 1988). This value is somewhat

higher than recent measurements using a different ELISA (American Diagnostica

Inc.) on citrate plasma from healthy controls, where the reported uPA concentration

was 4.3 pmol/l (Shariat et al. 2007).

PAI-1 is an efficient plasminogen activator inhibitor in its active form and is

present in blood in complex with vitronectin. uPA–PAI-1 complexes are also

present in blood, but PAI-1 in complex will not bind vitronectin (Andreasen et al.

1997). The latent form of PAI-1 has 100-fold lower affinity for vitronectin and does

not inhibit uPA activity. The function and biochemical properties of PAI-1 have

been reviewed (Andreasen et al. 1997, 2000; Stefansson et al. 2003, Lijnen 2005).

In tumor tissue extracts, both PAI-1 and uPA–PAI-1 complexes are present. There

are several different immunoassay formats available for determination of the total

PAI-1 concentration, and in addition ELISAs have been developed to measure the

level of uPA–PAI-1 complexes (Grebenschikov et al. 1999, Pedersen et al. 2003).

The PAI-1 concentration in plasma from healthy donors is �444 pmol/l (Lijnen

2005) and the concentration of uPA–PAI-1 complexes is in most healthy donors

below the detection limit 0.18 pmol/l (Pedersen et al. 1999).

uPAR is a multifunctional protein attached to the cell surface by a glycolipid

anchor. Its structural and functional properties have been extensively reviewed

(Ploug 2003). uPA can cleave the glycolipid-anchored intact uPAR, uPAR(I–III),

in the linker region between domains I and II liberating domain I, uPAR(I), and

leaving the cleaved uPAR(II–III) on the cell surface (Hoyer-Hansen et al. 1992,

1997b). This cleavage inactivates the binding potential of uPAR both for uPA and

vitronectin (Hoyer-Hansen et al. 1997a). Soluble forms of uPAR are present in

blood and other body fluids. Intact and cleaved uPAR are shed from the cell surface

possibly by phospholipases (Wilhelm et al. 1999). Because of a conformational

difference in the linker region connecting domain I and II between glycolipid-

anchored and soluble uPAR, the latter is not cleaved by physiologically

relevant concentrations of uPA (Hoyer-Hansen et al. 2001). Whether the soluble

uPAR(II–III) is shed from the cell surface or a result of a proteolytic cleavage of

soluble uPAR(I–III) by another protease has not been clarified.
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Several groups have designed ELISAs for measurements of the collective

amounts of uPAR forms in a sample (Mizukami et al. 1995, Stephens et al. 1999,

Kotzsch et al. 2000, Riisbro et al. 2002). The uPAR variants measured in the

different immunoassays are dependent on the antibody combinations used and

have recently been reviewed (Hoyer-Hansen and Lund 2007). Immunoassays for

the specific quantification of intact and cleaved uPAR as well as the liberated

uPAR(I) have also been designed, and 42 pmol/l of uPAR(I–III), 26 pmol/l of

uPAR(I), and 81 pmol/l of uPAR(I–III) and uPAR(II–III) were detected in a citrate

plasma pool from healthy volunteers (Piironen et al. 2004). This compares well

with the 75 pmol/l measured with an ELISA employing an anti-uPAR polyclonal

catching antibody and a monoclonal detecting antibody with an epitope in the

carboxy terminal part of uPAR permitting the detection of all uPAR forms except

uPAR(I) (Riisbro et al. 2002).

Breast Cancer

Breast cancer was the first cancer disease where prognosis was shown to be

associated with the plasminogen activation system (Janicke et al. 1991, 1993). A

significant correlation between the tumor tissue levels of uPA and PAI-1 and

relapse-free survival (RFS) and overall survival (OS) was demonstrated. A number

of subsequent studies showed the same tendency using ELISAs to determine the

level of uPA and PAI-1 in tumor tissue (Grondahl-Hansen et al. 1993, 1997; Duffy,

2002, Hansen et al. 2003). The identifiable studies of uPA and PAI-1 in tumor tissue

by members of the European Organization for Research and Treatment Cancer-

Receptor and Biomarker Group have been analyzed in a pooled analysis comprising

8,377 breast cancer patients (Look et al. 2002). This report included 18 datasets

with clinical data. Rank statistics were used to assess the prognostic significance of

uPA and PAI-1 with respect to RFS and OS. The results show that elevated levels of

both biomarkers demonstrate a highly significant association with shorter RFS as

well as OS and independent of the classical indicators such as nodal status, tumor

size, age, and receptor status. In addition, both biomarkers contribute independently

to the prediction of outcome. High levels of uPA and PAI-1 were the strongest

predictors of poor RFS and OS after nodal status. In the multivariate models for

RFS and OS, the hazard ratios for uPA and PAI-1 were higher than 2.5. Figure

28.1a shows the hazard ratio with 95% confidence interval for RFS as a function of

uPA levels for each participating study. Similarly, Fig. 28.1b shows the hazard ratio

for RFS as a function of PAI-1 levels. The results of this study demonstrate that

LOE for the prognostic value of uPA and PAI-1 in tumor tissue can be considered to

be at level I.

The potential clinical utility of uPA and PAI-1 determinations in the manage-

ment of breast cancer disease has been shown in a prospective multicenter therapy

trial randomizing node-negative patients, with elevated levels of uPA and PAI-1 in

tumor tissue to observation or combination chemotherapy (Janicke et al. 2001).

Patients with low levels of uPA and PAI-1 were observed. The results of the trial
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suggest that patients with low levels do not need adjuvant therapy, whereas high-

risk patients as defined by their uPA and PAI-1 tumor tissue levels benefit from

combination chemotherapy.

In another retrospective study, it was shown that tumor tissue levels of uPA and

PAI-1 in high-risk patients show a significant interaction with adjuvant therapy

suggesting that these biomarkers could be useful for the identification of patients

benefiting from chemotherapy, whereas no interaction was seen for endocrine

therapy (Harbeck et al. 2002). Furthermore, high levels of uPA, uPAR, and PAI-1

Fig. 28.1 Multivariate analysis for relapse-free survival (RFS) as a function of urokinase plas-

minogen activator (uPA) (a) and its inhibitor plasminogen activator inhibitor (PAI-1) (b) per

dataset presented as a forest plot. All data are corrected for the base model, including age and

menopausal status, tumor size, lymph node status, steroid hormone-receptor status, histologic

grade, and adjuvant treatment. For each dataset, the hazard ratio (HR) of transformed ranked uPA
or ranked PAI-1 values is plotted as a solid square; its area being inversely proportional to the

variance of the estimated effect and its 95% confidence interval (CI) is plotted as horizontal line.

Individual patient data were obtained from both published and unpublished datasets. Diamond

represents the combined random effects estimate (middle of the diamond) and its 95% CI
(extremes of the diamond) of the combined estimates adjusted for the base model. Reproduced

from Look et al. (2002) with permission from Oxford University Press
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in primary cytosols from patients with recurrent breast cancer treated with tamoxi-

fen were found to be predictive for poorer response to treatment and for shorter

progression-free survival (PFS) (Foekens et al. 1995, Meijer-van Gelder et al.

2004).

The hypothesis that active uPA in complex with PAI-1 could be a stronger

prognostic marker than the total amounts of uPA and PAI-1 was investigated in

tumor tissue extracts from 342 breast cancer patients. High levels of the complex

predicted longer RFS. However, total PAI-1 levels showed superior prognostic

power (Pedersen et al. 2000). In another study, where the levels of uPA–PAI-1

complexes were measured in tumor extracts from 1,119 patients with primary

breast tumors, high levels were found to correlate with a decrease in RFS time in

a multivariate analysis. In this study, the efficacy of adjuvant chemotherapy was

found to be associated with uPA–PAI-1 complexes in primary breast cancer and

patients with high levels of the complex having longer RFS versus patients having

lower levels of the complex, suggesting a predictive role for the complex (Manders

et al. 2004).

Measurements of the receptor for uPA (uPAR) in tumor tissue and association

with prognosis in primary breast cancer have demonstrated that high levels of

uPAR are correlated with poor RFS and OS (Grondahl-Hansen et al. 1995, de

Witte et al. 2001). The prognostic impact of uPAR is reduced when PAI-1, in

particular, is included in the multivariate model (Foekens et al. 2000). In some

studies, subgroup analyses suggest that the prognostic value of uPAR may be

related to specific clinical subtypes, for example, postmenopausal node-positive

breast cancer patients (Grondahl-Hansen et al. 1995).

In breast tumor tissue, uPA, PAI-1, and uPAR are located in stromal cells. uPA

immunreactivity is mainly identified on myofibroblasts and macrophages in ductal

breast cancer (Nielsen et al. 2001). The majority of PAI-1-expressing cells in

invasive ductal breast carcinoma are myofibroblasts (Offersen et al. 2003), whereas

uPAR immunostaining is associated with macrophages immediately surrounding

the malignant epithelium (Pyke et al. 1993, Bianchi et al. 1994).

Another approach to the assessment of uPAR’s predictive potential is to

analyze circulating levels of uPAR (suPAR, soluble urokinase plasminogen

activator receptor). Peripheral blood is considerably more homogeneous and

easier to collect than tumor tissue. Furthermore, since the pathologist must have

priority in selection of material for diagnosis and also because a tumor is rather

heterogeneous, the piece that is available for extraction and immunoassay may

not be completely representative of the whole tumor. To investigate the prognos-

tic significance of suPAR in blood, the levels were determined in preoperatively

collected serum samples from 274 primary breast cancer patients (Riisbro et al.

2002). A significant association, independent of the classical clinical covariates,

with RFS as well as OS in these patients was demonstrated. Tumor tissue cytosols

were available from a subset of these patients and the content of suPAR in

cytosols was predictive for OS, independent of the suPAR level in sera (Riisbro

et al. 2002). However, the levels of suPAR in serum and cytosol from the same

patient were not correlated. In another group of patients with primary breast
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cancer (n ¼ 113), no significant correlation was found between the levels of uPA,

PAI-1, and uPA–PAI-1 complex in EDTA plasma and tumor tissue extracts (Gre-

benchtchikov et al. 2005).

Colorectal Cancer

The prognostic significance of uPA in colorectal cancer (CRC) was initially

investigated analyzing extracts of frozen tumor tissue from histologically verified

CRC patients sampled during operation (n ¼ 92). The association of uPA levels

with OS was statistically significant in univariate analysis (Ganesh et al. 1994a).

The multivariate analysis could not show a significant association between the level

of uPA and OS; however, the power of this study is rather weak. In another study

testing the association of uPA with patient outcome, patients with high levels of

uPA had poorer survival independent of stage (Skelly et al. 1997). The concentra-

tion of uPAR in extracts from tumor tissue resected from 161 CRC patients

identified the uPAR concentration as an independent and significant prognostic

factor for 5-year survival (OS) (Ganesh et al. 1994b).

The cellular localization of uPA in colon adenocarcinomas is confined to

fibroblast-like cells and endothelial cells in the tumor stroma, while no staining of

the malignant epithelial cells was detected (Grondahl-Hansen et al. 1991). A more

recent study demonstrated that the PAI-1-positive cells located at the leading edge

of the invasive tumor are myofibroblasts, and it is possible that these myofibroblasts

also express uPA (Illemann et al. 2004). uPAR is expressed primarily by macro-

phages and some budding cancer cells located at the leading edge of invasive CRC

(Pyke et al. 1994, 1995).

The circulating levels of PAI-1 were measured in EDTA plasma samples and

related to OS in a cohort of 609 CRC patients. High levels of PAI-1 were found

to be statistically significantly associated with poor survival in a univariate but

not in a multivariate analysis (Nielsen et al. 1998). The level of suPAR was

analyzed in plasma samples from 591 patients from the same cohort and was

demonstrated to significantly predict OS independently of clinical baseline

values including stage and age (Stephens et al. 1999). Figure 28.2 shows the

Kaplan–Meier estimates of OS for patients with low and high levels of suPAR for

each of the Dukes’ stage tumors (A, B, C, and D). Since the survival of these

patients was recorded as death of all causes, the survival of an age- and gender-

matched population was used for comparison (Fig. 28.2). As illustrated in the

figure, patients with Dukes’ stage B cancer and with suPAR levels below the

cutpoint, the survival did not differ from the expected mortality of an age- and

gender-matched population (Stephens et al. 1999). A validation study of suPAR’s

prognostic value confirmed these results in an independent set of rectal cancer

patients (Fernebro et al. 2001, Riisbro et al. 2005).
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Fig. 28.2 Preoperative plasma soluble urokinase plasminogen activator receptor (suPAR) level
and overall survival (OS) for patients with colorectal cancer (CRC) in each of the four Dukes’

stages. Patients in each stage were divided into two groups consisting of those above (stepped solid

curve) and those below (stepped dashed curve) an arbitrary cut point, which was the median

plasma suPAR level determined for all patients (44.6 pmol/l). The survival curve for a Dukes’

stage-specific, age- and sex-matched cohort drawn from the general Danish population is also

plotted (continuous solid line) for each Dukes’ stage. The P value (two-sided) was calculated by

use of the log-rank test, and HRs with 95% confidence intervals (CIs) were calculated by use of the
Cox regression model. The numbers of patients at risk after each 12-month interval up to 48

months are indicated below each plot. For patients with Dukes’ B disease, the survival probabil-

ities at 24months and 48months (plus 95%CIs) were 92% (87–97) and 80% (72–87), respectively,

for the low suPAR (LO) group and 74% (66–83) and 55% (46–65), respectively, for the high

suPAR (HI) group. For patients with Dukes’ stage C disease, the survival probabilities at 24

months and 48 months (plus 95% CIs) were 77% (69–85) and 54% (44–64), respectively, for the

low suPAR (LO) group and 51% (40–63) and 34% (23–45), respectively, for the high suPAR (HI)

group. Reproduced from Stephens et al. (1999) with permission from Oxford University Press
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Lung Cancer

Lung cancer can be classified as small-cell lung cancer (SCLC) or non-small-cell

lung cancer (NSCLC); the latter can be further classified as squamous cell carcinoma,

large-cell carcinoma, or adenocarcinoma according to histological criteria. The prog-

nostic value of uPA, PAI-1, and uPAR has been investigated in the different types of

NSCLC, but to our knowledge not yet in SCLC. In patients with pulmonary adeno-

carcinomas, a high level of PAI-1 but not uPA in tumor tissue extracts (n ¼ 106) was

found to be a significant predictor of shorter OS (Pedersen et al. 1994b). The same

result was obtained when lung tumor tissue homogenates from 147 patients with

NSCLC were analyzed for their content of uPA and PAI-1 antigen and correlated

with OS (Werle et al. 2004). In another study, tumor tissue extracts from patients

with squamous cell lung cancer (n ¼ 77) and large-cell lung cancer (n ¼ 38) were

analyzed for their levels of uPA, uPAR, and PAI-1. None of the components was

found to have a statistically significant prognostic impact in the group of large-cell

lung cancer, whereas a survival benefit was demonstrated for squamous cell lung

cancer patients with low levels of uPAR in tumor extracts (Pedersen et al. 1994a).

In two later studies pooling patients with NSCLC with tumors of different histol-

ogies (n ¼ 88) (Salden et al. 2000) and (n ¼ 118) (Offersen et al. 2007), an

independent and significant survival difference could not be demonstrated for

uPA, PAI-1, and uPAR levels analyzed in tumor extracts. One reason could be

that the different histological subgroups have been combined, as they may differ

with respect to prognosis (Mountain et al. 1987). Another factor could be that the

ELISA formats employed in the studies were different.

It has been hypothesized that cleavage of uPAR is a sign of an active plasminogen

activation system, and therefore the cleaved variants should have a stronger prognos-

tic significance than the level of total uPAR (Solberg et al. 1994). This was tested by

measuring uPAR(I) in 63 of the 77 tumor extracts from patients with squamous cell

lung cancer (Almasi et al. 2005), that were previously analyzed by uPAR ELISA

(Pedersen et al. 1994a). The prognostic significance of ELISA-measured uPAR and

time-resolved fluorescence immunoassay measured uPAR(I) in the 63 tumor extracts

and their impact on survival were analyzed showing that uPAR(I) was statistically

significant (Almasi et al. 2005). The prognostic strength of specific uPAR forms

compared to the collective amounts of all uPAR forms was also evident in a study of

lung tumor tissue homogenates from 95 patients with NSCLC (Werle et al. 2004).

The samples were analyzed using three different ELISAs, a commercially available

ELISA measuring all forms of uPAR and also the complexed forms (American

Diagnostica Inc.), one where the epitope specificity of the detecting antibody is not

revealed (HD13), and the third which will only measure uPAR(I–III) and uPAR(I)

(IIIF10). In a multivariate analysis, only the levels of the uPAR forms measured with

the uPAR(IIIF10) assay were significantly associated with OS (Werle et al. 2004).

Cleavage of uPAR and the levels of liberated uPAR(I) reflect uPA activity. The

complex uPA–PAI-1 is another way of monitoring active uPA. The levels of uPA–

PAI-1 complexes were determined in tumor tissue extracts from patients with
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pulmonary adenocarcinoma (n¼ 99), showing that levels of uPA–PAI-1 complexes

were not correlated with survival; however, low complex levels in combination

with high PAI-1 levels were associated with poor prognosis in lung cancer patients

with pulmonary adenocarcinoma (Pappot et al. 2006).

Elevated levels of uPA, PAI-1, and suPAR are present in blood from patients

with lung cancer even though their prognostic significance has not been determined.

The levels of uPA were significantly higher in EDTA plasma from patients with

NSCLC than in plasma from the control subjects and were significantly higher in

plasma from patients with squamous cell carcinoma than in plasma from patients

with pulmonary adenocarcinoma (Yang et al. 2005). The suPAR level was also

significantly increased in citrate plasma from patients with NSCLC compared to

that in citrate plasma from healthy donors, whereas there was no increase in the

suPAR level in citrate plasma from patients with SCLC (Pappot et al. 1997).

Gynecological Cancer

Ovarian cancer is often characterized by late diagnosis and poor prognosis. Early

detection can result in curative intervention and there is a need for biomarkers for

improved classification of patient survival. One of the first studies to demonstrate

an association between survival and uPA and PAI-1 was restricted to patients (n ¼
51) with advanced ovarian cancer (FIGO IIIc), showing that both markers predict

survival with emphasis on patients without residual tumor (Kuhn et al. 1994). These

authors confirmed their finding in a later study on 86 patients with ovarian cancer

with stage FIGO IIIc, where PAI-1 was shown to be an independent prognostic

marker in FIGO IIIc patients with or without residual tumor (Kuhn et al. 1999). To

identify patients at risk in the latter study, optimized cutoff values (log-rank

statistics) for uPA and PAI-1 were used. In a cohort of primary ovarian cancer of

all FIGO stages (n ¼ 82), both uPA and PAI-1 levels in tumor tissue extracts were

significantly associated with RFS and OS, using log-rank statistics to calculate the

optimal cutoff values (Konecny et al. 2001). However, in another study measuring

uPA and PAI-1 in cytosols from 90 patients with ovarian cancer and using the

median as the cutoff value, no significant association of these biomarkers with RFS

or OS could be shown (van der Burg et al. 1996).

Whereas high levels of uPA and PAI-1 in ovarian tumor tissue predict short OS,

the opposite was found for uPAR in tumor tissue from patients with ovarian cancer.

The levels of uPAR were lower in benign as compared to invasive or borderline

tumors. However, among the malignant tumors (n ¼ 51), the more advanced and

poorly differentiated tumors contained lower levels of uPAR than the well-differ-

entiated, less-advanced tumors (Borgfeldt et al. 2003).

The circulating levels of suPAR have also been measured in preoperatively

collected sera from patients with ovarian cancer. When patients (n ¼ 87) were

ranked according to their FIGO classification, the highest levels were found in stage

II patients and then the levels decreased with increasing FIGO stage. Nevertheless,
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high levels of suPAR in preoperatively collected sera were found to correlate with

poor survival (Sier et al. 1998). In another study where citrate plasma samples from

53 patients with ovarian cancer were analyzed, the levels of suPAR were signifi-

cantly associated with RFS (Riisbro et al. 2001).

Patients with progressive ovarian cancer disease often present with ascites/

peritoneal fluid and in a small study (n ¼ 36) of primary ascites, secreted uPA

and uPAR were not found to be independent prognostic markers (Chambers et al.

1995). Ovarian cysts are detected in some women and can be both benign and

malignant. Ascites as well as cystic fluids were collected in a study where the

concentrations of suPAR in these body fluids were compared with those in serum

from 77 patients admitted for surgery of ovarian tumors (Wahlberg et al. 1998).

Elevated suPAR levels were found in serum from patients with more advanced

disease. However, the concentrations of suPAR in the body fluids were quite

different; in serum the measured concentrations were below 100 pmol/l, in asci-

tes/peritoneal fluid were between 290 and 590 pmol/l, and in cystic fluids were even

higher, from 650 to a maximum above 8,000 pmol/l. The concentrations of suPAR

in cystic fluids clearly separated benign and malignant cysts with predictive values

above 90%. The levels of suPAR in cystic fluids might, therefore, aid the early

diagnosis of patients with ovarian cancer. Both intact and cleaved suPAR were

present in the cystic fluids (Wahlberg et al. 1998). Different forms of uPAR were

also found in tumor tissue, serum, ascites, and urine from patients with ovarian

cancer. Whereas all tumor lysates, ascites, and urine contained uPAR(I–III) and

uPAR(II–III), uPAR(I) was only detected in urine samples and in serum, only intact

suPAR was visualized in Western blots (Sier et al. 2004).

In endometrial cancer, all three biomarkers were measured in tumor tissue

extracts and the levels of uPAR did not show any correlation with clinical para-

meters. However, elevated PAI-1 levels were significantly associated with shorter

RFS and OS (Tecimer et al. 2001). The levels of suPAR in endometrial cancer

patients (n ¼ 34) were elevated compared to those in healthy donors and patients

with benign endometrial diseases, but no survival analysis was performed (Riisbro

et al. 2001).

Prostate Cancer

In prostate cancer tissue, the levels of uPA, uPAR, and PAI-1 have, to our

knowledge, not been determined using quantitative immunoassays, even though

the cellular localization of uPAR and PAI-1 has been determined using immuno-

histochemistry (Usher et al. 2005). uPAR is located on neutrophils and macro-

phages and PAI-1 in myofibroblasts, macrophages, and endothelial cells. In no

cases was staining in cancer cells demonstrated in tissue from 16 patients with

histologically confirmed prostate adenocarcinoma (Usher et al. 2005).

The circulating levels of uPA and suPAR in prostate cancer patients have been

shown to be associated with OS (Miyake et al. 1999, Shariat et al. 2007). In this

study (n ¼ 72), a significant association was demonstrated in a univariate analysis.
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In a newer study with 429 patients, a significant correlation to PFS was found for

uPA and suPAR, and they were also found to be independent of baseline clinical

covariates (Shariat et al. 2007). This study also showed that the circulating levels of

both uPA and suPAR were higher in patients with prostate cancer than in healthy

controls.

In a recent study, the concentrations of uPAR(I) as well as the calculated

suPAR(II–III) were found to be significantly elevated in serum samples from

patients with prostate cancer compared to those in serum from men with benign

prostatic conditions. Specific measurements of uPAR(I) were found to improve

specificity of prostate cancer detection (Piironen et al. 2006).

Discussion

An important aspect in the presentation of marker studies is the description of

sampling and storage methods as well as the validation of the immunoassay

methods (recovery, linearity, specificity) that has been performed. Guidelines for

reporting these points have been proposed (McShane et al. 2006). The prognostic

impact of uPA, uPAR, and PAI-1 on survival endpoints (RFS, OS, and PFS)

presented in this chapter is based on the use of regression analysis to develop

prognostic models. These models aim at improving the classification of disease

severity and ultimately selection of patients for adjuvant therapies or prediction of

patients likely to respond to a particular treatment. The validity of these statistical

models should be carefully considered to avoid bias (Simon and Altman 1994).

Divergent results cannot be only due to technical aspects of the measurement but

also due to statistical methodology. Many of the studies are underpowered and the

number of events low, 10 events per covariate is considered to be a minimum

(Peduzzi et al. 1996). In many studies, researchers have chosen to dichotomize

continuous marker levels for statistical analysis, whereas others use the actual or

transformed value, often log transformed making comparisons of results difficult

(Altman and Royston 2006). Some analyses are based on optimized cutpoints,

which should be considered with some caution (Altman et al. 1994). Proper

specification of the statistical model and validation of the analysis is mandatory

for correct interpretation of the results (Harrell et al. 1996). These considerations

include specification of relevant covariates and interactions taking caution to avoid

over-fitting of the model, verification of model assumptions, and checking for lack

of fit. Two types of validated models have been proposed, the statistically validated

model as described above and the clinically validated model (Altman and Royston

2000). The latter is an assessment of how well a model performs in an independent

patient dataset. The published prognostic studies on uPA, PAI-1, and uPAR in

cancer vary greatly with respect to sampling techniques, assay methods, sample

size, endpoints, and methods of statistical analysis. A more standardized approach

to reporting tumor marker studies has been proposed, presenting recommendations

for use in publication of these studies (McShane et al. 2006). The development of
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clinically relevant markers for prognosis and prediction in cancer requires an

evidence-based approach, encompassing systematic reviews and meta-analyses as

well as prospective, collaborative studies (Altman and Riley 2005).

The present status for the evaluation of the prognostic value of the uPA, PAI-1,

and uPAR is that there is a need for properly designed prospective studies to

confirm the hypotheses generated from retrospective studies using samples and

data accrued for other purposes. The only exception is breast cancer where one

large pooled study confirming the hypothesis based on 8,377 breast cancer patients

(Look et al. 2002) has been published bringing the LOE to I and a randomized

prospective study comparing intervention with adjuvant treatment to low-risk

patients with a high-risk profile defined by their uPA/PAI-1 levels (Janicke et al.

2001). The clinical use of uPA and PAI-1 for assessment of node-negative breast

cancer patients has been recommended in combination with grading and stage

(Thomssen et al. 2003). However, due to decreasing tumor sizes it has been

suggested that the sample requirements should be modified, a micro-ELISA should

be used, and the assay revalidated before implementation (Hayes 2005).

The levels of circulating uPA and uPAR have been shown to be elevated in

several cancers including lung and prostate and to correlate with RFS and OS in

patients with breast cancer (Riisbro et al. 2002), to OS in CRC (Stephens et al.

1999), and to PFS in prostate cancer (Shariat et al. 2007). Elevated suPAR levels in

blood from patients with infectious diseases have been reported and their prognos-

tic value assessed, thus demonstrating that these markers are not specific for cancer

diseases. Although interesting results have been obtained, more studies are needed

to confirm these findings, but the present evidence suggests that the blood levels

of suPAR could be a marker of severe inflammation and immune activation

(Mizukami et al. 1995, Slot et al. 1999, Ostrowski et al. 2005a, b).

Conclusion

A large proportion of the reviewed studies show that high levels of uPA, uPAR, and

PAI-1 in solid tumors are associated with poor prognosis defined by endpoints

such as overall survival, recurrence-free survival, and progression-free survival,

suggesting that these biomarkers have value as prognostic indicators. Although

most of these studies are retrospective and meta-analyses as well as prospective

studies are required to confirm or reject the posed hypotheses, we believe that the

evidence points to a prognostic as well as a predictive role for these biomarkers.

The circulating levels of uPA, uPAR, and PAI-1 have also been shown to be

associated with prognosis, elevated levels have been found in patients with solid

tumors, and the circulating levels are not associated with tumor tissue levels of the

same biomarker. Circulating levels of uPA, uPAR, and PAI-1 are not specific for a

single cancer or cancer in general and their use should be evaluated in the context of

possible co-morbidity.
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Chapter 29

Cysteine Cathepsins and Cystatins

as Cancer Biomarkers

Tamara T. Lah, Nataša Obermajer, Marı́a Beatriz Durán Alonso,

and Janko Kos

Abstract Cysteine cathepsins are lysosomal cysteine proteases that are involved

in a number of important biological processes, including intracellular protein

turnover, propeptide and prohormone processing, apoptosis, bone remodelling,

and reproduction. In cancer, the cathepsins have been linked to extracellular matrix

remodelling and to the promotion of tumour cell motility, invasion, angiogenesis

and metastasis, resulting in poor outcome of the disease. The levels of cathepsins as

well as of their endogenous inhibitor cystatins in clinical samples have been

suggested as potential biomarkers, and this chapter is focused on their role to

predict the diagnosis, risk of recurrence and death, and response to therapy in

patients with cancer.

Introduction

In recent years, the discovery of new biomarkers has become an important part in

cancer research. The term ‘‘biomarker’’ refers to any measurable diagnostic indica-

tor that is used to assess the risk or presence of the disease. In a broader sense

(Gutman and Kessler 2006), the term ‘‘diagnostic’’ may also imply the possibility to

determine the prognosis or staging of the disease, monitor disease progression,

predict the risk of recurrence and death and/or optimize treatment outcome by

enabling clinicians to select the most effective therapy for individual patient. The

measurements of biomarkers include various techniques which are applied on

collected patients’ samples, namely, whole tumour tissue preparations (homoge-

nates, extracts, embedded sections, etc.), laser-micro-dissected tumour areas,

J. Kos

Faculty of Pharmacy, University of Ljubljana, Aškerčeva 6, 1000 Ljubljana, Slovenia,
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comprising specific cell types and tissue structures, and body fluids. The field of

biomarkers is expanding from measuring a single biomarker molecule to an

increasing array of cutting-edge techniques, including tests for genetic alterations,

gene expression arrays, proteomic profiles and antibody immunoassays. New

biomarkers should be independent of the clinical–pathological features, if addition-

al benefit and new information on the disease progression pathways are expected.

Significantly, new biomarkers are needed in lower stages of the disease progression,

as high stage and high histological grade already provide sufficient prognostic and

predictive impact.

Among the various biomolecules involved in cancer development and progres-

sion, proteases and their inhibitors may provide new diagnostic and prognostic

information for patients with cancer, thereby presenting new biomarkers. Among

them, cathepsin D, urokinase-type plasminogen activator (uPA), plasminogen

activator inhibitor-1 (PAI-1) and tissue inhibitor of metalloproteinase-1 (TIMP-1)

have been the subjects of previous and ongoing multicentral studies, whereas other

cancer degradome components still need to be either evaluated or approved for

larger confirmatory trials. In this chapter, only selected, most investigated cancers

are discussed, and a list of the relevant references is given in Tables 29.1–29.4.

Cysteine Peptidases

Peptidases, more commonly known as proteases, comprise a group of 561 genes

reported in the human genome, structurally classified by their gene sequence

homology but functionally classified according to their catalytic mechanism as

cysteine, serine, threonine, aspartate and metalloproteases, or unknown (Barrett

et al. 2004; http://www.merops.sanger.ac.uk). Their activity is ultimately regulated

by the activation of (pre)proforms, by the balance between the levels of proteases

and their endogenous protein inhibitors and by their concentration and localization

in different cellular or tissue compartments. So far, 156 inhibitor genes have been

identified (http://www.merops.sanger.ac.uk). It has been shown that alterations in

gene expression of proteases and their inhibitors have critical effects on various

pathological stages, including cancer progression (reviewed by Turk 2006). Despite

a lack of precise knowledge regarding their function, proteases and their antagonists

are studied as possible markers for various endpoints in cancer progression, includ-

ing the relapse and death of patients after the tumour removal or application of other

therapeutic regimens. A number of proteases have also been targets for cancer

therapy, as described in recent reviews (Overall and López-Otı́n 2002, Lah et al.

2006, Turk 2006).

There are in total 11 cysteine proteases of the C1A papain family (Barrett

et al. 2004) in humans, which are trivially called cathepsins, sharing a general

mechanism of nucleophilic attack of sulphur anion on the carbonyl carbon of an

amide bond. According to structural and conformational differences, they are
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Table 29.1 Cathepsin B as biomarker in selective types of cancer

Cathepsin B Clinical sample Application

Serum Prognosisa and diagnosisb in hepatocellular carcinoma (Leto

et al. 1997)

Serum Diagnosis in ovarian patients (Warwas et al. 1997)

Serum Prognosis in colon carcinoma (Kos et al. 1998)

Serum Diagnosis in head and neck cancer (Strojan et al. 2001)

Serum Diagnosis in tongue cancer (Saleh et al. 2006)

Serum Diagnosis of bladder cancer (Eijan et al. 1997)

Urine Diagnosis of bladder carcinoma (Eijan et al. 2000)

Tumour tissue Prognosis in breast cancer (Lah et al. 1992, 1997, 2000b;

Foekens et al. 1998, Levičar et al. 2002)

Tumour tissue (Thomssen et al. 1995, 1998; Harbeck et al. 2001, 2002)

Tumour tissue Differential diagnosis in breast cancer (Karkola et al. 2003)

Tissue sectionsc Diagnosis and prognosis in breast cancer (Lah et al. 2000a)

Tissue sections Diagnosis and prognosis in prostate cancer (Sinha et al.

1993, 2001, 2002, 2007)

Tumour tissue Diagnosis in prostate cancer (Fernandez et al. 2001)

Tumour tissue Diagnosis and relation to metastatic potential in prostate

carcinoma (Chu et al. 2006)

Tumour tissue Diagnosis in ovarian carcinoma (Warwas et al. 2000)

Tumour tissue Diagnosis in ovarian cancer (Vazquez-Otrin et al. 2005)

Tissue sections Prognosis in ovarian carcinoma (Scorilas et al. 2002)

Tumour tissue Altered expression in lung tumours (Ledakis et al. 1996,

Krepela et al. 1998, Kayser et al. 2003, Werle et al. 2006)

Tumour tissue Prognosis in lung tumours (Ebert et al. 1994, Werle et al.

1997)

Tumour tissue Diagnosis in colorectal carcinoma (Shuja et al. 1991, Hazen

et al. 2000)

Tumour tissue Prognosis and diagnosis in colorectal carcinoma (Campo

et al. 1994, Herszenyl et al. 1999, Troy et al. 2004)

Tissue sections Prognosis and diagnosis in colorectal carcinoma (Talieri

et al. 2004)

Tumour tissue Prognosis in head and neck carcinoma (Russo et al. 1995)

Tumour tissue Diagnosis in head and neck carcinoma (Strojan et al. 2000)

Tumour tissue Diagnosis in oesophagous carcinoma (Hughes et al. 1998,

Luo et al. 2004)

Tissue sections Diagnosis in tongue carcinoma (Saleh et al. 2006)

Tumour tissue Diagnosis of oral SCC (Vigneswaran et al. 2000, Kawasaki

et al. 2002)

Tumour tissue Diagnosis in blad2 TCC (Visscher et al. 1994, Eijan et al.

2003, Staak et al. 2004)

Tissue sections Prognosis in pancreatic adenocarcinoma (Niedergethmann

et al. 2004)

Tumour tissue Diagnosis in melanoma (Kageshita et al. 1995, Froelich

et al. 2001)

Tumour tissue Prognosis in melanoma (Yoshii et al. 1995, Goldman et al.

1999)

(continued)
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endopeptidases (e.g. cathepsins L and S), exopeptidases (aminopeptidase cathepsin

H and amino-dipeptidase cathepsin C, carboxypeptidase cathepsin X), or both, such

as cathepsin B, which is a carboxydipeptidase and an endopeptidase. They are

synthesized as 30–50 kDa precursors, which are phosphorylated and glycosylated

in the Golgi apparatus to be bound to mannose phosphate receptors, and thereby

directed to endosomal—lysosomal compartments. However, differential splicing

of cathepsin B (Muentener et al. 2003, reviewed by Yan and Sloane 2003) and

cathepsin L (Arora and Chauhan 2002, Caserman et al. 2006), more abundant

in cancer cells, may result in enzyme isoforms that are directed to various subcel-

lular destinations, including the nucleus and/or to an excessive secretion, as first

observed by Mason et al. (1987).

In tumours, alterations in expression, processing and localization have been

described at various levels when compared to their normal and benign tissue

counterparts (Sloane et al. 1994). Cathepsins play specific roles in cancer progres-

sion, which depend also on the tumour and tumour-associated microenvironment,

as observed, for example, with the ubiquitous cathepsins B, L and H, expressed in

most tissues and cell types. The entire clan of human cysteine cathepsins—B, C, H,

F, J, K, L, O, S, L2/V, W and X/Z—is now being screened in relation to tumour

progression (reviewed by Joyce et al. 2004, Gochareva et al. 2006, Mohamed and

Sloane 2006, Gochareva and Joyce 2007), in both in vitro and animal experiments.

Universal cellular distribution and a rather broad pH optimum range convey a very

versatile and selective protease signalling. This type of signalling may involve one

or more proteolytic steps, as proposed for the invasion-related proteolytic cascade

in the early 1990s by Schmitt et al. (1992). This cascade, involving the cathepsins

as the initial step, may interfere with oncogene and/or tumour suppressor gene

signalling, leading to cancer progression. However, deletion of cathepsins B, C, L

and S in an animal model of pancreatic islet cell cancer, RIP1-Tag2 (RT2) mice,

Table 29.1 (continued)

Cathepsin B Clinical sample Application

Tissue sections Diagnosis of aggressive meningioma (Strojnik et al. 2001,

Trinkaus et al. 2003)

Tumour tissue Diagnosis of aggressive meningioma (Trinkaus et al. 2005,

Lah et al. 2007, submitted)

Tumour tissue Altered expression in glioblastoma (Rempel et al. 1994,

Mikkelsen et al. 1995)

Tissue sections Prognosis of glioma (Strojnik et al. 1999, Strojnik et al.

2000, Wang et al. 2005)

Tumour tissue Prognosis of glioma (Nakabayashi et al. 2005)

SCC Squamous cell carcinoma, TCC Transitional cell carcinoma.
a Prognosis means that the biomarker is related to disease-free and/or overall survival.
b Diagnosis means that a biomarker is altered in a neoplasm or is related to tumour progression.
c Tissue sections mean that immunohistochemistry and/or in situ hybridization and/or laser-

dissected lesions were used to study the biomarker.
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Table 29.2 Cathepsins L, H, S, K, F and X as biomarkers in selective types of cancer

Cysteine

protease

Clinical

sample

Application

Cathepsin L Serum Diagnosis in ovarian carcinoma (Nishida et al. 1995)

Tumour tissue Prognosis in head and neck carcinoma (Kos et al. 1995)

Tumour tissue Prognosis in breast cancer (Lah et al. 1992, 1997, Foekens et al.

1998, Levičar et al. 2001, Thomssen et al. 1995, 1998,

Harbeck et al. 2001, 2002)

Tumour tissue Diagnosis and prognosis in breast carcinoma (Lah et al. 2000a)

Tissue

sections

Diagnosis and relation to metastatic potential in prostate

carcinoma (Chu et al. 2006)

Tumour tissue Diagnosis in ovarian cancer (Vazquez-Otrin et al. 2005)

Tumour tissue Diagnosis in lung carcinoma (Werle et al. 1995, 2004, Ledakis

et al. 1996, Krepela et al. 1998, Kayser et al. 2003)

Tumour tissue Diagnosis in colorectal carcinoma (Shuja et al. 1991, Hazens

et al. 2000)

Tumour tissue Prognosis and diagnosis in colorectal carcinoma (Campo et al.

1994, Herszenyl et al. 1999, Troy et al. 2004)

Tumour tissue Diagnosis in head and neck carcinoma (Strojan et al. 2000)

Tumour tissue Diagnosis of gingival and tongue cancer (Macabeo-Ong et al.

2003)

Tumour tissue Prognosis in pancreatic adenocarcinoma (Niedergethmann et al.

2004)

Tumour tissue Diagnosis of aggressive meningioma (Strojnik et al. 2001,

Trinkaus et al. 2003)

Tissue

sections

Prognosis in meningioma (Lah et al. 2007, submitted)

Tumour tissue Diagnosis in glioma (Sivaparavathi et al. 1996b, Strojnik et al.

2000)

Cathepsin H Serum Prognosis in colon carcinoma (Schweiger et al. 2004)

Serum Prognostic in melanoma (Kos et al. 1997)

Tumour tissue Altered expression in cervical carcinoma (Vazquez-Otrin et al.

2005)

Tumour tissue Altered expression in advanced colorectal carcinoma (de Re

et al. 2000)

Tumour tissue Altered expression in head and neck cancer (Kos et al. 1995)

Tissue

sections

Diagnostic in melanoma (Kageshita et al. 1995) Prognosis in

melanoma (Kos et al. 1997)

Tumour tissue Diagnosis in bladder transitional cell carcinoma (Staak et al.

2004)

Cathepsin S Serum No correlation with diagnosis/prognosis of cathepsin S in lung

tumours (Kos et al. 2001)

Tumour tissue Prognosis in tumour and in adjacent lung parenchyma

Tumour tissue Diagnosis in prostate cancer (Fernandez et al. 2001)

Tissue

sections

Diagnosis in ovarian cancer (Vazquez-Otrin et al. 2005)

Tumour tissue Prognosis in glioblastoma (Flannery et al. 2003, 2006)

Cathepsin K Serum Diagnosis in prostate cancer (Brubaker et al. 2003)

Tumour tissue Diagnosis in prostate cancer (Brubaker et al. 2003)

(continued)
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resulted in unexpected effects on tumour cell proliferation and tumour growth,

apoptosis, angiogenic switch and tumour micro-vascular density in addition to

those on tumour invasion (Bell-McGuinn et al. 2007). Furthermore, activation of

cathepsins and cystatins plays a role in the immune response to cancer, reviewed by

Honey and Rudensky (2003) and Obermajer et al. (2006), respectively, leading to

tumour regression. Therefore, many of cathepsins’ signalling pathways in cancer

development are not yet fully understood.

Cystatins

Cystatins are a superfamily of evolutionarily related protein inhibitors of cysteine

proteases. Type I cystatins (the stefins), stefins A and B, are cytosolic proteins, in

contrast to type II cystatins, which are secreted into the extracellular environment

(Abrahamson et al. 1986). The seven members of the latter group are cystatins C,

E/M, D, F, S, SA and SN, together with male reproductive tract cystatins 8 (CRES,

cystatin-related epididymal and spermatogenic), 9 (testatin), 11 and 12 (cystatin T),

bone marrow-derived cystatin-like molecule (CLM, cystatin 13) and secreted

phosphoprotein (SPP-24, cystatin 14). Type III cystatins, the kininogens, are

large multifunctional plasma proteins, containing three type II cystatin-like

domains. Fetuins and latexins are constituted by two tandem cystatin-like domains;

however, they do not possess inhibitory activity against cysteine proteases.

Cystatins of different families possess different biochemical properties. In

general, cystatins are tight-binding inhibitors of the C1 family of cysteine proteases.

Nevertheless, the inhibitory profile of a particular cystatin is rather specific. Type II

cystatins possess also a second reactive site for inhibition of the C13 family of

cysteine proteases (legumain), thus being involved in antigen presentation

(Alvarez-Fernandez et al. 1999), or act independently of their inhibitory properties.

Besides selective inhibition of cysteine proteases, the secretion of mostly type II

cystatins may also regulate the inhibitory potential against intracellular and extra-

cellular targets. Cystatins have been determined in different tissues and biological

Table 29.2 (continued)

Cysteine

protease

Clinical

sample

Application

Tumour tissue Diagnosis of early lung tumour in stromal host tissue (Linnerth

et al. 2005, Acuff et al. 2006)

Tumour tissue Diagnosis of bladder carcinoma (Blaveri et al. 2005)

Cathepsin X Tissue

sections

Diagnosis of invasive prostate carcinoma (Naegler et al. 2004)

Cathepsin F Tissue

sections

Diagnosis in ovarian cancer (Vazquez-Otrin et al. 2005)

TCC Transitional cell carcinoma.

592 T.T. Lah et al.



Table 29.3 Inhibitors of cysteine proteases cystatins type I as biomarkers in cancer

Cysteine protease

inhibitor

Clinical sample Application

Stefin A Serum Prognosis in head and neck cancer (Budihna et al. 1996)

Tumour tissue Prognosis and diagnosis in hepatocellular carcinoma

(Leto et al. 1997)

Tumour tissue Diagnosis and prognosis in breast cancer (Lah et al. 1992,

1997; Levičar et al. 2001)

Tissue sections Diagnosis and prognosis in breast cancer (Kuopio et al.

1998)

Tissue sections Diagnosis and prognosis in breast tumours and metastasis

(Parker et al. 2007)

Tissue sections Diagnosis of prostate tumours (Soderstrom et al. 1995)

Tissue sections Diagnosis of high-grade prostatic adenocarcinoma (Mirtti

et al. 2003)

Tissue sections Prognosis and diagnosis in prostate cancer (Sinha et al.

2001, 2002, 2007)

Tumour tissue Prognosis in head and neck cancer (Strojan et al. 2000)

Tumour tissue Diagnosis in lung tumours (Ebert et al. 1997, Krepela et al.

1998, Bianchi et al. 2004)

Tumour tissue Prognosis in patients with non-small-cell lung carcinoma

(Leinonen et al. 2007, Werle et al. 2006)

Tumour tissue Prognosis in patients with small-cell lung carcinoma

(Werle et al. 2006)

Tumour tissue Prognosis in head and neck cancer (Budihna et al. 1996,

Strojan et al. 2000, 2007)

Tumour tissue Diagnosis and prognosis in oesophagus carcinoma

(Luo et al. 2004, Li et al. 2005)

Tumour tissue Altered expression in meningioma progression

(Lah et al. 2007, submitted)

Tumour tissue Prognosis and diagnosis in hepatocellular carcinoma

(Leto et al. 1997)

Stefin B Serum Diagnosis and prognosis in colorectal cancer (Kos et al.

2000)

Tumour tissue Prognosis of primary invasive breast carcinoma (Levičar

et al. 2002)

Tumour tissue Diagnosis in lung tumours (Ebert et al. 1997, Krepela et al.

1998)

Tumour tissue Prognosis in patients with non-small-cell lung carcinoma

(Ebert et al. 1997, Werle et al. 2006)

Tumour tissue Diagnosis of prostatic adenocarcinoma (Mirtti et al. 2003)

Tumour tissue Altered expression of stefin B in oesophagus carcinoma

(Shiraishi et al. 1998)

Tumour tissue Diagnosis and prognosis in colorectal cancer (Kos et al.

2000)

Tumour tissue Diagnosis and prognosis of oesophageal cancer (Shiraishi

et al. 1998)

Tumour tissue Prognosis of head and neck cancer (Budihna et al. 1996)

Tumour tissue Risk of disease recurrence and death in head and neck

cancer (Strojan et al. 2000)

Tumour tissue Prognosis in meningioma (Lah et al. 2007, submitted)
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Table 29.4 Inhibitors of cysteine proteases, cystatins Type II, as biomarkers in cancer

Cysteine protease

inhibitor

Clinical

sample

Application

Cystatin C Serum Diagnosis and monitoring in head and neck cancer

(Strojan et al. 2004)

Serum Prognosis in head and neck cancer (Strojan et al. 2004)

Serum Prognosis in colorectal cancer (Kos et al. 2000)

Serum Prognosis of cathepsin B:cystatin ratio (Zore et al. 2001)

Serum Diagnosis in tongue cancer (Saleh et al. 2006)

Serum Diagnosis of bladder carcinoma (Tokyol et al. 2006)

Serum Prognosis in melanoma (Kos et al. 1997)

Pleural fluid Diagnosis of lung cancer (Werle et al. 2003)

Tumour tissue Diagnosis in breast cancer (Yano et al. 2001)

Tumour tissue Diagnosis in breast cancer (Vigneswaran et al. 2000)

Tumour tissue Diagnosis in lung tumours (Ebert et al. 1997, Krepela

et al. 1998)

Tissue

sections

Prognosis in colorectal cancer (Kos et al. 2000)

Tumour tissue Diagnosis and monitoring in head and neck cancer

(Strojan et al. 2004)

Tumour tissue Prognosis in lung cancer (Werle et al. 2006)

Tissue

sections

Prediction of clinical response in lung cancer

(Petty et al. 2006)

Tumour tissue Diagnosis in colorectal carcinoma (Hirai et al. 1999)

Tumour tissue Prognosis in oesophagus carcinoma (Dreilich et al.

2005)

Tissue

sections

Diagnosis of tongue carcinoma (Saleh et al. 2006)

Serum Prognosis in non-Hodgkin B-cell lymphoma

(Mulaomerovic et al. 2007)

Tumour tissue Diagnosis and prognosis of meningioma

(Lah et al. 2007, submitted)

Tumour tissue Diagnosis in glioma (Lignelid et al. 1997)

Tumour tissue Prognosis in gliomas (Nakabayashi et al. 2005)

Serum Prognosis in haemoblastosis (Poteriaeva et al. 2003)

Cystatin E/M Pleural fluid Diagnosis and altered expression in lung cancer

(Werle et al. 2003)

Tumour tissue Diagnosis-altered expression in breast cancer

(Sotiropoulou et al. 1997)

Tissue

sections

Inverse correlation with breast cancer progression

(Zhang et al. 2004)

Tumour tissue Diagnosis-altered expression in breast cancer

(Vigneswaran et al. 2000)

Tumour tissue Diagnosis-altered expression in lung tumours

(Ebert et al. 1997)

Tumour tissue Diagnosis-altered expression in colorectal cancer

(Saleh et al. 2005)
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fluids, such as saliva, tears, seminal fluid, ascites, and bronchoalveolar, cerebrospi-

nal and synovial fluids. Type I cystatins are up-regulated in tumour tissue and, up to

a certain level, could counterbalance the over-expressed tumour-associated proteo-

lytic activity. On the contrary, type II cystatins are in most cases down-regulated in

tumours. Although their role remains protective, their lower levels give way to a

surplus of harmful tumour-associated proteolytic activity, as recently reviewed by

Kos and Lah (2006). Outside the cell, high levels of type II cystatins may impair

the extracellular activity of cysteine proteases associated with the degradation

of extracellular matrix (ECM), resulting in tumour cell invasion and metastasis.

However, they can also be involved in processes that lead to tumour regression,

such as anti-tumour immune responses and apoptosis, as well as in prevention of

cell migration and seeding.

As the main physiological role of cystatins is believed to be the regulation of

excessive cysteine proteinase activity, their levels in tissues as well as in body fluids

could serve as biological markers for different stages of tumour progression. At the

first glance, enhanced expression of cystatins would be expected to diminish the

tumour-associated proteolytic activity responsible for spreading tumour. In fact,

there is evidence showing higher levels of stefins A and B and cystatin C in tumour

tissues, correlating with a favourable prognosis in patients with cancer. However,

higher levels of stefins A and B and cystatin C in body fluids have been associated

with a poor prognosis for patients with cancer. Hypothetically, alterations in

secretion may result in higher extracellular and lower intracellular levels of cystatin

and, therefore, a reverse correlation with patients’ survival might be expected (Kos

and Lah 2006). On the contrary, the correlation of high levels of cystatins in body

fluids with poor clinical outcome of patients with cancer may also be due to a role in

the regulation of processes involved in cancer regression.

Clinical Research on Cathepsins and Cystatins

as Tumour Biomarkers

Several extensive reviews on cathepsins in cancer have been published over the past

years, starting with Sloane et al. (1994), Kos and Lah (1998, 2006), Lah and Kos

(1998), Yan and Sloane (2003), Berdowska (2004), Joyce and Hanahan (2004),

Jedeszko and Sloane (2004) and Lah et al. (2006). Therefore, in this chapter we will

only briefly summarize the old data and add some of the recent reports.

Cysteine cathepsins and cystatins have either been used as single biomarkers or

as the ratio between specific cathepsin and inhibitor, as this may actually represent a

fraction of the ‘‘active’’ enzyme, and proved as a more significant endpoint marker,

as, for example, in lung cancer (Ebert et al. 1997, Werle et al. 2006) and in colon

carcinomas (Zore et al. 2001). However, because of a variety of cathepsins and

cystatins present in tumours homogenates and body fluids, any conclusion on their

balance in tumour tissue is difficult. This is also because they bind with different
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affinities and rates and have different subcellular distributions, as discussed by

Calkins et al. (1998) and Zajc et al. (2006).

Carcinomas

Breast carcinoma is the most common malignancy in women in the industrialized

world. Routine clinical management of breast cancer relies on traditional classifica-

tion, including tumour grade, histopathologic tumour type, carcinoma size and

lymph node status. Despite the overall association of these variables with prognosis

and outcome, this system remains a relatively weak predictor of behaviour in some

circumstances. Tumours of apparently homogenous morphology vary in response to

therapy and lead to divergent outcomes, which is also the case with many other types

of tumours. In female breast, a variety of tumours arise from large, medium or small

ducts. The most common histological subtypes are ductal carcinomas, which grow

within the lumen of ducts, and lobular carcinomas, which arise from small ends of the

ducts. These subtypes differ both in disease progression and treatment. Carcinomas

comprise malignancies of cells of epithelial origin, progressing from atypical and

dysplastic neoplasms to benign (adenocarcinomas) and later to malignant carcino-

mas. This transition is on one hand associated with disruption of components that

maintain cell–cell and cell–ECM interactions as well as ECM and/or basement

membrane components, and on the other hand with the transition from the epithelial

cell to the migratory mesenchymal cell morphology, which may also be associated

with an altered expression of cysteine cathepsins and cystatins (Fig. 29.1). However,

as suggested by Friedl and Wolf (2003), under certain environmental and/or

therapy-induced stress conditions, cancer cells can also undergo a ‘‘step backwards

in evolutionary time’’, towards a more primitive, ameboid type of cell, which may

be associated with decreased, instead of increased, protease activity, presumably

a requirement for stroma invasion. With this in mind, we are presenting and

discussing sometimes contradictory (pre)clinical data on cathepsins and cystatins

Fig. 29.1 Confocal microscopy of cathepsins X (red) and L (green) in a coculture of highly

invasive MCF10A neoT cells and pro-monocytic U937 cells. Cathepsins L and X are expressed in

both cell types, their expression and colocalization is more intense in U937 cells (See also
Color Insert II)
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in different carcinomas. Here, we first review the most common gender-related

cancers, breast and prostate carcinoma, followed by ovarian and cervical carcinoma,

and then by more frequent carcinomas such as those of the lung and colon.

Breast Carcinoma

Cathepsins

In breast carcinoma, aspartic protease cathepsin D was the first and most thoroughly

studied lysosomal enzyme, and was found to be an independent marker for poor

prognosis, being correlated with the incidence of clinical metastasis, as reviewed

recently by Liaudet-Coopman et al. (2006). The first clinical study on cysteine

cathepsins in patients with tumour was published by Lah et al. (1991), relating

cathepsin L activity to a potential application in prognosis. This was followed by

the determination of protein levels of both cathepsins L and B and their inhibitors in

breast tumour cytosols (Lah et al. 1997), which was then expanded to a larger

tumour population (Lah et al. 2000b). Besides in cytosols, immunohistochemical

analyses were also carried out (Lah et al. 2000a). Taken together, our data showed a

diversity of cellular distribution among cathepsins B, L and D, demonstrating high

cathepsin B expression in myoepithelial and endothelial cells present in neovascu-

lar structures in invasive ductal carcinoma, whereas cathepsin L was mostly asso-

ciated with the breast tumour cells. Cathepsin L correlated with the high

histological grade, whereas cathepsin B antigen in the tumour cells was not related

to any other features of tumour progression. The same was observed recently by

Vigneswaran et al. (2005) in breast cancer specimens, utilizing laser capture

microdissection/RT-PCR (reverse transcriptase-polymerase chain reaction), West-

ern blotting and immunohistochemistry, and, in addition, showing no distinction in

the levels of either cathepsin between metastatic and non-metastatic primary

tumours. Moreover, Karkola et al. (2003), using gene profiling and real time

polymerase chain reaction (RT-PCR), found differential expression of the cathepsin

B gene in ductal versus lobular breast carcinoma, the latter achieving its invasive

growth through the loss of E-cadherin, whereas the invasiveness showed by the

ductal type is presumably accompanied by alterations in other sets of genes,

including an over-expression of cathepsin B.

With respect to prognosis, our data showed that total tissue cathepsin B protein

was a more powerful prognostic factor for disease-free survival (DFS) and overall

survival (OS) than cathepsin L, particularly in the lymph node-negative patients

(Lah et al. 2000b, Levičar et al. 2002). This is of significance as staging lymph

node-negative patients is difficult and is needed to avoid over-treating the patients.

Foekens et al. (1998) also reported high and comparable prognostic significance of

both cathepsins B and L in a larger population of 1,500 patients with breast cancer.

High impact of cathepsin L on prognosis was simultaneously reported by Thomssen

et al. (1998), especially when the authors combined high cathepsin L with high

PAI-1 expression (Thomssen et al. 1995). In contrast, Harbeck et al. (2001) stated
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that cathepsin L, but not cathepsin B, was a good prognostic, actually predictive,

factor for both DFS and OS in the treated, lymph node-positive patients, having an

application in treatment decision-making. Multivariate comparison of protease

profile that includes the uPA/PAI-1 system and cathepsins may prove to be a key

issue when making decisions on treatment, as suggested in a report on multicentric

breast cancer study by Harbeck et al. (2002). Some of the discrepancies observed in

breast and other cancer studies may be mostly due to difference in experimental

design with respect to the tumour tissue analysis, often limited size and/or biased

selection of the patient population, different therapeutic regimens and also due to

inherent biological variability, even within the same tumour histology.

Cystatins

Sotiropoulou et al. (1997) were the first to report that the cystatin M gene was

down-regulated in primary breast tumours. Zhang et al. (2004) confirmed the

inverse correlation of cathepsin M with breast cancer progression in a study

comprising cancer cell lines, animal models and human breast cancer tissues.

Using laser capture microdissection and quantitative RT-PCR, consistent expres-

sion of cystatin M was found in normal human breast epithelial cells, whereas

expression was decreased by 86% in invasive ductal carcinoma cells of stage I–IV

tumours. Complete loss of expression of cystatin M was observed in two of three

invasive ductal carcinoma cells from stage IV patients. Thus, cystatin M was

suggested as a novel candidate tumour suppressor gene for breast cancer (Zhang

et al. 2004). This was in agreement with previous studies reporting on decreased

cystatin C expression relative to cathepsin B (Yano et al. 2001), and the very first

study, measuring lower total cysteine protease inhibitory activity in homogenates of

advanced breast cancer correlating to bad prognosis (Lah et al. 1992). However,

these findings have been recently challenged by Vigneswaran et al. (2005), who

have demonstrated increased mRNA expression levels of both cystatin M and

cystatin C in the tumour cells dissected from breast tumour tissue, particularly

in larger, higher tumour stage, although both markers were not related to the

metastatic dissemination of these tumours.

Stefins, the intracellular cathepsin inhibitors, were also investigated in breast

cancer cytosols (Lah et al. 1992) and it was demonstrated that the decrease in stefin

A protein was significantly related to poor prognosis in terms of DFS (p < 0.008)

and OS (p < 0.02). Later studies by Levičar et al. (2002) in a population of breast

carcinoma of mixed histologies could not confirm the significance of stefin levels in

the total population of patients, but both stefin A and B protein levels were of

borderline significance in lymph node-negative patients. However, higher ratio

between cathepsins (B and L) and the stefins (A and B) was significantly associated

with early relapse of the patients. Meanwhile, Kuopio et al. (1998) reported in an

immunohistochemical study of infiltrative breast carcinoma a positive staining

pattern of stefin A in about 10% of the cases, most of them of the ductal infiltrative

type, whereas no lobular carcinomas showed positive staining. This would support
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the notion (Karkola et al. 2003) of a selective involvement of cysteine cathepsins in

the invasion of ductal and not lobular breast carcinoma. Tumours positive for stefin

A were of larger size and had higher mitotic activity than were stefin A-negative

tumours. Focal stefin positivity was seen in myoepithelial cells of benign ducts,

similar to that reported for cathepsin B (Lah et al. 2000a). Surprisingly, in this

study, stefin A was prognostic for OS, the risk for breast cancer-related death being

significantly higher (p < 0.01) in patients with stefin A-positive tumours than in

those with negative ones, as shown in total and lymph node-negative populations.

The discrepancy among these studies might have been recently resolved by Parker

et al. (2007), who reported that high stefin A levels correlated with longer DFS,

remaining a significant independent prognostic factor (p < 0.0014) also in a

multivariate analysis. The authors confirmed this notion using a clinically relevant

murine model of spontaneous mammary metastasis to bone, where the stefin A gene

was highly expressed in metastatic mammary tumours, along with increased ca-

thepsin B, which was co-expressed in the tumour cells interacting with the stroma.

Moreover, enforced expression of stefin A in the highly metastatic 4T1 breast

cancer cell line significantly reduced bone metastasis, following an orthotopic

injection into mammary gland. These data support and expand our initial sugges-

tions regarding stefin A (Lah et al. 1992, 1997) not only as a tumour but also as a

metastasis supressor gene.

Prostate Carcinoma

Cathepsins

A variety of cysteine cathepsins, such as cathepsin B (Sinha et al. 1993), cathepsin H

(Waghray et al. 2001), cathepsin S (Fernandez et al. 2001) and cathepsinK (Brubaker

et al. 2003), as well as aspartic cathepsin D (Chu et al. 2006), have been found to be

associated with the invasive and metastatic potential of prostate carcinoma, as

reviewed by Jedeszko and Sloane (2004). Naegler et al. (2004) investigated the

carboxypeptidase cathepsin X, using immunolabelling and RT-PCR in patients

with prostatic intraepithelial neoplasia and prostate carcinoma of various Gleason

stages. Immunohistochemical analysis revealed that cathepsin X was highly

increased in prostate intraepithelial neoplasia (PIN) and prostate carcinoma; howev-

er, it was not related to Gleason stage, indicating that it may play a role in early

tumorigenesis of prostate cancer. In contrast, relatively weak and heterogenous

staining was observed for cathepsins F, B and L. As no differences at the genomic

and the mRNA level were observed, cathepsin X up-regulation most likely occurs

in the absence of genomic amplification. In a series of publications, Sinha and

co-workers (Sinha et al. 1993, 2001, 2002, 2007) thoroughly investigated cathepsin

B expression in the progression of prostate cancer and also found considerable

variability in the individual localization of cathepsin B within and between Gleason

histological scores. However, prostate carcinomawithin an individual Gleason score

is a heterogenous tumour that contains aggressive and less aggressive clones or
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subpopulations that can be defined by the ratio of cathepsin B:stefin A. The tumour

with an aggressive clone may be identified as having a ratio that is higher than 1 and

less aggressive clones are defined by a ratio equal or lower than 1. In one of these

studies (Sinha et al. 2002), the authors also found a significant positive association

(p ¼ 0.0066) between the cathepsin B:stefin A ratio and the incidence of pelvic

lymph node metastases. Moreover, mortality rates were higher in patients with

cathepsin B levels greater than those of stefin A. This ratio can, therefore, be used in

the differential diagnosis and treatment of patients. In a very recent publication

(Sinha et al. 2007), needle biopsies from Gleason pattern 3 þ 3 (score 6) were

characterized, showing a trend towards an inverse relationship between relatively

high cathepsin B:stefin A ratio and clinical stage that may be indicative of an early

invasive tumour. A larger patient population needs now to be screened for this

diagnostic parameter to be validated in needle biopsy samples.

Cystatins

Stefin A was expressed in the basal cells in all types of benign prostatic hyperplasias

(Soderstrom et al. 1995, Mirtti et al. 2003). It was demonstrated that the secretory

epithelial cells do not express stefin A. In the hyperplastic prostate, the expression

of stefin A was decreased and expressed more locally in the basal cells (Soderstrom

et al. 1995). In adenocarcinomas, the absence of stefin A expression was obvious

and if the sections contained both benign and malignant cells, only the benign

glandular structures expressed stefin A, while malignant carcinomas showed no

stefin A staining (Soderstrom et al. 1995). Stefin B showed both nuclear and

cytoplasmic expression in the columnar epithelial cells, and there was a significant

decrease in cytoplasmic stefin B staining in carcinomas, compared to other lesions

(Mirtti et al. 2003). Therefore, expression of stefins A and B alone could be used as

an aid in the diagnosis of prostatic adenocarcinoma. Moreover, stefin A can

discriminate between high-grade prostatic intraepithelial neoplasias and grade I

carcinoma (Mirtti et al. 2003). Cystatin C is highly expressed and widely distributed

throughout the male genital tract, as shown by immunohistochemical and mRNA

analyses (Jiborn et al. 2004). However, to our knowledge, no studies related to

diagnosis or prognosis of prostate cancer have been carried out so far.

Ovarian and Uterine Cervix Carcinoma

Cathepsins

Cathepsins B and L both have been found to be increased in ovarian ascites and in

the sera of patients with ovarian and cervical carcinoma, as reviewed by Kos and

Lah (1998) and Berdowska (2004). Briefly, in ovarian cancer cathepsin B levels

were first demonstrated to be enhanced both in human cancer tissues (Scorilas et al.

2002) and in sera from patients (Warwas et al. 1997). Warwas et al. (2000) showed
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that cathepsin B activity was a useful marker in preoperative differential diagnosis

of malignant ovarian and uterine tumours, particularly when used in combination

with commonly used serum marker, CA125. Scorilas et al. (2002) proposed that

immunohistochemical analysis of cathepsin B could serve as an independent

marker for progression-free survival and OS in patients with ovarian cancer with

7-year follow-up, cathepsin B expression being associated with 1.5-fold increased

risk of relapse and death. Similarly, serum levels of cathepsin L were related to

other serum markers, CA125 and CA72-4 (Nishida et al. 1997). Cathepsin F

expression in normal tissues is quite variable, depending on the tissue type, whereas

its induction in numerous cancer cells lines suggests a specific role in cancer

progression (Vazquez-Otrin et al. 2005). The authors, using cDNA arrays and

RT-PCR, reported that in cervical tumour tissue cathepsins F and B were up-

regulated, whereas cathepsins L, S, H and C were down-regulated, compared to

the normal counterparts. Further investigations on cathepsin profiles in cervical

cancer progression will, therefore, be of interest.

Cystatins

Electrophoresis and immunohistochemical and Western blotting analyses have

revealed increased cystatin C levels in malignant, but not in benign, ovarian

tumours (Nishikawa et al. 2004). Stefin A was distributed throughout the epitheli-

um, except in the basal and parabasal cell layers. In low-grade cervical intraepithe-

lial neoplasia, reduced staining was observed in the lower third of the epithelium,

and in high-grade cervical intraepithelial neoplasia, a significant reduction in the

staining intensity was seen in the middle and upper thirds. The immunoreactivity in

intraepithelial neoplasia was closely related to the degree of morphological matu-

ration. In highly cellular and poorly differentiated cervical intraepithelial neopla-

sias III, stefin A staining in epithelia and nuclei was negative (Pollanen et al. 1995).

In squamous cell carcinoma (SCC), stefin A was often abundant in highly differ-

entiated areas and almost absent in poorly differentiated ones (Eide et al. 1997),

which is in agreement with a generally observed down-regulation of stefin A during

progression of epithelial tumours. Similarly, Kastelic et al. (1994) showed marginal

levels of stefin A and high levels of stefin B in ovarian carcinoma, compared to

control epithelial tissue. These inhibitors were also found in ascites from patients

with ovarian carcinoma, where they were only poorly associated with cysteine

cathepsins (Lah et al. 1991).

Lung Carcinoma

Cathepsins

A large body of literature reports on increased expression of cathepsins B, L and S,

but not that of cathepsin C, and lower cathepsin H levels in lung tumour tissues,

compared to normal adjacent counterparts (Berdowska 2004). In summary, in
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patients with non-small cell lung carcinoma (NSCLC), tumours with advanced

lymph node metastasis displayed increased cathepsin B levels and their survival

was poor (Ebert et al. 1997, Werle et al. 2000, 2003, 2004, 2006; Kayser et al.

2003). The authors showed that cathepsin B activity levels in tumour cells of

infiltrated lymph nodes in patients with NSCLC were also a prognostic for survival.

In multivariate analysis, the prognostic significance of cathepsin B followed that of

lymph node involvement (pN) and tumour site (pT). Also, the studies of other

authors (as listed by Jedeszko and Sloane 2004) have described high cathepsin B

protein levels in lung tumours in relation to disease progression and to metastasis,

although showing a variability in the involvement of this enzyme in the progression

of lung tumours of different histologies. Although discrepancies among the studies

exist, likely due to the methodology used for protein determination (immunohis-

tochemistry and ELISA, enzyme-linked immunosorbent assay), there are strong

indications that the presence of cathepsin B in tumour cells, along with its expres-

sion in inflammatory cells (mostly histiocytes type I and II), is a key factor that

presumably acts in favour of tumour progression. Interestingly, in a multivariate

analysis comparing cathepsin B to the PAI-1/uPAR system in a large cohort of

patients with NSCLC, among a total of 10 parameters, cathepsin B activity and

concentration were prognostic for OS (Werle et al. 2004). However, only PAI-1 and

uPAR added an independent prognostic information with regard to the established

clinical and histomorphological factors. Among other cathepsins, cathepsin L,

although elevated in lung tumour tissue, was not relevant for prognosis, possibly

due to a great variability in its cellular distribution within tumour tissue. Cathepsin

S levels were also elevated in tumour tissue versus adjacent tissue and also found

highly expressed in non-infiltrated and infiltrated lymph nodes (Kos et al. 2001).

Surprisingly, they correlated with good prognosis, which was explained by the

presence of cathepsin S in cells of the immune response against the tumour, thereby

contributing to a higher survival rate. Cathepsin K elevation in lung tumours

was shown by RT-PCR analysis (Buhling et al. 2000) and recently by Acuff et al.

(2006) by micro-array analysis. In the orthotopic lung cancer model, where human

lung cancer A549 cells were directly injected into mouse lungs, the authors

demonstrated that cathepsin K was up-regulated (along with metalloproteinases-12

and -13) in murine tumour tissue compared to normal lung, proving that the up-

regulation of host-derived proteinases is an important part of the microenviron-

mental response to the tumour. Cathepsin H level was increased in lung tumours,

though not correlating with DFS (Schweiger et al. 2004). However, in the group of

long-term cigarette smokers, cathepsin H had an impact on prognosis and also

appeared to be associated with chronic inflammation. It is thus not surprising that its

levels were highly elevated both in the sera of patients with lung cancer and in the

sera of patients with other lung diseases. Recently, Linnerth et al. (2005), using a

transgenic mouse model to identify markers of human lung tumours by cDNA

arrays, found cathepsin H to be one of three proteins that consistently showed

increased levels in murine tumours compared to normal lung, the enzyme being

localized to lamellar bodies of type II pneumocytes and elevated in early stage (I)
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node-negative tumours, which makes it a useful indicator for early tumour detection

and diagnosis.

Cystatins

Significantly, higher cysteine protease inhibitory potential and increased levels of

stefin A protein, but not of stefin B or cystatin C, in stage I SCC were reported by

Krepela et al. (1998). Expression of stefin A in lung tumours was found to be higher

in early detected tumours and was lost during tumour progression (Bianchi et al.

2004), confirming that stefin Amay have a tumour-suppressor function (Abrahamson

et al. 2003), which is in agreement with the observations made on oesophagus

(Palungwachira et al. 2002), prostatic adenocarcinoma (Mirtti et al. 2003), squamous

carcinoma of the skin (Luo et al. 2004) and in breast cancer (Lah et al. 1992, Parker

et al. 2007). Staining for stefin A has shown significantly different appearance in

various stages of bronchial epithelium differentiation and also in various lung tumour

histologies (Leinonen et al. 2007). Cystatin C was compared to cathepsin B in

patients’ sera, where Zore et al. (2001) demonstrated that the cathepsin B–cystatin

C complex was significantly lower in sera of patients bearing malignant lung tumours

than in those with non-cancerous lung diseases or healthy controls. Expression of

cystatin C relative to its target protease cathepsin B, determined by cDNA micro-

arrays, was also found independently predictive for the response to platinum-based

chemotherapy in non-small-cell lung cancer therapy (Petty et al. 2006). Werle et al.

(2003) also reported that pleural effusions of different origin contain high levels of

cystatin C, perhaps constituting the major part of an inhibitor reservoir. The levels

of cystatin E/M appeared to be significantly related to primary pleural tumours,

whereas cystatin F correlated more with inflammatory processes of lung disorder.

In the most recent comparative study on five cystatins, Werle et al. (2006)

demonstrated that median levels of stefins A and B in NSCLC tumours were

significantly greater in tumour than in lung tissue, whereas those of cystatin C

and cystatin E/M were lower. The levels of cystatin F remained below the detection

limit. Similarly to cathepsins, cystatins were present in tumour cells, macrophages

and neutrophils. In univariate analysis over a 7-year observation period, patients

with high levels of stefins A and B and cysteine proteinase inhibitory (CPI) activity

exhibited a significantly better survival probability, as suggested earlier (Ebert et al.

1997). In contrast, cystatin C and E/M provided no prognostic information. In

multivariate analysis, the stefins A and B prognostic impact followed immediately

that of pathological tumour-node-metastasis (pTNM) stage and the authors sug-

gested that these two markers may add independent prognostic information for

better assessment of low- and high-risk patients with NSCLC (Werle et al. 2006). In

a similar study, Leinonen et al. (2007) found reduced stefin A expression in whole

lung tissue samples from patients with NSCLC, associated with lower DFS. In

conclusion, these studies indicate that cystatins are involved in the progression of

lung cancer: the cystatins type I (stefins A and B) are up-regulated in tumour tissue
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and may to a certain extent counterbalance cathepsin activity, particularly by bind-

ing tightly to cathepsins L and H. However, their function as tumour suppressors is

supported by survival analyses, which correlate with their higher levels. On the

contrary, cystatins type II (C, E and M) are down-regulated in tumours, thereby

possibly contributing to elevated cathepsin activities. Therefore, in individual types

of histology, cathepsin B, individual cystatins or their ratios may be used for patient

prognosis and/or evaluating response to therapy.

Colon Carcinoma

Cathepsins

Molecular progression of colon carcinoma is best investigated among all cancers

and often involves inactivation in Ras oncogene, which is reportedly associated

with higher cathepsin L expression and altered cathepsin B trafficking in colorectal

carcinoma cells (Cavallo-Medved et al. 2003). There is clear evidence of cathepsin

B over-expression in cancerous versus normal colon mucosa. In particular, this is

a case in the invasive edges of the tumour, where cathepsin B is expressed in

infiltrated macrophages as well as in tumour cells (Campo et al. 1994, Hazen et al.

2000). It appears to be associated with the degradation of basement membranes as

adenomas progress to carcinoma (reviewed extensively by Jedeszko and Sloane

2004). Along with cathepsin L, cathepsin B protein was elevated in metastatic colon

carcinoma tissue (Herszenyl et al. 1999). Initial studies (Shuja et al. 1991) reported

elevated levels of cathepsins B and L in Dukes’ stages A and B, decreasing in stage

D. This was later on confirmed by Troy et al. (2004), who found significant

correlations between tumour and normal cathepsins B and L protein and activity

ratio, gradually decreasing with tumour progression. Survival of early-stage

patients was inversely related to both cathepsins, but this was not observed in

patients in advanced stages. This was confirmed by immunohistochemical studies

of paired samples providing correlation of cathepsin B with differentiation grade

and lymph node involvement (Talieri et al. 2004, Hirai et al. 1999). Taken together,

the data show that during the progression of colon carcinoma transiently elevated

tumour cathepsin B levels may not represent an independent prognostic marker.

In contrast, in a cohort of 325 sera from patients with cancer, Kos et al. (1998)

found highly significant correlation between secreted cathepsin B and advanced

Dukes’ stages but no association with other factors, including carcinoembryonic

antigen (CEA). In survival analyses, patients with high cathepsin B levels had a

significantly lower survival probability, although in multivariate analysis Dukes’

stage was a better prognosticator. When CEA and cathepsin B data were combined,

and CEA-positive patients were further separated according to cathepsin B levels,

those with high cathepsin B expression had a significantly shorter survival (HR,

hazard ratio, 2.2, p < 0.0001). However, in a study of 300 patients, no correlation

was found between cathepsin H levels in serum and Dukes’ stage, nor with other

disease markers (Schweiger et al. 2004). While carrying out survival analysis, the
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authors found a significant difference between the groups of patients with low

cathepsin H (first tertile) who had a poor prognosis and the remaining group of

patients ( p < 0.003). Moreover, combining cathepsin H values with CEA, patients

with high CEA and low cathepsin H had the highest risk of death, with an HR of 2.7

( p< 0.0001). This is rather surprising and points to two opposing roles of cathepsin

H in these processes, one to facilitate and the other to prevent cancer progression

(e.g. invasion opposed to immune response). This question is not solved yet, and it

would suggest completely different roles from those played by cathepsins B and L,

at least in this type of tumour.

Cystatins

Although the cystatin C mRNA levels were not very different in malignant versus

non-malignant colon carcinoma tissues (Hirai et al. 1999), several studies provided

opposite data on cystatin C protein levels. For example, in primary colorectal

cancer tissues, cystatin C was present in the cytoplasm and on the cell surface,

whereas non-malignant tissues were negative (Saleh et al. 2005) The extent of

positive staining was by 30% higher in adenocarcinoma than in carcinoma. Anti-

papain inhibitory activity was increased in malignant tissues, from well differen-

tiated through moderately to poorly differentiated carcinoma, and invasive adeno-

carcinomas had higher inhibitory activity than non-invasive ones (Saleh et al.

2005). In the sera of 345 patients with colorectal cancer, Kos et al. (2000) reported

on the levels of stefin A and cystatin C, which were moderately but significantly

increased, but did not correlate with advanced tumour stages. In contrast, stefin B

correlated significantly with tumour progression, its levels being the highest in

stage D (p< 0.007). Both stefin B and cystatin C levels, but not stefin A levels, also

correlated with patients’ survival. These data revealed that increased secretion of

cysteine proteinase inhibitors has an impact on shorter patients’ survival. The levels

of cathepsin B–cystatin C complex, being significantly lower in advanced Dukes’

stages (C and D), represent another prognostic parameter in colon cancer (Zore

et al. 2001).

Head and Neck Carcinoma

Cathepsins

Squamous cell carcinoma of the head and neck (SCCHN) is among the most

prevalent cancers with poor prognosis and patients usually die of persistent or

recurrent local-regional disease. In this cancer type significantly higher protein

levels of cathepsins B and L are found in solid tumour homogenates versus normal

tissue compartments, with laryngeal tissue containing slightly higher levels than

normal oral cavity and pharynx (Strojan et al. 2000); however, they were not

predictive for the disease outcome. This is in contrast to the previously reported
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bad prognostic impact of high cathepsin B activity (Russo et al. 1995). The latter

may be related to the prognostic relevance of lower stefin A levels, also reported by

Strojan et al. (2000), who found that the risk of disease recurrence in SCCHN was

significantly higher in patients with low levels of stefins A and B. Also, in a

multivariate analysis, standardized values of stefin A remained the strongest inde-

pendent factor for both disease-free and disease-specific survival. This was recently

confirmed by pooled analysis, as described below (Strojan et al. 2007).

In sera of patients with SCCHN, taken at diagnosis and after the therapy, the

levels of cathepsins B and L decreased after therapy, but only cathepsin L levels

correlated significantly with the risk of relapse and death. Patients who suffered

relapse had lower cathepsin L levels at the time of diagnosis than did those without

recurrence. In contrast, cathepsin H appeared to be down-regulated in head and

neck cancer tissues (Kos et al. 1995), as well as in serum, but in this case no

significant correlation with patients’ prognosis was observed.

Cystatins

Strojan et al. (2000) reported on slightly but significantly higher median levels of

both stefins A and B in tumour tissues and recently (Strojan et al. 2007) demon-

strated up-regulation of stefins A and B proteins in some and down-regulation in

other subset of tumours, as found in matched pairs of patients with breast cancer

(Levičar et al. 2002). The concentrations of stefins A and B correlated with the pN

classification and stage of the disease. The group of patients at high risk of disease

progression was characterized by significantly lower levels of stefin A in tumour

compared with those in the non-tumourous mucosa. In patients’ sera, significantly

higher stefin A and lower stefin B concentrations were measured before therapy,

and the levels of stefin A were found to be significantly higher compared to those

after therapy (Strojan et al. 2001), which may classify stefin A as a relevant

biomarker for this malignancy, both in tumour tissue and in serum. Recent proteo-

mic profiling in conjunction with protein identification have also confirmed a

differential expression of stefin A between healthy mucosa and head and neck

SCC (Roesch-Ely et al. 2007).

The median level of cystatin C in tumour tissue of patients with SCCHN was

1.18-fold lower from that in corresponding mucosa, also depending on the site of

sampling: it was lower in non-laryngeal tissue (oral cavity, orto- or hypo-pharynx)

than in laryngeal tissue. The tumour cystatin C level correlated inversely with pN-

stage, whereas a trend towards lower cystatin C levels was observed in the group

with extra-nodal tumour extension compared to those with no extra-nodal spread

(Strojan et al. 2004b). Tumour cystatin C levels correlated inversely with pN-stage

and the patients with low cystatin C levels exhibited poor DFS and disease-specific

survival in univariate and multivariate analysis, although this was of a lower

significance than that reported for stefin A. In the sera of patients with SCCHN, a

significant increase in cystatin C expression was found compared to a control

group of healthy donors (Strojan et al. 2004a). A trend towards lower cystatin C
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levels in the serum of patients with no relapse of the disease was also observed

(Strojan et al. 2004a).

Oesophageal Carcinoma

Cathepsins

Oral and oesophageal carcinomas may be considered as specific tumours in the

head and neck region. In oesophagus adenocarcinoma, the cathepsin B gene

appeared to be amplified as a novel amplicon on chromosome 8p22‐23 in 12% of

the patients investigated, and elevated mRNA levels were found in all cases

(Hughes et al. 1998). This parallelled the observed increased protein levels of

cathepsin B in these tumours, thus indicating a role of cathepsin B in oesophagus

progression, although because of the limited population and the overall bad out-

come of this cancer, its prognostic relevance could not be confirmed. Later on, Luo

et al. (2004), using DNA micro arrays, found about threefold increase in cathepsin

B levels in oesophageal SCC tissues.

Cystatins

In the same study, Luo et al. (2004) reported on a six- to sevenfold decrease in stefin

A levels in oesophagus squamous cell carcinoma. This was followed by a recent

demonstration (Li et al. 2005) that over-expression of stefin A delayed the in vitro

and in vivo growth of cells and significantly inhibited the incidence of lung

metastasis, compared to control (50%) in xenograft mice with the EC9706 cell

lines or empty vectors, respectively. Transfection with stefin A resulted in a

dramatic reduction in angiogenesis, tumour growth and invasion, associated with

metastasis, suggesting a therapeutic application of stefin A. Previous to that, the

expression of stefin B in tumour tissue from human oesophageal carcinoma was

found to be markedly decreased compared to control tissue (Shiraishi et al. 1998).

These authors also suggested that stefin B may be a useful marker for predicting the

biologic aggressiveness of human oesophageal carcinoma, as the cases with a

tumour:normal ratio of less than 0.5 were of advanced clinical stage and had higher

frequency of lymph node metastasis, thereby associating a decrease in stefin B with

metastasis. Cystatin C levels were shown by Dreilich et al. (2005) to be significantly

correlated with those of the angiogenic cytokine vascular endothelial growth factor

(VEGF) and suggested to be used for prognosis in patients with oesophageal

carcinoma, as the tumour values correlated with survival in univariate analysis.

Oral and Laryngeal Carcinoma

In oral carcinoma, the major problem is high mortality, because patients are

diagnosed at an advanced stage and with lymph node involvement, which reduces

the survival rate by at least 50%. Histologically, most of them are SCC with the

most invasive basaloid subtype.
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Cathepsins and Cystatins

Elevated levels of cathepsin B in oral carcinoma were associated with advanced

tumour stage and poor grade, whereas cathepsin L was less abundant, as revealed by

immunohistochemistry by Vigneswaran et al. (2000). However, aspartic protease

cathepsin D correlated with metastatic spread and the authors suggested cathepsins

as additional prognostic tools and potential therapeutic targets. The same conclu-

sions were made by Kawasaki et al. (2002), who also found higher immunohisto-

chemical scores of cathepsin B (and H), as well as D, but not of cathepsin L, in

oesophagus tumours at various locations (tongue, oral cavity and gingiva), increas-

ing with higher tumour-node-metastasis (TNM) stage tumours. Cathepsin D, but

not B, was particularly associated with node metastasis and survival. In contrast to

this, Macabeo-Ong et al. (2003) found significantly elevated levels of cathepsin L

transcripts in a cohort of mostly gingival and tongue cancers. Cathepsin L mRNA

and protein were progressively elevated in both dysplasias and cancer tissues and

cathepsin L over-expression was an independent marker of dysplasias grade. The

latest study on cathepsin B and cysteine proteinase inhibitory activities in the sera

of human tongue cancer patients showed elevated cathepsin B levels in correlation

with progression (stage) and invasion of this cancer (Saleh et al. 2006). In this study

also, elevated levels of cystatin C and cathepsin B were found in tongue cancer

tissue sections. Russo et al. (1995) reported that cathepsin B, but not cathepsin L,

activity ratio in tumours versus normal mucosa of laryngeal cancers was found of

prognostic significance along with histopathological and ploidy biomarkers in

univariate, but not in multivariate, analysis in a cohort of 71 patients.

Bladder and Pancreatic Carcinomas

Cathepsins

Bladder carcinoma presents itself as either a superficial or a muscle-invasive

disease, the latter comprising only 20% of the cases, although these have worse

prognosis. Histopathologically, 90% of bladder cancers appear as urothelial carci-

noma, for example, transitional cell carcinoma (TCC), and the rest as pure SCC. In

a recent study, Blaveri et al. (2005) compared 80 bladder tumours and 9 bladder

cancer cell lines with normal bladder tissues, using DNA micro-array analysis, and

could clearly differentiate between TCC and SCC and between tumours with good

and bad prognosis, as well as tumour stages by distinct gene expression profiles that

were further verified on another independent data set. The validation of these gene

sets was also done on tissue micro-arrays using immunohistochemistry and

revealed the aspartic protease cathepsin E as a marker for the progression of

superficial tumours. This was also suggested independently in a cohort of 67

patients with bladder cancer by Wild et al. (2005). Blaveri et al. (2005) also

found about fivefold higher cathepsin K gene expression in the muscle-invasive

type, compared to superficial tumours and the authors suggested, also based on
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early reports (reviewed by Berdowska 2004, Jedeszko and Sloane 2004), that

cathepsins B, K and possibly L may promote muscle invasion, whereas other

cathepsins (E and H) may be active in superficial tumours. Indeed, Eijan et al.

(2003) found that cathepsin B was a diagnostic marker correlating with TCC

tumours progression (also found by Visscher et al. 1994), which most likely release

this enzyme, as cathepsin B activity in plasma (Eijan et al. 1997) and cathepsin B

protein in the urine of patients with bladder cancer was measured (Eijan et al.

2000). Furthermore, since a different pattern of cathepsin B expression was ob-

served even in normal peritumoural tissue compared to normal mucosa, they

suggested that this protease is involved in the evolution of pre-neoplastic lesions.

A similar conclusion was made by Staak et al. (2004), demonstrating elevated

cathepsin B (and H), but not cathepsin L, activities in tumour versus normal bladder

tissue at an early stage, however, without any further increase during tumour

progression. They also suggested an elevated release of cysteine cathepsins from

the tissue, as seen in tissue cell cultures.

Cystatins

Staak et al. (2004) measured the total cysteine proteinase inhibitory activity in

bladder TCC, but these were not significantly altered. However, recently Tokyol

et al. (2006) reported significantly increased levels of cystatin C in the sera of

patients with bladder cancer, compared to controls.

Pancreatic Carcinoma

Although excellent animal models exist, such as RIP1-Tag 2(RT2) mouse model of

pancreatic islet cell cancer, which are studied regarding the alteration on proteolytic

profile during tumour progression (also within the scope of CANCERDEGRA-

DOME), not many data relate to cathepsins in clinical progression of pancreatic

carcinoma. Niedergethmann et al. (2004) reported on strong and independent

prognostic impact of cathepsins B and L in resectable pancreatic adenocarcinoma

in tissue sections of a cohort of 70 patients, defining subgroups of patients with

early recurrence and poor outcome. A recent systemic review on molecular prog-

nostic markers in pancreatic cancer did not reveal cathepsins as relevant for

diagnosis and prognosis of this cancer (Garcea et al. 2005)

Liver Cancer–Hepatocellular Carcinoma

Cathepsins

Cathepsins are highly expressed in liver tissue, but no alteration in their levels was

reported on hepatocellular carcinoma. A diffuse pattern of cathepsin B cytoplasmic
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staining was observed by Terada et al. (1995), and no differences in the level of

activities in tissue or serum levels were found in patients with hepatocellular

carcinoma (Niewczas et al. 2002).

Cystatins

Cystatin C and stefin A concentrations were significantly higher in the sera of

patients with hepatocellular carcinoma than in healthy controls (Takeuchi et al.

2001). Leto et al. (1997) previously reported that stefin A levels were increased in

the sera of hepatocellular patients compared to healthy subjects ( p < 0.02) and a

significant relationship was observed between stefin A serum levels and tumour

size, the number of neoplastic lesions and a cancer serum marker, alpha fetoprotein.

Stefin A was, therefore, suggested as an additional biochemical parameter to

monitor the therapeutic response to treatment. In the same study, stefin A was

also suggested as a predictive marker for response to therapy in patients with

hepatocellular carcinoma and also as a marker to discriminate patients with cirrho-

sis who were developing precancerous lesions.

Melanoma

Melanoma progresses from normal skin via dysplastic nevi intomalignantmelanoma,

which represents about 1% of all patients with cancer, rapidly increasing in incidence

andmortality with a relatively short survival rate compared to carcinomas. Therefore,

there is a particular need for markers that indicate early stages of malignant progres-

sion in this type of cancer to improve treatment planning.

Cathepsins

Kageshita et al. (1995) observed markedly higher immunohistochemical labelling

of cathepsins B, L and H in malignant melanoma tissue sections than in early

primary melanoma and dysplastic nevi. This was followed by additional evaluation

of activities and transcription rates (Froelich et al. 2001), shown to be elevated for

cathepsins B and L in melanoma and associated with its progression. These two

studies differ with respect to cathepsin H, as Froelich et al. (2001) described an

inverse correlation between this protease and the invasive potential of melanoma.

Cathepsin B was found to be elevated not only at the invasive tumour front but also

in the surrounding stroma (Froelich et al. 2001). This is in agreement with previous

report (Ulmer et al. 1998), demonstrating that cathepsin B activity was fivefold

higher in fibroblasts isolated from primary melanoma than in those from normal

skin, suggesting a strong tumour–stroma interaction during melanoma progression.

Goldman et al. (1999) have also reported that cathepsin B expression at the invasive
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front was indicative of bad prognosis, whereas Yoshii et al. (1995) demonstrated

highly increased cathepsin B versus cystatin activity in most recurrent tumours.

With respect to prognosis, Kos et al. (1997) observed significantly shorter OS in

metastatic melanoma patients who presented high contents of cathepsins B and H

( p < 0.003 and p < 0.006, respectively) in their sera. No relation of cathepsin L to

prognosis was observed.

Cystatins

Kos et al. (1997) also demonstrated that the median levels of cystatin C were

significantly higher (p < 0.02) within the group of metastatic melanoma patients

compared to healthy controls. In contrast, the levels of stefin A were not statistically

different among the groups of control, non-metastatic and metastatic melanoma

patients, which is strikingly different from breast, head and neck and colon carci-

noma. No correlation with survival was found for stefin A and cystatin C in patients

with melanoma. Also, there was no difference in cystatin C serum levels between

responders and non-responders to immunochemotherapy.

Intracranial Tumours

Intracranial tumours represent a unique and rather heterogenous population of both

benign and malignant neoplasms. Recent data showed that the most abundant

among the benign tumours are meningiomas, representing a prevalence of about

20% of intracranial malignancies. Among the malignant tumours, however, the

most abundant are astrocytic tumours, for example, gliomas, with about 25%

prevalence within all brain neoplasms. Meningiomas have a high average survival

rate, ranging from 5 to 45 years, whereas gliomas range from 6 to 24 months

survival in 90% of cases. Therefore, meningioma patients would be the ones to

benefit most from additional biomarkers that could suggest more aggressive treat-

ments in subpopulations of the invasive meningioma, whereas for glioma the

emphasis for research and development is more on finding new potential therapeu-

tic regimens. In both cases, these cancers are more difficult to treat compared to

other types of tumours, due to their particular anatomical occurrence and the blood–

brain barrier, limiting access to the tumour site.

Meningioma

Meningiomas stem from the arachnoidal cells in brain meninges. Tumour invasion

into brain tissue is less common, but if it occurs, these tumours are malignant and

have a high rate of recurrence. This is a more common feature of atypical (WHO II)

and anaplastic (WHO III) meningioma, although also within benign meningiomas
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(WHO I) a fraction of these tumours may present more aggressive behaviour and

progress faster.

Cathepsins and Cystatins

Higher immunohistochemical staining of cathepsin B in border benign and atypical

meningioma was demonstrated in a series of 88 meningiomas (Strojnik et al. 2001),

and it was suggested that this marker may be useful to distinguish the clear benign

tumours from the histomorphologically benign, but invasive, meningiomas, as

confirmed later in total tumour extracts (Trinkaus et al. 2003, 2005)—Fig. 29.2.

However, in a recent study in a larger cohort (119) of tumour extracts from benign,

atypical and malignant meningioma, cathepsin B levels were not significant bio-

markers (Lah et al. 2007, submitted), and it was suggested that meningioma

invasiveness may be due to only a small fraction of the tumour cells that are located

Fig. 29.2 Immunohistological staining of cathepsin B in human meningiomas (a, b). Clear benign

meningioma (a) differ from histologically diagnosed atypical and anaplastic meningioma by more

intense cathepsin B staining (b) (Strojnik et al. 2001). Chick heart invasion assay (c, d). Tumour

explants were incubated in a coculture with the chick heart spheroids and labelled for cathepsin B.

The meningioma spheroid is either not invasive (c) or shows different pattern of invasive

behaviour (d) in chick heart matrix (See also Color Insert II)
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at the tumour edge and express higher levels of cathepsin B. In this cohort, higher

levels of cathepsin L, stefins A and B and cystatin C were also found in atypical

meningiomas, but between the histological tumour grades only stefin A was

significant. However, regarding a risk of relapse, cathepsin L, cystatin C and

particularly stefin B ( p < 0.008) levels were significant prognosticators; stefin B

remained an independent prognosticator also in multivariate analysis.

Cathepsins B and H activities have been found increased and cystatin C concen-

tration decreased in the cerebrospinal fluid of patients with leptomeningeal metas-

tasis as compared with three control groups (without involvement of the central

nervous system, multiple sclerosis cases and healthy volunteers, Nagai et al. 2003).

Intense cathepsins B and H immunohistochemical staining was also detected in the

metastasizing leptomeningeal tissues, although the presence and the activities in the

CSF were not related with patients’ survival rates. Collectively, these data indicate

that the cysteine cathepsin system is involved in process(es) related to early relapse

of meningioma, regardless of the histological classification and invasiveness.

Glioma

Cathepsins

Various cysteine cathepsins have been reported to be up-regulated in gliomas,

including cathepsins B, L, H and S along with aspartic cathepsin D. This up-

regulation can be observed at both the mRNA and the protein levels and often

correlates with alterations in the subcellular localization and secretion of these

cathepsins. Moreover, these changes in expression are more often marked at the

invading front of the tumours, suggesting a role of these enzymes in glioma

invasion. Rempel et al. (1994) observed increased cathepsin B transcript abun-

dance, protein and activity levels in a set of primary brain tumours, when compared

to normal brain tissue samples. Cathepsin B levels of expression, as well as changes

in the subcellular localization of the protein, were correlated with histomorpholo-

gical and clinical evidence of invasion. Expression of cathepsin B in tumour vessels

was also reported, as confirmed in later studies (Mikkelsen et al. 1995, Sivaparvathi

et al. 1995, Strojnik et al. 1999). Strojnik et al. (1999) also confirmed higher

expression of cathepsin B protein in glioma cells, correlating with clinical and

histopathological parameters in a cohort of 100 glioma patients. Intensity of

cathepsin B immunostaining on either the endothelial cells alone or both the

endothelial cells and the tumour cells together were highly significant prognostic

factors. Additionally, a high cathepsin B total score (i.e. cathepsin B levels in both

tumour and endothelial cells) is a significant predictor for shorter OS (Strojnik et al.

1999, 2000). Furthermore, intense cathepsin B staining of endothelial cells in

glioblastoma is on its own a significant marker for shorter survival. Correlation of

glioma grade with an increase in cathepsin B protein expression was recently

reported by Wang et al. (2005), who also established a positive correlation be-

tween cathepsin B staining and microvessel density ( p < 0.05). Nakabayashi and
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co-workers reported on correlation between high cathepsin B levels/low cystatin C

expression and WHO glioma grade (Nakabayashi et al. 2005). This study on 57

glioma samples showed that patients with high cathepsin B levels presented

significantly shorter DFS than did those with low cathepsin B ( p < 0.0001).

Also, gliomas with a relatively high ratio of cathepsin B to cystatin C tended to

recur, indicating that depressed expression of cystatin C protein and elevated

expression of cathepsin B protein are unfavourable prognostic factors in patients

with glioma. Cathepsin B, therefore, appears to be an important factor in glioma

progression, as the effects observed following its down-regulation, that is, reduced

growth, invasiveness and angiogenesis (Gondi et al. 2004) of glioma tumours, were

observed not only in in vitro studies but also in animal models (Lakka et al. 2004).

Regarding cathepsins L and H, their protein and activity levels are also signifi-

cantly higher in glioblastoma and anaplastic astrocytomas than in low-grade glio-

mas and normal brain tissue samples (Sivaparvathi et al. 1996a, Sivaparvathi et al.

1996b, Strojnik et al. 2005). Differently from cathepsin B, prognostic significance

of cathepsin L has not been confirmed, despite a significant correlation between

cathepsin L immunohistochemical score and histological grading ( p < 0.005).

Expression of cathepsin S in astrocytoma biopsies was first reported by Flannery

et al. (2003), demonstrating that cathepsin S was absent from normal astrocytes,

oligodendrocytes, neurons and endothelial cells but expressed in astrocytoma cells,

microglia and macrophages, and the highest activity was observed in grade IV

tumours. A trend towards higher cathepsin S expression in glioblastoma tumours

was observed and a high cathepsin S immunohistochemical score in glioblastoma

has been associated with significantly shorter survival of patients. The cathepsin S

score in glioblastoma was shown to be an independent predictor of survival ( p ¼
0.033) in a multivariate analysis that included patients’ age, radiation dose and

Karnofsky score (Flannery et al. 2006, 2007).

Cystatins

In brain tumours, stefin A mRNA was detected in benign but not in malignant

tissues (Strojnik et al. 2000). In the study of Lignelid et al. (1997), only a minority

of cystatin C mRNA-positive brain and pituitary tumours revealed cystatin C-

immunoreactive tumour cells and cystatin C did not correlate with any specific

brain tumour type. However, the fact that the protein could be demonstrated more

frequently in astrocytomas than in their more malignant counterparts suggests that

cellular production and secretion of cystatin C changes with malignant progression

of these tumours (Lignelid et al. 1997). This is in line with the report of Nakabaya-

shi et al. (2005) showing that the cystatin C mRNA tended to be higher in low-grade

astrocytomas than in glioblastomas and low cystatin C expression in glioma

correlates with tumour recurrence. Also, multivariate analysis demonstrated prog-

nostic impact of high tumour grade and low cystatin C expression on shorter DFS

( p < 0.0001) (Nakabayashi et al. 2005).
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Rare Cancers

There are some scattered data on a variety of other rare and less rare cancers where the

cathepsins and cystatins have not been investigated to a great extent. These are only

listed as a reference in Tables 29.1 and 29.2 and not discussed within this chapter.

Conclusions–Summary

This chapter is focused on breast and prostate carcinoma, the main subject of the

CANCERDGRADOME integrated project, followed by other gender-related can-

cers (ovarian and cervical carcinoma) and continues with other common tumours

like lung, colon, and head and neck carcinomas, to end with two intracranial

malignancies, meningioma and glioma.

In breast cancer, differential expression of cysteine proteases seems to be

related to the tumour histology, the most common breast ductal carcinoma gaining

the invasiveness, particularly due to the increased expression of cathepsin B. In

most studies, cathepsin B was found to be associated with bad prognosis, particu-

larly in lymph node-negative population, whereas in three studies, cathepsin L has

been found to be a good predictive factor, particularly in lymph node-positive

patients. Invasive ductal carcinoma progression was associated first with high stefin

A expression; however, in very recent studies, high stefin A levels in whole tumour

extracts were shown to be correlated with a better outcome of the disease. This was

confirmed in a clinically relevant murine model of spontaneous mammary metasta-

sis, suggesting stefin A not only as a tumour but also as a metastasis supressor gene.

In prostate cancer, cysteine cathepsins B, L, H, S and K and very recently also

cathepsin X have been associated with the invasive and metastatic potential.

However, only cathepsin B to stefin A ratio was showing a trend towards an inverse

relationship with clinical stage, independently of the Gleason score. This ratio may

be indicative of an early invasive tumour and correlates with pelvic node metastasis

and mortality rate. Stefin A can also discriminate between high-grade prostatic

intraepithelial neoplasia and low-grade (I) carcinoma. A larger patient population

needs to be screened to validate this diagnostic parameter in tumours as well as in

the needle biopsy samples.

In tumours of the genital tract, such as ovarian carcinoma, cathepsin B seems to

be most useful marker in pre-operative differential diagnosis of malignant ovarian

and uterine tumours, particularly in combination with commonly used serum

markers, CA125 and CA72-4. Cathepsin F over-expresion, along with cathepsin

B, seems to be relevant in the progression of this type of cancer, whereas cathepsins

L, S, H and C were reported as down-regulated. Stefin A was down-regulated in

poorly differentiated areas of the advanced tumours and very low amounts were

found secreted, compared with high levels of stefin B found in ovarian ascites fluid.

In contrast, cystatin C levels increased in malignant tumours, compared to benign

ones, although there are no data on the prognostic impact in these types of tumours.
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In lung carcinoma, cathepsin B in tumour cells, along with its expression in

inflammatory cells, seems to be a key factor associated with tumour progression. In

several studies on patients with NSCLC, increased levels of cathepsin B were found

in advanced tumours correlating with poor patients’ survival. In a multivariate

analysis, comparing cathepsin B to the PA1-uPAR system in a large cohort of

NSCLC patients, among a total of 10 parameters, cathepsin B activity and concen-

tration were prognostic for OS. However, only PAI-1 and uPAR added an indepen-

dent prognostic information with regard to established clinical and

histomorphological factors. Cathepsins L and H, although both elevated in lung

tumour tissue, were not relevant for prognosis. However, in the group of long-term

cigarette smokers, cathepsin H had an impact on prognosis and also appeared to be

associated with chronic inflammation. In contrast, high cathepsin S levels corre-

lated with good prognosis, due to its increased expression in cells of the immune

response, thereby contributing to a higher survival rate. Cathepsin K was shown to

be up-regulated in tumour-associated stroma, and may play a role in early stroma

response to tumour. The stefins A and B are up-regulated in lung tumour tissue and

may to a certain extent counterbalance cathepsin activity. Their function as tumour

suppressors is supported by survival analyses. On the contrary, cystatins type II (C,

E and M) are down-regulated in lung tumours, thereby possibly contributing to

elevated cathepsin activities.

In colon carcinoma, the data of various studies show that elevated cathepsin B

and cathepsin L levels may represent a prognostic, although not independent,

marker for tumour progression. In patients’ sera, cathepsin B and cathepsin H

were relevant for prognosis, particularly in combination with CEA. Significantly,

increased serum levels of stefin B and cystatin C are also associated with shorter

patients’ survival. Recently, the levels of cathepsin B–cystatin C complex, being

significantly lower in advanced Dukes’ stages (C and D), were also proposed as a

useful prognostic parameter.

In head and neck cancer, cathepsins B and L were found elevated in tumour

tissue of patients with SCC; however, their levels were not predictive for the disease

outcome. On the contrary, stefins A and B levels were significantly correlated with

the disease-free and disease-specific survival. In multivariate analysis, high stefin A

concentration appeared as the strongest independent predictor for favourable DFS

when compared to tumour stage, site and extracapsular extension. These results

were reconfirmed after pooling the data of various data sets, and stefin A tumour

tissue levels can be recognized as promising candidate marker for prognosis in

patients with operable carcinoma of head and neck. In oesophagus carcinoma, stefin

A has been clearly demonstrated to effect the progression of the disease, suggesting

that this inhibitor may have therapeutic applications. Cathepsin B in oral cavity and

cathepsin L in the tongue carcinoma were found as significant biomarkers for

disease progression.

Bladder carcinoma progression seems to be characterized by over-expression of

an aspartic cathepsin E and cathepsin K genes. It was recently suggested that

cathepsins B, K and possibly L may promote muscle invasion, whereas other

cathepsins (E and H) may be active in superficial tumours. Cathepsin B was also
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found as a marker for TCC bladder carcinoma progression since these tumours

secrete higher amounts of cathepsin B into plasma and urine. Cystatin C levels were

also found significantly increased in the serum of patients with bladder cancer.

Pancreatic and liver carcinomas have not been studied to great extent regarding
cysteine cathepsins as markers to draw any conclusions. Significantly, stefin A in

hepatocellular cancer was increased and significantly related to tumour progression.

Stefin A was not only suggested as a predictive marker for response to therapy in

patients with hepatocellular carcinoma but also as a marker to discriminate patients

with cirrhosis who were developing precancerous lesions.

Melanoma: Cathepsin B was found highly elevated in early and in advanced

melanoma, presumably due to intensive tumour–stroma interactions. Cathepsin B

alone or in the ratio to cystatin C was prognostic for survival, both in tumours and

patients’ sera. On the contrary, high serum levels of cystatin C correlate with

metastatic melanoma. Also, high cathepsin H levels in tumour tissue patients’

sera were of high prognostic significance whereas cathepsin L does not seem to

be involved in the progression of melanoma. These data strongly support further

clinical research with respect to cathepsins and cystatins, which could prove the

prognostic value of these biomarkers in this deadly cancer.

Intracranial tumours: In meningiomas, tumours with the highest incidence

among a variety of intracranial tumours, cathepsin L and the cystatins, particularly

stefin B, were found as significant prognosticators for tumour relapse. Cathepsin B

labelling of the invasive tumour edges, although not elevated in the bulk of

tumours, may be used in differential diagnosis of aggressive histologically benign

meningioma. Cathepsins B, L, H and S were found increased also in glioma; among

them cathepsin B appears to be an important factor in glioma progression, as shown

in in vitro studies and animal models. It may be used as a prognostic parameter for

patients with glioma, in conjunction with magnetic resonance imaging (MRI) scans

and traditional histomorphological grading. Of interest, higher cathepsin B expres-

sion is associated not only with tumour cells but also with endothelial cells in new

vessels, representing another possibility for prognosis of shorter survival. Another

of the cysteine proteases up-regulated in glioma, cathepsin S, has also been

implicated in angiogenesis (Shi et al. 2003, Wang et al. 2006) and its immunohis-

tochemical score in glioblastoma, grade IV glioma, was demonstrated as a prog-

nostic factor. In contrast, increased levels of cathepsin L in advanced glioma were

not related to patients’ survival.
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Chapter 30

Novel Degradome Markers in Breast Cancer

Caroline J. Pennington, Simon Pilgrim, Paul N. Span, Fred C. Sweep,

and Dylan R. Edwards

Abstract Microarray studies have identified several gene signatures that are

associated with tumour metastasis or adverse outcome in several cancer types.

Among these are the 17-gene solid tumour metastasis signature of Ramaswamy

et al. (2003), the 70-gene good versus poor outcome predictor of van’t Veer et al.

(2002), a wound response signature of Chang et al. (2004), and a 21-gene recurrence-

score indicator in tamoxifen-treated node-negative breast cancer. These signatures

show only moderate concordance, reflecting the complexity of the genetic pathways

that contribute to malignancy. Unsurprisingly, degradome genes are represented in

most of these predictors, and the utility of several more protease and related genes as

biomarkers has been established by other profiling studies and functional analysis in

model systems over the past few years. This chapter draws together information on

key metalloproteinases and inhibitors that has emerged from array and quantitative

real time polymerase chain reaction (qRT-PCR) analyses in the past few years,

thereby highlighting candidates for further investigation. In particular, MMP1,
MMP7, MMP9, MMP11, MMP23 and PLAUR (uPAR) have all featured in poor

prognosis expression signatures, and MMP1 and MMP2 are included in a 4-gene

determinant of breast metastasis to the lungs. Moreover, from qRT-PCR studies,

MMP8 and ADAMTS15 are shown to be novel markers of good prognosis in breast

cancer, whereas MMP11, ADAMTS8, ADAM12 and ADAM28 are associated with

poor outcome.

Introduction

Clinical and histopathological factors such as tumor grade, stage and lymph node

involvement can provide general insights that help to identify patients with cancer

most at risk from their disease. However, patients with the same clinicopathological
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characteristics can differ markedly in the course of their disease and response to

therapy. Expression profiling has emerged recently as a powerful analytical tool

that can improve the biological classification of cancer subtypes and provide refined

prognostic and predictive information (Sotiriou and Piccart 2007). Several gene

signatures have been developed and validated in multiple independent patient

cohorts and different technology platforms (Fan et al. 2006). But, in addition to

the promise of their clinical applications, these signatures can provide powerful

insights into the cellular origins and molecular machinery of cancer. Given the

central importance of the degradome in cancer biology, it is unsurprising to find

proteases and inhibitors among the genes that comprise these expression-based

predictors. The identification of a gene as having prognostic significance provides

circumstantial evidence that its products may participate in tumour growth and

metastasis, and indeed the importance of several genes is already clear from studies

with cell- and animal-based models. Expression profiling, involving both high-

complexity microarrays and low-complexity-focussed degradome technologies

discussed in previous chapters (see Chaps. 2, 3 and 4), is therefore proving to

be useful in identifying candidate genes for detailed functional investigation. The

counterpoint of this is that knowledge of degradome gene function could prove

useful in optimization of molecular profiling for diagnostic purposes.

In this chapter, we will review current information on a group of expression

signatures with a focus on breast cancer and will provide a dissection of their

relative degradome content. We will also report on related profiling efforts that

have identified additional cancer-associated protease and inhibitor genes that have

potential as biomarkers.

Expression Signatures in Breast Cancer

Bioinformatic analysis of microarray expression data on RNA isolated from

primary breast cancer has yielded expression signatures that are prognostic as

regards patient outcome or predictive of response to therapy. Signatures such as

the 70-gene poor prognosis predictor (Mamma Print) developed in Amsterdam

(van’t Veer et al. 2002) and the (Oncotype Dx) recurrence-score profile (Paik

et al. 2004) that identify patients in the node-negative, estrogen receptor-positive

category who are at higher risk of recurrence are now undergoing evaluation in

large-scale clinical trials (Sotiriou and Piccart 2007). Table 30.1 lists several recent

gene signatures that have been developed, including the 70-gene Amsterdam good

versus poor outcome (van’t Veer et al. 2002, van de Vijver et al. 2002); the 21-gene

recurrence score predictor in tamoxifen-treated, node-negative breast cancer (Paik

et al. 2004); the 76-gene Rotterdam signature for lymph node metastasis (Wang

et al. 2005); a 512-gene wound response signature, based on supervised analysis of

similarities between serum-stimulated fibroblasts and mammary cancer (Chang

et al. 2004, 2005); a 17-gene solid tumor metastasis signature (Ramaswamy et al.

2003); a 95-gene lung metastasis signature (LMS) (Minn et al. 2005); a 186-gene

628 C.J. Pennington et al.



T
a
b
le

3
0
.1

D
eg
ra
d
o
m
e
g
en
es

p
re
se
n
t
in

b
re
as
t
ca
n
ce
r
g
en
e
ex
p
re
ss
io
n
si
g
n
at
u
re
s

R
ec
u
rr
en
ce

sc
o
re

(O
n
co
ty
p
e

D
X

2
1
g
en
es
)

P
ai
k
et
al
.
(2
0
0
4
)

P
o
o
r

p
ro
g
n
o
si
s

(v
an
’t
V
ee
r;

M
am

m
aP
ri
n
t

7
0
g
en
es
)

v
an
’t
V
ee
r
et

al
.

(2
0
0
2
)

R
o
tt
er
d
am

(7
6
g
en
es
)

W
an
g
et

al
.
(2
0
0
5
)

L
u
n
g

m
et
as
ta
si
s

si
g
n
at
u
re

(9
5
g
en
es
)

M
in
n
et

al
.

(2
0
0
5
)

S
o
li
d
tu
m
o
u
r

m
et
as
ta
si
s

(1
2
8
g
en
es
)

R
am

as
w
am

y
et

al
.

(2
0
0
3
)

In
v
as
iv
en
es
s

si
g
n
at
u
re

(1
8
6
g
en
es
)

L
iu

et
al
.
(2
0
0
7
)

In
tr
in
si
c

su
b
ty
p
e

(3
0
6
g
en
es
)

S
o
rl
ie

et
al
.

(2
0
0
1
;
2
0
0
3
)
H
u

et
al
.
(2
0
0
6
)

W
o
u
n
d
re
sp
o
n
se

(C
o
re

se
ru
m

re
sp
o
n
se

5
1
2
g
en
es
)

C
h
an
g
et

al
.

(2
0
0
4
,
2
0
0
5
)

M
M
P
1
1

M
M
P
9

M
M
P
23
A

M
M
P
1

C
P
N
1 C
ar
b
o
x
y
p
ep
ti
d
as
e
N

M
M
P
7

M
M
P
7

C
T
S
F C
at
h
ep
si
n
F

C
T
S
L
2

ca
th
ep
si
n
L
2

C
A
N
P C
a-
ac
ti
v
at
ed

n
eu
tr
al

p
ro
te
in
as
e

M
M
P
2

C
P
M C

ar
b
o
x
y
p
ep
ti
d
as
e
M

C
A
S
P
8

C
as
p
as
e-
8

M
M
P
1

N
L
N
N
eu
ro
ly
si
n

C
3
C
o
m
p
le
m
en
t

co
m
p
o
n
en
t
C
3

C
A
SP

1
P
SE

N
2

P
re
se
n
il
in

2

P
S
M
A
5

p
ro
te
as
o
m
e

su
b
u
n
it
,

al
p
h
a
5

C
A
S
P
1

C
as
p
as
e-
1

D
P
P
7 D
ip
ep
ti
d
y
lp
ep
ti
d
as
e

7

Q
P
C
T
G
lu
ta
m
in
y
l

cy
cl
as
e

B
IR
C
5
S
u
rv
iv
in

P
L
A
U
R

U
ro
k
in
as
e

p
la
sm

in
o
g
en

ac
ti
v
at
o
r

C
A
S
P
3

C
as
p
as
e-
3

P
G
C
P
P
la
sm

a
g
lu
ta
m
at
e

ca
rb
o
x
y
p
ep
ti
d
as
e

M
B
T
P
S2

M
em

b
ra
n
e-

b
o
u
n
d

tr
an
sc
ri
p
ti
o
n
fa
ct
o
r

p
ep
ti
d
as
e,

si
te

2

C
A
S
P
7

C
as
p
as
e-
7

T
IM

P
1

C
ST

7 C
y
st
at
in

F

U
C
H
L
1

U
b
iq
u
it
in

C
-t
er
m
in
al

h
y
d
ro
la
se

1

A
D
A
M
T
S1

SE
R
P
IN
E
2
S
er
p
in

E
2

SE
R
P
IN
G
1
S
er
p
in

G

SP
IN
K
4
S
er
in
e
P
1

k
az
al

ty
p
e
4

SL
P
I
S
ec
re
to
ry

le
u
k
o
cy
te

p
ro
te
as
e
in
h
ib
it
o
r

(a
n
ti
le
u
k
o
p
ro
te
in
as
e)

(c
on

ti
nu

ed
)

30 Novel Degradome Markers in Breast Cancer 629



T
a
b
le

3
0
.1

(c
o
n
ti
n
u
ed
)

R
ec
u
rr
en
ce

sc
o
re

(O
n
co
ty
p
e

D
X

2
1
g
en
es
)

P
ai
k
et
al
.
(2
0
0
4
)

P
o
o
r

p
ro
g
n
o
si
s

(v
an
’t
V
ee
r;

M
am

m
aP
ri
n
t

7
0
g
en
es
)

v
an
’t
V
ee
r
et

al
.

(2
0
0
2
)

R
o
tt
er
d
am

(7
6
g
en
es
)

W
an
g
et

al
.
(2
0
0
5
)

L
u
n
g

m
et
as
ta
si
s

si
g
n
at
u
re

(9
5
g
en
es
)

M
in
n
et

al
.

(2
0
0
5
)

S
o
li
d
tu
m
o
u
r

m
et
as
ta
si
s

(1
2
8
g
en
es
)

R
am

as
w
am

y
et

al
.

(2
0
0
3
)

In
v
as
iv
en
es
s

si
g
n
at
u
re

(1
8
6
g
en
es
)

L
iu

et
al
.
(2
0
0
7
)

In
tr
in
si
c

su
b
ty
p
e

(3
0
6
g
en
es
)

S
o
rl
ie

et
al
.

(2
0
0
1
;
2
0
0
3
)
H
u

et
al
.
(2
0
0
6
)

W
o
u
n
d
re
sp
o
n
se

(C
o
re

se
ru
m

re
sp
o
n
se

5
1
2
g
en
es
)

C
h
an
g
et

al
.

(2
0
0
4
,
2
0
0
5
)

E
P
H
X
2
E
p
o
x
id
e

h
y
d
ro
la
se

T
F
P
I2

T
is
su
e
fa
ct
o
r

p
at
h
w
ay

in
h
ib
it
o
r
2

A
P
P
A
m
y
lo
id

b
et
a
(A

4
)

p
re
cu
rs
o
r
p
ro
te
in

(p
ro
te
as
e
n
ex
in
-I
I)

U
S
P
1
U
b
iq
u
it
in

sp
ec
ifi
c

p
ro
te
as
e
1

B
IR
C
5
S
u
rv
iv
in

C
S
T
3
C
y
st
at
in

C

P
S
M
A
7
P
ro
te
as
o
m
e

(p
ro
so
m
e,

m
ac
ro
p
ai
n
)
su
b
u
n
it
,

al
p
h
a
ty
p
e,
7

C
A
S
P
3
C
as
p
as
e
3

P
C
S
K
7
P
ro
p
ro
te
in

co
n
v
er
ta
se

su
b
ti
li
si
n
/

k
ex
in

ty
p
e
7

P
L
A
U
R
U
ro
k
in
as
e

p
la
sm

in
o
g
en

ac
ti
v
at
o
r
re
ce
p
to
r

G
G
H

G
am

m
a-
g
lu
ta
m
y
l

h
y
d
ro
la
se

T
h
e
ta
b
le

li
st
s
d
eg
ra
n
d
o
m
e
g
en
es

co
n
ta
in
ed

w
it
h
in

ea
ch

o
f
th
e
in
d
ic
at
e
p
ro
g
n
o
st
ic
/p
re
d
ic
ti
v
e
b
re
as
t
ca
n
ce
r
ex
p
re
ss
io
n
si
g
n
at
u
re
s.

630 C.J. Pennington et al.



invasiveness signature, based on comparison of tumorigenic CD44þ/CD24�/low
breast cancer cells with normal mammary epithelium (Liu et al. 2007) and Intrinsic

Subtype profiles that are based on molecular phenotyping of breast cancers into

basal-like, ERBB2þ, normal breast-like, luminal A and luminal B subtypes (Sorlie

et al. 2001, 2003; Hu et al. 2006).

Each of these profiles provides prognostic information that is independent of well-

established clinicopathological factors, such as patient age and menopausal status,

tumor grade, stage, estrogen receptor (ER)-positivity and lymph node involvement,

indicating that they report information on the basic molecular characteristics driving

the tumorigenic process. Concerns have been raised about the lack of concordance

between these gene signatures, and the potential for multiple groupings of genes to be

equally informative in terms of prognostication. However, it is encouraging that

many signatures have now been validated across multiple data sets and different

microarray platforms, indicating their robustness and clinical utility (Chang et al.

2005, Hu et al. 2006, Fan et al. 2006). Differences between the genes comprising the

predictors indicate that individual genes are probably less important than overall

functionality, for instance, as reflected in gene ontology (GO) groupings. In fact, as

is to be expected, many of the genes represented are broadly associated with cell

cycle control, apoptosis, cell–cell signalling and cell–matrix interactions. Given the

pervasive involvement of degradome genes in all aspects of cell control and tissue

homeostasis, it is also not surprising that most signatures include proteases or

associated genes. We have dissected the published gene signatures listed in Table

30.1 to identify these degradome components. The wound response signature is

particularly intriguing from the degradome standpoint. The inclusion of 18 degra-

dome genes in the set reflects the overall size of the signature (512 genes), but more

significantly, this gene set emerged from analysis of the serum response of human

fibroblasts, which originally generated a 677-gene subset, from which 165 genes

linked to cell cycle progression were removed, leaving the remaining genes as a

core serum response (CSR). The remaining genes in the core serum response are

associated primarily with matrix remodelling, cytoskeletal architecture and cell–

cell signaling (Chang et al. 2004). This marker set may, therefore, be the best model

in the contribution of the stroma in mammary cancer, which we know from many

localisation studies to be the primary site of expression of many protease genes

(reviewed in Egeblad and Werb 2002, Pedersen et al. 2005).

It is clear that the predictive power of the signatures depends on the collection of

genes as a whole, rather than the individual components, which reflects genetic

heterogeneity among patients and tumors. Indeed, a two-gene predictor of recurrence

in tamoxifen-treated patients, based on the ratio of HOXB13: IL17BR expression (Ma

et al. 2004), fares poorly in independent data sets (Fan et al. 2007). However, some of

the array studies were able to generate minimal gene sets from larger signatures—for

instance, the 17-gene metastasis signature was derived from a larger 128-gene collec-

tion (Ramaswamy et al. 2003). It is, therefore, possible that the gene sets that comprise

the signatures could be refined further and optimized by selection of members

that have definitive prognostic value as individual markers, as is the case for the

uPA/uPAR/PAI-1 system discussed in Chap. 28 by Christensen et al.
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Focussed Degradome Expression Profiling

In addition to whole genome or broad coverage microarrays, two groups have

developed focussed degradome arrays, namely, the HuMu protein oligonucleotide

array for the Affymetrix platform developed by Sloane and co-workers (See Chap.

3 by Schwartz et al.), and the CLIP–CHIP glass slide oligonucleotide array of Overall

and Lopez-Otin and their collaborators (Chap. 2 by Kappelhopp et al.). These arrays

are particularly suited for analysis of degradome genes in experimental systems, and

offer the advantage of independent detection of both tumor cell and host contributions

in human xenograft studies in mice. Comparison of breast cancer specimens with

normal mammary tissue using the CLIP–CHIP has indicated up-regulation of several

genes in infiltrating ductal carcinoma, including ADAMTS17, carboxypeptidases A5
and M, tryptase-gamma and matriptase-2 (Overall et al. 2004).

Quantitative real‐time polymerase chain reaction (qRT-PCR) is being used

extensively to provide detailed insights into specific subsets of degradome genes

in numerous cancer types (see Chap. 4 by Pennington et al.). We recently developed

a TaqMan1 low-density array analysis using a panel of 380 genes that encompass

the entire human metalloproteinase and serine proteinase families, and their inhi-

bitors, along with selected cathepsins. Figure 30.1 shows details of the 19 degra-

dome genes that showed the highest altered expression in a panel of 42 tumours

(regardless of histological grade) compared to 9 normal mammary tissues. Genes

that were up-regulated included ADAMDEC1, ADAMTS14, CSTL2, CST1, MMP1,
3, 10, 11, 12, 13 and KLK4. Down-regulated genes were FREM1 and RELN (reelin).

Although this analysis focussed on the normal/tumor comparison and may, there-

fore, be subject to changes in representation of epithelial versus stromal tissue

compartments, the identification of many genes that have previously been recog-

nized to have roles in breast cancer (such as cathepsin L, cystatin 1, and the MMPs)

is encouraging, and suggests that further investigation is merited for the other

members of this set.

Potential Metalloproteinase and Inhibitor Markers

in Breast Cancer

MMPs and TIMPs

There is an extensive literature linking matrix metalloproteinases (MMPs) and

tissue inhibitor of metalloproteinases (TIMPs) with breast cancer from studies of

clinical specimens and mouse models that have been documented thoroughly

elsewhere (see supplementary Table 3 in Egeblad and Werb 2002). A few key

points will be made here with respect to particular genes:

MMP1 can be expressed by both cancer and stromal cells, and its elevated

expression has been shown to be a poor prognostic marker (Cheng et al. 2007)
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Fig. 30.1 TaqMan1 analysis of complete metalloproteinase and serine proteinases degradome

genes in normalmammary tissue and breast cancer. The figure shows the top 19 genes (all p < 0.001)

from a 380-gene screen showing their levels of expression (expressed relative to 18S RNA and

displayed as 40-Ct:larger values, higher expression).

ADAMDEC1 ADAM-like, decysin 1

ADAMTS14 ADAM metallopeptidase with thrombospondin

type 1 motif, 14

CPA6 Carboxypeptidase A6

CST1 Cystatin SN

CST2 Cystatin SA

CTSD Cathepsin D

CTSL2 Cathepsin L2

DPEP1 Dipeptidase 1 (renal)

FAP Fibroblast activation protein, alpha

FREM1 Fras1-related extracellular matrix Protein 1

HTRA4 HtrA serine peptidase 4

KLK4 Kallikrein-related peptidase 4

MMP1 Matrix metallopeptidase 1

MMP10 Matrix metallopeptidase 10

MMP11 Matrix metallopeptidase 11

MMP12 Matrix metallopeptidase 12

MMP13 Matrix metallopeptidase 13

MMP3 Matrix metallopeptidase 3

RELN Reelin
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and predictive of development of invasive carcinomas in pre-malignant lesions

(Poola et al. 2005). As discussed in Chap. 32 by Laxton and Ye, the 2G allele of the

1G/2G promoter polymorphism that is associated with elevated expression has been

linked with local invasion and lymph node metastasis (Przybylowska et al. 2006).

MMP1 appears as a component of the signature of the basal-like (or triple-negative)

subtype in the intrinsic subtype classification, which is one of the groupings

associated with worse prognosis (Hu et al. 2006). MMP1 (along with MMP2) is
also part of a 54-gene signature observed in clonal variants of MDA-MB-231 that

show high metastasis to the lungs (Minn et al. 2005). This LMS has been validated in

clinical specimens (Minn et al. 2007). Moreover, using gene knock-downs and phar-

macological inhibition,MMP1 andMMP2 together with cyclooxygenase-2 (COX2)
and epiregulin (EREG) constitute the four genes within this that have been recently
shown to be functionally important for vascularization and growth of primary

tumors formed by orthotopic xenografts in the mammary fat pad, and for

subsequent metastasis to the lung (Gupta et al. 2007). Thus, MMP1 is perhaps

one of the strongest degradome markers of breast malignancy, and a bona fide target

for anti-cancer therapy (Overall and Kleifeld 2006).

MMP2. In addition to being part of the LMS, higher levels of activation of pro-

MMP2 have been observed in lymph node-positive primary breast tumors com-

pared to lymph node-negative primary breast tumors (Iwata et al. 1996) and

although expressed predominantly by stromal cells (Tetu et al. 2006, Brummer

et al. 1999), staining for MMP2 is observed on cell membranes for malignant

tumors (Jones et al. 1999). Other data from mouse models are consistent with a

role for MMP2 as a cancer target (Overall and Kleifeld 2006); however, since its

expression at the RNA level tends to be less strongly regulated than otherMMPs, it
is probably not ideal as a prognostic signature gene.

MMP3 expression is increased in mammary tumors versus normal breast, and

has been localised to both tumor and stromal components (Brummer et al. 1999)

and to infiltrating T cells (Iwata et al. 1996), with immunohistochemical staining

around invasive epithelial cells. Moreover, in mouse models, ectopic expression of

MMP3 under a mammary-specific promoter led to spontaneous development of

malignant lesions (Sternlicht et al. 2000). MMP3 induces epithelial-mesenchymal

transition and genomic instability by an as yet unknown mechanism that involves

activation of Rac1b and reactive oxygen species (Radisky et al. 2005). Thus, MMP3

has functional links as a promoter of mammary tumorigenesis, though this may not

hold in every tumor setting (Overall and Kleifeld 2006).

MMP7 appears as a marker of the basal-like phenotype in the intrinsic subtype

signatures, and also in the invasiveness signature. In MDA-MB-231 xenografts,

ribozyme-mediated knock-down of MMP7 attenuated tumor growth (Jiang et al.

2005). Matrilysin is expressed primarily by tumor cells and its higher expression is

linked with poor survival (Jiang et al. 2005), though it is also present in infiltrating

mononuclear inflammatory cells, the presence of which is associated with distant

metastasis (Gonzalez et al. 2007).

MMP8 (neutrophil collagenase) is an enigmatic protease which we choose to

discuss here despite its absence from all of the expression signatures. Expression of
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MMP8 inhibits mammary tumor metastasis in xenograft models (Montel et al.

2004), and Mmp8-null mice display enhanced tumorigenesis (Balbin et al. 2003,

Gutiérriez-Fernández et al. 2008). Elevated MMP8 expression detected by qRT-

PCR in a cohort of 229 Dutch patients with breast cancer was associated with

improved survival (Gutiérriez-Fernández et al. 2008). Thus, MMP8 is an anti-target

that performs a metastasis-suppressive function, though its mechanism of action

remains unclear. It is likely that its low level of expression, which is at the detection

limit for TaqMan qRT-PCR, makes its quantification problematic on DNA micro-

arrays.

MMP9 is the only degradome gene to appear in the van’t Veer 70-gene poor

prognosis signature. Knock-down of MMP9 in mammary cancer cell lines reduces

tumor growth and angiogenesis in xenografts (Kunigal et al. 2006); however, MMP9

appears to be both a tumor target and an anti-target, since inmouse models its absence

leads to reduced tumor burden, though tumors that do form tend to bemore aggressive

(Overall and Kleifeld 2006). MMP9 has been observed to be expressed by malignant

epithelial cells, infiltrating mononuclear cells, and stromal fibroblasts and endothelial

cells; thus its contributions to tumorigenesis may be multifaceted.

MMP11 is one of the most consistently up-regulated genes in expression studies

contrasting normal tissues and malignant tumors (e.g. Richardson et al. 2006),

whose stromal expression contributes to malignancy (Masson et al. 1998). Elevated

MMP11 expression was associated with poor overall survival (OS) in our qRT-PCR
analysis of a Dutch patient cohort (Fig. 30.2). As discussed in Chap. 19 by

Andarawewa and Rio, MMP11 is a negative regulator of mammary adipogenesis,

and its expression by peri-tumoral fibroblasts provides a survival cue for malignant

epithelial cells (Andarawewa et al. 2005).

MMP12 is expressed primarily in macrophages, and mouse model data suggest

that it performs protective functions in lung cancer (Acuff et al. 2006), potentially by

mediating generation of angiogenesis inhibitors (Overall and Kleifeld 2006).MMP12
has been identified in the in silico transcriptomic studies, described in Chap. 31 by

Iljin et al., as their top hit with regard to over-expression in multiple cancer types.

MMP13 is expressed by myofibroblasts and its expression increases during the

transition from ductal carcinoma in situ to invasive carcinoma (Nielsen et al. 2001,

Schuetz et al. 2006). It may thus serve as one of the earliest markers of cancer.

MMP23A is identical in coding sequence to MMP23B, reflecting recent gene

duplication. Little is known about this gene, though it appears in the Rotterdam

poor prognosis signature. It has been linked to cranial suture closure during deve-

lopment, whose loss results in craniosynostosis (Gajecka et al. 2005). Oncomine

analysis (Fig. 30.3) shows that MMP23 expression decreases with increasing tumor

grade, and is lower in primary tumors with metastases compared to those without.

This suggests that MMP23A/B is an interesting candidate for further functional

evaluation.

TIMP1 is part of the wound response signature, and a gene that is frequently

up-regulated in many cancer types compared to normal tissues. TIMP1 has an

anti-apoptotic effect on breast cancer cells by protecting epithelial cells from

TNF‐related apoptosis‐inducing ligand (TRAIL)-induced cell death (Liu et al.
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2005). In addition to its role as a MMP inhibitor, this mechanism may potentially

involve its association with the tetraspanin CD63 and co-localisation with integrin

b1 (Jung et al. 2006). High levels of TIMP1 protein detected by ELISA in extracts

from primary tumors are associated with poor survival (Schrohl et al. 2004) and the

presence of distant metastases (Vizoso et al. 2007), and predict a poor response to

Fig. 30.2 Kaplan—Meier survival analysis showing relationships between expression levels of

MMP11 and ADAM12 transcripts and disease-free survival (DFS) and overall survival (OS) in
breast cancer. Data are displayed for all patients who did not receive adjuvant therapy (112 cases).

For MMP11, DFS: HR ¼ 2.17, 95% CI ¼ 1.14–4.17, P ¼0.019; OS: HR ¼ 3.15, 95% CI ¼ 1.46–

6.79, P ¼ 0.003. For ADAM12, DFS: HR ¼ 2.60, 95% CI ¼ 1.31–5.15, P ¼ 0.006; OS: HR ¼
3.25, 95% CI ¼ 1.48–7.16, P ¼ 0.003
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chemotherapy (Schrohl et al. 2006). However, the situation with TIMP1 transcripts

is somewhat complex, since two variant isoforms have now been identified—a full

length form and a truncated form (see Chap. 33 by Frederiksen et al.)—and ELISA-

determined protein levels are not concordant with transcript levels, which may

indicate translational regulation of TIMP1 expression or a significant contribution

from circulating TIMP1 (Sieuwerts et al. 2007).

TIMP2 is primarily stromal in origin in breast cancer and transcript levels

generally increase with histological grade (Brummer et al. 1999) but do not show

associations with survival (Span et al. 2004). Increased TIMP2 immunostaining has

been linked with distant metastases in some studies (Vizoso et al. 2007, Gonzalez

et al. 2007), but not in others (Jones et al. 1999, Kuvaja et al. 2005). However,

TIMP2, likeMMP2, is unlikely to be a useful tumor marker since it is expressed in a

largely constitutive fashion by most cell types.

Fig. 30.3 Oncomine analysis of MMP23A/B expression in the public databases. Study 1: Breast

carcinoma grade 1 versus grade 2 versus grade 3 (van de Vijver et al. 2002). Study 2: Lymphocytic

infiltrate-negative versus lymphocytic infiltrate-positive (van’t Veer et al. 2002). Study 3: Breast

carcinoma versus metastatic breast carcinoma (Radvanyi et al. 2005)
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TIMP3 transcripts are found in tumor-associated fibroblasts in mammary cancer

(Byrne et al. 1995) and elevated levels have been correlated with success of

adjuvant endocrine therapy (Span et al. 2004) and disease-free survival (DFS)

(Kotzsch et al. 2005). This is consistent with a well-established pro-apoptotic role

for over-expressed TIMP3 (Ahonen et al. 2003), and the observation that TIMP3 is

frequently subject to epigenetic silencing in several types of cancer including breast

(Esteller et al. 2001).

ADAMs and ADAMTSs

The ADAMs (a disintegrin and metalloproteinases) have functions in cell adhesion

and ectodomain shedding of cell surface proteins (Blobel 2005), while their relatives,

the ADAMTSs (ADAM with thrombospondin motifs), are secreted enzymes

involved in processing of fibrillar collagens (ADAMTS2, ‐3 and ‐14), cleavage of

matrix proteoglycans (aggrecanases, ADAMTS1, ‐4, ‐5, ‐8, ‐9, ‐15) and platelet

function (ADAMTS13, Porter et al. 2005). In particular, ADAM17 is a principal

activator of pro-TNFa (Blobel 2005) and ADAM10 and ‐17 both participate in

shedding and activation of epidermal growth factor receptor (EGFR) ligands (Sahin

et al. 2004). Several ADAM/ADAMTS genes have been implicated in cancer

pathogenesis, though none are represented in the breast expression signatures

(Table. 30.1). We comment on a few selected members below:

ADAM12 is expressed in breast cancer cells, and it accelerates tumor develop-

ment in the MMTV-PyMT mouse mammary cancer model, potentially by inhibit-

ing epithelial cell apoptosis while enhancing stromal cell death (Kveiborg et al.

2005). It has been reported to be a broad-spectrum protease with gelatinase activity,

which itself is detected at elevated levels in the urine of patients with breast cancer

(Roy et al. 2004). It interacts via its cysteine-rich domain with syndecans, leading to

promotion of integrin b1-dependent adhesion and cell spreading. Interestingly,

ADAM12 appears among a list of 122 genes found to be mutated at elevated

frequency in comprehensive sequencing of a set of breast cancer genomes (Sjoblom

et al. 2006). Our data indicate that ADAM12 is indeed a robust marker of worse

DFS and OS in patients with breast cancer who had not received adjuvant

therapy (Fig. 30.2).

ADAM15 has been reported to be over-expressed in breast and prostate cancers

(Kuefer et al. 2006). Our data and work from others have indicated that the gene has

multiple splice variants, all of which affect the cytoplasmic domain: these splice

variants show differential expression in normal and malignant mammary tissue

(Ortiz et al. 2004, Zhong et al. 2008).

ADAM17 has been functionally linked to the activation of EGFR ligands in the

development of breast cancer, and has been detected at higher levels in tumors

compared to normal tissue by Western blot (Borrell-Pages et al. 2003). Knock-

down or inhibition of ADAM17 prevented mobilisation of TGF-a and amphiregulin

in breast cancer cell lines and 3D-colony growth (Kenny and Bissell 2007).
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Moreover, ADAM17 has been correlated with poor prognosis (Kenny and Bissell

2007) and lymph node metastasis (McGowan et al. 2007).

ADAM28 is expressed at higher levels in breast tumors compared to normal

mammary tissue (Mitsui et al. 2006). It has been linked to breast cancer growth by

its ability to cleave insulin-like growth factor binding protein-3 (IGFBP-3), thereby

enhancing IGF-1-mediated cell proliferation (Mitsui et al. 2006).

ADAMTSs. Eleven out of the nineteen genes in the ADAMTS family are

dysregulated in breast cancer, with ADAMTS1, 3, 5, 8, 9, 10 and 18 being consis-

tently down-regulated compared to normal mammary tissue and ADAMTS4, 6, 14
and 20 being up-regulated (Porter et al. 2004). However, subsequent studies have

indicated that of the genes that encode aggrecanase functions, ADAMTS8 and

ADAMTS15 (but not ADAMTS1) RNA levels are associated with prognosis, with

high levels of ADAMTS8 and low levels of ADAMTS15 transcripts in combination

identifying a group of patients at high risk of recurrence and poor OS (Porter et al.

2006). Both ADAMTS1 and ADAMTS8 are anti-angiogenic, ADAMTS1 by bind-

ing and sequestration of vascular endothelial growth factor (VEGF) (Luque et al.

2003). But the roles of ADAMTSs in cancer may be complex, since cleavage of

ADAMTS1 in its internal spacer region converts it from an enhancer of tumor

metastasis and angiogenesis to an inhibitor, suggesting that the post-translational

processing of these proteins is critical in understanding their functions (Liu et al.

2006). This could be a factor in the association of ADAMTS8 transcript levels

with poor outcome (Porter et al. 2006). In non-small-cell lung cancer, the ADAMTS8

locus shows hypermethylation, consistent with a role as a tumor-suppressor function

(Dunn et al. 2004).

ADAMTS18 has also been suggested to be a tumor-suppressor function that is

epigenetically silenced in diverse cancers (Jin et al. 2007), and likewise ADAMTS9
in oesophageal cancer (Lo et al. 2007).

Perspectives

Prognostic signatures that have emerged from studies of several tumor types

provide a rich seam of information for data mining to select genes for functional

evaluation of their roles in carcinogenesis and metastasis. Several degradome genes

have emerged in this fashion, including MMP23A/B, ADAM15, ADAM28,
ADAMTS8, ADAMTS14 and ADAMTS15, along with others whose roles are already
actively being pursued. Taking this avenue further, the development of supervised

expression signatures of collections of genes based on prior knowledge of the

association of individual genes with aspects of malignancy could be a useful way

to develop optimised predictive and prognostic marker sets. The sensitivity, speed

and accuracy of TaqMan qRT-PCR (see Chap. 4 by Pennington et al.) for small

gene sets recommend it for implementation of optimised gene signature analysis in

the clinical setting, and so the potential for development of degradome‐based
signatures looks promising.
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Chapter 31

Meta-Analysis of Gene Expression Microarray

Data: Degradome Genes in Healthy and Cancer

Tissues

Kristiina Iljin, Sami Kilpinen, Johanna Ivaska, and Olli Kallioniemi

Abstract The ‘‘degradome’’ set of genes comprises proteases and their inhibitors.

These genes may have distinct roles in normal tissues as well as in tumor develop-

ment and progression. In order to systematically investigate which proteases are

overexpressed in cancers, we studied the mRNA expression patterns of degradome

genes across healthy and malignant human tissues using our In Silico Transcrip-

tomics (IST) database which covers gene expression data from over 70 different

normal tissue types and 50 tumor types. The analysis of nearly 500 degradome gene

expression profiles across all major human tissues and malignancies gave a compre-

hensive view of the expression of proteases in healthy and diseased tissues. Interest-

ingly, the most distinct clusters enriched in protease inhibitors were detected from

normal tissues, such as liver, highlighting the tight control of extracellular matrix

remodeling. Furthermore, normal tissues and their corresponding cancer tissues

clustered separately in most cases, indicating significant alteration in protease

expression during carcinogenesis. More detailed analysis of matrix metalloprotei-

nase (MMP) gene expression patterns validated many previously published findings

such as overexpression of MMP13 gene in several cancer types as well as down-

regulation of MMP28 in colorectal cancers. In addition, meta-analysis revealed

novel aspects onMMPs, such as elevated MMP12 gene expression in several cancer

types where it had not been previously studied. Furthermore, we performed in silico

coexpression analyses to obtain insights on biological processes which may be

associated with MMP12 expression. The most significant associations were found

with mitosis and inflammatory response. Taken together, we demonstrate novel,

unprecedented possibilities for rapid discovery of biological insights, putative

biomarkers, and therapeutic targets using in silico analysis of existing gene expres-

sion datasets.
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Introduction: Gene Expression Microarray Databases

Genome-widemRNA expression studies are widely used in all fields of biological and

biomedical research. The number of published studies on gene expressionmicroarrays

has continued to increase almost exponentially in the past 8 years. However, in many

cases the microarray study is performed with a relatively small set of samples

representing one cell type, tissue, or tumor, and the data are often interpreted with a

significant bias toward the interests and expertise of the investigators performing the

study. Since the same data could be useful to a number of researchers in other fields as

well, efforts have beenmade to launch large public microarray data depositories, such

as NCBI GEO and ArrayExpress (Barrett et al. 2005, Sarkans et al. 2005), where

people are encouraged to submit their data. However, the enormous variability of

microarray technologies and platforms as well as lack of standardization has made

it difficult to make use of the existing microarray data.

In order to facilitate the application of public gene expression microarray data

for biomedical research, we have developed a systematic In Silico Transcriptomics

(IST) database and data mining capability covering data from almost 8,000 indi-

vidual samples. All the samples have been analyzed on the Affymetrix platform

(Kilpinen et al. 2008). At present, the IST database (version 1.1) covers gene

expression data from 70 different normal tissue types, 50 tumor types, and 176

different functional experiments on cell lines. All samples were manually annotated

including anatomical location, cell type, disease, and treatment data as well as

patient demographics (e.g., age, sex, and race). This has resulted in a unique

capability to explore the role of individual genes, or groups of genes, across all

cell and tissue types, both in normal and pathological conditions. This provides

rapid possibilities for discovery research, based on the analysis of the vast amounts

of data in silico. The IST analysis could be considered a ‘‘virtual RT-PCR’’

experiment across 8,000 samples.

Figure 31.1 illustrates the IST analysis of kallikrein 3 (KLK3) across normal and

pathological tissues. KLK3, also known as prostate-specific antigen (PSA), is a

serine protease and the commonly used prostate cancer biomarker (Bradford et al.

2006). As expected, the IST analysis indicates that KLK3 mRNA expression is

prostate specific, but not cancer specific, as high expression is detected both from

normal and malignant prostate. Similar analyses using other known tissue-specific

markers have been used to validate the IST approach. Furthermore, sophisticated

bioinformatic approaches have been used to validate the normalization procedure

and data mining tools. For example, before any normalization, gene expression

patterns clustered based on the Affymetrix platform version, whereas after normal-

ization the samples clustered according to anatomical site (Kilpinen et al. 2008).

Because of the detailed clinical information available from many samples, IST

analysis also makes it possible to correlate the expression profile of a set of genes

with clinicopathological features of the disease. For example, one can explore

the heterogeneity of a particular cancer by dividing it into molecular subtypes.

Gene network analyses can be applied to the expression data to identify clusters of

genes with similar expression profiles across tissues, diseases, or experiments.
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Overview of Mean Degradome Gene Expression Profiles

in Normal Tissue and Cancers

Here, we performed a systematic, large-scale IST analysis of mRNA expression

levels of 493 degradome genes consisting of aspartic proteases, cysteine proteases,

metalloproteases, serine proteases, threonine proteases, and protease inhibitors. The

mean expression levels of all these genes were first clustered across all the major

tissue types present in the database. The results presented in Fig. 31.2 reveal four

important general observations. First, clustering separated degradome genes into

two main branches, those predominantly expressed in blood-derived tissues and

others that were more widely expressed. Second, the same clustering also led to

identification of subsets of degradome genes. For example, the hematological

cluster was enriched in cysteine and threonine proteases (relative enrichments

1.93 and 3.00 with p values of 0.0006 and 0.003). Third, normal tissues and

corresponding cancer tissues clustered separately in most cases. This observation

is important as it indicates that the expression pattern of degradome genes is altered

significantly in cancers. Fourth, the most distinct clusters of highly expressed

degradome genes were detected in normal tissues, indicating that these genes are

needed for normal tissue architecture and function. Especially strong cluster

consisting mainly of protease inhibitors and serine proteases was observed in liver.

The high expression of protease inhibitors in normal tissues may relate to the

turnover and remodeling of extracellular matrix, which must be tightly controlled to

prevent excessive degradation. The correct balance between proteases and their

inhibitors in the liver is known to be important since the deregulated expression of

degradome genes is known to play a significant role in liver fibrosis and cirrhosis

(Iredale 2003). Fibrosis may result from sustained wound healing leading to increased

collagen and other matrix protein levels disrupting eventually normal liver function

(Friedman 2000). Previous studies indicate that matrix degradation occurs in ad-

vanced cirrhosis as a result of decreased tissue inhibitor of MMP expression and

simultaneous expression of matrix-degrading metalloproteinases (Iredale 2003). Be-

sides liver, several other normal organs such as testis, pancreas, bone marrow, and

kidney had distinct clusters of proteases or their inhibitors highly expressed. The

expression profiles of kallikrein-1 (KLK1) and renin (REN) precursor are shown in

Fig. 31.3 and were picked as examples of degradome genes present in pancreatic

and renal clusters. KLK1 is a serine protease, named also as kidney, pancreas, and

salivary gland kallikrein, according to its expression profile. High KLK1 expression

in pancreas has been previously shown by immunohistochemical (IHC) stainings,

supporting our mRNA expression data (Wolf et al. 1998). REN is an aspartyl

protease that plays an important role in blood pressure regulation, electrolyte

balance, and renal development (Nishimura and Ichikawa 1999). Previous studies

have shown high REN expression in kidney as well as in cultured uterine-placental

cells, supporting also the mRNA expression data obtained from the database

(Baxter et al. 1991). In addition to distinct normal tissue-specific clusters, the

average expression levels of degradome genes can distinguish several bigger

clusters formed from blood-related, gastrointestinal, and nervous tissues, which

are indicated in Fig. 31.2.
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Fig. 31.3 Box-plot presentation of normalized expression values for kallikrein 1 (KLK1) and
REN mRNA expression across major normal tissues. The box extends from the first to the third

quartile of the data and the median is indicated by the line in the middle. The whiskers extend to

the extreme values unless there are outliers. The data observations which lie more than 1.5* inter-

quartile range (IQR) lower than the first quartile, or 1.5*IQR higher than the third quartile, are

considered outliers and are indicated separately. KLK1 mRNA is predominantly expressed in

pancreas, whereas REN in kidney among normal tissues
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In Silico Expression Gene Expression Profiling of Matrix

Metalloproteinases

Dissemination of tumor cells in the body gives rise to metastases which are the

major factors in mortality of cancer. Invasion of tumor cells is dependent on

degradation of connective tissue in the underlying basement membrane and in the

underlying stroma. Matrix degradation is catalyzed by several proteinases, the most

important ones being MMPs. MMPs have been associated with tumor invasion due

to their capacity to degrade extracellular matrix and basement membranes. In

addition to its scaffold function, extracellular matrix is a reservoir of biologically

active molecules, which can be modulated via cleavage by MMPs, resulting in an

altered cellular behavior such as induced migration or apoptosis (Visse and Nagase

2003). There are a lot of data on MMPs and cancer, illustrated by the fact that

PubMed search with these keywords resulted in 4,500 publications (in July 2007).

However, in many studies, the emphasis has been limited to single or a few MMPs

in a given tumor type and the number of samples studied has been relatively small.

To get a comprehensive view of MMP expression profiles in healthy and malignant

tissues, we performed hierarchical clustering with the mean MMP expression values

in 18 malignant and 23 normal tissues. The results are presented in Fig. 31.4. As

expected, the expression profile of MMPs varies significantly among different

tissues and cancers also within a particular organ.

MMP-focussed clustering separated two main branches, one consisting of the

majority of normal tissues as well as brain, blood, and most urogenital cancers. The

other branch consisted mainly of epithelial tumors as well as a few normal tissues

such as colorectum, testis, ovary, uterus, and placenta. Uterine and ovarian cancers

have very similar MMP gene expression patterns with high expression of MMP7,

MMP10, and MMP11. Increased expression of MMP7 in uterine carcinomas has

been described earlier and it has been associated with cancer invasion, metastasis,

and poor prognosis (Misugi et al. 2005). MMP10 expression has not been studied in

uterine and ovarian cancers although previous results indicate that MMP10 is

expressed in endometrium and overexpressed in Ras-transformed ovarian surface

epithelial cells (Ulkü et al. 2003, Vassilev et al. 2005). MMP11 has been previously

shown to be overexpressed in uterine leiomyomas and ovarian carcinomas, sup-

porting our data on MMP expression profiling (Palmer et al. 1998, Mueller et al.

2000). The cluster consisting of lymphoid cells from bone marrow and blood as

well as leukemia (ALL and AML) samples expresses mainly MMP17, MMP8, and

MMP20. These MMPs are known to be expressed in blood, highlighted by the

aliases of MMP8, which is also known as neutrophil collagenase, and MMP20,

which is also known as leukolysin (Puente et al. 1996, Gauthier et al. 2003, Van

Wart 1992, Pei 1999).

In comparison to the ‘‘lymphoid’’ cluster, the cluster consisting of most epithe-

lial tumor types as well as testis expresses several of the MMPs, such as MMP28,

MMP12, MMP1, MMP3, MMP14, MMP10, MMP13, and MMP11, at high levels.

More detailed analysis of the results indicates that the median values of MMP13

31 Meta-Analysis of Gene Expression Microarray Data 651
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and MMP11 are highest among MMPs in breast cancer samples, whereas lung

cancers express MMP12, MMP10, and MMP13 and colorectal cancers MMP12 and

MMP3 at highest levels. The elevated expression of MMP13 and MMP11, espe-

cially in invasive breast cancer, has been described earlier (Freije et al. 1994,

Nielsen et al. 2001, Wolf et al. 1993). MMP11 enhances cancer cell survival and

high levels of MMP11 expression have been associated with tumor invasion and

poor prognosis (Boulay et al. 2001, Wu et al. 2001). In addition to breast tumors,

MMP13 expression has been also associated with tumor cell invasion and metasta-

sis in lung cancers, supporting our clustering data (Bodey et al. 2001, Hsu et al.

2006). Our data favor, therefore, the notion of MMP13 as a cancer-specific prote-

ase, even though MMP13 is also expressed by tumor stromal cells and in chronic

inflammation (Brinckerhoff et al. 2000). As seen in Fig. 31.4, all normal tissues

express low levels of MMP13, whereas 8 out of 15 cancer types show elevated

expression of MMP13.

Although the expression of MMPs usually increases during carcinogenesis, this

is not always the case. MMP28, also known as epilysin, has been shown to be

expressed in normal intestine and IHC analyses indicate that its expression is

downregulated in colon cancers (Bister et al. 2004). Reduced MMP28 mRNA

expression in colorectal cancers was also detected by IST analysis of the mean

MMP28 mRNA expression values in tumors versus normal tissues. This indicates

that also downregulation in mRNA expression can be detected by meta-analyses of

microarray data.

In our data, the expression profile of MMP2 correlated well with that of MMP14,

as shown in Fig. 31.4. Numerous studies have demonstrated an important role for

MMP2 in cancer invasion due to its ability to degrade type IV collagen, a compo-

nent of the basement membrane. As most MMPs, also MMP2 is produced as a

latent pro-peptide that has to be activated via proteolytic cleavage. MMP14 (also

called MT1-MMP) is a membrane-spanning protease that activates MMP2 on the

cell surface (Sato et al. 1994). Similar expression patterns in tissues may, therefore,

reflect the functional link between these two MMPs.

MMP12 As An Example of In Silico Discovery—A Potential

Biomarker for Several Cancers

One of the most striking examples of an MMP that was specifically upregulated in

cancer compared to the normal tissue is MMP12. MMP12 was initially named as

macrophage elastase, due to its expression in macrophages and capacity to degrade

elastin in addition to other substrates (Shapiro et al. 1993, Chandler et al. 1996). The

expression profile of MMP12 is shown in Fig. 31.5. As reported earlier, MMP12 is

highly expressed in a subset of lung cancers (marked here as respiratory system)

where its expression has been shown to correlate with local recurrence and meta-

static disease (Hofmann et al. 2005). MMP12 expression has been associated with

31 Meta-Analysis of Gene Expression Microarray Data 653
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poor prognosis in pancreatic cancers (Balaz et al. 2002). However, the role of

MMP-12 has not been studied in many of the other cancer types where it seems to

be overexpressed. Our analysis reveals that MMP12 is highly overexpressed also in

breast, colorectal, bladder, testicular, ovarian, and uterine cancers as well as in

lymphomas. In addition to tissue samples, the IST database contains expression

data obtained from primary and established cell lines, some of which have been

functionally treated. The analysis of MMP12 mRNA expression throughout this

dataset revealed that its expression is very low in both cultured normal and

malignant cell lines with the exception of peripheral blood mononuclear cells,

macrophages, dendritic cells, and endometrial stromal cells. Interestingly, TNF-

alpha was also ‘‘re-discovered’’ as an inducer of MMP12 expression in human

microvascular endothelial cells (Viemann et al. 2006). Taken together, the results

from these analyses suggest that the high expression of MMP12 in tumor samples

results from an inflammatory response with overrepresentation of macrophages

present within tumor samples in comparison to the corresponding normal tissues.

Gene Coexpression Analyses to Explore In Vivo Functions

of MMP12

MMP12 overexpression in many cancer types is an interesting finding although its

biological function supporting tumorigenesis is not well known. To find out more

about MMP12 biological function and putative interaction partners, we, therefore,

first performed a correlation analysis of MMP12 with other key genes in the same

pathway. MMP12 has been shown to function as an anti-angiogenic protein due to

its ability to covert plasminogen (PLG) to angiostatin and collagen XVIII to

endostatin (Cornelius et al. 1998, Wen et al. 1999). Our results from the correlation

analysis of MMP12 against PLG or COL18A1 indicate that in general, these genes

are not coexpressed in cancers. As an example, correlation plots are presented from

lung cancer samples in Fig. 31.6. However, MMP12 and COLXVIII show a weak

positive correlation in some cancer types such as in kidney carcinoma, thyroid

gland papillary cancer, small-cell lung cancer, and bladder cancer. In addition to

regulating the levels of anti-angiogenic molecules, MMP12 has been shown to play

a role in vascular mimicry in a transgenic mouse model of ischemic cardiomyopa-

thy (Moldovan et al. 2000). It has been suggested that a similar mechanism may

exist in tumors (Maniotis et al. 1999, Zhang et al. 2007). However, it is not known

whether MMP12 mRNA upregulation participates in this process or whether it has

other roles in addition to the ones that have been previously characterized.

As the correlation analysis with previously associated molecules failed to reveal

potential functional clues to MMP12, we performed a more thorough analysis of

MMP12 coexpression networks. The transcriptome of the cell, in any given mo-

ment, reflects its contextual information, such as its differentiation status and

effects of the cellular microenvironment. Therefore, by studying the coexpression
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‘‘environment’’ or coexpression network of genes it is possible to study their

putative functions. Here, we demonstrated this approach by uncovering putative

functions of MMP12 in colorectal, lung, breast, and bladder cancers. First, we

identified genes showing most prominent coexpression with MMP12 in tumor

samples. The correlation analysis results obtained from lung cancers (n ¼ 250)

indicate that the most strongly associated gene is microtubule-associated protein

homologue TPX2 (r¼ 0.3836, p< 0.001). Interestingly, TPX2 has been previously

identified as a differentially expressed gene between cancerous and noncancerous

lung cells (Manda et al. 1999). MMP12 and TPX2 mRNA expression is correlated

also in breast cancers (r ¼ 0.3836, p < 0.001), whereas in colorectal and bladder

cancers these genes are not clearly coexpressed. Interestingly, IST gene expression

profiling results indicated that TPX2 mRNA expression was induced in all cancer

types, whereas its expression in normal tissues was prominent only in testis,

colorectal tissues, liver, and lymphatic system-derived tissues. Previously pub-

lished data indicate that TPX2 is required for targeting Aurora A kinase to the

mitotic spindle apparatus and it has been recently identified as a promising cancer

target for multiple human tumor cell lines (Kufer et al. 2002, Morgan-Lappe et al.

2007). In breast cancers (n ¼ 360), the gene showing the strongest correlation with

MMP12 mRNA expression was interleukin-8 (r ¼ 0.55, p < 0.001). MMP12 and

IL8 mRNA expressions were associated with all four cancer types analyzed.

Fig. 31.6 Coexpression plots of MMP12 and plasminogen (PLG), collagen 18A1 (COL18A1),
microtubule-associated protein homologue TPX2, and MMP1 in lung cancer samples

656 K. Iljin et al.



Interestingly, in colorectal cancer, MMP1 showed the strongest association with

MMP12 (r ¼ 0.56, p < 0.001). In fact, MMP1 mRNA expression was correlated

with MMP12 in all cancer types analyzed, supporting the clustering results obtained

with the mean expression values presented in Fig. 31.4, where MMP1 and MMP12

are placed adjacent to each other. In bladder cancers (n¼ 59), osteopontin (SPP1), a

secreted phosphoprotein, showed the strongest association with MMP12 expres-

sion. IST results indicate that osteopontin 1 and MMP12 gene expression correlated

with the other cancer types analyzed. Previous literature clearly associates elevated

osteopontin mRNA expression with tumor aggressiveness in several cancer types,

and SSP1 silencing has been shown to reduce tumor growth and invasive properties

both in vitro and in vivo (Shevde et al. 2006, Chakraborty et al. 2006).

We created a clustered heatmap of the most strongly MMP12-associated genes

(n ¼ 97) in colorectal, lung, breast, and bladder cancers (Fig. 31.7). The results

indicate that there is distinct group of genes correlating positively with MMP12 and

a group with an inverse correlation. Additionally, the expression of these genes

reveals several subgroups of MMP12-coexpressed genes. These sets of genes could

reveal the functional context of MMP12 and its role in these cancer types. We then

linked these coexpressed genes with ki-67 mRNA expression, well-known marker

of cell proliferation (Seigneurin and Guillaud 1991). The results indicate strong

association between the expression levels of ki-67 and a set of genes correlating

positively with MMP12 especially in lung cancers. Therefore, our results indicate

that MMP12 mRNA expression is associated with cell proliferation particularly in

lung cancers.

Fig. 31.7 Clustered heatmap of 97 genes having strongest correlations (�0.4 > r > 0.4 with

Bonferroni corrected p value< 0.01) with MMP12 in colorectal, breast, bladder, and lung cancers.

Below the image is a correlation coefficient plot of Ki-67 gene across in vivo-derived 3,928

datapoints of In Silico Transcriptomics (IST) database (See also Color Insert II)
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We also performed gene ontology (GO) analysis of the MMP12 correlating

genes in order to further identify biological processes associated with MMP12

expression. Elevated MMP12 mRNA expression has been described in a mouse

model for chronic obstructive pulmonary disease (COPD) together with increased

immune and inflammatory response as well as mitosis (Meng et al. 2006) Also, the

GO analysis of MMP12-associated genes in breast cancer indicates overrepresen-

tation of mitotic genes, such as cyclins, TKK protein kinase, aurora kinase A,

BUB1, and centromere protein E. In addition, several GO terms for stress responses

(pathogens, wounding, external stimulus, inflammation) were significantly overrep-

resented. Some of these genes, like IL1B, have been previously associated with

MMP12 (Xie et al. 2005). Furthermore, several other GO terms such as chemotaxis

were significantly enriched among MMP12-associated genes.

Taken together, IST analysis of MMP expression across different tissues

supported previously found gene expression patterns of some MMPs, like

MMP13. In addition, it revealed previously unknown cancer-specific expression

patterns for less-studied members of the family. In particular, MMP12 was found to

be a potentially strong biomarker in several cancers. The MMP12 gene coexpre-

ssion analysis suggested that MMP12 overexpression is associated with cell pro-

liferation, particularly in lung cancer, as well as inflammatory response. In

conclusion, our results suggested several potential functional associations for

MMP12 in vivo in human cancer that could now be explored in more detail by

experimental research.

Conclusions

In silico gene expression analysis (‘‘meta-analysis’’) provides a rapid, cost-effective

method for acquiring valuable biological insights on gene function, gene regulation,

and coexpression. In comparison to reverse transcriptase -polymerase chain reac-

tion (RT-PCR) and IHC analyses, which may take from days to months, IST

profiling can be performed for individual genes in minutes. The tissue coverage

present in the analysis is significantly higher in IST profiling with most normal and

tumor tissues, leukemias and established cell lines represented in comparison to the

other methods. The results obtained from IST profiling are quantitative, whereas

IHC studies are at best semiquantitative, and largely dependent on antibodies,

detection methods, tissue fixation, and subjective interpretation of staining

intensity. Furthermore, coexpression of two or more genes at the time can be rapidly

performed by IST profiling, whereas with other methods, this increases the workload

proportionally to the number of genes. However, one should bear in mind that the

mRNA gene expression levels do not always correlate with protein expression, as

these represent distinct steps in the gene regulatory process.

IST profiling has made it possible to perform genome-wide studies throughout

the human body in health and disease which has not been possible before with other

methods. Here, we have demonstrated that in addition to the validation of known
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expression profiles, meta-analysis may give several novel insights into gene func-

tion by revealing mRNA expression in tissues which have not been previously

described for the gene of interest. Systematic analyses of global gene expression

patterns will also facilitate the development of genomics-based diagnostics and

therapeutics.
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Chapter 32

Degradome Gene Polymorphisms

Ross Laxton and Shu Ye

Abstract DNA sequence variations contribute to inter-individual variability in

susceptibility to and/or severity of common diseases such as cancer, diabetes, and

asthma. About 90% of all sequence variations in the human genome are single

nucleotide polymorphisms. Each single nucleotide polymorphism arises from a

single nucleotide substitution, resulting in the presence of two alleles which differ

by one base pair of DNA. The second most common form of DNA sequence

variation is microsatellite polymorphism, which is also known as short tandem

repeat polymorphism. A microsatellite is a run of tandem repeats of a short DNA

sequence, usually 1–4 base pairs. A microsatellite polymorphism can be di-allelic

or multi-allelic, with the different alleles differing in the number of repeat units, and

hence in length. It is likely that only a very small percentage of DNA sequence

variations in the human genome are functionally important, exerting effects on gene

expression or function. A DNA sequence variant that is functionally neutral can still

be found to be associated with disease susceptibility, arising from linkage disequi-

librium with a functional variant located on the same chromosome. Identification of

genetic variants that contribute to disease susceptibility and/or severity can provide

understanding of the molecular basis of the disease, could have diagnostic and

prognostic value, and may provide useful molecular targets for developing novel

therapeutics. There is evidence suggesting that polymorphisms in certain matrix

metalloproteinase (MMP) genes could influence cancer susceptibility and/or prog-

nosis. This chapter will highlight some of these findings, focusing on MMP1,

MMP2, MMP3, MMP9, and MMP12.
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Introduction

DNA sequence variations contribute to inter-individual variability in susceptibility

to and/or severity of common diseases such as cancer, diabetes, and asthma. About

90% of all sequence variations in the human genome are single nucleotide poly-

morphisms (SNPs). Each SNP arises from a single nucleotide substitution, resulting

in the presence of two alleles which differ by one base pair of DNA. The second

most common form of DNA sequence variation is microsatellite polymorphism,

which is also known as short tandem repeat polymorphism. A microsatellite is a run

of tandem repeats of a short DNA sequence, usually 1–4 base pairs. A microsatellite

polymorphism can be di-allelic or multi-allelic, with the different alleles differing

in the number of repeat units, and hence in length.

It is likely that only a very small percentage of DNA sequence variations in the

human genome are functionally important, exerting effects on gene expression or

function. A DNA sequence variant that is functionally neutral can still be found to

be associated with disease susceptibility, arising from linkage disequilibrium with a

functional variant located on the same chromosome. Identification of genetic

variants that contribute to disease susceptibility and/or severity can provide under-

standing of the molecular basis of the disease, could have diagnostic and prognostic

value, and may provide useful molecular targets for developing novel therapeutics.

There is evidence suggesting that polymorphisms in certain matrix metallopro-

teinase (MMP) genes could influence cancer susceptibility and/or prognosis. This

chapter will highlight some of these findings, focusing on MMP1, MMP2, MMP3,

MMP9, and MMP12 (Table 32.1).

MMP1

The MMP1 gene contains 10 exons and spans 8,244 base pairs on chromosome

11q22.2. The promoter region of the gene contains a number of cis-elements that

play important roles in the regulation of MMP1 expression, including two activator

protein-1 (AP-1)-binding sites (from nucleotide position -186 and -73, respectively,

relative to the transcriptional start site), a polyoma enhancer A binding protein-3

(PEA3)-binding site (from -89), a transforming growth factor (TGF)‐ b inhibitory

element (from -245), a CCAAT/enhancer binding protein-b site (from ‐2010), and a

TATA box (from -32) (Yan and Boyd 2007).

The first reported polymorphism in the MMP1 gene is the 1G/2G polymorphism

arising from the insertion/deletion of a guanosine (G) at nucleotide position–1607

(relative to the transcriptional start site) in the MMP1 gene promoter (Rutter et al.

1998). The polymorphism is assigned the number rs1799750 in the dbSNP data-

base. In addition to the 1G/2G polymorphism, there are a number of other common

polymorphisms (with minor allele frequency > 0.05) in the MMP1 gene promoter,

including–839G > A (rs473509), -755G > T (rs498186), -519A > G (rs1144393),
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Table 32.1 Reported functional polymorphisms in MMP genes

Gene Polymorphism Functional studies Cancers reported to be associated

with the polymorphism

Difference in

promoter

activity

Transcription

factor

involved

MMP1 -1607G/GG 2G allele >
1G allele

Ets Lung cancer (Zhu et al. 2001, Su

et al. 2005, Zhang et al. 2006)

Head and neck squamous cell

carcinoma (Hashimoto et al.

2004, O-charoenrat et al. 2006)

Oral squamous cell carcinoma (Lin

et al. 2004a, Cao and Li 2006)

Cutaneous malignant melanoma

(Ye et al. 2001)

Breast cancer (Przybylowska

et al. 2004, 2006)

Ovarian cancer (Kanamori

et al. 1999, Six et al. 2006)

Cervical cancer (Nishioka

et al. 2003, Lai et al. 2005)

Endometrial carcinoma (Nishioka

et al. 2000)

Colorectal cancer (Ghilardi et al.

2001, Hinoda et al. 2002,

Zinzindohoue et al. 2005,

Elander et al. 2006)

Renal cell carcinoma (Hirata

et al. 2003, 2004)

MMP2 -1575G > A G allele > A

allele

Estrogen

receptor

Lung cancer (Yu et al. 2002, Zhou

et al. 2005, Rollin et al. 2007)

Breast cancer (Zhou et al. 2004)

-1306C > T C allele > T

allele

SP1 Head and neck squamous cell

carcinoma (O-charoenrat and

Khantapura 2006)

-735C > T C allele > T

allele

SP1 Oral squamous cell carcinoma (Lin

et al. 2004b)

Esophageal squamous cell

carcinoma (Yu et al. 2004)

Gastric cardia adenocarcinoma

(Miao et al. 2003)

Colorectal cancer (Xu et al. 2004)

MMP3 -1612 5A/6A 5A allele >
6A allele

NFkB,

ZBP89

Lung cancer (Fang et al. 2005)

Breast cancer (Ghilardi et al. 2002,

Krippl et al. 2004)

Head and neck squamous cell

carcinoma (Blons et al. 2004)

Esophageal squamous cell

carcinoma (Zhang et al. 2004)

(continued)
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-422T > A (rs475007), -340C > T (rs514921), and 320C > T (rs494379) (Pearce

et al. 2005). Studies have shown that the 1G/2G polymorphism has a functional

effect on MMP1 expression (further discussed below), and a recent study shows

that other polymorphisms in the MMP1 gene promoter could also influence its

transcriptional activity in tumour cells (Pearce et al. 2007). There are three common

SNPs (rs10488, rs470558, and rs1051121) in the coding region of the gene, which

are located in exons 2, 5, and 6, respectively (data from the dbSNP database). None

of these coding SNPs (which are all synonymous substitutions) results in a change

in the amino acid sequence of the MMP1 protein.

Studies have shown that the 1G/2G polymorphism exerts an effect on the transcrip-

tional activity of the MMP1 gene promoter. The insertion of the G nucleotide at

position–1607 in the 2G allelic promoter creates an Ets-binding site (with a core

sequence -GGA-) (Rutter et al. 1998). In vitro assays have shown that this site interacts

with a transcription factor belonging to the Ets family, and that this transcription factor

forms a complex with the transcription factor AP-1 which binds to a nearby AP-1-

binding site located at position -1602 (Rutter et al. 1998, Tower et al. 2002). It has also

been shown that the 2Gallele has between 2- and 29-fold higher promoter activity than

the 1Gallele in various types of cells, includingmelanoma cell lines (Rutter et al. 1998,

Tower et al. 2002, 2003a), breast cancer cell lines (Benbow et al. 1999, Tower et al.

2003b), fibroblasts (Rutter et al. 1998), and amnion cells (Fujimoto et al. 2002). It is

likely that the difference in promoter activity between the two alleles is a result of the

differential binding of the above-mentioned transcription factors to the two alleles.

Studies have also indicated that these transcription factors can be activated through an

ERK1/2-dependent signal transduction pathway and a Jun N-terminal Kinase (JNK)-

dependent pathway (Ranganathan et al. 2001, Benbow et al. 2002, Tower et al.

2002, Nelson et al. 2003, 2006) and that compared with the 1G allele, the 2G allele

has a greater response to stimuli that trigger these pathways (Ranganathan et al.

2001, Fujimoto et al. 2002, Nelson et al. 2003, 2006).

It appears that the allele-specific effect on promoter activity results in a differ-

ence in MMP1 expression level in tumour tissues. Examinations of MMP1 mRNA

levels in ovarian cancer tissues (Kanamori et al. 1999, Wenham et al. 2003) and in

head and neck cancer tissues (O-charoenrat et al. 2006) showed that the levels are

Table 32.1 (continued)

Gene Polymorphism Functional studies Cancers reported to be associated

with the polymorphism

Difference in

promoter

activity

Transcription

factor

involved

MMP9 -1562C > T T allele > C

allele

Unknown Gastric cancer (Matsumura et al.

2005)

(CA)n (CA)20–23 >
(CA)14

Unknown Prostate cancer (Sfar et al. 2007)

MMP12 -82A > G A allele > G

allele

AP1 Lung cancer (Heist et al. 2006)

Bladder cancer (Kader et al. 2006)
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highest in tumour tissues from 2G homozygotes, intermediate in heterozygotes, and

lowest in 1G homozygotes. MMP1 protein levels in breast cancer tissues have also

been shown to be highest in 2G homozygotes, intermediate in heterozygotes, and

lowest in 1G homozygotes (Przybylowska et al. 2006).

In addition, a study showed that 83% of metastatic melanomas with loss of

heterozygosity at the MMP1 locus retain the 2G allele, whereas only 17% retain the

1G allele (Noll et al. 2001). It is thought that although loss of either the 1G or 2G

allele from 1G/2G heterozygotes is random, retention of the transcriptionally more

active 2G allele would promote tumour invasion and metastasis, and therefore

metastatic tumours are more likely to contain the 2G allele as opposed to the 1G

allele (Noll et al. 2001).

There is emerging evidence suggesting a possible association of MMP1 gene

variation with susceptibility and/or prognosis of certain cancers. The evidence has

derived from studies of the 1G/2G polymorphism. Currently, there is no reported

study of any other MMP1 polymorphism in relation to cancer susceptibility or

progression.

A study of 456 European American patients with lung cancer and 451 healthy

controls showed that the 2G/2G genotype was significantly more prevalent in cases

than in controls (46.1% vs 31.9%, p< 0.001) (Zhu et al. 2001). The study estimated

that overall, the odds ratio of developing lung cancer was 1.82 [95% confidence

interval (CI) 1.38–2.39] for individuals of the 2G/2G genotype compared with

individuals of the 1G/1G or 1G/2G genotype. In this study, the association of the

2G/2G with increased lung cancer susceptibility was more pronounced in men than

in women, odds ratio being 2.15 (95% CI 1.42–3.26) and 1.34 (95% CI 0.84–2.15),

respectively. Another study of European Americans also found the relationship

between the 1G/2G polymorphism and lung cancer in men (919 cases and 603

controls), although the estimated odds ratio was smaller, being 1.30 (95% CI 1.00–

1.75) for the 2G/2G genotype and 1.23 (95% CI 0.88–1.73) for the 1G/2G genotype

compared with the 1G/1G genotype (Su et al. 2005). The association between the

2G/2G genotype and increased susceptibility to lung cancer was also observed in a

study in a Chinese population (150 cases and 200 controls), with an odds ratio of

1.77 for the 2G/2G genotype compared with the 1G/1G and 1G/2G genotype

(Zhang et al. 2006).

The 1G/2G polymorphism was also found to be associated with head and neck

squamous cell carcinoma in a study of 300 cases and 300 controls of Thai descent,

with an odds ratio of 2.28 (95% CI 1.58–3.27) for the 2G/2G genotype compared

with the 1G/1G and 1G/2G genotypes, which remained significant after adjusting

for age, gender, smoking, and alcohol drinking habit (O-charoenrat et al. 2006).

This association was also detected in an investigation in Japanese, involving 140

head and neck squamous cell carcinoma cases and 223 controls, in which the odds

ratio was estimated to be 1.56 (95% CI 1.02–2.38) for 2G/2G compared with 1G/1G

and 1G/2G (Hashimoto et al. 2004). The 2G/2G genotype was also found to be

associated with oral squamous cell carcinoma in two studies in Chinese, with

estimated odds ratios of over 2, compared with the 1G/1G and 1G/2G genotypes

(Lin et al. 2004a, Cao and Li 2006).
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In addition, there is evidence of association of the 1G/2G polymorphism with

susceptibility to colorectal cancer (Ghilardi et al. 2001, Hinoda et al. 2002, Elander

et al. 2006), renal cell carcinoma (Hirata et al. 2003, 2004), ovarian cancer

(Kanamori et al. 1999), and endometrial carcinoma (Nishioka et al. 2000).

Studies have also suggested that progression and metastasis of certain cancers is

influenced by MMP1 genotypes. In a study of European British patients with

cutaneous malignant melanoma (n ¼ 139), the 2G/2G genotype was found to be

associated with deep invasive primary tumours and poorer prognosis, the frequency

of the 2G/2G genotype being higher in patients with vertical growth phase tumour

than in patients with horizontal growth phase tumour (34% vs 17%), and disease-

free survival after surgery being lower in patients of the 2G/2G genotype (Ye et al.

2001). Similarly, in a study of 201 French patients with colorectal cancer who were

followed up for a median of 30 months, patients of the 2G/2G genotype had

significantly reduced survival than did those of the 1G/1G or 1G/2G genotype,

and a multivariate analysis indicated that the 2G/2G genotype was an independent

poor prognostic factor with adjustment for age, disease stage, and adjuvant chemo-

therapy (Zinzindohoue et al. 2005). Other studies have suggested a relationship of

the 2G allele with lymph node metastasis in breast cancer (Przybylowska et al.

2004, 2006), shortened survival in patients with ovarian cancer (Six et al. 2006),

and metastasis and poorer prognosis of cervical cancer (Nishioka et al. 2003, Lai

et al. 2005).

MMP2

The MMP2 gene contains 13 exons and occupies 27.52 kb pairs on chromosome

16q12.2. The promoter of the gene does not have a TATA box, but contains SP-1,

AP-2, p53, and oestrogen receptor-binding sites, which participate in regulating

MMP2 gene transcription (Harendza et al. 2003, Yan and Boyd 2007).

There are several common SNPs in the promoter region of the MMP2 gene,

including -1575G > A (rs243866), -1306C > T (rs243865), -955C > A

(rs2285052), -790T > G (rs243864), -735CT (rs2285053), and -168G > T

(rs17859829) (Price et al. 2001, Yu et al. 2004). The coding region also has several

common SNPs, with two (rs1132896 and rs1053605) in exon 5, one (rs243849) in

exon 7, one (rs2287074) in exon 9, and two (rs10775332 and rs11541998) in exon 12

(data from dbSNP database). All these coding SNPs are synonymous substitutions.

The �1306C > T substitution abolishes an SP-1-binding site (CCACC) in this

region. Experiments carried out in an epithelial cell line (293), a macrophage cell

line (RAW264.7), and a smooth muscle cell line (A10) showed that the �1306C >
T SNP had an allele-specific transcriptional effect, with the C allelic promoter

having over twofold higher activity than the T allelic promoter (Price et al. 2001).

In vitro experiments also showed that transcription factor SP-1 binds to the region

around the polymorphic site in the C allele but does not bind to the T allele (Price

et al. 2001), which is a likely explanation for the higher promoter activity of the C

allele as compared with the T allele.
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The -735C > T substitution also abolishes an SP-1-binding site (from CCCTCC

on the C allele to CTCTCC on the T allele) (Yu et al. 2004). In vitro assays showed

that transcription factor SP-1 binds to this region in the MMP2 promoter of the C

allele but does not bind to the T allele (Yu et al. 2004). It was also shown in

experiments using an embryonic kidney cell line (HEK293) that the C allele had

over 1.6-fold higher promoter activity than the T allele, and that the -1306C > T

and -735C > T SNPs had an additive effect, such that the -1306C-735C haplotype

had the highest promoter activity, followed by the -1306C and -735T haplotype and

then the -1306T and -735C haplotype, with -1306T and -735T haplotype having the

lowest promoter activity (Yu et al. 2004).

The -1575G>A SNP is located in a half-palindromic-binding site (TGACC) for

the oestrogen receptor, a nuclear receptor which acts as a transcription factor. In

vitro experiments showed that the DNA sequence at this promoter region interacted

with a nuclear protein from an oestrogen receptor-positive breast carcinoma cell

line (MCF-7) and that this interaction was more readily detectable with the G allele

than with the A allele (Harendza et al. 2003). In contrast, there was no such

interaction in experiments using nuclear proteins from an oestrogen receptor-

negative breast carcinoma cell line (MDA-MB-231). Further assays confirmed

that the nuclear protein binding to this region of the MMP2 promoter was oestrogen

receptor (Harendza et al. 2003). In the oestrogen receptor-positive breast carcinoma

cell line (MCF-7), the G allele had approximately twofold higher promoter activity

than the A allele (Harendza et al. 2003). In contrast, in the oestrogen receptor-

negative breast carcinoma cell line (MDA-MB-231), there was no difference in

promoter activity between the two alleles. However, the twofold difference in

promoter activity between the G and A alleles could be brought about when the

oestrogen receptor-negative breast carcinoma MDA-MB-231 cells were transfected

with an oestrogen receptor-a-expressing plasmid and incubated with estradiol

(Harendza et al. 2003).

Examinations of MMP2 mRNA levels in oesophageal tissues showed that the

levels were higher in individuals of the -1306C/C genotype than in those of the

�1306C/T or �1306T/T genotype, and were higher in individuals of the -735C/C

genotype than in those of the -735C/T or -735T/T genotype (Yu et al. 2004). When

both SNPs were considered, the tissues from individuals of the -1306C and -735C

haplotype had higher MMP2 mRNA levels than did tissues from individuals of the

other haplotypes (Yu et al. 2004).

In a study of 781 Chinese patients with lung cancer and 852 age- and sex-

matched controls, the MMP2 -1306C > T and -735 C > T SNPs were found to be

associated with susceptibility to lung cancer (Yu et al. 2002, Zhou et al. 2005). It

was estimated that odds ratio for lung cancer was 2.18-fold (95% CI 1.70–2.79)

higher in individuals who were homozygous for the -1306C allele compared with

individuals of the -1306C/T or -1306T/T genotype, and was 1.57-fold (95% CI

1.27–1.95) higher for individuals of the -735C/C genotype compared with those of

the -735C/T or -735T/T genotype. When both SNPs were taken into consideration,

the -1306C and -735C haplotype was associated with a fivefold higher risk for lung

cancer as compared with the -1306T and -735T haplotype. The study also showed
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that MMP2 gene variation and smoking had additive effects. In addition, a study in

European French patients with non-small-cell lung cancer suggested that the -735C/

C genotype was a risk factor for poor survival (Rollin et al. 2007).

The -1306C > T and -735 C > T SNPs were also found to be associated with

susceptibility to oesophageal squamous cell carcinoma in a study of 527 Chinese

cases and 777 controls (Yu et al. 2004). Odds ratios for the disease were estimated

to be 1.52 (95% CI 1.17‐1.96) for -1306C homozygotes compared with those of the

-1306C/T or -1306T/T genotype, and 1.30 (95% CI 1.04‐1.63) for -735C homo-

zygotes compared with the -735C/T or -735T/T genotype. When both SNPs were

taken into account, the -1306C-735C haplotype was associated with 6.53-fold (95%

CI 2.78‐15.33) higher risk of oesophageal squamous cell carcinoma compared with

the -1306T-735T haplotype, and was associated with increased risk for distant

metastasis (odds ratio 3.34, 95% CI 1.16-9.63). The same research group have

also reported an association of the �1306C > T SNP with gastric cardia adenocar-

cinoma in a study of 356 Chinese cases and 789 controls, with C allele homo-

zygotes having 3.36-fold (95% CI 2.34‐4.97) higher risk for developing the disease,
compared with individuals of the C/T or T/T genotype (Miao et al. 2003). Other

groups have reported an association of the -1306C/C genotype with increased risk

of head and neck squamous cell carcinoma (O-charoenrat and Khantapura 2006),

oral squamous cell carcinoma (Lin et al. 2004b), and colorectal cancer (Xu et al.

2004).

A relationship of the -1306C > T polymorphism with breast cancer susceptibility

was also detected in a study of 462 Chinese cases and 509 control women, with C

allele homozygotes having over twofold higher risk for the disease, compared with

individuals of the T/T or C/T genotype (Zhou et al. 2004).

MMP3

The MMP3 gene contains 10 exons and spans 7,815 base pairs on chromosome

11q22.2. MMP3 is also subject to tight transcriptional regulation, involving a

number of cis-elements in the promoter of the gene, including a platelet-derived

growth factor responsive element (from nucleotide position -1659 relative to the

transcriptional start site), an interleukin-1 responsive element (from -1614), two

PEA3-binding sites (from -216 and -208, respectively), two AP-1-binding sites

(from -189 and -70, respectively), and a TATA box (from –30) (Kirstein et al. 1996,

Borghaei et al. 1999, Yan et al. 2007).

The first reported polymorphism in the MMP3 gene is the 5A/6A polymorphism

(rs3025058), with one allele having a run of five adenosines (5A) and another allele

having six adenosines (6A), from nucleotide position -1612 (relative to the tran-

scriptional start site) in the MMP3 gene promoter (Ye et al. 1995). The allele

frequencies significantly differ between populations, with 5A allele frequencies

being lowest in Africans (e.g. 0.01 in Cameroon and 0.02 in New Guinea), higher in

Asians (e.g. 0.16 in India and 0.17 in China) and higher still in Europeans (e.g. 0.42
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in Italy), and increasing from the south to the north in European populations (0.42 in

Southern Italian, 0.48 in Czech, 0.50 in Northern Italian, 0.51 in German, 0.52 in

British, and 0.54 in Swedish populations) (Rockman et al. 2004). There are data

suggesting that the higher frequencies of the 5A allele in Europeans, particularly in

Northern Europeans, have arisen from a positive natural selection due to an

unknown cause (Rockman et al. 2004).

Other common polymorphisms (with a minor allele frequency > 0.05) have

subsequently been identified in the promoter, including -1986T > C (rs645419),

-1346A > C (rs632478), -709A > G (rs522616), and -376G > C (rs617819)

(Beyzade et al. 2003). In the coding region, there are three common SNPs, two

(rs679620 and rs602128) located in exon 2 and one (rs520540) in exon 8. One

(rs679620) of the exon 2 SNPs is a non-synonymous substitution resulting in a change

of lysine to glutamic acid at amino acid residue 45 (data from dbSNP database).

The 5A/6A polymorphism is located within the interleukin-1 responsive element

located at nucleotide position from -1614 to -1595 relative to the transcriptional

start site. In vitro experiments showed that the 5A/6A polymorphism had an allele-

specific effect on MMP3 expression, with the 5A allelic promoter having greater

transcriptional activity than the 6A allelic promoter (Ye et al. 1996). This difference

was observed in several cell types including macrophages, smooth muscle cells,

and fibroblasts (Ye et al. 1996, Beyzade et al. 2003). In agreement, studies of the

levels of MMP3 mRNA and protein in ex vivo tissues from individuals of different

genotypes for the 5A/6A polymorphism showed that the levels were highest in 5A

homozygotes, intermediate in heterozygotes, and lowest in 6A homozygotes (Med-

ley et al. 2003, Lichtinghagen et al. 2003).

In vitro experiments showed that the sequence surrounding the 5A/6A polymor-

phic site interacts with two nuclear proteins, one of which binds to the 6A allele

more effectively than to the 5A allele (Ye et al. 1996). Studies suggest that one of

these nuclear proteins is transcription factor ZBP89 (also named ZNF148), which

has a similar affinity with the 5A and 6A alleles and acts as a transcriptional

enhancer (Ye et al. 1999). It has been suggested that the other nuclear protein is

transcription factor NFkB and that it has different affinity for the 5A and 6A alleles

(Borghaei et al. 2004), although this needs to be confirmed.

Most studies of MMP3 gene variation in relation to cancer have focused on the

5A/6A polymorphism. A study of this polymorphism in Austrian patients with

breast cancer (n ¼ 500) and controls (n ¼ 500) showed that the genotype frequen-

cies in patients did not significantly differ from those in controls; however, lymph

node metastasis was more prevalent in patients of the 5A/5A genotype than in

patients of the 5A/6A or 6A/6A genotype (Krippl et al. 2004). The odds ratio for

lymph node metastasis was estimated to be 1.78 (95% CI 1.14–2.76) for patients

with the 5A/5A genotype compared with those of the 5A/6A or 6A/6A genotype

(Krippl et al. 2004). The association between the 5A/5A genotype and increased

susceptibility to lymph node metastasis was also observed in a study of Italian

patients with breast cancer (n¼ 86) (Ghilardi et al. 2002). In addition, a relationship

of the 5A/5A and 5A/6A genotypes with lymphatic metastasis was also observed in

Chinese patients with oesophageal squamous cell carcinoma (n¼ 234) (Zhang et al.
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2004) and Chinese patients with non-small-cell lung carcinoma (Fang et al. 2005).

Moreover, a study of French patients with head and neck squamous cell carcinoma

(n ¼ 148) showed that patients of the 5A/5A genotype had a poor response to

chemotherapy (Blons et al. 2004). Compared with patients of the 5A/5A genotype,

those of the 5A/6A genotype and those of the 6A/6A were, respectively, 1.7- and

6.7-fold more likely to respond to chemotherapy (Blons et al. 2004).

MMP9

MMP9 contains 13 exons and spans 7,653 base pairs of DNA on chromosome

20q13.12. Transcriptional regulation of the MMP9 gene involves an NFkB-binding
site (from nucleotide position -600 relative to the transcriptional start site), an SP-1-

binding site (from -558), a PEA3-binding site (from -540), two AP-1-binding sites

(from -533 and -79, respectively), and a TATA box (from -29) (Yan et al. 2007).

Several common polymorphisms (with minor allele frequency > 0.05) have

been identified within the proximal 2 kb promoter region of the MMP9 gene,

including the -1702T > A (rs3918241) and -1562C > T (rs3918242) SNPs, and

the -90(CA)n microsatellite polymorphism (rs5841617). In the coding region, there

are several common non-synonymous SNPs, that is, Arg279Gln (rs17576) in exon

6, Pro574Arg (rs2250889) in exon 10, and Arg668Gln (rs2274756) in exon 12, as

well as two synonymous SNPs, that is, Gly607Gly (rs13969) in exon 11 and

Val694Val (rs13925) in exon 13 (data from dbSNP database).

In vitro studies indicated a functional effect of the -1562C > T SNP, with the T

allele having a higher promoter activity than the C allele (Zhang et al. 1999). In

agreement, a study using ex vivo aortic tissues showed that MMP9 mRNA levels,

MMP9 protein levels, and MMP9 activity were higher in -1562T allele carriers than

in non-carriers (Medley et al. 2004). In addition, studies of plasma MMP9 levels

showed that the levels were higher in -1562T allele carriers than in non-carriers

(Zhang et al. 1999, Blankenberg et al. 2003).

There is evidence suggesting that the (CA)n polymorphism also has an effect on

MMP9 transcription (Shimajiri et al. 1999, Peters et al. 1999). In vitro assays

showed that the alleles containing 21, 22, or 23 CA repeats have higher promoter

activity than those containing 14 or 18 CA repeats (Shimajiri et al. 1999, Peters

et al. 1999), and that a nuclear protein binds more effectively to the alleles that have

higher promoter activity than to the alleles with low promoter activity (Shimajiri

et al. 1999).

A study of Japanese patients with gastric cancer (n ¼ 177) suggested an associ-

ation of the MMP9 -1562C> T SNP with susceptibility to lymphatic invasion, with

an odds ratio of 2.27 (95% CI 1.09–4.74) for -1562T carriers, compared with non-

carriers (Matsumura et al. 2005). An association of carriage of the -1562T allele

with susceptibility and metastasis of prostate cancer was also observed in a study of

101 Tunisian cases and 106 controls (Sfar et al. 2007).

The Arg279Gln and Pro574Arg polymorphisms were found to be associated

with susceptibility to lung cancer in a case-control study in Chinese involving 744
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cases and 747 controls. The study showed that the odds ratio for lung cancer was

2.16 (95% CI 1.30–3.59) for individuals carrying one or two copies of the 279Arg

and/or 574Pro alleles, and 2.44 (95% CI 1.48–4.03) for those carrying more than

two copies of these alleles, compared with individuals who carried neither of these

alleles (Hu et al. 2005).

MMP12

The MMP12 gene contains 10 exons distributing over 12.25 kb pairs on chromo-

some 11q22.2. Cis-elements identified in the MMP12 gene promoter include two T-

cell factor-4/-catenin-binding sites (from nucleotide position -1658 and -1538,

respectively), a leader-binding protein-binding site (from -1576), a PEA3-binding

site (from –335), an octamer-binding protein-binding site (from -166), an AP-1-

binding site (from -74), and a TATA box (from -29) (Yan et al. 2007).

There are several common polymorphisms in the promoter region of the MMP12

gene, including -82A > G (rs2276109), -1079T ins/del (28360355), and -1839C >
G (rs1277718), and there are also two non-synonymous SNPs located in exons 6

and 8, respectively, that is, Gln279Arg (rs17368582) and Asn357Ser (rs652438)

(Jormsjo et al. 2000, Joos et al. 2002) (dbSNP database).

A study of European American patients with bladder cancer (n ¼ 560) and

controls (n ¼ 560) indicated an association of the -82G/G genotype with over

fourfold higher risk of invasive bladder cancer (Kader et al. 2006). In addition, a

study of American patients with non-small-cell lung cancer (n ¼ 382) suggested a

relationship between the Asn357Ser SNP and prognosis, patients carrying the Ser

allele having poorer recurrence-free survival (odds ratio 1.74, 95% CI 1.18–2.58)

and overall survival (odds ratio 1.53, 95% CI 1.05–2.23), which remained signifi-

cant after adjusting for age, sex, smoking, and histological cancer subtype (Heist

et al. 2006).

Summary

Studies have indicated associations of the MMP1, MMP2, MMP3, MMP9, and

MMP12 gene variations with susceptibility to and/or progression of several types of

cancer. The associations could potentially be explained by increased MMP expres-

sion in individuals of certain genotype, in particular increased MMP1 in individuals

carrying the MMP1 -1607 2G allele, higher MMP2 expression in individuals of the

MMP2 -1306C/C and -735C/C genotypes, elevated MMP3 in carriers of the MMP3

-1612 5A allele, and increased MMP9 in MMP9 -1562T carriers.

However, some of the reported associations were not observed in some other

studies (Wenham et al. 2003, Shin et al. 2005, Kader et al. 2006). The discrepancies

between different studies could be due to small samples size which would increase
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the chances of false-negative and false-positive findings, or due to differences in

genetic background and/or environment factors which can also influence cancer

susceptibility and progression. In view of the multifactorial nature of cancers,

ascertainment of a moderate effect from a genetic variant would require large

samples, and the required sample sizes depend on the effect sizes and the allele

frequency of the polymorphism (Zondervan and Cardon 2004). Further studies of

the MMP gene variations in larger samples would be warranted to assess their

potential influences on cancer susceptibility and/or prognosis.
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Chapter 33

TIMP-1 as a Prognostic Marker

in Colorectal Cancer

Camilla Frederiksen, Anne Fog Lomholt, Hans Jørgen Nielsen,

and Nils Brünner

Abstract Colorectal cancer (CRC) accounts for about 1 million new cases per year

worldwide and is the third most prevalent cancer in Europe, and the second most

important in relation to cancer-specific death. Outcome in patients with CRC relates

to the stage of disease at diagnosis. The staging is based on histopathological

characteristics and has limitations especially concerning the prediction of prognosis

for patients presenting with the intermediate tumour stages (II and III). A number of

publications have suggested tissue inhibitor of metalloproteinases 1 (TIMP-1) as a

new and valid prognostic marker in CRC. This chapter reviews the literature on

TIMP-1 as a prognostic marker in CRC.

Introduction

Colorectal cancer (CRC) accounts for about 1 million new cases per year world-

wide (Parkin et al. 2005) and is the third most prevalent cancer in Europe, and the

second most important in relation to cancer-specific death (Ferlay et al. 2007). CRC

is most prevalent in developed countries with an individual lifetime risk of 5% and

is, therefore, considered related to the lifestyle of the individual (Levin and Dozois

1991, Weitz et al. 2005).

As in most cancers, clinical outcome in patients with CRC relates to the stage of

disease at diagnosis. Staging in CRC is accomplished using the TNM system (TNM

Classification of Malignant Tumors NCI 2002). Presently, the TNM staging, based

on the histopathological characteristics of the tumour, is the strongest predictor of

patient outcome, and thereby an important tool in patient management following
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primary surgical tumour resection. However, as it appears from Table 33.1, which

shows the different tumour stages according to the TNM system, including the

expected 5-year survival for each stage (Weitz et al. 2005, Compton and Greene

2004), the TNM staging system does not offer a precise prediction of prognosis for

the individual patient. At the time of diagnosis, 70–80% of the patients do not show

signs of distant metastases (Guillou et al. 2005) and are consequently offered

surgical resection with curative intent. Patients presenting with low rectal cancers

are offered preoperative radio- and/or chemotherapy (Rodel and Sauer 2005),

aiming to improve resectability of the tumour. Postoperatively, all patients with

CRC diagnosed with stage III disease are offered adjuvant systemic chemotherapy,

while patients with stage I or stage II CRC most often do not receive adjuvant

treatment (Gill et al. 2004). Overall, survival of patients in stages I–III has been

reported to range from 35% to 90% in different studies (Obrand and Gordon 1997,

Eisenberg et al. 1982, George et al. 2006, Staib et al. 2002).

The remaining 20–30% of patients who are presenting with disseminated disease

(stage IV) at diagnosis are offered various types of treatment, for example, surgery

of the primary tumour and—when possible—of distant metastases, and chemother-

apy and/or irradiation, and different types of biological treatment such as antibodies

against the epidermal growth factor (EGF) receptor or vascular epidermal growth

factor (VEGF). Despite this variety of treatment modalities, the 5-year survival in

stage IV patients is still disappointing (Table 33.1) (NCI 2007; www.seer.cancer.

gov).

Approximately 35% of patients with stage III CRC will be cured by the primary

surgery, but they are still offered adjuvant treatment; thus, these patients will be

over-treated. At the same time, in patients with stage II CRC the 5-year survival rate

is�75%. Since stage II patients rarely receive adjuvant systemic therapy, �25% of

these patients must be considered as being under-treated.

To overcome this dilemma, improved and differentiated staging of patients with

CRC is needed. One approach is to identify biomarkers (genes and proteins) in

tumour tissue and different body fluids (blood, sputum, urine) that may improve

Table 33.1 TNM-Staging and Estimated 5-Year Survival for Patients with CRC

TNM Tumour Regional lymph node Distant metastasis 5-year survival

Stage 0 Tis N0 M0 >90%

Stage I T1 N0 M0 >90%

T2 N0 M0 80–85%

Stage IIA T3 N0 M0 70–75%

Stage IIB T4 N0 M0 70–75%

Stage IIIA T1, T2 N1 M0 60%

Stage IIIB T3, T4 N1 M0 40%

Stage IIIC Any T N2 M0 25%

Stage IV Any T Any N M1 <5%

T ¼ primary tumour, N ¼ regional lymph nodes, M ¼ distant metastasis.

CRC colorectal cancer.
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staging of the patients. Several tumour markers have been proposed as potential

candidates for prognostic evaluation in CRC, but the number of markers that

actually have proven clinically useful is small (Hayes et al. 1996, Bast et al.

2001, Schilsky and Taube 2002).

With the many reports on new tumour markers, the need for international

guidelines for the establishment and validation of new tumour markers is evident.

The American Society of Clinical Oncology (ASCO) (Locker et al. 2006) and

the European Group of Tumour Makers (EGTM) (Duffy et al. 2003) regularly

issue evidence-based clinical practice guidelines for the use of tumour markers in

cancer by analyzing systematic review and meta-analyses of published tumour

marker studies. Hayes and co-workers (Hayes et al. 1996) introduced a Tumour

Marker Utility Grading System (TMUGS) for the clinical utility of tumour mar-

kers. Through the TMUGS, a potential tumour marker can be evaluated and

assigned a level of evidence (LOE) utility score ranging from V to I. Level V

evidence is considered weak and is derived from case reports and small pilot

studies. Levels IV and III are retrospective studies of smaller (IV) or larger size

(III). Level II can be obtained from prospective studies not specifically designed to

test marker utility. Finally, level I evidence can be obtained from a single, high

powered, prospective, randomized trial or a meta-analysis/overview of multiple

well-designed studies.

Several soluble markers have been proposed as potential candidates for prog-

nostic evaluation in patients with CRC. Carcino embryonic antigen (CEA), which is

used in the postoperative monitoring of patients with CRC, has been proposed as a

potential prognostic marker but has not yet met the criteria (LOE I) needed for

clinical implementation (Goldstein and Mitchell 2005, Wang et al. 2007, Locker

et al. 2006). Since the specificity and sensitivity of CEA is relative, alternative

markers are still vigorously searched for, aiming at improving the prognostic

differentiation of stage II patients in particular and thereby increasing CRC

survival.

Over the last 7 years, a number of publications have suggested tissue inhibitor of

metalloproteinases 1 (TIMP-1) as a new and valid prognostic marker in CRC. Of

particular interest is that TIMP-1 in many of these studies has demonstrated

independency from the TNM classification, which means that TIMP-1 measure-

ments may be used to further estimate prognosis in each of the patients with stages

I–III CRC.

In the following, a review on the literature on TIMP-1 as a prognostic marker in

CRC will be given. In addition, the LOE for each of the studies has been evaluated.

Based on a systematic search in the Medline database (http://www.ncbi.nlm.nih.

gov/entrez) from January 1, 1990, through May 2007, the terms: ‘‘Tissue Inhibitor

of Metalloproteinases 1 or TIMP-1’’, ‘‘prognosis’’ and ‘‘patient outcome’’ and

‘‘colorectal or colon or rectal’’ and ‘‘cancer or malignancy or neoplasm’’ were

combined with the operator ‘‘AND’’, and yielded a total of 22 original articles.

Eleven of these met the criteria of evaluating or proposing TIMP-1 as a prognostic

marker in patients with CRC. The articles are listed in Table 33.2.
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Function of TIMP-1 in Cancer

TIMP-1 in General

The TIMP family consists presently of four different members (TIMP-1–4), which

sharemany structural features. The TIMP-1 gene is located on chromosomeXp11.1–

p11.4 and it codes for a soluble 28.5 kDa glycoprotein that forms non-covalent

1:1 stoichiometric complexes with matrix metalloproteinases (MMPs), thereby

inhibiting the proteolytic activity of these molecules (Brew et al. 2000, Egeblad

and Werb 2002).

Accumulating evidence indicates that TIMP-1 can act on other molecular targets

in addition to MMPs, and thereby promotes tumour progression. TIMP-1 has been

shown to inhibit apoptosis, to stimulate cell growth and to regulate angiogenesis, as

will be described in the following sections. The promoting role of TIMP-1 in cancer

growth is supported by the many studies that demonstrate an association between

increased levels of TIMP-1 in cancer tissue or in blood from patients with cancer

and a poor clinical outcome (Holten-Andersen et al. 2000, Yukawa et al. 2001,

Schrohl et al. 2004).

TIMP-1 and Regulation of Cell Growth

TIMP-1 was originally discovered as an eryhtroid-potentiating activity protein, a

humeral protein that enhances the proliferation of human erythroid progenitors and

certain cancer cells (Niskanen et al. 1988, Docherty et al. 1985, Murate et al. 1993,

Golde et al. 1980). Since then the role of TIMP-1 in cell survival and proliferation

has been extensively studied and stimulation of growth has been observed in many

different cell types including osteosarcoma cells, lymphoma cells, keratinocytes,

fibroblasts and breast cancer cells (Hayakawa et al. 1992, Bertaux et al. 1991,

Chesler et al. 1995, Avalos et al. 1988). However, an anti-proliferative activity

(through cell cycle arrest in G1 phase) of TIMP-1 has been demonstrated in non-

malignant human mammary epithelial cells (Taube et al. 2006, Fata et al. 1999),

suggesting a cell type-related specific effect of TIMP-1 on cell proliferation.

A few studies have demonstrated that the ability of TIMP-1 to stimulate cell

growth is dependent on its ability to inhibit MMPs (Fata et al. 1999, Porter et al.

2004). However, some studies have reported TIMP-1 to stimulate cell proliferation

through a cell surface-binding protein independently of its MMP inhibitory effect

(Docherty et al. 1985, Golde et al. 1980, Chesler et al. 1995, Avalos et al. 1988).

Indication that TIMP-1 may be signalling through a cell surface-binding protein

was first reported by Avalos and colleagues (Avalos et al. 1988, Bertaux et al.

1991). Luparello and colleagues (Luparello et al. 1999) subsequently showed

that added human TIMP-1 could elicit a significant proliferative response of

human breast carcinoma cells in a dose-dependent manner. Findings by Ritter
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and colleagues (Ritter et al. 1999) demonstrated that TIMP-1 can bind to human

breast carcinoma cells and translocate to the nucleus. Several other studies have

subsequently investigated how TIMP-1 by way of the cell membrane initiates an

intracellular signalling cascade, resulting in cell proliferation. Binding of TIMP-1

to the cell surface has been shown to stimulate cell growth through a signal

transduction cascade mediated by Ras (Wang et al. 2002). It remains to be eluci-

dated how TIMP-1 interacts with its cell surface-binding protein and how TIMP-1

initiates growth signal transduction pathways.

TIMP-1 and Regulation of Apoptosis

Accumulating evidence has established that TIMP-1 is able to inhibit apoptosis

induced by various apoptotic stimuli. TIMP-1 may regulate cell survival by at

least two pathways. One pathway correlates with its ability to inhibit MMPs

(MMP-dependent) and the other by a pathway independent of MMP inhibition

(MMP-independent).

Murphy and colleagues (Murphy et al. 2002) demonstrated that TIMP-1 had a

direct, consistent and significant anti-apoptotic effect on human and rat stellate cells

mediated via a MMP-dependent mechanism. It appeared that TIMP-1 was able to

preserve the integrity of the ECM and stabilize the cell matrix interactions through

inhibition of MMPs (Jiang et al. 2002), and thereby inhibit apoptosis.

Several other studies have reported the anti-apoptotic effect of TIMP-1 to be

independent of its MMP inhibitory activity. Reduced-alkylated TIMP-1, completely

devoid ofMMP inhibitory activity, has been shown to suppress apoptosis of Burkitts

lymphoma cell lines (Guedez et al. 1998) and human breast epithelial cells (Li et al.

1999, Liu et al. 2005) in vitro. It was recently shown that TIMP-1 binds to the cell

surface protein CD63, thereby regulating cell survival and polarization (Jung et al.

2006).

TIMP-1 may regulate apoptosis by the MMP-dependent and MMP-independent

pathways, both of which may coexist in the cell. Thus, TIMP-1 is a significant

determinant for cell death/cell survival, and thereby regulation of the microenvi-

ronment.

TIMP-1 and Regulation of Angiogenesis

The pathological formation of new blood vessels from existing vessels (angiogene-

sis) is essential for tumours to survive and metastasize. Angiogenesis can develop

by several different cellular mechanisms, including sprouting, intussusceptions or

by incorporation of bone marrow-derived endothelial precursors (Carmeliet and

Jain 2000).
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Endothelial cell invasion into the surrounding stroma/tissue is an essential step

during angiogenesis and requires proteases such as MMPs (Chun et al. 2004). The

ability of TIMP-1 to inhibit MMPs has been reported to induce both pro-angiogenic

and anti-angiogenic effects.

Preclinical in vitro and in vivo (Fisher et al. 1994, Johnson et al. 1994, Reed et al.

2003, Fernandez et al. 1999) studies have shown that TIMP-1 is capable of

suppressing angiogenesis through inhibition of MMP. Akahane and colleagues

(Akahane et al. 2004) demonstrated that recombinant human TIMP-1 suppressed

migration of endothelial cells in a dose-dependent manner, indicating that inhibi-

tion of angiogenesis is related to MMP inhibition. However, Cornelius and collea-

gues (Cornelius et al. 1998) showed that MMPs act on plasminogen to generate

angiostatin, and thereby limiting tumour vascularization. Therefore, TIMPs that

inhibit MMPs and thus the production of angiostatin may promote angiogenesis.

In addition, several studies have shown that TIMP-1 also has a direct effect on

endothelial cell proliferation, which is separate from MMP inhibition (Hayakawa

et al. 1992, Akahane et al. 2004). Yoshiji and colleagues (Yoshiji et al. 1998)

reported that over-expression of TIMP-1 enhances VEGF expression in mammary

carcinoma and promote neo-vascularization of the retina by VEGF induction

(Yamada et al. 2001).

Further research on the pleiotopic actions of TIMP-1 in the cellular microenvi-

ronment is warranted, especially in the light of the many clinical studies showing

that elevated levels of TIMP-1 are associated with poor prognosis of patients with

cancer.

TIMP-1 and Prognosis in CRC

Descriptive Studies, LOE V

Zeng and colleagues (Zeng et al. 1995) reported on the level of expression of TIMP-

1 mRNA in tumour tissue from 56 patients with CRC. TIMP-1 mRNA was signifi-

cantly elevated in the cancer tissue when compared with the corresponding adjacent

normal tissue (p¼ 0.0001). In addition, TIMP-1 mRNA levels were correlated with

presence or absence of metastatic disease, for example, higher TIMP-1 mRNA

levels were observed in tissue from patients with advanced disease. This descriptive

study was not aiming to prove a prognostic value of TIMP-1 mRNA, but it was the

first study showing a correlation between TIMP-1 level and tumour stage in CRC,

hence suggesting an association between patient prognosis and TIMP-1 mRNA

levels. Pellegrini and colleagues (Pellegrini et al. 2000) performed a study on 41

patients with CRC undergoing surgical resection. By principal components analy-

sis, serum TIMP-1 levels were found to be associated with progression of disease

from stage III to IV (p ¼ 0.02). Roca and colleagues (Roca et al. 2006) did

immunohistochemical (IHC) staining of 84 paraffin-embedded CRC tumours.
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High TIMP-1 immunoreactivity (more than 25% of cells stained) was shown to

correlate insignificantly with poor patient outcome (p value not given), and TIMP-1

immunoreactivity was not retained as a prognostic marker in the final multivariate

Cox analysis.

Yukawa and colleagues (Yukawa et al. 2001) performed a study on plasma

TIMP-1 in 44 patients undergoing surgery for CRC and found that TIMP-1 values

correlated with serosal invasion (p ¼ 0.011), Dukes’ stage (p ¼ 0.036) and liver

metastasis (p ¼ 0.025). The prognostic value of TIMP-1 was not studied, but the

results suggested a possible prognostic association since serosal invasion, liver

metastasis and higher Dukes’ stage are known to correlate with overall survival.

Case/Monitoring Series, LOE IV

Oberg and colleagues (Oberg et al. 2000) performed a case-control study including

158 patients with CRC to evaluate the prognostic impact of serum TIMP-1 (among

other potential markers). A correlation between tumour stage and serum TIMP-1

level (p < 0.001) was described while no significant correlation with patient

outcome was observed for Dukes’ stages A–C patients (n ¼ 133) in this study.

Simpson and colleagues (Simpson et al. 2000) performed a study on plasma

TIMP-1 from 41 patients with CRC. Plasma TIMP-1 was significantly higher in

those patients with metastatic disease compared with those with localized disease

(p¼ 0.02). No significant difference in plasma TIMP-1 levels was observed among

patients with Dukes’ stages A–C disease, but no data were presented on a possible

prognostic impact of plasma TIMP-1 in these patients.

Retrospective Studies, LOE III

Waas and colleagues (Waas et al. 2005) evaluated the prognostic value of TIMP-1

in 94 patients with CRC. Patients presenting with a high plasma TIMP-1 value had

significantly shorter survival (p ¼ 0.0003) than did patients with low plasma

TIMP-1 values. Like in other studies, TIMP-1 was shown to correlate with age,

tumour stage and distant metastasis.

Yukawa and colleagues (Yukawa et al. 2004) performed a study on plasma

TIMP-1 in 82 patients undergoing elective surgery for CRC. Patients were grouped

according to a plasma TIMP-1 cut-off value of 170.0 ng/ml calculated based on

TIMP-1 values in the group of patients diagnosed with early-stage CRC. Based on

this grouping, TIMP-1 level was shown to predict patient outcome when analyzed

univariately (p ¼ 0.03), that is, high plasma TIMP-1 levels correlated with shorter

patient survival (p ¼ 0.02). However, plasma TIMP-1 was not retained in the

final multivariate model in which patients with distant metastases and peritoneal

metastases were excluded.
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Holten-Andersen and co-workers (Holten-Andersen et al. 2000) conducted a

retrospective study of 588 patients with CRC undergoing elective surgery with an

average follow-up of 89 months. Plasma TIMP-1 was measured in samples

obtained preoperatively. Treated as a continuous variable, plasma TIMP-1 level

(loge TIMP-1) was found to be significantly associated with survival [(HR 3.3 (95%

CI: 2.6–4.2); p < 0.0001)]. The correlation between plasma TIMP-1 and survival

was found for both rectal cancer and for colancancer. Plasma TIMP-1 was not

significantly different among Dukes’ stages A, B and C patients, whereas patients

with Dukes’ stage D disease had significantly higher plasma TIMP-1 values (p <
0.0001). They also found a correlation between age and plasma TIMP-1 levels (p<
0.001). Multivariate analysis showed that plasma TIMP-1 was retained in the final

model [(HR 2.5 (95% CI: 1.7–3.7); p < 0.0001)]. In a subsequent study, Holten-

Andersen and co-workers measured plasma TIMP-1 in samples obtained �6
months following the primary surgery (Holten-Andersen et al. 2006). This study

confirmed the association between plasma TIMP-1 levels and patient survival, and

the authors suggest that plasma TIMP-1 could be a marker of minimal residual

disease. Holten-Andersen and colleagues (Holten-Andersen et al. 2004) also per-

formed a retrospective cohort study of 352 patients with rectal cancer (RC) under-

going elective surgery. The follow-up period was 43 months (range, 20–95 months)

for survivors. Plasma TIMP-1 was measured in samples obtained preoperatively.

Plasma TIMP-1 levels were found to correlate with patient outcome in a univariate

analysis (p < 0.0001). Performing a multivariate analysis, plasma TIMP-1 levels

were shown to be independently associated with patient survival [(HR 2.2 (95% CI:

1.2–4.1); p ¼ 0.01)]. This study thus confirmed the first study showing an indepen-

dent association between plasma TIMP-1 levels and survival of patients with RC.

Ishida and co-workers (2003) performed a cohort study of 123 patients under-

going elective resection for CRC. TIMP-1 was analyzed in serum samples. The 112

patients undergoing curatively intended resection were followed for 48 months

(range, 36–67 months) and the remaining 11 patients undergoing palliative resec-

tion were followed for 16 months (range, 2–36 months). Serum TIMP-1 levels were

associated with Dukes’ stage (p¼ 0.03), lymph node metastasis (p¼ 0.04) and liver

metastasis (p < 0.001). A cut-off value was calculated based on TIMP-1 values

from 20 healthy individuals. This cut-off value was used to group patients into

high-/low-level groups, and based on this grouping TIMP-1 was not found to

predict outcome in the study population.

Discussion

This chapter has evaluated TIMP-1 as a prognostic marker in CRC. Eleven pub-

lications met the criteria for inclusion in the evaluation of TIMP-1 as a prognostic

marker in patients with CRC. The studies included quantification of TIMP-1

mRNA or TIMP-1 IHC in tumour tissue or TIMP-1 measurements in serum and

in plasma. Most of the studies included only a limited number of patients and must,
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therefore, be categorized as exploratory in nature. In many of the studies, no uni-

variate survival analyses had been performed, but the authors proposed TIMP-1 as a

prognostic variable based on associations between TIMP-1 and already established

prognostic parameters such as tumour stage. However, most of the studies found no

significant differences in TIMP-1 levels among stages I–III patients (Dukes’ stages

A–C), while a significant increase was observed in the subgroup of stage IV

(Dukes’ stage D) patients. These results strongly suggest that TIMP-1 levels can

be used to further stratify the prognosis of patients in each of stages I–III, which is

what is presently needed. The only IHC study included (Roca et al. 2004) reported

on TIMP-1 immunoreactivity in the cancer cells as well as in the tumour stroma.

It has since unequivocally been demonstrated that TIMP-1 immunoreactivity and

mRNA expression is located in the infiltrating stromal cells in the tumour tissue and

no mRNA expression or immunoreactivity is present in the tumour cells. Less

importance should, therefore, be given to the study by Roca et al. (2006). Three

studies measured TIMP-1 in serum (Oberg et al. 2000, Ishida et al. 2003, Pellegrini

et al. 2000). It has previously been shown that TIMP-1 levels in serum are signifi-

cantly higher and more variable than in plasma. It was proposed that this difference

may be caused by release of TIMP-1 from platelets during blood coagulation, and

thus not related to the presence of the cancer disease. It is noteworthy that two of

these three serum studies failed to demonstrate any association between TIMP-1

levels and patient survival. In contrast, the five studies on plasma TIMP-1 in which

an association between TIMP-1 levels and patient survival was presented, all came

to the same conclusion that plasma TIMP-1 levels are significantly associated with

patient outcome, for example, high plasma TIMP-1 levels being associated with

poor patient survival and low levels with long survival. These results support

further studies on plasma TIMP-1 as a prognostic variable in CRC. The final aim

is to reach LOE 1, which will allow plasma TIMP-1 to be included in the daily

management of patients with CRC.

By reviewing the identified papers, it became obvious that various clinical and

methodological aspects have to be discussed before continuing studies on plasma

TIMP-1 as a prognostic marker in CRC. In studies evaluating prognosis, the study

population has to be well characterized aiming to prevent misinterpretation caused

by bias or confounders. A satisfactory description of the study population includ-

ing description of sample selection, inclusion criteria, diagnostic criteria, clinical

and demographic characteristics and length of follow-up should be presented at

publication (Altman 2001).

Plasma TIMP-1 level is known to increase with age—as was shown in some of

the presented studies (Holten-Andersen et al. 2000,Waas et al. 2005); consequently,

it is of importance to stratify for age when evaluating TIMP-1. Additionally,

increased plasma TIMP-1 levels have been described in various cancers and non-

malignant diseases (Hofmann et al. 2000, Schrohl et al. 2004, Gouyer et al. 2005,

Gorogh et al. 2006, Klimiuk et al. 2002, Zureik et al. 2005, Arthur et al. 1998);

consequently, this should be considered when performing an evaluation of TIMP-1

levels in plasma. In most of the reviewed plasma studies age and sex is accounted

for, while the issue of co-morbidity has not been included yet.
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Information concerning pre-analytical factors, such as specimen collection,

handling and storage, is another important issue in the evaluation of potential

biomarkers. Plasma TIMP-1 measurements have been shown to be influenced by

several pre-analytical variables (Jung et al. 1996, Lomholt et al. 2007), but in most

of the present studies this information is not available.

Also, analytical differences between studies may influence the overall conclu-

sions. The assays employed for plasma TIMP-1 measurement are not directly

comparable; hence, some kind of objective measures should be available allowing

for comparison of results from different arrays. For example, inclusion of a com-

mon external reference plasma sample in all assays would allow for comparison.

In addition, such a reference sample could also be used to estimate intra- and inter-

assay variations within and among laboratories. Finally, it should be obvious that

a thorough validation (including tests for specificity, sensitivity, linearity and

recovery) of the assay in question is an absolute necessity.

Various statistical methods were applied, which makes comparison between the

studies even more difficult. Only four papers presented a numerical summary of the

prognostic strength of TIMP-1, such as hazard ratio (Holten-Andersen et al. 2004,

2006, 2000, Roca et al. 2006), although the latter presents hazard ratios only for

significant markers and thus not for TIMP-1. Length of follow-up of patients were

recorded only in five studies (Roca et al. 2006, Holten-Andersen et al. 2000, Oberg

et al. 2000, Curran et al. 2004, Waas et al. 2005). Furthermore, in several publica-

tions the follow-up period was described inadequately in respect to the median

follow-up for both survivors and dead individuals.

Analysis of statistical data can also be biased when cut-off points are handled in

various ways, for example, Yukawa et al. (2001) presented a cut-off value of 170

ng/ml for plasma TIMP-1 and defined patients with positive or negative plasma

TIMP-1 according to this cut-off value. Other studies had a more conservative

approach using either the median TIMP-1 value or divided TIMP-1 values into

tertiles or quartiles (Holten-Andersen et al. 2006, Ishida et al. 2003, Oberg et al.

2000). Holten-Andersen et al. (2006) used two approaches to scoring TIMP-1 for

analysis of prognostic value: (1) a cut-point defined by the 95th percentile of

healthy donors adjusted for age and gender; (2) TIMP-1 on a continuous scale

(log transformed). The more basic approach with treating TIMP-1 values as contin-

uous variables and then comparing to patient outcome was presented only in three

of the studies (Holten-Andersen et al. 2000, 2002, 2006).

The completeness of the required information will reflect the LOE of the

individual study. For example, it is obviously easy to describe the methodological

variables when a study is performed on material collected for the actual study, and a

study performed in this manner will consequently reach a higher LOE, than a study

based on archive biological material where access to this information may be

difficult or even impossible. In this review, only two (Waas et al. 2005, Yukawa

et al. 2004) of the presented studies used biological material aimed for the actual

study.
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Future Perspectives – Bringing TIMP-1 to LOE I?

Keeping all of these variables in mind, it is obviously difficult to draw a final

conclusion on the utility of TIMP-1 as a prognostic marker in CRC. In order to test

if plasma TIMP-1 can be brought to LOE I, a large prospectively controlled study

that is designed to test the association between plasma TIMP-1 and patient survival

should consider all imaginable confounders and bias possible. Thus, standard

operating procedures (SOPs) for sample collection, handling and storage should

be in place before the study is initiated. All relevant patient characteristics should be

collected prospectively and inclusion and exclusion criteria for the study should

be defined. Statistical strength calculations should be performed when designing

such studies, to allow valid statistical calculations of the end-points. Also, SOPs for
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Fig. 33.1 Example of a study design that could be used in the final analyses of the association

between plasma TIMP-1 and patient outcome
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the plasma TIMP-1 analyses should be worked out before the initiation of the study

and as suggested above, internal and external reference material should be available

and included on each assay run. For the post-analytical variables, a statistical

analysis procedure (SAP) should clearly describe which statistical methods, includ-

ing plasma TIMP-1 values (cut-off points or continuous variable), are to be used in

the final analyses of the association between plasma TIMP-1 and patient outcome.

Figure 33.1 shows an example of a study design that could be used for such a

clinical study. In this study, the primary aim will be to validate the prognostic

impact of plasma TIMP-1 in patients with stage II RC. The secondary aim will be to

test if ‘‘high TIMP-1’’ patients will benefit from adjuvant therapy. Patients with low

TIMP-1 plasma levels will be observed (current practice) while patients with high

plasma TIMP-1 levels will be randomized to either observation (current practice) or

adjuvant chemotherapy. End-points will be disease-free survival and overall sur-

vival. The study could include CC as well as RC stage II patients. A second plasma

sample should be collected at the end of chemotherapy and subsequently being

analyzed for TIMP-1, the hypothesis being that patients in whom plasma TIMP-1

levels do not return to a level comparable to the levels found in healthy individuals

might be those having minimal residual disease (Holten-Andersen et al. 2006)

despite adjuvant treatment.

Preferably such a study should compare the results of the plasma TIMP-1

measurements with currently available predictors of prognosis, for example, histo-

logical grading and serum CEA levels, to evaluate its future potential. Actually,

some of the studies included in the present review have included such comparisons

and the data suggest plasma TIMP-1 to be an independent predictor of survival in

patients with CRC, that is, plasma TIMP-1 can add to the prognostic information

that can be obtained by these two other factors.
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Chapter 34

Structure and Inhibition of the Urokinase-Type

Plasminogen Activator Receptor

Benedikte Jacobsen, Magnus Kjaergaard, Henrik Gårdsvoll,

and Michael Ploug

Abstract The urokinase-type plasminogen activator receptor (uPAR/CD87) is a

glycolipid-anchored receptor that is involved in focalizing plasminogen activation

to the cell surface due to its high-affinity binding to the urokinase-type plasminogen

activator (uPA). This chapter describes recent accomplishments in the molecular

understanding of the structural biology of uPAR and its interactions with the

cognate ligands, uPA and vitronectin. Furthermore, the structural basis for the

pharmacological inhibition of uPAR by monoclonal antibodies, recombinant fusion

proteins, and synthetic peptide antagonists are discussed. These compounds may

prove valuable as drug candidates in combined intervention strategies targeting

tumor invasion and metastasis.
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Introduction

The first indications for the existence of a cellular binding site for the serine

protease urokinase-type plasminogen activator (uPA) on cultured cells were

reported more than three decades ago (Quigley 1976). The direct demonstration

of a membrane protein responsible for this high-affinity uPA binding (later denoted

the uPA receptor or uPAR) remained nonetheless elusive for almost another decade

(Stoppelli et al. 1985, Vassalli et al. 1985, Nielsen et al. 1988). Despite a huge

research effort, another two decades passed before the first three-dimensional

structure of uPAR finally was solved by X-ray crystallography (Llinas et al.

2005). During this period, the involvement of uPAR in facilitating plasminogen

activation and focusing the proteolytic activity to the cell surface through its high-

affinity binding of pro-uPA (KD < 1 nM) was being unraveled mostly by traditional

biochemical and enzyme kinetic studies. In brief, these functional studies revealed

that cells expressing uPAR are endowed with a highly efficient potential for cell

surface-associated plasminogen activation due to the inherent amplification of the

proteolytic activity by reciprocal zymogen activation, that is, pro-uPA activation by

plasmin and plasminogen activation by uPA (Ellis et al. 1989). The primary role of

uPAR in this reaction is to focus pro-uPA to the cell surface, where an optimal

alignment of the two zymogens, that is, uPAR-bound pro-uPA and plasminogen

bound to the cell surface via its lysine-binding kringle domains, lowers the apparent

Km for plasminogen activation in this particular microenvironment well below the

plasma concentration of 2 mM plasminogen (Ellis and Danø 1993). This arrange-

ment facilitates the initiation and amplification of this enzyme cascade. Inhibitor

repression exerted by the cognate serpins plasminogen activator inhibitor type-1

(PAI-1) and a2-antiplasmin further adds to the confinement of plasminogen activa-

tion to the cell surface, as a2-antiplasmin selectively inhibits solution-phase plas-

min due to its requirement for unoccupied lysine-binding kringles in the target

protease (Ellis et al. 1991). Elegant genetic studies in mouse models clearly

demonstrate that the above-mentioned biochemical pathway for uPAR–pro-uPA-

mediated plasminogen activation is indeed operational and significant in vivo
(Zhou et al. 2000, Liu et al. 2003, Bolon et al. 2004). It should, however, be

emphasized that mice with targeted ablation of the uPAR gene nevertheless display

no overt phenotypic abnormalities (Bugge et al. 1995b, Dewerchin et al. 1996), in

contrast to mice genetically deficient in plasminogen (Bugge et al. 1995a). This

observation illustrates the remarkable functional redundancy that exists in plasmin-

ogen activation during normal homeostasis and under pathological conditions,

where plasminogen can be activated by other proteases besides the bona fide

activators uPA and tissue-type plasminogen activator (tPA) (Selvarajan et al.

2001, Lund et al. 2006).

A number of so-called nonproteolytic functions of uPAR have also been

reported, which implicate uPAR in cell adhesion and migration via a direct interac-

tion with the matrix protein vitronectin (Waltz and Chapman 1994, Wei et al. 1994,

Madsen et al. 2007), by modulation of the activity of certain integrins, for example,
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a5b1, aMb2, and a3b1 (Wei et al. 1996, 2001, 2007; Chaurasia et al. 2006), or by

activation of a G-coupled receptor (FPRL1, formyl peptide receptor like 1) by

defined proteolytic uPAR fragments (Resnati et al. 2002). As these interactions will

be covered separately by other chapters in this volume, they will be discussed only

briefly in the following sections when they have a direct bearing on established

structure—function relationships in uPAR.

Structure of Human uPAR

Since the initial identification, purification, and sequencing of human uPAR were

accomplished around 1990 (Nielsen et al. 1988, Behrendt et al. 1990, Roldan et al.

1990), a large literature has accumulated providing more than 1,000 entries in

PubMed, when this database is searched by the keyword ‘‘uPAR.’’ This chapter

will, however, mainly focus on recent developments in our understanding of the

structure, function, and inhibition of human uPAR, with a view to the two crystal

structures recently solved for two different uPAR complexes (Llinas et al. 2005,

Huai et al. 2006). Early data on the uPAR biochemistry will be treated only

superficially in the section ‘‘Posttranslational Modification,’’ and the reader is

referred to a more comprehensive review on this subject (Ploug 2003).

Posttranslational Modification

The gene for human uPAR is located on chromosome 19q13 (Børglum et al. 1992),

and its seven exons spanning 23 kb encode a 335 residues long precursor polypep-

tide, which is further processed by removal of the traditional N-terminal signal

peptide dictating secretion (Roldan et al. 1990, Casey et al. 1994). As described in

the following section, the mature uPAR comprises a single polypeptide of only 283

amino acids, as an additional signal peptide, which is required for the tethering of

uPAR to the plasma membrane by a glycosyl-phosphatidylinositol (GPI) anchor, is

removed from the C-terminus during processing (Ploug et al. 1991).

Membrane Attachment by a GPI-Anchor

Initially, uPAR was thought to span the plasma membrane with a conventional

hydrophobic transmembrane type I domain (Roldan et al. 1990). Subsequent

biochemical studies on purified uPAR demonstrated that this was clearly not the

case, as uPAR is covalently attached directly to the outer leaflet of the lipid bilayer

of the cell membrane by the addition of a C-terminal GPI-anchor (Ploug et al.

1991). This late posttranslational modification is accomplished at the luminal face

of the endoplasmatic reticulum, where the translocated protein is processed by a 5-

subunit transamidase complex (GPI8). This enzyme initially cleaves the C-terminal

signal sequence, and subsequently catalyzes the amide bond formation between the
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newly formed carboxyl of the cleaved protein and a terminal ethanolamine phos-

phate of a preformed GPI-moiety (Orlean and Menon 2007). This mode of glyco-

lipid anchoring has a number of important implications for the function of uPAR.

First, the saturated fatty acyl chains of the GPI-anchor promote the temporal

sequestering of uPAR in detergent-resistant membrane microdomains that are

enriched with cholesterol and sphingolipids (i.e., lipid rafts). The local high density

of uPAR in such relatively immobile microenvironments may provide uPAR with

an apparent ‘‘functional multivalency,’’ which could be significant in, for example,

boosting the weak monovalent interaction of uPAR with the somatomedin B (SMB)

domain of vitronectin (Gårdsvoll and Ploug 2007). With a view to this proposition,

it is noteworthy that vitronectin predominantly binds to lipid raft-associated uPAR

in HEK293 cells induced to overexpress this protein (Cunningham et al. 2003).

Second, being deprived of a transmembrane domain, uPAR cannot per se transduce

signals directly to the intracellular compartment and any signaling events involving

uPAR must, therefore, rely on secondary interactions with other signaling compe-

tent proteins. Third, uPAR can be shed from the cell surface by GPI-specific

phospholipases. Fourth, the physical property of the glycan moiety of the GPI-

anchor allows uPAR a considerable spatial freedom relative to the plasma mem-

brane, thus enabling it to adopt an optimal orientation relative to its interaction

partners (Chevalier et al. 2006).

A pathological implication inherent to utilizing this type of membrane anchoring

is the defective expression of uPAR on the surface of peripheral blood cells isolated

from patients with the hematological stem cell disorder paroxysmal nocturnal

hemoglobinuria (PNH) (Ploug et al. 1992b). The predominant genetic defects

underlying this disease are single mutations affecting the X-linked phosphatidyli-

nositol glycan-class A (PIG-A) gene, which encodes a subunit of the N-acetyl-
glucosamine phosphatidylinositol transferase that catalyzes the first step in the

biosynthesis of GPI-anchors (Orlean and Menon 2007). In the absence of suitable

preformed GPI-substrates, the GPI8 transamidase hydrolyzes the peptide bond

flanking the C-terminal signal sequence, and leukocytes affected by PNH conse-

quently secrete a soluble form of uPAR lacking the GPI-anchor as well as the C-

terminal signal sequence, but maintaining its high-affinity for uPA binding (Ploug

et al. 1992a). Accordingly, patients with PNH have elevated plasma levels of

soluble uPAR (Rønne et al. 1995).

N-Linked Glycosylation

Human uPAR contains five potential N-linked glycosylation sites and studies using

recombinant uPAR expressed in Chinese hamster ovary cells or Drosophila S2 cells

clearly show that only four of these sites are utilized, that is, Asn52, Asn162, Asn172,

and Asn200, whereas the last position at Asn233 generally is unmodified (Ploug et al.

1998a, Gårdsvoll et al. 2004). Glycosylation at position Asn52 moderately influ-

ences the affinity of the uPA–uPAR complex (Møller et al. 1993, Ploug et al. 1998a,

Gårdsvoll et al. 1999).
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Ly-6/uPAR/a-neurotoxin Protein Domain Family

The first hint to the overall folding topology of uPAR came from primary structure

considerations, demonstrating that this protein is composed of three internally

repeated sequence motifs that are homologous to a large group of secreted snake

venom a-neurotoxins (Ploug and Ellis 1994). The consensus sequence defining

these Ly-6/uPAR/a-neurotoxin (LU) domains covers �90 residues and is primarily

based on conservation of eight cysteine residues and a single asparagine residue

terminating the motif. Disulfide assignments and studies by limited proteolysis

further consolidated the notion that these sequence repeats in uPAR really represent

autonomous domain structures (Ploug et al. 1993). Finally, the organization of the

uPAR gene, where each sequence repeat is encoded by separate exon-sets flanked

by symmetrical phase-1 introns (Casey et al. 1994), implies that these LU domains

represent evolutionary mobile protein modules prone to exon-shuffling by intronic

recombination. The validity of this proposition is further advanced by the fact that

this domain type is also found as the extracellular ligand-binding domain in the

otherwise nonhomologous transforming growth factor-b receptor family (Table

34.1). Intriguingly, a small uPAR-like gene cluster covering 600 kb is found on

chromosome 19q13, which has probably arisen by gene duplication, as it comprises

all the hitherto known GPI-anchored proteins with more than one LU domain, that

is, uPAR, C4.4A, PRV-1, PRO4353, and TX101 (Table 34.1). The prototype

folding topology for the LU protein domain family is represented by the so-called

three-finger fold found in numerous snake venom a-neurotoxins. As shown in Fig.

34.1a, this structure is dominated by a relatively large, antiparallel b-sheet project-
ing three loops (‘‘fingers’’) from a globular core that contains the four consensus

disulfide bonds and the invariant asparagine. Accordingly, it was proposed that

Table 34.1 Proteins belonging to the Ly-6/uPAR/a-Neurotoxin protein domain familya

Secreted single domains

Snake venom a-neurotoxins:
a-bungarotoxin (1KC4), k-bungarotoxin (1KAB), erabutoxin a (1QXD), bucandin (1IJC),

cardiotoxin (2BHI), a-cobratoxin (1YI5), fasciculin (1MAH), denmotoxin A (2H5F)

Human proteins:

SLURP-1 and -2, SP-10

GPI-anchored human proteins

Single-domain proteins:

MIRL/CD59 (1CDQ), SAMP14, LY6D/E48, LY6E/RIG-E, LY6H, PSCA

Multidomain proteins:

uPAR (1YWH, 2FD6, 2I9B), C4.4A, PRV-1/CD177, TX101, PRO4356

Type I transmembrane human proteins:

TGF-b receptor I (1VJY) and II (1KTZ), activin receptor IIB (1LX5), bone morphogenetic

protein receptor IA (1REW) and II (2HLR)
a This table provides a nonexhaustive list of members of the Ly-6/uPAR/a-neurotoxin protein

domain family, showing the functional and structural diversity of the modular proteins encom-

passing this domain type. The protein database entries are provided in parentheses where the three-

dimensional structures have been determined
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uPAR was composed of three homologous LU domains, each adopting the three-

finger fold found in the snake venom a-neurotoxins (Ploug and Ellis 1994)—a

proposition that was corroborated a decade later, when the crystal structure of

uPAR was solved, as shown in Fig. 34.1b, c (Llinas et al. 2005).

Assembly of a Functional Multidomain uPAR

Several lines of biochemical evidence have established a close correlation between

maintenance of the intact multidomain assembly of uPAR and preservation of high-

affinity ligand binding. Disruption of interdomain interactions by specific cleavage of

the linker region between uPAR domain I (DI) and domain II (DII) by limited

proteolysis thus impairs high-affinity uPA, as well as vitronectin binding (Ploug

et al. 1994, Høyer-Hansen et al. 1997). Along the same lines, the very high sensitivity

of uPA binding to low concentrations of guanidine hydrochloride and moderately

lowered pH probably reflects subtle rearrangements in the interdomain assemblies

of the individual LU domains in uPAR (Ploug et al. 1994, Ploug 1998, Jacobsen et al.

2007). Finally, the intact, unoccupied uPAR possesses a solvent-exposed hydrophobic

patch that can be probed by the extrinsic fluorophore 8-anilino-1-naphthalene

sulfonate (ANS). Importantly, this exposed hydrophobic site is lost after cleavage

of the linker region between uPAR DI–DII and by complex formation with pro-uPA

or low-molecular weight peptide antagonists (Ploug et al. 1994, 1998b, 2001). The

ANS fluorescence hence reports on the availability of an unoccupied and functional

high-affinity binding site on uPAR for uPA.

The crystal structures recently solved for uPAR nicely illustrate how the three-

finger fold can be assembled into a modular protein, creating a complex, high-

affinity binding site for the serine protease uPA (Llinas et al. 2005, Barinka et al.

2006, Huai et al. 2006). As shown in Fig. 34.1c, e, the three individual LU domains

in uPAR are intimately assembled in a right-handed orientation, creating a large 13-

stranded antiparallel b-sheet. A pronounced domain interface is established be-

tween the b-sheets of DI and DII, where the unusual bending of the bIID strand

(centered on Gly146) enables its ‘‘bifurcate’’ interaction with b-strands in both DI

(bIE) and DII (bIIC). Also contributing to the total DI–DII interface, which covers

more than 1,000 Å2, is the interaction governed by residues 94–115 located in the

small detached b-sheet formed by bIIA and bIIB. An equivalently organized

interface is created between uPAR DII and DIII by the engagement of the analo-

gous b-strands, that is, a bent bIIE and bIIID. This domain assembly creates a

unique and dynamic topology for uPAR with a 19 Å deep hydrophobic ligand-

binding cavity on the ‘‘front’’ side with the long flexible linker regions and

glycosylation sites residing on the ‘‘back’’ of the molecule (Fig. 34.1c–f). Depend-

ing on the ligand used for cocrystallization, uPAR can adopt either an ‘‘open’’

croissant-like topology with a breach between DI and DIII (Fig. 34.1c, d), as

observed for the uPAR–peptide antagonist complex (Llinas et al. 2005), or a

more closed conformation with a hydrogen-bonding network between DI and

DIII (Fig. 34.1e, f), as found in the uPAR–ATF complex (Huai et al. 2006). A

704 B. Jacobsen et al.



Fig. 34.1 Crystal structure of human urokinase-type plasminogen activator receptor (uPAR). The
prototype structure for the three-finger fold is shown in panel a by a cartoon representation of the

nuclear magnetic resonance (NMR) structure solved for the weak a-neurotoxin bucandin isolated

from the Malayan krait (1IJC). The disulfide bonds are shown as sticks in yellow, the invariant

asparagine in red, and the b-sheets in cyan with their identification code in capital letters. For

comparison of the folding topology, the structure of uPAR DI is depicted in panel b in a similar

orientation and color coding (1YWH). The position of the missing consensus disulfide in uPAR DI
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detailed comparison of these two structures reveals the dynamic flexibility of the

overall folding topology of uPAR, where DI can undergo a 20� rotation relative to

DII. This rotation is centered on the aforementioned hinge between the bent bIID
and bIE and enforces a significant movement of various loop regions. Those

connecting bIB-bIC (residues 16–23) and bID-bIE (residues 46–53) are, for exam-

ple, displaced by 13 and 9.5 Å, respectively, to accommodate the two different

ligands.

As illustrated in Fig. 34.1d, f, both conformations of uPAR harbor a deep and

very hydrophobic ligand-binding cavity, which is occupied by the bound ligands.

The pronounced hydrophobicity of this cavity is mainly governed by aliphatic side

chains residing in DI (Val29, Leu31, Leu38, Leu40, Leu55, Tyr57, and Leu66) and DII

(Leu123, Val125, Leu144, Leu150, Pro151, and Leu168), but in the complex, this patch

is completely shielded from solvent exposure by the bound ligand. With a view to

this, it has been speculated that the entropic costs of maintaining this architecture of

the hydrophobic-binding cavity in the unoccupied state is so unfavorable that uPAR

is likely to undergo some kind of rearrangement to shield the vacant ligand-binding

cavity (Yuan and Huang 2007). Whether such a ‘‘latent’’ uPAR conformation

actually exists remains to be established experimentally, but it should be empha-

sized that the ligand-free uPAR does bind ANS, demonstrating that at least some

residual hydrophobic surface is still solvent-exposed in this state (Ploug et al.

1994).

Another important feature of the structures solved for uPAR is the exposed and

flexible nature of the linker peptide between DI and DII, where residues 84–90 were

defined in neither of the complexes due to lack of sufficient electron densities

(Llinas et al. 2005, Huai et al. 2006). This is in excellent agreement with biochemi-

cal findings showing that this particular region is extremely sensitive to proteolysis

by a wide variety of proteases, for example, chymotrypsin (Behrendt et al. 1991),

uPA (Høyer-Hansen et al. 1992), MMP-12 (Koolwijk et al. 2001), and the type-II

transmembrane human airway trypsin-like protease (Beaufort et al. 2007). Cleav-

age of this linker peptide not only renders uPAR deficient in uPA and vitronectin

binding but also seems to uncover an alleged chemotatic neo-epitope on uPAR DII–

Figure 34.1 (Continued) between bIE and bIF is highlighted by the side chains of Thr51 and Val70

occupying this position. Cartoon representations of the crystal structures solved for uPAR–peptide
(1YWH) and uPAR–ATF (amino-terminal fragment) (2FD6) complexes are shown in panels c and

e, respectively, after removal of the bound ligands. The individual Ly-6/uPAR (LU) domains in

uPAR are colored yellow (DI), blue (DII), and red (DIII) and the positions of the GPI (glycosyl-
phosphatidylinositol)-anchor are indicated. The positions of the carbohydrates are indicated in

panel c by the white sticks of the innermost two N-acetyl-glucosamines, whereas the bent b-strand
bIID is highlighted by an asterisk in both panels. The interdomain hydrogen bonds established

between DI and DIII in the uPAR–ATF structure (His47-Asn259, Arg53-Asp254, and Lys50-Asp254)

are highlighted in green in panel e. The corresponding molecular surface representations of the

uPAR–peptide and uPAR–ATF complexes are shown in panels d and f colored by atom: carbon

(white), nitrogen (blue), oxygen (red), and sulfur (yellow). The conspicuous hydrophobic walls of

the binding cavities in the two structures are delimited by white hatched lines. These molecular

representations were created by PyMOL (DeLano Scientific) (See also Color Insert II)
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DIII that engages and activates the G-coupled FPRL1 receptor (Resnati et al. 1996,

2002).

Structural Aspects of Ligand Binding to uPAR

Through the combination of biochemical binding analyses using a vast number of

single-site uPAR mutants and structure elucidation by crystallography, a detailed

knowledge on the structure–function relationships in the uPA–uPAR interaction has

now been accomplished. Data on structure–function aspects of uPAR–vitronectin

binding have also emerged recently using an equivalent mutagenesis approach.

Structure of uPA–uPAR Complexes

The primary ligand for uPAR is the serine protease uPA, which is a modular

enzyme composed of the N-terminal growth factor-like domain (GFD, residues

1–46), followed by a kringle domain (47–135), and finally the serine protease

domain. Structures for neither the zymogen pro-uPA nor the corresponding two-

chain uPA with a cleaved activation site at Lys158-Ile159 have been determined. In

contrast, several structures have been solved for both the amino-terminal fragment

(ATF, residues 1–135) and the serine protease domain as separate entities (Hansen

et al. 1994, Barinka et al. 2006). As opposed to uPAR, all determinants required for

the high-affinity of the pro-uPA–uPAR interaction (KD < 1 nM) are retained within

a single module, that is, GFD1–48 of uPA (Ploug et al. 1998b). Studies by site-

directed mutagenesis implicate the major b-hairpin (O-loop) of GFD in uPAR

binding, where Tyr24, Phe25, Ile28, and Trp30 are particularly important (Magdolen

et al. 1996).

Recently, the crystal structure was solved for human uPAR in a ternary ATF–

uPAR–Fab complex (Huai et al. 2006), and this structure proved identical to the one

subsequently solved for the bimolecular ATF–uPAR complex (Barinka et al. 2006).

As illustrated in Fig. 34.2a, b, the b-hairpin of GFD efficiently inserts into the deep

hydrophobic-binding cavity in uPAR, resulting in the burial of �2,300 Å2 solvent-

exposedmolecular surface at the interface of theATF–uPAR complex. Accordingly,

the previously mentioned hot spot residues in GFD for the high-affinity binding to

uPAR are all intimately involved in van der Waals contacts with the hydrophobic

residues from DI and DII lining the walls of the binding cavity. The energetic

contributions of each individual amino acid side chain in uPAR to the uPA interac-

tion were mapped by a comprehensive mutagenesis analysis (Gårdsvoll et al. 2006).

From this study, it is evident that no single residue in uPAR provides the major

contribution to the free energy of binding as is the case for uPA, but the high-affinity

binding is rather accomplished by the added contributions from the previously

mentioned hydrophobic residues in DI and DII that line the binding cavity

(Fig. 34.2b). Interestingly, this study also identified Asp140 as a key residue for

the ATF–uPAR complex, and being situated in the loop connecting bIIC and bIID
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Fig. 34.2 Structures of human urokinase-type plasminogen activator receptor (uPAR) in complex

with amino-terminal fragment (ATF), somatomedin B (SMB), and a synthetic peptide antagonist.

The crystal structure of uPAR–ATF (2FD6) complexes are shown as a cartoon representation in

panel a and as a combined surface and cartoon representation in panel b. Surface-exposed residues

in uPAR causing a DDG > 0.5 kcal/mol on urokinase-type plasminogen activator (uPA) binding
upon alanine substitution (Gårdsvoll et al. 2006) are highlighted in panel b by red. The solution

structure of SMB (2JQ8) is shown in panel c with the residues important for uPAR binding shown

as blue sticks. A model for the ternary SMB–uPAR–ATF complex with residues important for this

interaction is shown as white sticks in panel d (Gårdsvoll and Ploug 2007). The crystal structure of

708 B. Jacobsen et al.



at the rim of the binding cavity, it undergoes a major repositioning upon ATF

binding. The unique ‘‘knot and hole’’ topology of the ATF–uPAR interface may

provide an optimal geometry for the targeting of uPAR by low-molecular weight

antagonists with a view to therapeutic intervention in cancer (as discussed in the

section ‘‘Peptide Antagonists’’).

Both structures of the ATF–uPAR complex position the kringle of uPA close to

uPAR DI outside the central binding cavity, where van der Waals contact is

established between Asp11 in DI and His87 of the kringle (Fig. 34.2a, b). Although

some undefined role of the kringle in ‘‘stabilizing’’ the uPA–uPAR complex has

been reported (Bdeir et al. 2003), this interaction is probably too weak to translate

into a measurable change in affinity upon mutation of any residues in uPAR DI

including Asp11, and accordingly, GFD1–48 and ATF1–135 display comparable

affinities for uPAR (Ploug et al. 1998b, Gårdsvoll et al. 2006). Nonetheless, the

orientation of the kringle in the ATF–uPAR complex provides a molecular basis for

the observation that human but not murine uPA–uPAR complexes can be stabilized

covalently by amine-reactive homobifunctional cross-linkers (Estreicher et al.

1989). The target sites for this conjugation are Lys43 in uPAR DI and Lys98 in the

kringle of uPA (Gårdsvoll et al. 2006). In the crystal structure, these are positioned

10 Å apart within the effective range of the employed cross-linkers. As the target

site in human uPAR (Lys43) is replaced by a nonreactive Arg43 in the mouse uPAR,

the equivalent covalent complex cannot be established in the latter species, despite

the formation of a stable noncovalent ATF–uPAR complex.

Structure of uPAR–Vitronectin Complexes

Another important function of uPAR is its involvement in cell adhesion and

migration on vitronectin-rich matrices, as first demonstrated for cytokine-stimu-

lated human myeloid cells (Waltz and Chapman 1994). Interestingly, the efficiency

of uPAR-mediated cell adhesion to vitronectin is controlled by the level of uPA

saturation, setting the stage for its possible regulation. In cultured primary human

microvascular endothelial cells, uPAR and uPA colocalize to focal adhesion sites in

a vitronectin-dependent process (Salasznyk et al. 2007). Among other factors, this

subcellular redistribution is controlled by the N-terminal SMB domain of vitronec-

tin, which is also the major binding determinant for the vitronectin–uPAR complex

(Deng et al. 1996). In transfected cell lines having high expression levels of uPAR,

Figure 34.2 (Continued) uPAR–AE147 (1YWH) is shown as a cartoon representation in panel

e and in a close up as a combined cartoon and surface representation in panel f. The four

hydrophobic hot spot residues of AE147 (K-S-D-Cha-F-s-k-Y-L-W-S-K) are shown as white

sticks and the target sites in uPAR for photoactivatable analogues of AE147 are shown as yellow

surfaces (i.e., His251 being target for a photoprobe replacing Trp10, whereas Leu66 and Arg53 are

target sites for insertions from photoprobes replacing Phe5). Capital letters denote amino acids in

L-configuration, whereas lower case letters signify a D-configuration. Cha is cyclo-L-hexylala-
nine. These molecular representations were created by PyMOL (DeLano Scientific) (See also
Color Insert II)
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this uPA dependence on vitronectin adhesion is uncoupled (Kjøller and Hall 2001,

Madsen et al. 2007). Notwithstanding this limitation, such transfected cell lines

were instrumental for deciphering the pronounced changes in cell morphology and

activation of signaling pathways that accompany the increased cell adhesion and

motility induced by the vitronectin–uPAR interaction (Kjøller and Hall 2001,

Madsen et al. 2007).

No structures have as yet been solved for intact vitronectin, but the structure of

its SMB domain has been solved both in the free form (Kjaergaard et al. 2007) and

in complex with PAI-1 (Zhou et al. 2003). The functional binding sites on SMB for

the serpin PAI-1 and uPAR are overlapping and encompass Phe13, Asp22, Leu24,

Tyr27, and Tyr28 (Deng et al. 1996, Gårdsvoll and Ploug 2007). The complementary

binding interface on uPAR was mapped by an exhaustive alanine-scanning muta-

genesis interrogating 244 individual positions in human uPAR (Gårdsvoll and

Ploug 2007). Intriguingly, only five positions in uPAR proved important for

vitronectin binding, and these occupy contiguous positions on uPAR DI (Trp30,

Arg58, and Ile63) and the flanking linker region between DI and DII (Arg91 and

Tyr92). This epitope is also critically involved in uPAR-induced cell adhesion and

migration on vitronectin-coated matrices (Madsen et al. 2007). Docking the SMB

domain manually on this epitope indicates that Arg91 would interact with Asp22 in

SMB (Fig. 34.2d), thus bearing a striking resemblance to the organization of the

interface in the SMB–PAI-1 interface, where Arg101 in PAI-1 forms an ionic bond

with Asp22 (Zhou et al. 2003). In our model, no interaction seems possible between

SMB and ATF in the ternary complex SMB–uPAR–ATF (Fig. 34.2d). In concor-

dance with this proposition, the affinities of SMB for preformed complexes be-

tween uPAR and GFD, ATF, or pro-uPA are indistinguishable (Gårdsvoll and

Ploug 2007). This model is now verified experimentally by the crystal structure

solved for SMB-uPAR-ATF (Huai et al. 2008).

In contrast to the high-affinity of the GFD–uPAR interaction, SMB exhibits a

much weaker binding for unoccupied uPAR with a KD of �2 mM. Importantly, this

affinity is increased fourfold to 0.4 mM if the hydrophobic binding cavity in uPAR is

preoccupied with either GFD, ATF, or pro-uPA, signifying a possible allosteric

regulation of the vitronectin-binding site by uPA (Gårdsvoll and Ploug 2007).

Targeting the uPA–uPAR Interaction

Studies on some human malignant conditions, such as colon and breast carcinomas,

have implicated uPAR as an adverse factor for disease progression, where high

uPAR levels in plasma or resected tumor tissue lysates are correlated to poor

prognosis (Stephens et al. 1999, Foekens et al. 2000). Histological studies have

shown that uPAR is predominantly expressed by the activated tumor-associated

stroma and in a few detached solitary tumor cells, as typified by the expression

profiles in the invasive areas of colon carcinomas and in ductal carcinoma in

situ (DCIS) with microinvasion of the breast (Rømer et al. 2004, Nielsen et al.

2007). Consequently, uPAR is considered a possible therapeutic target for the
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development of drugs with implications for treatment of invasion and metastasis in

certain human cancers. A large literature exists on downregulation of uPAR

expression by gene therapy, but this is considered outside the primary scope of

this chapter and the reader is referred to a recent review on this interesting topic

(Pillay et al. 2007). The following section will briefly describe some of the avenues

exploited to develop specific antagonists targeting the uPA–uPAR interaction

(Rømer et al. 2004).

Monoclonal Antibodies

During the last decade, the use of monoclonal antibodies (mAbs) as treatment

modalities in cancer therapy has become widely accepted (Reichert and Valge-

Archer 2007). In line with this, a number of monoclonal anti-uPAR antibodies have

been developed that inhibit the uPA–uPAR interaction. Interestingly, inhibitory

mAbs that are reactive against uPAR DI seem to bind one of the two nonoverlap-

ping antigenic sites on this domain. While the one group constitutes conventional

competitive inhibitors of the uPA–uPAR interaction, the other group acts as

allosteric inhibitors forming a transient ternary uPA–uPAR–mAb complex (List

et al. 1999, Pass et al. 2007). The molecular basis for the latter mode of inhibition is

still unknown, but it probably relates to the above-mentioned dynamic nature of the

three-domain assembly in uPAR that directly modulates the architecture of the

hydrophobic-binding cavity.

While a plethora of studies have demonstrated the inhibitory effects of anti-

uPAR mAbs in various in vitro settings, the use of such mAbs in animal models is

still in its infancy. A recent study has nevertheless reported a remarkable efficacy of

systemic administration of an anti-uPAR mAb on primary tumor growth, peritoneal

invasion, and liver metastasis of an orthotopically transplanted pancreatic carcino-

ma cell line (Bauer et al. 2005). Notwithstanding this impressive effect, it is

important to emphasize that in human cancer uPAR is predominantly expressed

by the tumor-associated stroma, and this is not targeted in the above kind of

xenotransplanted tumors. It is becoming increasingly evident that the tumor micro-

environment is actively involved in the malignant progression of dysfunctional

epithelial cells and, therefore, represents an obvious target during therapeutic

intervention (Albini and Sporn 2007). To enable targeting of uPAR in tumor as

well as stroma in genetic mouse cancer models, a number of inhibitory mouse

mAbs against murine uPAR were developed in uPAR-deficient mice (Pass et al.

2007). Although the in vivo efficacy of these antibodies after systemic administra-

tion is well documented by their inhibition of receptor-bound uPA-mediated plas-

minogen activation (Pass et al. 2007) and fibrin surveillance in the liver (Jögi et al.

2007), no data are yet available in tumor models.

One unintended corollary of therapeutically targeting a GPI-anchored molecule

like uPAR present on peripheral blood cells is the risk of developing a transient

PNH phenotype during sustained mAb administration. This phenomenon has been

observed in several patients treated for chronic lymphocytic leukaemia with
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Alemtuzumab (Campath-1H), an immunosuppressive mAb reactive with the GPI-

anchored CD52 (Taylor et al. 1997).

Recombinant Fusion Proteins

Taking advantage of the distinct topography of the receptor-binding module in

uPA, several hybrid proteins have been designed exploiting GFD or ATF for the

specific targeting of uPAR. In some cases, these receptor-binding modules were

fused to larger proteins to prolong their half-lives and were used as competitive

inhibitors of the uPA–uPAR interaction (Min et al. 1996), whereas in other cases

specific protease inhibitor domains were attached, such as bovine pancreatic trypsin

inhibitor or urinary trypsin inhibitor, to obtain a dual inhibitory effect (Kobayashi

et al. 1998, Quax et al. 2001). In one case, an exposed loop region of cystatin was

even replaced by just the minimal receptor-binding b-hairpin of GFD and this

construct bound human uPAR with high affinity (Muehlenweg et al. 2000). These

examples clearly illustrate the accessibility and versatility of the ligand-binding

cavity in uPAR for targeting by such hybrid proteins.

Peptide Antagonists

Although protein–protein interfaces in general are challenging targets for small

molecule inhibitor design, the unique topology of the deep and hydrophobic-

binding cavity in uPAR may render this particular receptor more amenable for

such approaches. Several attempts at developing small molecule inhibitors of the

uPA–uPAR interaction by traditional screening methods in chemical libraries

have accordingly resulted in the disclosure of a few hydrophobic compound

families having IC50 values in the lower nanomolar range (Rosenberg 2001). In

this section, we will, however, primarily focus on the exploration of two principally

different vistas toward the development of specific peptide-based inhibitors of the

uPA–uPAR interaction.

Cyclic Peptides Derived from the b-Hairpin of GFD

The intimate engagement of the b-hairpin of GFD (residues 18–32) in the interac-

tion with uPAR led Magdolen and co-workers to explore this motif as a potential

lead for the development of a small peptide-based inhibitor of the uPA–uPAR

interaction (Bürgle et al. 1997, Magdolen et al. 2001, Schmiedeberg et al. 2002). In

particular, the optimal presentation of the residues in the O-loop connecting the two
major b-strands in GFD (i.e., 22NKYFSNI28) seemed to be crucial for achieving

high affinity and efficacy in competing the uPA–uPAR interaction. After a compre-

hensive synthesis program, they arrived at the cyclic decapeptide cNKYFSNICW,

where the establishment of a disulfide bond between the two underlined cysteines

was decisive for its activity (c denotes D-cysteine). This compound exhibited an
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IC50 of 40 nM for the inhibition of uPA binding to uPAR. Residues in bold are

essential for the antagonistic properties of this peptide and accordingly the NMR-

derived solution structure of the peptide showed that these side chains tend to form

a hydrophobic cluster on one side of the molecule, thus mimicking the organization

in the O-loop of ATF (Schmiedeberg et al. 2002). Most likely, this modified cyclic

peptide still retains it original binding specificity, and thus targets the hydrophobic-

binding cavity of uPAR (Fig. 34.1d, f). This assumption is substantiated by the

observation that a corresponding cyclic peptide representing uPA19–31 inhibits the

uPAR-induced ANS fluorescence with a 1:1 stoichiometry, as do the genuine

protein ligands (Ploug et al. 1998b). To improve the protease stability of the peptide

and increase its half-life in biological solutions, the single lysine present in the

peptide needed to be replaced by norleucine. Daily intraperitoneal administration of

this cyclic peptide was capable of reducing the overall tumor burden of an ortho-

topic xenograft of human ovarian cystadenoma carcinoma cell line in nude mice

(Sato et al. 2002).

Linear Peptide Antagonists Derived by Combinatorial Chemistry

In contrast to the above-mentioned rational design of uPA-derived cyclic peptides,

Goodson and coworkers chose an unbiased approach using selection in a naive

phage-display library by cell lines expressing high levels of uPAR (Goodson et al.

1994). This resulted in a large number of 15-mer inhibitory peptides displaying IC50

values ranging from 10 nM to 10 mM for the uPA–uPAR interaction. Further studies

on structure-activity relationships and affinity maturation by combinatorial chem-

istry identified a novel 9-mer inhibitory peptide denoted AE1051 that forms a very

tight 1:1 complex with uPAR displaying a KD of �0.4 nM (Ploug et al. 2001,

Jørgensen et al. 2004). This peptide competes ATF binding to cells with an IC50 of

10 nM and as it also inhibits the uPAR-mediated ANS fluorescence with a 1:1

stoichiometry, the most likely target is the hydrophobic ligand-binding cavity in

uPAR. Early studies by photoaffinity labeling further substantiated this proposition,

as illustrated in Fig. 34.2f, where His251, Arg53, and Leu66 located at the floor of the

cavity served as targets for the specific photoinsertions derived from peptides

having photoprobes replacing Trp10 and Phe5 (Ploug 1998). Derivatives of

AE105 were instrumental for solving the first crystal structure of uPAR (Llinas

et al. 2005). In the uPAR–AE147 complex, the peptide antagonist adopts a right-

handed 3.6 a-helix which is tightly embedded in the central binding cavity where it

buries �2,000 Å2 of the solvent-accessible surface (Fig. 34.2e, f). In particular, the

hot spot residues (Phe5, Leu9, and Trp10) are firmly ‘‘anchored’’ to the hydrophobic

floor of the cavity, thus providing a structural argument for their large contribution

1 AE105 has the sequence D-Cha-F-s-r-Y-L-W-S, where capital letters denote amino acid in L-

configuration and lower case D-configuration. Cha is cyclo-LG for uPAR binding. AE120 is a

pseudosymmetrical dimer of two AE105 peptides linked at their carboxytermi: [AE105]2-bA-K,
where bA is b-L-alanine (Ploug et al. 2001)
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to the high-affinity interaction of uPAR–AE105. Kinetic studies by amide 1H/2H

exchange on uPAR–AE105 complexes in solution demonstrate the long-lasting

protection of seven amide backbone hydrogen atoms in the peptide by uPAR, in

accordance with the a-helical structure of the bound peptide (Jørgensen et al. 2004).
In future studies, the noncorrelated 1H/2H exchange observed for the bound peptide

may furthermore provide valuable information on changes in the dynamic proper-

ties of the hydrophobic cavity upon binding of the aforementioned mAbs that

induce allosteric inhibition of uPA binding.

AE105 and its pseudosymmetrical dimer AE1201 in particular are relatively

resilient to proteolytic degradation due to their unique composition of both natural

and unnatural amino acids (Ploug et al. 2001). This has enabled their use in various

experimental settings using biological materials. First, AE120 was instrumental for

the development of a time-resolved immunofluorescence assay specific for the

quantitative detection of various cleaved forms of uPAR in plasma from patients

with cancer (Piironen et al. 2004). Second, immobilized AE120 serves as an

excellent affinity matrix for the efficient one-step purification of uPAR (Jacobsen

et al. 2007). Third, intravasation of human HEp-3 carcinoma cells into the circula-

tion of the chicken embryo by invading the chorioallantoic membrane is specifically

inhibited by AE120 (Ploug et al. 2001). The strict species specificity of this class of

peptide antagonist has unfortunately limited their application to cancer studies in

xenograft mouse models, as they do not inhibit the corresponding murine uPA–

uPAR interaction.

The topology of the uPAR–AE147 complex, where the N-terminal end of the

peptide is positioned in the breach between DI and DIII (Fig. 34.2e, f), suggests that

this region can be modified without devastating losses in affinity or specificity.

Supporting this notion are the experimental observations that N-terminal extensions

of AE105 affect neither the binding kinetics with uPAR (Ploug et al. 2001) nor the

protection of the core a-helix of the bound peptide from 1H/2H exchange (Jørgensen

et al. 2004). More importantly, the added amide-hydrogen atoms in the extension of

AE105 exchange freely with the solvent (Jørgensen et al. 2005). Combined, these

properties make AE105 and its derivatives obvious candidates as reporter sub-

stances for imaging of uPAR expression in vivo, using positron emission tomogra-

phy after introduction of a chelated radionucleotide at the N-terminus of the peptide

(Li et al. 2008). Ultimately, such peptide conjugates could also find a possible

application in uPAR-targeted radiotherapy using a chelated a-emitter such as 213Bi

(Knör et al. 2007).

Conclusions

The emergence of the crystal structures of uPAR in complex with a peptide

antagonist and the receptor-binding module of its cognate ligand uPA has revealed

how a small three-finger fold, primarily known for its toxic properties in the snake

venom a-neurotoxins, can be assembled into a complex multidomain receptor,

creating a surprisingly large and hydrophobic ligand-binding cavity. It will be
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interesting to unravel how this dynamic domain assembly can be modulated by

physiological ligands as well as therapeutic substances.
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Chapter 35

Engineered Antagonists of uPA and PAI-1

M. Patrizia Stoppelli, Lisbeth M. Andersen, Giuseppina Votta,

and Peter A. Andreasen

Abstract It is now beyond reasonable doubt that plasminogen activation, catalyzed

by urokinase-type plasminogen activator (uPA), plays an important role in the

growth and dissemination of malignant tumours. The plasmin generated facilitates

spread of tumour cells by catalyzing degradation of basement membranes and the

extracellular matrix (ECM). In addition, uPA participates in cancer cell-directed

tissue remodelling of the surrounding stroma. The function of uPA relies not only on

plasmin generation but also on a complex set of pericellular, molecular, and func-

tional interactions with cell surface receptors, adhesion molecules, and ECM pro-

teins. In particular, a delicate balance between uPA and its fast and specific inhibitor,

plasminogen activator inhibitor-1 (PAI-1), appears to contribute strongly to tumour

dissemination. Here, we review recent advances in engineering compounds inhibit-

ing each of the molecular interactions of uPA and PAI-1. Such compounds include

organochemicals, peptides, and monoclonal antibodies, derived by structure-based

rational design or directed evolution. Such compounds will help to decipher the

tumour biological functions of each molecular interaction of uPA and PAI-1 and

provide leads for the eventual use of uPA and PAI-1 as therapeutic targets.
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LDLR, Low-density lipoprotein receptor;

MMP, Matrix metalloproteinase;

PAI-1, Plasminogen activator inhibitor-1;

PI3K, Phosphoinositide 3-kinase;

RCL, Reactive centre loop;

RNAi, RNA interference;

TIMP, Tissue inhibitor of metalloproteases;

TTSP, Type-two transmembrane serine protease;

tPA, Tissue-type plasminogen activator;

uPA, Urokinase-type plasminogen activator;

uPAR, Urokinase-type plasminogen activator receptor.

Introduction

The urokinase-type plasminogen activator (uPA) system is a serine protease system

with a complex pericellular organization regulating cell adhesion and initiating

intracellular signalling. The proteolytic conversion of plasminogen to the active

protease plasmin is catalyzed by soluble or receptor (uPAR)-bound uPA. uPA is

generated by proteolytic conversion of the initially secreted pro-enzyme (pro-uPA).

uPA is inhibited by its primary serpin inhibitor plasminogen activator inhibitor-1

(PAI-1). PAI-1 also exhibits a high affinity for the extracellular matrix (ECM) protein

vitronectin. The uPA–uPAR complex and integrins bind to vitronectin in competition

with PAI-1. uPAR-bound uPA–serpin complexes are endocytosed by receptors

related to the low-density lipoprotein receptor (LDLR). It is now beyond reasonable

doubt that uPA plays a causal role in tumour growth, invasion, and metastasis. There

is also good evidence that the other molecular interactions among the various

members of the uPA system are of importance for the malignant phenotype (for

reviews, see Dano et al. 1985, Andreasen et al. 1997, 2000; Blasi and Carmeliet 2002,

Durand et al. 2004, Andreasen 2007). There is, therefore, great interest in generating

specific inhibitors of the components of the system, both with a view to their use for

elucidating the tumour biological functions of the various molecular interactions and

to generate leads for drug development. We here review the biochemical and cell

biological bases, possibilities, and perspectives of targeting uPA and PAI-1 in cancer.

Plasminogen Activation and Cancer Dissemination

Since the 1970s, experiments with cell cultures and animal models have strongly

indicated a decisive tumour biological role of uPA-catalyzed plasminogen activa-

tion (for reviews, see Dano et al. 1985, Andreasen et al. 1997, 2000). Most recently,
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several studies involving mice with specific disruption of the genes for plasminogen

(plasminogen–/– mice) and uPA (uPA–/– mice) were all in agreement with the idea

that uPA-catalyzed plasmin generation is rate limiting for tumour growth, local

invasion, and/or metastasis (Shapiro et al. 1996, Bugge et al. 1997, 1998, Sabapathy

et al. 1997, Gutierrez et al. 2000, Bajou et al. 2001, Frandsen et al. 2001, Almholt

et al. 2005). In 1990, a high level of uPA in extracts of primary breast carcinomas

was reported to predict an early relapse (Duffy et al. 1990, Schmitt et al. 1990).

uPAR was found to occur in higher concentrations in breast carcinomas than in

benign breast lesions (Del Vecchio et al. 1993) and later also to be a prognostic

marker (for a review, see Andreasen et al. 2000). These relationships were later

confirmed with other cancer types (for a review, see Duffy and Duggan 2004).

The role of the uPA system in cancer should also be seen in relation to the fact

that the growth and spread of solid tumours not only depend on the proliferative and

invasive properties of the cancer cells themselves but also require the formation of a

vascularized supporting tumour stroma by processes like angiogenesis and desmo-

plasia (for a review, see Mueller and Fusenig 2004). Since these processes require

an active communication across the tumour–host interface, they may be referred to

as cancer cell-directed tissue remodelling. The hypothesis of the importance of

stromal uPA is consistent with the findings that different types of tumours trans-

planted onto uPA–/– or plasminogen–/– hosts grew slower, disseminated slower,

and/or became less vascularized than when transplanted onto wild-type hosts

(Bugge et al. 1997, Bajou et al. 2001, Frandsen et al. 2001), and that a genetically

mammary gland tumour, in which uPA is expressed mainly by stromal cells,

induced disseminated slower in uPA–/– mice than in wild-type mice (Almholt

et al. 2005). Moreover, uPA is expressed by myofibroblasts in human breast

carcinomas (Nielsen et al. 1996, 2001). Thus, uPA may also support tumour

growth, invasion, and metastasis by being involved in angiogenesis and in shaping

a desmoplastic stroma favourable for cancer cell migration.

One would, therefore, expect that protease inhibitors would tend to limit tumour

growth, invasion, and metastasis. It therefore initially came as a surprise that

measurements of the uPA and PAI-1 levels in breast tumour extracts by enzyme-

linked immunosorbent assay (ELISA) showed the two to be correlated (Reilly et al.

1992) and that a high PAI-1 level in breast tumour extracts was found to be

associated with a poor prognosis (Janicke et al. 1993, Grondahl-Hansen et al.

1993). The PAI-1 level in primary tumours is now known to be one of the most

informative biochemical prognostic markers in several cancers (for reviews, see

Andreasen et al. 1997, 2000; Duffy and Duggan 2004, Harbeck et al. 2004). The

prognostic value of combined measurements of uPA and PAI-1 levels in breast

cancer has been supported by so-called level I studies (Janicke et al. 2001, Look et al.

2002). Results from a multicentre prospective randomized therapy trial showed that

patients with node-negative breast cancer with low levels of uPA and PAI-1 in their

primary tumour have a very good prognosis, and may thus be candidates for being

spared the burden of adjuvant chemotherapy. In contrast, node-negative patients

with high uPA and PAI-1 levels are at substantially increased risk of disease

recurrence, comparable to that of patients with three or more tumour cell positive

axillary lymph nodes (for a review, see Harbeck et al. 2004).
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But what is exactly the role of PAI-1 in tumours? Does it play a causal role in

tumour growth and spread? A high level of PAI-1 in tumours could help to protect

the tumour tissue itself from the destruction associated with a high uPA production

and direct the tissue destruction towards the surrounding ECM. In this scenario,

PAI-1 would be a target for anti-cancer therapy. Or is PAI-1 expression a defence

mechanism from the normal tissue against tumour-induced proteolysis? In this

scenario, PAI-1 would be an anti-target. Is the PAI-1 level merely a coincidental

reflection of tumour aggressiveness caused by other factors? The combined use of

information obtained from the use of biochemical studies, cell culture model

systems, histological techniques, and mouse model systems has in the latest few

years made it possible to draw some new conclusions concerning the tumour

biological functions of PAI-1 or at least to pinpoint the problems. Some recent

results do point to PAI-1 being causally involved in tumour growth and spread,

since PAI-1 expressed by myofibroblasts is likely to participate in shaping a tumour

stroma optimal for cancer cell migration and invasion, and PAI-1 expressed by

endothelial cells is likely to participate in angiogenesis. But other recent results

have suggested that PAI-1 expressed by other cell types, like malignant epithelial

cells and myoepithelial cells, may have other tumour biological functions. Such

other functions may or may not promote tumour metastasis. It cannot be excluded

that PAI-1 expressed by some cell types may restrict tumour growth and spread (for

a review, see Andreasen 2007).

It has been known for a long time that hyperactivation of the coagulation system,

resulting in deep vein thrombosis or pulmonary embolism, can be the first manifes-

tation of a tumour (Trousseau 1865). Recently, information has been accumulating

about the possible mechanistic link between cancer and haemostasis (for reviews,

see Boccaccio and Medico 2006, Rak et al. 2006). In particular, also PAI-1 has been

implicated in Trousseau’s syndrome. Being a fast and specific inhibitor also of

tissue-type plasminogen activator (tPA), PAI-1 has an anti-fibrinolytic effect, and a

high blood plasma level of PAI-1 is a risk factor for thrombotic diseases (for a

review, see Vaughan 2002). PAI-1 leaking from tumours into the bloodstream may

contribute to thrombotic complications in cancer. Thus, transduction of the onco-

gene MET into mouse liver was shown to induce deep vein thrombosis, even before

the appearance of the first preneoplastic lesions. PAI-1 was one of the two genes

increased most in the transformed hepatocytes, and the blood plasma level of PAI-1

was increased threefold (Boccaccio et al. 2005). Moreover, PAI-1-stabilized micro-

thrombi may facilitate arrest of cancer cells in the circulation, and thus their

invasion into organs distant from the primary tumour. Although lung colonization

by intravenously injected melanoma cells was reported to be unaffected by the PAI-

1 level of the host (Eitzman et al. 1996), other results were in agreement with this

hypothesis. Thus, transfection of intravenously injected human fibrosarcoma cells

with PAI-1 cDNA was reported to increase their lung colonization (Tsuchiya et al.

1997). Also, studies with fibrinogen–/– mice suggested that arrest of circulating

cancer cells by microthrombi facilitates establishment of metastasis in target organs

(Palumbo et al. 2000).
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Biochemical Properties of uPA

Domain Structure of uPA

uPA is secreted from cells as a 411 residues long, inactive, single-chain pro-enzyme

(pro-uPA), consisting of a growth factor domain (GFD) (residues 1–49), a kringle

(residues 50–131), an interdomain linker or connecting peptide (residues 132–158),

and a serine protease domain (residues 16/159–250/411, using a dual numbering

system of the residues in the serine protease domain, first the number according to

the chymotrypsin template numbering, then the numbering from the N-terminus of

uPA). Pro-uPA becomes activated by proteolytic cleavage at Lys158-Ile16/159.

The N-terminal A-chain and the C-terminal B-chain of the mature enzyme are

linked by disulphide bond between Cys148 and Cys122/279 (Fig. 35.1). Cleavage

of the linker between the kringle and Cys148 results in an N-terminal fragment

(ATF, residues 1–135) and a C-terminal, so-called low molecular weight uPA (for a

review, see Andreasen et al. 1997).

The Catalytic Properties of uPA

The serine protease domain of uPA catalyzes the proteolytic conversion of the

inactive zymogen plasminogen to the active serine protease plasmin, which is able

to degrade many extracellular proteins, including fibrin and laminin, and catalyze

proteolytic activation of zymogen forms of some metalloproteases (for a review,

see Andreasen et al. 2000). Plasmin generation, therefore, regulates turnover of the

ECM. The serine protease domain of uPA has the same overall fold as other serine

proteases of the trypsin clan, consisting of two antiparallel b-barrels. The catalytic
triad, His57/204, Asp102/255, and Ser195/356, is localized on loops between the

two barrels. uPA’s serine protease domain has specific, surface-exposed loops

around residues 37/180, 60/209, 97/248, 110/263, 170/327, and 185/344 (Fig.

35.2) (Spraggon et al. 1995).

Serine protease-catalyzed peptide bond hydrolysis is initiated by the P1 residue

of the substrate docking into the specificity or S1 pocket of the protease. Next, there

is a nucleophilic attack of the carbon atom of the carbonyl group of the substrate P1

amino acid by the hydroxyl group of Ser195, with His57 and Asp102 acting as a

charge relay system. This step leads to the formation of a tetrahedral transition state,

which is stabilized by the interaction of the now charged oxygen atom of the P1

carbonyl group with the oxyanion hole composed of the amide NH groups of

Ser195 and Gly193 and by main chain b-strand-type hydrogen bonds between the

P1-P3 and P20 amino acids of the substrate and residues 214–217 and residue 41 of

the enzyme, respectively, in the polypeptide-binding cleft on either side of S195.

Subsequently, there is an aqueous deacylation step involving a second tetrahedral

transition state (for a review, see Hedstrom 2002).
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uPA has a restricted substrate specificity, cleaving only specific peptide bonds in

a few specific proteins, always on the C-terminal side of Arg residues (for a review,

see Dano et al. 1985). In contrast to other serine proteases, the activation sequence

of plasminogen is present in a disulphide bridge-constrained loop: . . . Cys-Pro-Gly-
Arg-Val-Val-Gly-Gly-Cys . . . (for a review, see Parry et al. 2000). uPA has also

been reported to catalyze cleavage of the sequence . . . Asn-Ser-Gly-Arg-Ala-

Val . . . in the loop connecting the C-terminal and the middle domain of the three

domains of uPAR (Hoyer-Hansen et al. 1992). Screening a phage-displayed peptide

library, Ke et al. (1997) found that the optimal uPA substrate is the sequence Ser-

Gly-Arg-Ser-Ala. However, that library did not contain disulphide bridge-con-

strained peptides, which may be cleaved with a different efficiency. Like with

other serine proteases, the substrate specificity of uPA is strongly influenced by

the subsites S3, S2, S1, S10, S20, and S30, binding the P3, P2, P1, P10, P20, and P30

residues of the substrate. The primary P1 residue specificity of uPA is determined

by the properties of the S1 pocket, in particular the localization of an Asp residue in

position 189/351 at the bottom of the pocket. In this respect, uPA has an S1 pocket

similar to that of trypsin. However, the S1 pockets of different Arg-specific

proteases have some differences that provide each enzyme with distinct S1 subsites

(for a review, see Hedstrom 2002). In addition, uPA has a restricted, less accessible,

Fig. 35.2 The three-dimensional structure of human urokinase-type plasminogen activator (uPA).

The left figure shows the catalytic triad Ser195, His57, and Asp102, and Asp189 in the S1 pocket

(pink), the main chain binding area around residues 214–217 and 41 (green) and uPA’s-specific
surface loops (red). The right figure shows the structure of human uPA in complex with N-
[4-(aminomethyl)phenyl]-6-carbamimidoyl-4-(pyrimidin-2-ylamino)naphthalene-2-carboxamide.

The inhibitor is shown in CPK, the catalytic triad in pink, and Asp 60a in orange. The structures are

displayed with PyMOL Viewer v0.99 on the basis of the PDB file 1sqa (Wendt et al. 2004). Note

that the amino group of the inhibitor hydrogen bonds to the side chain of Asp60a (See also
Color Insert II)
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hydrophobic S2 pocket and a solvent-accessible S3 pocket, which can accommo-

date a wide range of residues (Spraggon et al. 1995). The protease-specific surface

loops surrounding the active site are also involved in exosite interactions of uPA

with its proteinaceous substrates. Thus, uPA’s 37-loop, 60-loop, 97-loop, and

autolysis loop (residues 142–152) have been proposed to be involved in determin-

ing its specificity for plasminogen (Ke et al. 1997, Zhang et al. 1997, Parry et al.

2000, Wang et al. 2000).

Single-chain pro-uPA has an activity that is at least 250-fold lower than that of

mature two-chain uPA. The three-dimensional structure of pro-uPA has not been

determined. However, studies of other serine proteases show that the amino group

of the new N-terminal amino acid resulting from the activating cleavage forms a

salt bridge to the side chain of Asp194 which then holds the oxyanion hole in an

active conformation (for a review, see Hedstrom 2002). In the case of pro-uPA, the

cleavage can be catalyzed by plasmin, in a positive feedback loop (for a review, see

Dano et al. 1985). However, pro-uPA activation occurs also in plasminogen-

deficient mice. In their urine, pro-uPA activation is catalyzed by glandular kallikre-

in (List et al. 2000). A number of other proteases have been reported to catalyze

activation of pro-uPA in vitro (Ichinose et al. 1986, Koivunen et al. 1989, Brunner

et al. 1990, Kobayashi et al. 1991, Goretzki et al. 1992, Wolf et al. 1993, Stack and

Johnson 1994, Yoshida et al. 1995, Lee et al. 2000, Kannemeier et al. 2001,

Roemisch et al. 2002, Suzuki et al. 2004, Yasuda et al. 2005, Kilpatrick et al.

2006, Moran et al. 2006). The efficiency of the conversion varies strongly between

these proteases. The best candidates for physiological pro-uPA activators are

plasmin and the type-two transmembrane serine proteases (TTSPs) matriptase,

hepsin, and tryptase e/PRSS22, as these proteases can activate uPAR-bound pro-

uPA efficiently at cell surfaces (Ellis et al. 1989, Lee et al. 2000, Suzuki et al. 2004,

Yasuda et al. 2005, Kilpatrick et al. 2006, Moran et al. 2006). Plasmin, which is not

a transmembrane protease, accumulates at cell surfaces by binding to membrane

proteins with C-terminal lysines via the kringle domains (Ellis et al. 1989).

GFD and uPAR

The GFD of uPA binds to uPAR (Appella et al. 1987). uPAR was discovered by

Vassalli et al. (1985) and Stoppelli et al. (1985) as a cell surface-associated binding

activity with a KD in the range 100–500 pM. uPAR is attached to the cell membrane

by a glycosyl phosphatidyl inositol (GPI) anchor (Ploug et al. 1991, Moller et al.

1992). Pro-uPA and two-chain active uPA bind with the same affinity (Cubellis

et al. 1986). Detailed information about the structural basis for binding of uPA to

uPAR has been provided by recent X-ray crystal structure analyses (Llinas et al.

2005, Barinka et al. 2006, Huai et al. 2006). uPAR also binds to the N-terminal

somatomedin B domain of vitronectin. The binding is stimulated by uPA but

competed by PAI-1 (Wei et al. 1994, Deng et al. 1996, Kanse et al. 1996).

uPAR’s vitronectin interaction surface has been mapped by site-directed mutagen-

esis (Gardsvoll and Ploug 2007, Madsen et al. 2007). Also, uPAR colocalizes with
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integrins in focal adhesion sites and may bind directly to integrins (for reviews, see

Andreasen et al. 1997, 2000; Chapman 1997).

A main function of uPAR is the acceleration of both plasminogen activation and

pro-uPA activation by co-accumulation of uPA, pro-uPA, plasminogen, and plas-

min at cell surfaces (Ellis et al. 1989, 1991). Its interaction with other cell surface

molecules endows uPAR with a ligand-dependent ability to stimulate intracellular

signalling, resulting in regulation of proliferation, apoptosis, adhesion, migration,

and invasion. The affinity of uPAR to vitronectin enables it to function as an

adhesion receptor and its ability to interact with integrins enables it to regulate

integrin-dependent adhesion (for reviews, see Ossowski and Aguirre-Ghiso 2000,

Blasi and Carmeliet 2002, Sidenius and Degryse, this volume).

The Kringle Domain of uPA

In contrast to the kringles of plasmin, uPA’s kringle does not contain a lysine

binding site. Instead, it has some affinity for polyanions like heparin (Stephens et al.

1992), mediated by a basic cluster of Arg108, Arg109, and Arg110 (Petersen et al.

2001). uPA’s kringle has also been reported to bind, with a relative low affinity, to

avb3 integrin (Tarui et al. 2006). There are also a few reports of effects of isolated

uPA kringle on various cellular parameters (Mukhina et al. 2000, Kim et al. 2003a,

2007) and of intra-molecular interactions between the kringle and the GFD, stabi-

lizing uPA binding to uPAR (Bdeir et al. 2003). Largely, however, no specific

biochemical functions have as yet been established for the uPA kringle.

The Linker or Connecting Peptide of uPA

Evidence for a functional role of the connecting peptide was originally provided by

the analysis of uPA serine phosphorylation. In A431 human carcinoma cells, uPA

may be phosphorylated on Ser138 and/or Ser303 (Franco et al. 1997). This post-

translational modification occurs before secretion and is inhibited by protein kinase

C inhibitors (Franco et al. 1998). Phosphorylation of uPA at these residues affects

neither the catalytic efficiency nor its binding to uPAR, but phosphorylated uPA

lacks the ability to stimulate cell adhesion and migration. An S138E uPA variant

also lacks these activities, therefore mimicking the phosphorylated molecule

(Franco et al. 1997). Interestingly, Ser138 is conserved among different mammali-

an species, like mouse, rat, yellow baboon, bovine, and orangutan (although it is

replaced by a Phe in pig, which on the other hand also has a nine-residues insertion

between positions 134 and 135). The conservation suggests a relevant functional

role (Votta and Stoppelli, unpublished data). Further evidence indicating the rele-

vance of the connecting peptide region is based on the effects of Å6, a peptide

corresponding to uPA residues 136–143 which inhibits tumour progression and

angiogenesis (Guo et al. 2000).
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Recently, an isolated peptide corresponding to uPA residues 135–158 was

reported to bind to avb5 integrin with high affinity, to be chemotactic at picomolar

concentrations, and to stimulate the colocalization of uPAR and avb5 integrin

(Franco et al. 2006). The most ready interpretation of these observations is that

the linker of uPA induces a change in avb5 integrin, which promotes its association

with uPAR and favours the functional interaction between the two molecules, but

that this activity is prevented by phosphorylation of Ser138.

Biochemical Properties of PAI-1

Interaction of PAI-1 with Its Target Proteases

PAI-1 belongs to the serpin class of serine protease inhibitors and the primary

physiological inhibitor of both uPA and tPA. The serpin inhibitory mechanism

begins with the protease attacking the P1-P1
0 bond in the serpin’s reactive centre

loop (RCL), but at the enzyme-acyl intermediate stage, the N-terminal part of the

RCL inserts into a central b-sheet A, pulls the protease to the serpin’s opposite pole,
distorts it, and halts its completion of the catalytic cycle. At some reaction condi-

tions, RCL insertion is delayed, resulting in abortive complex formation and

production of an uncomplexed P1-P1
0 bond cleaved serpin. This type of reaction

is referred to as serpin substrate behaviour. Premature loop insertion, in the absence

of protease, results in conversion of serpins to an inactive, so-called latent form

(Fig. 35.3) (Ye and Goldsmith 2001, Wind et al. 2002, Huntington 2006). RCL

insertion is associated with conformational changes in PAI-1’s flexible joint region,

including a-helices D and E and b-strands 1A and 2A (Mottonen et al. 1992,

Aertgeerts et al. 1995, Sharp et al. 1999, Nar et al. 2000, Stout et al. 2000).

Interaction of PAI-1 with Vitronectin

Active PAI-1 binds to vitronectin with a KD around 1 nM, while protease-complex-

ed, protease-cleaved, and latent PAI-1 bind with an about 100-fold lower affinity

(Lawrence et al. 1997). PAI-1’s vitronectin-binding site is localized in the flexible

joint region (Fig. 35.3) (Lawrence et al. 1994, van Meijer et al. 1994, Padmanabhan

and Sane 1995, Arroyo De Prada et al. 2002, Jensen et al. 2002, Zhou et al. 2003).

This localization is in good agreement with the different conformations of the

flexible joint region in active PAI-1 and PAI-1 forms with an inserted RCL and

their differential vitronectin affinity. On the contrary, the latency transition of PAI-

1 is delayed approximately twofold by its binding to vitronectin (Declerck et al.

1988), probably as a result of vitronectin-induced conformational changes of PAI-1

(Fa et al. 1995, Gibson et al. 1997, Hansen et al. 2001).
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Interaction of PAI-1 with Endocytosis Receptors

uPA–PAI-1 complex can bind to certain clathrin-coated pit-localized receptors of

the LDLR family, including LRP-1A, LRP-1B, LRP-2, VLDLR, and sorLA, with

KD values in the nanomolar range (for reviews, see Andreasen et al. 1994, Nykjaer

and Willnow 2002, Durand et al. 2004). Each of the receptors of the LDLR family

mediates endocytosis of many structurally unrelated ligands. Moreover, some of

them have a signalling function (for reviews, see Nykjaer and Willnow 2002,

Gonias et al. 2004, Lillis et al. 2005). The binding of the uPA–PAI-1 complex to

these receptors may function in the clearance of the complex both locally in the

tissues and systemically in the liver. uPAR-bound uPA–PAI-1 complex is endocy-

tosed and degraded much faster than uPA–PAI-1 complex free in the fluid phase,

presumably because the relatively low-affinity binding to the endocytosis receptors

is facilitated by accumulation of the complex on the cell surface by the relatively

high-affinity binding to uPAR (Nykjaer et al. 1992, 1994; Zhang et al. 1998). uPAR

is, as a consequence of its binding to the uPAmoiety of the uPA–PAI-1-endocytosis

receptor complex, co-endocytosed (Conese et al. 1995) but later recirculated to the

cell surface (Nykjaer et al. 1997).

In general, ligand binding by receptors of the LDLR family occurs to clusters of

seven or more mutually highly homologous complement-type repeats (CTRs) in the

receptors (for a review, see Gliemann 1998). The ligand-receptor binding specifici-

ty seems to depend on each individual ligand making contacts to a specific set of

Fig. 35.3 Different conformations of plasminogen activator inhibitor-1 (PAI-1). The three-dimen-

sional structures of active PAI-1 [(Sharp et al. 1999) pdb file 1B3K)], latent PAI-1 [(Stein et al.,

unpublished) pdb file 1LJ5], P1-P1
0 cleaved PAI-1 [(Aertgeerts et al. 1995) pdb file 9PAI], and

the trypsin-a1-proteinase inhibitor complex [(Huntington et al. 2000) pdb file 1EZX] are shown.

The indicated structural elements of the serpins are the surface exposed or inserted RCL (red);

a-helices D and E (blue); a-helix hF (blue-green); b-strands 1A and 2A (orange). The serine

protease moiety of the complex is coloured dark red. The structures are displayed with Swiss-PBD

Viewer v3.7b2. No structure is available of a plasminogen activator–PAI-1 complex. Therefore,

the structure of a protease–serpin complex is illustrated by the trypsin–a1-proteinase inhibitor

complex. Please note that part of the structure of the protease moiety of the complex was not

solved because of crystallographic disordering (See also Color Insert II)
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CTRs in each receptor. Expressing overlapping two CTR fragments of one of the

ligand-binding CTR clusters of LRP, the uPA–PAI-1 complex was found to bind

specifically to two specific, adjacent CTRs. By site-directed mutagenesis, the

binding was found to be dependent on conserved acidic and hydrophobic residues

placed centrally in the CTRs (Andersen et al. 2001). On the ligand side, site-

directed mutagenesis showed that the uPA–PAI-1 complex has an extended recep-

tor interaction surface with a majority of basic and hydrophobic residues in a-helix
D of PAI-1 and the 37-loop of uPA (Horn et al. 1998, Rodenburg et al. 1998,

Stefansson et al. 1998, Skeldal et al. 2006) (Fig. 35.1, Fig. 35.2 and Fig. 35.3).

uPA–PAI-1 complex binds to LRP with an affinity which is ~100-fold higher than

that of free uPA, active, latent, and cleaved PAI-1 (Nykjaer et al. 1994), in good

agreement with the fact that both uPA and PAI-1 are implicated in the interaction

surface. There is as yet no structural information about any endocytosis receptor-

bound serine protease or serpin, but structural analysis of other ligands in complex

with two or more CTRs from such receptors has shown that the ligand–receptor

interfaces are composed of basic and hydrophobic residues in the ligand and in the

receptors (Verdaguer et al. 2004, Fisher et al. 2006, Jensen et al. 2006a, Lazic et al.

2006).

How Do the Different Molecular Interactions Integrate

to Support the Malignant Phenotype?

Cell adhesion,migration, invasion, proliferation, and survival are basic cellular proper-

ties of strong relevance to tumour progression. A large number of reports on effects of

uPA and PAI-1 on these parameters define a complex network of pericellular and

membrane interactions, which should be taken into consideration in novel targeting

strategies. Overall, these effects, observed at cellular level, may contribute to the link

between the overproduction of uPA and PAI-1 and tumour metastatic ability.

Cell Adhesion

Cell adhesion may be counteracted by uPA because of its capability to generate

plasmin for proteolytic degradation of adhesion receptors and ECM proteins.

Therefore, PAI-1 would be expected to promote cell adhesion because of its anti-

proteolytic effect (for a review, see Andreasen et al. 2000). In particular, the

binding of PAI-1 to vitronectin can result in protection of vitronectin against

proteolysis and, because vitronectin is a ligand for integrins and for uPAR, confer

a pro-adhesive effect to PAI-1 (Ciambrone and Mckeown-Longo 1990, Huang et al.

2003). Moreover, PAI-1 has been demonstrated to cause oligomerization and ECM
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deposition of vitronectin (Seiffert and Loskutoff 1996) and would also by that

mechanism be expected to promote cell adhesion.

On the contrary, early reports assigned to uPA and its amino-terminal region a

strong pro-adhesive ability on myelomonocytic cell lines pre-exposed to differen-

tiating agents (for a review, see Chapman 1997). Later, it became clear that uPA

stimulates uPAR-dependent adhesion of cells to vitronectin, and thereby acts pro-

adhesively. uPAR may cis-activate integrins and modify their specificity. Thus,

interaction between uPAR and a1 integrin leads to a decreased adhesion to fibro-

nectin and an increased adhesion to vitronectin. Cell adhesion is further modulated

by the uPA–uPAR interaction through the control of focal adhesion turnover and

actin polymerization. In this scenario, an anti-adhesive effect may result from the

competition between PAI-1 and membrane receptors (integrins and uPAR) for

binding to vitronectin (for reviews, see Andreasen et al. 2000, Blasi and Carmeliet

2002, Kugler et al. 2003, Durand et al. 2004, Alfano et al. 2005).

Cell Migration

Cell locomotion has consistently been reported to be stimulated by uPA in a proteol-

ysis-independent manner, through interaction of its GFDwith uPAR and activation of

intracellular signalling cascades (for reviews, see Blasi and Carmeliet 2002, Kugler

et al. 2003). It has been observed that cells exposed to proteolytically inactivated

uPA, to its N-terminal fragment (ATF), or to a growth factor-derived peptide retain-

ing uPAR-binding activity (residues 12–32 of the human sequence), undergo clear-

cut cytoskeletal rearrangements and extension of protrusions (Carriero et al. 1999,

Degryse et al. 2001). Regarding the mechanistic aspects of the uPA-dependent

migration, proximal signalling involves other membrane receptors, like epidermal

growth factor receptor, formyl peptide receptor (FPR), and many integrins (avb5,
avb3, a5b1, and others) (Ossowski and Aguirre-Ghiso 2000). Intracellular mediators

include proteins associated with focal contacts, like the focal adhesion kinase

(FAK), Src family kinases as well as actin-associated proteins like paxillin, talin,

and Wiskott-Aldrich syndrome protein (WASP) (Chiaradonna et al. 1999, Sturge

et al. 2002). In addition, the connecting peptide (residues 135–158) was reported to

possess a uPAR-dependent motogen activity (Franco et al. 2006), dependent on its

specific binding to avb5 integrin (see section The Linker or Connecting Peptide of

uPA). Furthermore, a remarkable chemotactic activity was assigned to an isolated

uPA kringle (Mukhina et al. 2000; see also section The Kringle Domain of uPA).

Moreover, pro-migratory effects of uPA may result from plasmin generation, which

could lower the resistance of the ECM (for a review, see Andreasen et al. 2000).

The conclusions concerning the role of PAI-1 in cell migration in cell cultures

are less consistent: in some reports, PAI-1 was found to be pro-migratory, while in

others it was found to be anti-migratory. PAI-1 would be expected to inhibit

plasminogen activation-dependent cell migration and the pro-migratory effect

of uPA–uPAR binding to vitronectin at the leading cell edge, and indeed, both
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anti-proteolytic and non-anti-proteolytic anti-migratory effects of PAI-1 have been

reported. But the ability of PAI-1 to compete for uPAR–vitronectin and integrin–

vitronectin binding has also been reported to stimulate cell migration, perhaps

because PAI-1 in these reports was presented to the migrating cell at its trailing

edge. Third, based on their ability to mediate endocytosis of uPAR-bound uPA–

PAI-1 complex, endocytosis receptors could be hypothesized to be important for

uPA and PAI-1 regulation of cell migration. During the process of endocytosis, not

only the uPA–PAI-1 complex but also uPAR is endocytosed, but while uPA and

PAI-1 are degraded in endosomes or lysosomes, uPAR is recycled to the cell

surface. In cell cultures with PAI-1 production, the continued rapid endocytosis

receptor-mediated recycling of uPAR has been reported to be required for mainte-

nance of a steady-state level of cell surface uPAR, and thus for maintenance of a

steady-state level of cell surface-associated plasminogen activation activity. As-

suming that uPAR could recycle in a polarized endocytic cycle, the endocytosis

receptors could be hypothesized to regulate the pericellular distribution of uPA-

mediated proteolysis during migration. In addition, the pro-migratory intracellular

signalling cascades stimulating by binding of uPA to uPAR and the lateral interac-

tion between uPAR and integrins would be terminated by removal of uPA–uPAR

complex from the cell surface by endocytosis after binding of PAI-1. Moreover, the

binding of uPA–PAI-1 complex to endocytosis receptors has been reported to

initiate signalling in some cell types. Considering this complexity, it is not

surprising that apparently mutually conflicting results were reported concerning

the possible role of endocytosis of the uPA–PAI-1 complex in cell migration (for

reviews, see Andreasen et al. 1997, 2000; Durand et al. 2004, Andreasen 2007).

Cell Invasion

Cell invasion in cell culture model systems was consistently stimulated by uPA by

both proteolytic and non-proteolytic mechanisms (for reviews, see Andreasen et al.

1997, 2000). Consequently, one would expect PAI-1 to inhibit uPA-dependent

invasion, but again, variable results were reported, PAI-1 inhibiting invasion in

some reports but stimulating it in others (for a review, see Durand et al. 2004).

Cell Proliferation, Survival, and Apoptosis

Many reports describe a uPAR-dependent pro-proliferative effect of uPA (for a

review, see Alfano et al. 2005). In contrast, the isolated uPA kringle was reported to

possess growth-inhibitory properties (Kim et al. 2003b, 2007).

There is also good evidence that binding of uPA to uPAR may act anti-apopto-

tically in a proteolysis-independent, signalling-dependent manner, thus contribut-

ing to the establishment of the malignant phenotype. One example is provided by
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T241 fibrosarcoma cells implanted in uPA–/– mice, which exhibit decreased pro-

liferative and increased apoptotic indices, suggesting that alterations in host ex-

pression of uPA may affect the balance between tumour cell death and proliferation

(Gutierrez et al. 2000). Also, reducing uPAR expression by SNB19 glioblastoma

cells by antisense uPAR constructs resulted in in vivo inhibition of SNB19 tumour

formation associated with loss of mitochondrial transmembrane potential, release

of cytochrome C from mitochondria, subsequent activation of caspase-9, and

apoptosis (Yanamandra et al. 2000). The anti-apoptotic ability of uPA–uPAR

binding may be due, at least in part, to activation of the Ras–ERK signalling

pathway. Thus, MDA-MB-231 breast cancer cells cultured in the presence of

anti-uPA antibodies, which block the binding of uPA to uPAR, led to a decrease

in the level of phosphorylated ERK and promotion of apoptosis (Ma et al. 2001).

U87MG glioblastoma cells bearing an antisense to uPA exhibit a reduced level of

phosphorylated phosphoinositide 3-kinase (PI3K) and the serine/threonine kinase

Akt as well as impaired migration and survival (Chandrasekar et al. 2003). uPA has

been reported to protect retinal pigment epithelial cells from UV-, cis-platin, and

detachment-induced apoptosis. This effect is due to the interaction of GFD with

uPAR, which results in the activation of the PI3K–Akt pathway and leads to the

transcriptional activation of BcL-XL (Alfano et al. 2006).

In a number of articles, PAI-1 was reported to be anti-apoptotic and pro-

proliferative (Kwaan et al. 2000, Soeda et al. 2001, 2006; Chen et al. 2004, 2006;

Lademann et al. 2005, Romer et al. 2005). However, in other articles, PAI-1 was

reported to be pro-apoptotic and anti-proliferative (Ploplis et al. 2004, Balsara et al.

2006, Kortlever et al. 2006). The apparent contradiction between the two sets of

observations remains to be resolved. The protection by PAI-1 against apoptosis

may stem from its anti-proteolytic effect, which could promote cell adhesion and

survival: uPA, by virtue of its proteolytic activity, may generate active plasmin,

which has been shown to be pro-apoptotic (Rossignol et al. 2004). But interference

with uPAR- and endocytosis-receptor-initiated signalling may also confer PAI-1

with pro-apoptotic activity.

Antagonists of the Enzyme Activity of uPA

Antibody Inhibitors of uPA

Polyclonal antibodies against murine uPA were shown to inhibit its plasminogen

activation activity (Dano et al. 1980). Inhibition of plasminogen activation was

used as a screening principle for identifying hybridoma clones with anti-human

uPA antibodies, resulting in derivation of the first anti-uPA monoclonal antibody

(Kaltoft et al. 1982). Since then, many more inhibitory anti-uPA monoclonal

antibodies have been raised. Some monoclonal anti-catalytic anti-human uPA

antibodies were reported to cross-react with tPA; on the basis of proteolytic
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fragmentation of uPA and uPA–tPA sequence comparison, they were reported to

have an epitope spanning the sequence around the active site Ser (Takahashi and

Naora 1985). By site-directed mutagenesis, several anti-human uPA monoclonal

antibodies, which inhibit uPA’s ability to activate plasminogen, were found to have

overlapping epitopes composed of variable combinations of Arg35/178, Arg36/

179, His37/180, Arg37a/181, Tyr60b/209, Lys61/211, and Asp63/214 in the 37-

and 60-loops near the active site (Petersen et al. 2001). The latter antibodies do not

inhibit uPA-catalyzed hydrolysis of small peptidylic substrates, consistent with

the notion that they inhibit plasminogen activation by sterically hindering uPA–

plasminogen exosite interactions. The information about the inhibitory mechanism

of antibodies targeting structures outside the highly conserved active site may form

the basis for future design of more specific low molecular mass uPA inhibitors

interfering with uPA–plasminogen exosite interactions.

Protein Inhibitors of uPA

The dimeric, non-specific serine protease inhibitor ecotin binds two protease

molecules per ecotin dimer through interactions with both the protease active site

and an exosite. With some success, ecotin has been converted into a high-affinity

uPA inhibitor by engineering each of the two interaction sites (Wang et al. 1995,

Yang and Craik 1998, Laboissiere et al. 2002, Stoop and Craik 2003).

Small Organochemical Inhibitors of uPA

uPA can be inhibited by classical serine protease inhibitors like diisopropylpho-

sphofluoridate (for a review, see Walker and Lynas 2001). It is also inhibited by

p-aminobenzamidine (compound 1, Table 35.1, Fig. 35.4), which inhibits, with

variable efficiency, all serine proteases which prefer Arg as a P1 residue (for a

review, see Magdolen et al. 2000). In fact, most attempts to generate specific

organochemical uPA inhibitors were based on the ability of p-aminobenzamidine

or closely related aryl amidine, aryl guanidine, and acyl guanidine Arg homologues

to insert into the P1-binding pocket and addition of various additional chemical

structures to achieve specificity. In many cases, this goal has been pursued by

rational design based on X-ray crystal structure analysis of uPA–inhibitor com-

plexes. The additional chemical structures have been targeting the S2 and S3

pockets and subsites within the P1-binding pocket, and, in a few cases, also surface

loops outside the active site. Hundreds of different compounds have been investi-

gated. An excellent and comprehensive review on this type of uPA inhibitors was

given by Rockway et al. (2002). Here, we will focus on recent and representative

examples of such inhibitors.
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Amiloride (compound 2, Table 35.1, Fig. 35.4) inhibits uPA with a Ki of 7 mM
(Vassalli and Belin 1987). Since the Ki for inhibition of tPA and plasmin is more

than 100 mM, it has been a useful agent for discriminating between uPA and tPA in

plasminogen activation assays. However, since it inhibits trypsin with a Ki value of

17 mM and is a diuretic drug, its use for pharmacological purposes is excluded. X-

ray crystal structure analysis of the uPA–amiloride complex (Nienaber et al. 2000b,

Zeslawska et al. 2000) showed the expected insertion of the guanidine group into

the S1 pocket and, interestingly, of the chloro-atom into a small hydrophobic pocket

referred to as the S1b subsite, a feature also observed with other uPA inhibitors

containing halogen atoms (see below).

A 4-substituted phenylguanidine analogue (compound 3, Table 35.1, Fig. 35.4)

inhibits uPA with a Ki of 2.4 mM. The phenylguanidine group binds in the S1

Fig. 35.4 Chemical structures of urokinase-type plasminogen activator (uPA) inhibitors. The

numbers of the compounds refer to Table 35.1
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pocket, while the amadamantyl group binds in a shallow hydrophobic pocket close

to the Cys42-Cys58 disulphide bond. This inhibitor is thus unusual by achieving

specificity by targeting an area of uPA closer to the S0 pockets than to the S pockets

(Sperl et al. 2000).

Researchers at the Celera company developed a series of uPA inhibitors based

on 4-aminoarylguanidine, p-aminobenzamidine, 2-(2-phenol)-indole, or benzimid-

azole, culminating with a derivative of 6-fluoro-5-amidinobenzimidazole (com-

pound 4, Table 35.1, Fig. 35.4). This compound inhibits uPA with a Ki of 11 nM

and exhibits strong preference for uPA over plasmin, trypsin, tryptase, tPA, throm-

bin, factor Xa, and hepsin. The specificity of this inhibitor rests on halogen atoms

inserting into uPA’s S1b pocket (Katz et al. 2001, 2003, 2004; Mackman et al.

2001, 2002; Spencer et al. 2002).

A series of naphtamidine-based inhibitors was developed by researchers at the

Abbott company (Nienaber et al. 2000a, Klinghofer et al. 2001, Wendt et al. 2004,

Bruncko et al. 2005). The most promising compound developed (compound 5,

Table 35.1, Fig. 35.4) has a high affinity for human uPA (Ki 0.64 nM) and a good

selectivity, with a 32-fold higher Ki for trypsin inhibition. X-ray crystal structure

analysis showed that an important feature of this compound is a salt bridge between

the Asp60a/208 carboxylate and the charged amino group of the inhibitor (Fig.

35.3) (Wendt et al. 2004). This interaction adds both affinity and selectivity to the

uPA inhibitor binding, as an Asp residue in this position is an unusual feature in the

trypsin family. Inhibitors targeting this position will even show selectivity for

human uPA over murine uPA, as the latter has a Gln residue in this position. In

the rodent tumour models tested, Abbott’s uPA inhibitors showed unsatisfactory

results (Giranda, V., personal communication).

WX-UK1, a derivative of 3-aminophenylalanine (compound 6, Table 35.1, Fig.

35.4), inhibits human uPA with a Ki of 0.41 mM (Sturzebecher et al. 1999,

Zeslawska et al. 2000, Setyono-Han et al. 2005). It has been reported to inhibit

the metastatic spread of cancer cells in rodents (Ertongur et al. 2004, Setyono-Han

et al. 2005, Killeen et al. 2007). However, it has a poor selectivity for uPA, in fact

inhibiting several other human serine proteases better than uPA (Setyono-Han et al.

2005). It is unknown whether the reported anti-metastatic effect was in fact due to

inhibition of uPA. This compound was found to be well tolerated by humans in

early clinical trials.

After a series of studies (Barber and Dickinson 2002, Barber et al. 2002, 2004),

researchers at the Pfizer company derived a compound (compound 7, Table 35.1,

Fig. 35.4) which inhibits uPA with a Ki of 10 nM and exhibited a 4,000-fold

selectivity over tPA (Fish et al. 2007).

Sienczyk and Oleksyszyn (2006) synthesized a carboxybenzyl-amino-(4-guani-

dino-phenyl)methanephosphonate aromatic ester derivative, an irreversible serine

protease inhibitor which shows a good selectivity for uPA over trypsin (compound

8, Table 35.1, Fig. 35.4).

Zhu et al. (2007) reported a 4-oxazolidinone analogue which inhibits human

uPA with a Ki of 0.2 mM and an at least 500-fold selectivity over tPA, plasmin,

thrombin, and trypsin (compound 9, Table 35.1, Fig. 35.4).
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Peptides Inhibitors of uPA

Chloromethylketone derivatives of amino acids are classical protease inhibitors

(Baker 1967, Shaw 1970). Attaching tripeptides to the chloromethylketone group

provides some specificity (Lijnen et al. 1984), and Glu-Gly-Arg-chloromethylketone

has been a valuable tool for biophysical studies of uPA (see, for instance, Spraggon

et al. 1995). However, for in vivo use, such inhibitors do not seem to be of interest.

Wakselman et al. (1993) reported a cyclic hexapeptide, which inhibits uPA with

a Ki of 41 nM, which did not observably inhibit plasmin, tPA, or thrombin, but

which was unable to discriminate against trypsin and uPA (compound 10, Table

35.1, Fig. 35.4). Its Arg residue was assumed to bind in the S1 pocket of uPA. It is

not known why this peptide is an inhibitor and not a substrate.

On the basis of identification of a peptide sequence which is an optimal uPA

substrate (Ke et al. 1997) (see section 1.2), Tamura et al. (2000) designed a series of

peptide-based inhibitors of uPA, phenethylsulfonyl-D-Ser-Ala-D-aminomethyl

benzamidine being the most potent (compound 11, Table 35.1, Fig. 35.4). It

inhibited uPA with a Ki value of 3.1 nM and exhibited 100- and 800-fold selectivity

for uPA over plasmin and tPA, respectively, but showed a poor selectivity for uPA

over trypsin (Tamura et al. 2000). An inhibitor of this series was shown to inhibit

lung colonization by human HT-1080 fibrosarcoma cells injected into the tail vein

of mice (Schweinitz et al. 2004). Screening phage-displayed random, disulfide

bridge-constrained peptide repertoires with human uPA as a bait, a uPA-binding

sequence, Cys-Ser-Trp-Arg-Gly-Leu-Glu-Asn-His-Arg-Met-Cys (upain-1), was

isolated (compound 12, Table 35.1).

Upain-1 inhibits human uPA competitively, with a Ki value of around 1 mM. The

cyclical structure of upain-1 is indispensable for activity. Among several other

human serine proteases, including trypsin, upain-1 is highly selective for human

uPA and does not even measurably inhibit murine uPA (Hansen et al. 2005). An

X-ray crystal structure analysis of the three-dimensional structure of upain-1–uPA

complex (Zhao et al. 2007) revealed that the bound peptide adopts a rigid confor-

mation stabilized by two tight b-turns formed by the Leu6-His9 and His9-Cys12

segments, respectively. The active conformation of upain-1 is maintained by intra-

molecular hydrogen bonds between the Glu7 residue and the main chain nitrogen

atoms of residues 4, 5, and 6. Together with site-directed mutagenesis of the

peptides as well as of the enzyme (Hansen et al. 2005), the structure analysis

(Zhao et al. 2007) indicates that binding specificity depends on extended binding

interactions involving specific surface loops of the enzymes and several residues of

the peptides, including the insertion of the Arg4 of upain-1 into the uPA’s S1

pocket; the localization of upain-1’s Ser2 residue close to the S1b pocket of uPA;

the occupancy of the S2 pocket and the oxyanion hole of uPA by the Gly5 and Glu7

residues of upain-1, respectively; and the binding of the Asn8 residue of upain-1 to

the 37-loop and 60-loop of uPA, explaining the strong specificity of upain-1 for

uPA. The steric hindrance of the side chain of Glu7 and the indole ring of Trp3

residue of upain-1 prevents the carboxyl group of Arg4 residue at the cleavage site
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from being accessible by the catalytic Ser195 residue, explaining why upain-1 is an

inhibitor rather than a substrate. Based on the structure, a new pharmacophore for

the design of highly specific uPA inhibitors can be proposed (Zhao et al. 2007).

Upain-1 was found to inhibit cell surface-associated plasminogen activation

(Hansen et al. 2005), but its effect in xenotransplant cancer models remains to be

investigated.

Antagonists of the uPA Growth Factor Domain

Much effort has been put into developing antagonists of the binding of uPA’s GFD

to uPAR. The first antagonist to be developed was a peptide corresponding to

residues 18–32 of uPA, the minimal sequence allowing uPAR binding (Appella

et al. 1987). Since then, a variety of antagonists have been developed, including

antibodies against uPAR or the GFD of uPA and peptides binding to uPAR and

competitively inhibiting its binding to uPA. These antagonists will be covered by

another chapter in this volume (Ploug, M., this volume).

It should be emphasized that while peptides derived from the uPA GFD may

antagonize thebindingofuPAorATF touPAR, theymaybeagonistic inother respects,

for instance, stimulating uPAR-dependent cell migration (Franco et al. 2006).

Antagonists of the uPA Kringle

The epitopes for two monoclonal anti-uPA antibodies included Arg108, Arg109,

and Arg110 in the kringle (Petersen et al. 2001). The ability of these antibodies to

block the binding of uPA to polyanions (Stephens et al. 1992) correlated with a

reduced uPA-polyanion affinity after substitution of the three Arg residues (Petersen

et al. 2001). However, antibodies are not well suited for searching for specific

effects of the kringle, as they may inhibit the uPA–uPAR interaction by steric

hindrance (Corti et al. 1989).

Antagonists of the uPA Linker Region

The functional effects of the linker region of uPA are inhibited by phosphorylation

of Ser138 or a S138E substitution (see section The Linker or Connecting Peptide of

uPA). Interestingly, the phosphorylated or Glu-substituted variants are dominant

negative (Franco et al. 2006) and may, therefore, be used as antagonists when

searching for molecular and functional interactions of the linker region.

At micromolar concentrations, Å6, a capped eight amino acid peptide (residues

136–143), inhibits angiogenesis, tumour cell migration, and invasion in vitro and in

vivo (Guo et al. 2000). Å6 was also reported to inhibit the growth and migration of

estrogen-receptor-positive Mat B-III rat breast cancer cells in vitro and in vivo.

35 Engineered Antagonists of uPA and PAI-1 741



Histological analysis of primary tumours showed a decrease in new blood vessel

density and increased tumour cell death in Å6- and tamoxifen-treated animals, and

these effects were greater in experimental animals receiving Å6 and tamoxifen in

combination (Guo et al. 2002). Similarly, Å6 has been reported to inhibit the growth

and neovascularization of human U87MG glioblastoma cells growing on nude

mice, particularly so when combined with cis-platin (Mishima et al. 2000). The

mechanism of action of Å6 remains unknown. Surface plasmon resonance analyses

showed that Å6 acts at micromolar concentrations to inhibit uPA–uPAR binding,

suggesting that its cellular effects are caused by interference of the uPA–uPAR

interaction (Guo et al. 2000). This observation is unexpected since the uPA–uPAR

binding can be structurally accounted for by uPA’s GFD (Barinka et al. 2006, Huai

et al. 2006), but a secondary, low affinity, interaction between the CP and uPAR

does not seem to be excluded. Alternatively, Å6 may be an antagonist of the

functional effects of the full-length uPA connecting peptide (residues 135–158)

(see above). Recently, a phase I clinical trial of Å6 in gynaecologic malignancies

has been completed and indicated no toxicity (Berkenblit et al. 2005).

Antagonists of the Anti-Proteolytic Activity of PAI-1

Antibody Antagonists of PAI-1

The first reported antagonist of the anti-proteolytic effect of PAI-1 was a monoclo-

nal antibody (Nielsen et al. 1986). Since then, many monoclonal anti-PAI-1 anti-

bodies, antagonising PAI-1’s anti-proteolytic activity by several mechanisms, have

been described (for a review, see Gils and Declerck 2004). First, some monoclonal

antibodies have epitopes close to the RCL and sterically hinder the access of target

proteases (Fig. 35.3). Second, some monoclonal antibodies, with epitopes in a-helix
F (Fig. 35.3), inhibit the conformational change of PAI-1 associated with protease

complex formation and induce serpin substrate behaviour. Third, some monoclonal

antibodies convert PAI-1 to the inactive latent form (for a review, see Gils and

Declerck 2004). The latter type of antibodies have epitopes either composed of

residues from the a-helix D-b-strand 2A loop and b-strand 3B or located in the area

exposed upon extraction of b-strand 1C during latency transition. Such antibodies

are believed to act by stabilization of a ‘‘prelatent’’ form, a form postulated to

resemble the latent form in some respects, but in contrast to the latter to exist in

equilibrium with the active form (Verhamme et al. 1999, Gorlatova et al. 2003,

Naessens et al. 2003, Dupont et al. 2006).

Small Organochemical Inhibitors of PAI-1

A variety of low molecular mass organochemicals have been found to inhibit PAI-1’s

anti-proteolytic activity. The first organochemical PAI-1 inhibitor to be developed
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was a diketopiperazine derivative (Bryans et al. 1996). A variety of related com-

pounds have been developed since then (Charlton et al. 1996, 1997; Friederich et al.

1997, Folkes et al. 2001, Wang et al. 2002, De Nanteuil et al. 2003, Ye et al., 2004).

Various biochemical analyses showed that the diketopiperazine derivatives induce

a stable, inactive PAI-1 conformation, which is different from other known PAI-1

conformations (Einholm et al. 2003). A number of other, mostly negative charged,

amphipathic organochemical compounds of diverse chemical structures were

reported to inactivate the anti-proteolytic effects of PAI-1 (Urano et al. 1992,

Munch et al. 1993, Bjorquist et al. 1998, Chikanishi et al. 1999, Neve et al. 1999,

Egelund et al. 2001, Gils et al. 2002, Pedersen et al. 2003, Crandall et al. 2004,

Elokdah et al. 2004, Gopalsamy et al. 2004, Hu et al. 2005, Liang et al. 2005,

Gardell et al. 2007). Available evidence, based on competition with monoclonal

antibodies with known epitopes, site-directed mutagenesis, and molecular model-

ling, suggests that these compounds bind in a hydrophobic pocket beneath a-helix
D (Bjorquist et al. 1998, Egelund et al. 2001, Gorlatova et al. 2007). Such com-

pounds were found to induce PAI-1 substrate behaviour within seconds, followed

by PAI-1 polymerization (Egelund et al. 2001, Pedersen et al. 2003, Gardell et al.

2007, Gorlatova et al. 2007). High concentrations of non-ionic detergents were

found to induce substrate behaviour and latency transition (Ehnebom et al. 1997,

Gils and Declerck 1998, Andreasen et al. 1999, Gils et al. 2000, 2003). Some other

compounds inactivated PAI-1 by less characterized mechanisms (Gardsvoll et al.

1998, Chikanishi et al. 1999, Neve et al. 1999).

Insertion Peptides Inactivating PAI-1

Peptides with a sequence identical to that of the RCL can insert into PAI-1’s b-sheet
A in the place of the RCL and induce serpin substrate behaviour (Kvassman et al.

1995). A single report seems to suggest that such peptides may also be effective in

vivo (Eitzman et al. 1995).

In Vivo Use of Antagonists of PAI-1’s Anti-Proteolytic Effect

A couple of points should be noted concerning the in vivo use of the antagonists of

PAI-1’s anti-proteolytic effect described above. First, the reported organochemical

antagonists have low affinity to PAI-1, with Ki values in the micromolar range, may

not be specific for PAI-1, and bind tightly to serum albumin. Second, when tested in

vitro, most, probably all, organochemical or peptidylic PAI-1 inactivating com-

pounds have a much higher IC50 in the presence than in the absence of vitronectin

(Eitzman et al. 1995, Egelund et al. 2001, Leik et al. 2006, Gorlatova et al. 2007).

Considering that the PAI-1–vitronectin binding has a KD around 1 nM and that

vitronectin is very abundant, having a blood plasma concentration of around 1 mM
(for a review, see Andreasen et al. 1997), one would expect that such antagonists

would work quite inefficiently in vivo. Of course, it is not known how fast PAI-1,
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after having been released from cells, reacts with vitronectin relative to its reaction

with its target proteases. But in contrast, the IC50 values for monoclonal antibodies

antagonizing the anti-proteolytic effect of PAI-1 are either decreased (Schousboe

et al. 2000, Wind et al. 2001, Komissarov et al. 2005) or unaffected (Andreasen,

P.A., unpublished data) by vitronectin. Moreover, monoclonal antibodies bind with

undoubted specificity and high affinity. Therefore, at the moment, monoclonal

antibodies seem more promising than organochemicals and insertion peptides.

In in vivo studies with organochemical antagonists of uncertain specificity,

special measures must be undertaken to control that the observed physiological

effects are really caused by inhibition of PAI-1, and not of other proteins. PAI-1–/–

mice are suitable controls in that connection.

An effect on tumour growth, invasion, and/or metastasis of targeting PAI-1 in an

animal tumour model remains to be reported. But a PAI-1 inactivating agent has in

a single case been demonstrated to inhibit a cellular process relevant to cancer

spread. In an in vivo Matrigel implantation angiogenesis assay, Leik et al. (2006)

demonstrated that oral administration of the PAI-1 antagonist tiplaxtinin inhibits

angiogenesis. Importantly, in the study of Leik et al. (2006), angiogenesis in PAI-1�/�

mice was significantly lower than in wild-type mice and not affected by tiplaxtinin.

Antagonists of PAI-1 Vitronectin Binding

The anti-proteolytically inactive PAI-1 forms induced by organochemicals or

monoclonal antibodies have a strongly reduced affinity for vitronectin (Verhamme

et al. 1999, Egelund et al. 2001, Einholm et al. 2003, Pedersen et al. 2003,

Gorlatova et al. 2007). But there are, to date, no reports of compounds antagonizing

exclusively the binding of PAI-1 to vitronectin. Only a PAI-1 variant mutated in the

RCL and without anti-proteolytic activity, but still with intact vitronectin affinity,

was reported to enhance plasmin-mediated matrix degradation in experimental

nephritis, presumably by competing endogenous wild-type PAI-1 off vitronectin

(Huang et al. 2003).

Antagonists of uPA–PAI-1 Binding to Endocytosis Receptor

A PAI-1-binding peptide derived from a phage-displayed peptide library was found

to antagonize the binding of the uPA–PAI-1 complex to VLDLR and LRP-1A,

presumably by steric hindrance of the access of the receptors to their binding site in

PAI-1’s flexible joint region. Unfortunately, since the peptide inhibits PAI-1 with a

mM Ki and is quite hydrophobic, the window between its specific, PAI-1-dependent

effects and its non-specific, detergent-like effects on cultured cells is quite small

(Jensen et al. 2006b).
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Novel Inhibitory Strategies

An alternative to antagonizing the various pericellular activities of uPA and PAI-1

is inhibiting their expression. Antisense technologies have been employed since the

early 1990s to study the tumour biological functions of the components of the uPA

system in cellular and animal model systems. More recently, RNA interference

(RNAi) has been recognized as an effective methodology to silence specific genes

(for reviews, see Wang 2001, Nozaki et al. 2006, Pillay et al. 2007). Furthermore,

nucleic acid molecules with high affinity for a target transcription factor can be

introduced into cells as decoy cis-elements to bind these factors and alter gene

expression. According to a novel strategy, a peptide nucleic acid chimera contain-

ing a Sp1-binding sequence downmodulates the expression of Sp1 target genes,

thus preventing uPAR-dependent breast tumour invasion (Zannetti et al. 2005).

Although encouraging, these studies are still preliminary and will have to be

extended to animal models, which mimic tumour progression using clinically

acceptable modes of nucleic acid delivery. A drawback of these strategies is that

they do not allow targeting exclusively specific molecular and functional interac-

tion of a given gene product—they target them all concomitantly.

Conclusions and Perspectives

The potential use of uPA and PAI-1 as therapeutic targets in cancer should be

viewed in light of the latest new knowledge about proteolytic enzyme systems and

cancer. The classical hypothesis about the role of proteases in cancer is considered

too simple today. Proteases participate not only in invasion through basement

membranes but also in all aspects of the abnormal tissue development at which

tumour growth, invasion, and metastasis must be considered. Moreover, in many

cases, protease inhibitors, like PAI-1, do not have the expected anti-invasive effects

but probably promote tumour invasion. The tumour biological functions of proteo-

lytic enzyme systems seem to depend on a delicate balance between the activities of

proteases and inhibitors. The idea of proteases and inhibitors having multiple

functions is based on the finding that each of them has multiple molecular interac-

tions and is expressed by multiple cell types in human tumours.

The following are important questions to pursue. Do uPA and PAI-1 expressed

by different cell types have the same or different tumour biological functions? Do

different molecular interactions of uPA and PAI-1 have different tumour biological

functions? Do molecular interactions of uPA and PAI-1 besides the classical ones

have tumour biological functions? How do the confusingly complex network of

molecular interactions of uPA and PAI-1 integrate to support specific cell

biological functions? Is it possible to target different tumour biological functions

of the same biochemical activity of uPA and PAI-1 expressed by different cell

types? With both uPA and PAI-1 being potential therapeutic targets, should each of

them be inhibited at different stages of tumour progression, or should they be
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inhibited simultaneously? Does PAI-1 leaking from tumours contribute to throm-

botic complications in cancer?

To answer these questions, it will be relevant to develop new agents specifically

inactivating each of the multiple molecular interactions of uPA and PAI-1, either by

rational design based on thorough biophysical studies of the interactions of uPA and

PAI-1 with their inhibitors, including X-ray crystal structure analysis of uPA and

PAI-1 in complex with inhibitors, and/or directed evolution. Although the affinities

of the developed organochemical uPA’s proteolytic activity antagonists were often

in the low nanomolar range, the documentation for their specificity was far from

satisfactory. Often, only a few additional serine proteases other than uPA were

studied with respect to inhibition. Even among the serine proteases investigated, the

specificity was often not satisfactory. The organochemical inhibitors of PAI-1 all

had a low affinity and an undocumented specificity. In most cases, the ability of the

inhibitors to specifically inhibit uPA or PAI-1 in mouse cancer models was not

investigated. Inhibitory monoclonal antibodies and inhibitory recombinant proteins

have the required high affinity and high specificity and seem more promising tools

at the moment. The use of murine monoclonal antibodies, raised in knockout

animals, seems promising tools for investigating the functions of uPA and PAI-1

in mouse cancer models. On a longer perspective, humanization of murine mono-

clonal antibodies may allow their use in humans. Peptides have a specificity

comparable to that of monoclonal antibodies and a size allowing for chemical

modification and may become valuable tools after proper affinity maturation.

When testing the effects of organochemical inhibitors in in vivo cancer models,

it is important to document that any observed effect on tumours is really due to

inhibition of uPA or PAI-1 and not other proteins. This requirement can be met by

studying the effect of the inhibitors on tumours growing in uPA�/� or PAI-1�/�

mice, in which no effect of the inhibitors should be expected. This requirement has

not been met with any uPA inhibitor as yet and only in a single case with a PAI-1

inhibitor. The situation with uPA and PAI-1 may be very similar to that observed

with other proteases and protease inhibitors. Studies of uPA and PAI-1 may

contribute to forming new general paradigms concerning tumour biological func-

tions of specific proteins.

A clear understanding of their molecular interactions, their cell-specific and

tumour stage-specific expression, and availability of highly specific inhibitors

should be established. Then, but not before, proteases and their inhibitors may be

inhibited in clinical trials and eventually become versatile targets for anti-cancer

therapy.
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Chapter 36

MMP Inhibitor Clinical Trials – The Past,

Present, and Future

Barbara Fingleton

Abstract Various pharmacological inhibitors of matrix metalloproteinases (MMPs)

have been tested in phase I, II, and III trials of multiple cancer types and no significant

evidence of efficacy has emerged. This overwhelming failure has understandably led

to questions regarding MMPs as suitable drug targets in the oncology setting. In this

chapter, a synopsis of the various trials and their results is presented along with a

discussion of dose-limiting toxicities and the contrasting successful preclinical testing

of these agents. Thoughtful application of the lessons learnt from the MMP inhibitor

clinical experience should improve the likelihood of successful proteinase inhibitors

in the future.

Introduction

Small-molecule inhibitors of matrix metalloproteinases (MMPs), also called MMP

inhibitors or MMPIs, have been in development since the 1980s. In various itera-

tions, they have gone through extensive clinical testing only to fail at the final stage,

that is, in large-scale phase III clinical trials. All but one of these clinical trials has

been in cancer settings. The resounding failure of these trials significantly damp-

ened enthusiasm for continued development of MMP-targeting agents with per-

haps, overlapping negativity for other protease targets in cancer. In this chapter, we

will see what can be learned from the foregoing failures and if there is any future for

MMPs as a drug target in cancer. We will examine the rationale behind the drugs

used as well as the disease settings, the trouble with interpreting the negative

results, as well as the questions that remain to be answered. The goal, of course,

is to avoid repeating mistakes of the past, in the future. Other chapters in this section

discuss structure and inhibitor design (Maskos and Bode) as well as novel synthetic
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inhibitors (Yiotakis and Dive) and the reader is referred to them for additional

information.

Targeting MMPs

As has been obvious, no doubt, from other chapters in this volume as well as a vast

amount of accumulated literature over the years, there is significant evidence that

members of the MMP family play contributing roles in many physiological and

pathological processes (Parks et al. 2004, Page-McCaw et al. 2007, Cauwe et al.

2007). MMP expression is increased in multiple tumor types (Egeblad and Werb

2002) and, in general, these increases correlate with decreased survival (Fingleton

2003a). The roles of MMPs in various cancers are now understood to be myriad and

complex. However, for a long time, MMPs were thought to play quite simple roles –

they were the enzymes that degraded the basement membrane; thus their activity

defined malignancy (Liotta et al. 1980), as only when a solid neoplasm invades

through the basement membrane is it deemed truly cancerous. Since an invasive

cancer then has the capacity to spread throughout the body, the MMPs were

identified with the twinned processes of invasion and metastasis and were thus

viewed as very attractive candidates to inhibit (Brown 1999). The lethal aspect of

most cancers is metastasis; hence, there was an assumption that by targeting MMPs,

metastasis could be prevented and cancer would become a readily treatable disease.

The Clinical Trial Process

Before a new drug can be approved for widespread use, it must go through a clinical

trials process with the goals of demonstrating both safety and efficacy. In the United

States, the Food and Drug Administration (FDA) has oversight for the trial process

and is ultimately responsible for approving a drug for sale. In Europe, the European

Medicines Evaluation Agency (EMEA) performs a similar function although indi-

vidual countries also have their own regulatory authorities; while in Japan, the

Pharmaceuticals and Medical Devices Agency is the relevant authority. The pro-

cess usually involves at least three stages or phases (Kummar et al. 2006). In phase I

trials, the goal is to determine the safety of the drug and to find the best dose to be

used in subsequent phases. Phase I trials are typically small, involving 20–60

people, and of limited duration. The next phase, phase II, is for establishing

effectiveness of the treatment as well as further analysis of safety and toxicity.

These trials involve a greater number of subjects than in phase I, with participation

typically in the low hundreds. The main test of drug efficacy is in phase III where

the new drug is tested usually in large numbers of patients often in a blinded,

randomized fashion against either a placebo or the currently used treatment. The

agent being tested may be given in combination with other treatments such as
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conventional chemotherapy or radiation therapy. Since so many people are

involved in these trials, this is also where low-frequency side effects as well as

long-term toxicities can first be noted. In oncology, the gold standard determinant

of efficacy is whether a drug increases survival of treated patients (Rothenberg et al.

2003). However, other end points can be used including improved quality of life,

time to progression, and disease-free survival for drugs in the adjuvant setting

(Johnson et al. 2003). These last two are surrogates for a better life and possibly

for survival, although that can be dependent on the cancer type. They can also be

difficult-to-interpret end points with bias of different types a frequent problem.

MMPIs were among the first group of anticancer drugs that were ‘‘molecularly-

targeted agents,’’ rather than classical cytotoxics, where traditional measurements

of tumor shrinkage may not be appropriate (Rasmussen and McCann 1997, Hidalgo

and Eckhardt 2001, Kummar et al. 2006). Moreover, in phase I trials, the classically

defined ‘‘maximum tolerated dose (MTD),’’ which is the maximum dose that can be

safely administered before evident adverse events outweigh possible benefits, was

not considered a realistic end point (Rasmussen and McCann 1997). Since the goal

was to inhibit detrimental enzyme activity maximally, it was felt that dosing in

excess of this was unnecessary as well as potentially linked to nonspecific toxi-

cities. Therefore, the ideal end point was the ‘‘optimal biological dose,’’ that is, the

dose at which greatest biological effect could be seen. Unfortunately for MMPI

development, an accurate and generally accepted method for assessing ‘‘optimal

biological dose’’ has not yet been established. Realistically, before any new drugs

go into clinical testing for oncology indications, a reliable method for pharmaco-

dynamic assessment will be required. Currently, perhaps the most likely source of

such assays is from the realm of imaging, and readers are referred to Sect. 3 of this

volume for a thorough discussion of the state of the art in imaging protease activity.

The Past – Early Trials of MMPIs

Table 36.1 lists clinical trials that have been conducted with MMPIs in patients with

cancer. In the following paragraphs, some of the important aspects of these drugs

and the trials will be discussed.

Batimastat (BB94)

The first drug tested in cancer clinical trials because of its ability to inhibit MMPs

was the British Biotech plc compound batimastat, also known as BB-94. This

compound had a very broad inhibition profile with IC50s against most MMPs in

the low nanomolar range. Batimastat suffered from poor solubility and was not

readily orally bioavailable (Rasmussen and McCann 1997). To circumvent this

problem, phase I trials used batimastat delivered intraperitoneally in patients with
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malignant ascites (Wojtowicz-Praga et al. 1996, Parsons et al. 1997) and malignant

pleural effusion (Macaulay et al. 1999). Since these were phase I trials designed

with the intentions of dose-finding and identifying toxicity, there was no real

evaluation of efficacy; nevertheless, some patients appeared to have a reduction

in the requirement for drainage of ascites or pleural effusion (Parsons et al. 1997,

Macaulay et al. 1999). Batimastat was not used further in oncology and was

replaced with the orally bioavailable drug marimastat (BB-2516, British Biotech

plc). Another early MMPI that had similar problems with oral bioavailability was

galardin, also known as ilomastat or GM6001. This was initially tested in an

eyedrop format as a treatment of corneal ulcers (Galardy et al. 1994).

Marimastat (BB2516)

As was the case with batimastat and galardin, marimastat was designed as a broad-

spectrum MMPI, capable of targeting multiple members of the MMP family

including collagenases, gelatinases, and stromelysins (Whittaker et al. 1999). In

addition, marimastat showed inhibitory activity against related enzyme families

such as the adamalysin or ADAM (a disintegrin and metalloprotease) family of

transmembrane proteases. All of these original drugs were designed as peptidomi-

metics, that is, their structure incorporated features similar to the protease cleavage

site of the MMP substrate, collagen. This substrate mimetic was intended to target

the drugs to MMPs. In addition to the targeting moiety, a zinc-chelating group was

also an essential part of the drug. For these early drugs as well as some later

nonpeptidomimetics that were considered ‘‘next-generation MMPIs,’’ the chelating

group was based on hydroxamic acid, a potent binder of zinc (Whittaker et al. 1999,

Sang et al. 2006).

For phase I testing, marimastat was tested as a single agent in healthy volunteers

(Millar et al. 1998), in patients with advanced cancers (Nemunaitis et al. 1998), solid

tumors, and specifically in patients with gastric (Tierney et al. 1999), pancreatic

(Rosemurgy et al. 1999), lung (Wojtowicz-Praga et al. 1998), prostate (Rosenbaum

et al. 2005), and colorectal cancer (Primrose et al. 1999). There were also phase I

trials in which marimastat was combined with paclitaxel (Toppmeyer et al. 2003)

plus carboplatin (Goffin et al. 2005) or fragmin/captropril (Jones et al. 2004). An

interesting feature of marimastat was that trials of this drug were among the first to

explore novel biological markers as indicators of drug efficacy (Nemunaitis et al.

1998, 2000, Primrose et al. 1999, North et al. 2000). Most controversially, British

Biotech used changes in the rate of rise of serum tumor markers as a method to

monitor drug effects (Rasmussen and McCann 1997, Steward and Thomas 2000).

The idea was that an optimal biological dose could be determined from the degree of

impact on tumor markers such as CA-125 in ovarian cancer and carcinoembryonic

antigen (CEA) in colon cancer. However, there were significant limitations to the

method, themost important being that the natural fluctuations in serummarkers were

not established, and so changes in these proteins may be completely unrelated to

drug administration (Gore et al. 1996). Because of these limitations, it is difficult to
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draw reliable conclusions from the trials incorporating tumor markers. There is

some indication, however, that when all the trials are grouped, reductions in the rate

of rise of various markers correlate with drug exposure (Nemunaitis et al. 1998).

Marimastat has been the most widely tested MMPI. Phase II and III trials in

many different cancer types have been reported. While indications of efficacy were

seen in two of these larger trials, no trial could be regarded as truly successful and

primary end points were never met. The first indication of efficacy was a trial in

pancreatic cancer where patients were treated either with gemcitabine, the current

standard treatment for pancreatic carcinoma, or with marimastat (Bramhall et al.

2001). Patients on the highest dose of marimastat had similar, but not better,

survival times as the gemcitabine-treated patients. However, it should be noted

that the marimastat-treated patients had inferior quality of life. Moreover, while

gemcitabine is the current standard, it is still a relatively ineffective drug prolonging

life by an average of only 5–6 weeks (Hochster et al. 2006). Another trial in which

patients with pancreatic cancer were treated with gemcitabine plus marimastat or

placebo showed that marimastat added no significant benefit to the gemcitabine

treatment although there was a trend toward improved survival (Bramhall et al.

2002b). A more hopeful result was obtained in a trial of inoperable patients with

gastric cancer. Participants, including a proportion who had had chemotherapy

before the trial, were randomized to receive placebo or marimastat (Bramhall

et al. 2002a). Once again, the trial failed as the primary end point was not met.

Nevertheless, secondary analyses, either concentrating on the previously treated

patient group or focusing on a longer timepoint than was used for the primary end

point, did show a survival enhancement associated with marimastat treatment.

While this is still a failed trial, it does indicate that MMPI therapy can have an

effect in a human patient population and suggests that future MMPIs should be

tested in patients with gastric cancer who have had debulking chemotherapy. In

case this result is interpreted as indicating debulked, chemotherapy-responsive

tumors of multiple types are an optimal setting for MMPIs, a result from a different

setting should be considered. In a trial of patients with small-cell lung cancer

(SCLC) who had a response (either complete or partial) to first-line chemotherapy,

marimastat treatment failed to affect progression-free survival or overall survival

(Shepherd et al. 2002). Further, quality of life was significantly adversely affected

in the marimastat-treated population. One potentially important difference between

the SCLC and gastric cancer trials was the possibility that marimastat concentrated

in the stomach, so that localized higher levels were achieved at the relevant tumor

site (Bramhall et al. 2002a).

Prinomastat (AG3340)

Even in phase I trials of marimastat, side effects were evident (discussed in a later

section). This prompted other companies to look at new ways of designing MMPIs

to potentially avoid such side effects. Agouron, now part of Pfizer, used information
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gleaned from crystal structures to rationally design the compound prinomastat

(Brown 2000). Unlike the previous broad-spectrum peptidomimetics, prinomastat

showed selectivity for gelatinases (MMP2 and MMP9) and against collagenase

(MMP1). Since collagenase inhibition was a suspected culprit for MMPI side

effects, the prinomastat inhibitory profile was considered a potentially safer

MMPI with a larger therapeutic window. Phase I trials of prinomastat, however,

revealed joint and muscle pain that was exposure-associated (Hande et al. 2004). A

dosage of 5–10 mg twice a day was identified from a combination of pharmacoki-

netic data and toxicity assessment as a useful dose for future larger studies. Only

four patients treated at this level in the phase I trial showed a dose-limiting toxicity

(DLT) with two of these becoming evident within the first month of treatment.

There appeared a clear link between development of DLTs and dose level as well as

dose duration. Prinomastat is described as a selective MMPI; however, it should be

noted that while the IC50 for MMP1 is 166-fold higher than for MMP2 and 32-fold

higher than for MMP9, it is still in the low nanomolar range (Brown 2000).

Prinomastat has been tested in a number of phase II settings and in phase III trials

of patients with non-small-cell lung cancer (NSCLC), in combination either with

gemcitabine and cisplatin or with paclitaxel and carboplatin (Smylie et al. 2001,

Bissett et al. 2005). In addition, prinomastat was assessed in a phase III trial in

hormone-refractory patients with prostate cancer who were also treated with mitox-

antrone (Ahmann et al. 2001). No efficacy was demonstrated in any of these trials

and significant toxicities, principally musculoskeletal in nature, were reported.

Tanomastat (BAY12-9566)

As a biphenyl-type inhibitor, tanomastat is quite different structurally from other

MMPIs. This drug was developed by Bayer Corporation and it shows a selective

inhibitory profile with little activity against the so-called deep pocket proteases

MMP1 and MMP7. Another feature of this drug is its high degree of protein binding

with over 99% bound after systemic administration (Heath et al. 2001). Phase I

studies in patientswithmalignant disease found noDLTand the dose of 800mg twice

daily recommended for further studies was identified based on pharmacokinetic

properties (Rowinsky et al. 2000, Heath et al. 2001). Although no DLTs were

determined, there were some side effects identified. In particular, changes in liver

enzymes and some cases of thrombocytopenia were noted (Rowinsky et al. 2000,

Heath et al. 2001). Hepatic enzyme changes had also been noted in animal toxicology

studies (Rowinsky et al. 2000). Attempts weremadewith clinical trials of tanomastat

to assess biological activity. Interestingly, levels of plasma TIMP-2 appeared to

increase with dose (Rowinsky et al. 2000), thus potentially reinforcing drug activity

with the endogenous inhibitor. Other investigators using a fluorometric assay for

gelatinolytic and type IV collagenolytic activity showed tanomastat dose-dependent

reduction in enzyme activity in plasma levels from patients on phase I trials treated

for 15 days (Duivenvoorden et al. 2001). As might be anticipated, these changes

could not be detected by standard zymography analysis.
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Tanomastat has become infamous because of events in a phase III clinical trial of

SCLC where patients appeared to have faster disease progression on the tanomastat

arm in comparison to placebo (Rigas et al. 2003). These negative results led to early

termination of this trial and of all other trials of tanomastat. There have been

suggestions that patients in a phase III trial of pancreatic cancer were also adversely

affected by tanomastat treatment, but this is not clear. In that trial, patients were

treated either with gemcitabine, the standard for pancreatic cancer, or with tanoma-

stat. Tanomastat had inferior efficacy compared to gemcitabine, leading to a signifi-

cant survival difference and early closure of the trial (Moore et al. 2003). However,

this result does not mean that tanomastat caused harm, rather that gemcitabine is a

better agent in the pancreatic cancer setting. In a phase III trial in ovarian cancer,

tanomastat was well tolerated but had no impact on progression-free or overall

survival (Hirte et al. 2006). While there is a possibility that tanomastat is an

inherently unsafe drug, there is some indication from a small phase III trial of

tanomastat in NSCLC that the important factor is matching the drug with the

appropriate disease setting. In patients with NSCLC treated with tanomastat, un-

scheduled interim analysis suggested a significant improvement in time to disease

progression compared to placebo in direct contrast to the SCLC result (Rigas et al.

2003). However, this did not appear to translate to enhanced overall survival.

BMS275291

In another attempt to avoid side effects, the biotechnology company Celltech

designed a broad-spectrum MMPI that had no activity against members of the

related protease family, the ADAMs. This drug, D-2163, was then renamed as

BMS275291 and was put into clinical development by Bristol Myers Squibb.

Although the name is not widely used, this drug is also known as rebimastat.

A phase I dose-escalation study of BMS275291 identified 1200 mg/day as the

dosage for further trials (Rizvi et al. 2004). This was based on pharmacokinetic data

since dose-limiting effects were not evident. At the 1200 mg/day dosage, the

steady-state plasma concentration exceeded the calculated IC90 for MMP2 and

MMP9 and it was considered that higher doses would offer no advantage. Adverse

events were reported, largely myalgia and arthralgia, but these were generally low

grade and did not appear to be dose related.

As a response to indications from preclinical models that earlier stage disease

appeared to be more responsive to MMPI treatment than late-stage aggressive

established tumors, a group based at Indiana University designed a trial of

BMS275291 in early-stage breast cancers (Miller et al. 2004). The goal of this

trial was to determine the discontinuation rate among participants, as a full adjuvant

trial was feasible only if patients were willing to remain on long-term treatment.

Hence, no relapse-free or overall survival data were analyzed from this trial.

Unfortunately, a significant number of BMS275291-treated patients developed

toxicities, either musculoskeletal or a hypersensitivity response. While the level
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of musculoskeletal side effects was lower than seen with other MMPIs such as

marimastat, it was still high enough to warrant early termination of the trial and the

foregoing of a full adjuvant trial.

A full phase III trial of BMS275291 in NSCLC was conducted by the National

Cancer Institute of Canada Clinical Trials Group (Leighl et al. 2005). This was a

large study with 774 patients with stage IIB/IV NSCLC randomly assigned to

receive standard chemotherapy (paclitaxel and carboplatin) with or without the

addition of 1200 mg BMS275291 daily. The trial design was similar to phase III

trials in NSCLC of both marimastat and prinomastat. Although these trials failed,

the rationale for a further MMPI trial with BMS275291 was the high discontinua-

tion rate of MMPI-treated patients in the previous trials due to toxicity.

BMS275291 was considered to be a much less toxic drug, and so it was thought

that improved compliance could potentially reveal clinical activity of the drug.

However, an interim safety analysis indicated that BMS275291 was causing signif-

icant toxicity while having no benefit in terms of survival, progression-free surviv-

al, or relapse rate; thus study treatment was halted.

Metastat

Unlike the previously described small-molecule inhibitors of MMPs, metastat (Col-

3/CMT-3) is a multifunctional drug that was developed as a nonantibiotic derivative

of tetracycline (Fingleton 2003b). It is one of a series of agents designated as

‘‘IMPACs’’ or ‘‘inhibitors of multiple proteases and cytokines’’ by their manufactur-

er Collagenex Pharmaceuticals Inc. Collagenex is known for marketing the gum

disease treatment Periostat, a low-dose doxycycline, which is the first FDA drug

approved for its MMP-inhibitory activity. Metastat was the tetracycline derivative

thought likely to be the most effective in cancer settings based on its inhibitory

profile, which favors the gelatinases (Fingleton 2003b). An advantage of this agent is

that it inhibits both the activity and the expression of targeted MMPs, meaning that

targeting efficacy can be monitored relatively easily by measuring levels of MMPs.

In phase I trials of metastat in patients with advanced malignancy or with AIDS-

related Kaposi’s sarcoma, a dose-limiting cutaneous phototoxicity was identified

despite mandatory use of sunblock (Rudek et al. 2001, Cianfrocca et al. 2002, Syed

et al. 2004). Other rare but serious side effects that appeared to be drug-related were

the development of lupus or of reversible sideroblastic anemia (Rudek et al. 2001).

There was some indication that in patients who responded to treatment (including

disease stabilization), MMP2 levels decreased (Rudek et al. 2001). This effect was

most significant in the Kaposi’s sarcoma trial (Cianfrocca et al. 2002).

The results of phase II trials of metastat in advanced soft tissue sarcomas (Chu

et al. 2007) or in AIDS-related Kaposis’s sarcoma (Dezube et al. 2006) have recently

been reported. Therewere no objective responses seen in the soft tissue sarcoma trial.

AIDS-related Kaposi’s sarcoma, however, appears to be an appropriate setting for

the use of metastat. In the phase II trial, which was not placebo-controlled, the
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number of responses seen at the lower dose (50 mg) was significantly higher than

the prespecified target (Dezube et al. 2006). In addition, plasma levels of MMP2

and MMP9 significantly decreased with treatment in those patients who responded

and the reduction in MMP levels appeared related to metastat dose.

Neovastat

Nevoastat (AE-941), from Aeterna Laboratories in Canada, is a natural compound

extract from shark cartilage. It has been reported to have multiple antiangiogenic

activities including inhibition of MMPs (Gingras et al. 2001, Dupont et al. 2002). A

phase I/II trial in patientswith advanced cancer reported noDLT and relativelyminor

side effects except for one case of hypoglycemia (Berger et al. 2001). Therewere also

some hints of efficacy in a retrospective subgroup analysis of patients with NSCLC

where an increase in overall survival was reported (Berger et al. 2001). Another

phase I/II trial that concentrated specifically on patients with NSCLC indicated a

significant survival advantage in patients receiving higher doses although no tumor

responses were observed (Latreille et al. 2003). A phase II trial in renal cell carcino-

ma also provided evidence of a dose response with respect to overall survival (Batist

et al. 2002). Since renal cell carcinoma is a disease with very poor prognosis and

limited treatment options, there was considerable interest in demonstrating that

neovastat was a viable therapeutic candidate (Bukowski 2003). In a phase III trial

of patients with metastatic renal cell carcinoma that is refractory to immunotherapy,

302 patients were treated in a randomized, double-blind fashion with either placebo

or neovastat (Escudier et al. 2003). Unfortunately, the trial failed tomeet the primary

end point of improved overall survival. Similar to the marimastat gastric cancer trial,

subgroup analyses did reveal survival benefit of neovastat in a specific patient group,

those with minimal metastasis and clear cell histology (Aeterna Zentaris Inc. 2003).

The results of another phase III trial in patients with stage III NSCLC who also

receive induction chemotherapy and concomitant radiotherapy has not yet been

reported (Lu et al. 2005).

Dose-Limiting Toxicities

One of the most significant problems that emerged during MMPI clinical trials was

the development of DLT, usually musculoskeletal in nature. Often, the musculo-

skeletal syndrome (MSS) developed only with chronic dosing, and hence was not

always apparent from phase I/II trials (Nemunaitis et al. 1998, Peterson 2006). The

MSS effects have been described in various ways including tendonitis, arthralgia,

myalgia, rheumatoid arthritis-like, resembling Dupuytren’s contracture, and so

forth (Nemunaitis et al. 1998, Peterson 2006). These effects are very serious and

resulted in patients on multiple trials either reducing doses or withdrawing from

treatment altogether. In addition, in the two phase III trials of marimastat where
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suggestions of antitumor efficacy were reported, patients in the marimastat arm

tended to report a reduced quality of life because of the side effects of the treatment

(Bramhall et al. 2001, Bramhall et al. 2002a). As yet, the cause of these effects is

unknown.

There have been various theories to explain the association between MMPI

exposure and MSS effects, although some of these are becoming less likely as

more evidence accumulates. The first hypothesis was that a basal level of collage-

nase activity is required for connective tissue turnover and, if this is inhibited, then

contracture and other joint problems could develop. Second-generation MMPIs,

including the Ciba-Geigy/Novartis compound CGS27023A/MMI270 and the Pfi-

zer/Agouron compound prinomastat, were therefore developed to be collagenase-

sparing. However, MSS-type effects were reported with these drugs also. In con-

trast, the compound known as trocade, developed by Roche specifically for the

treatment of rheumatoid arthritis, was designed to target collagenase yet it did not

appear to be associated with MSS effects (Hemmings et al. 2001).

A second theory was that MSS effects were a result of inhibition of proteases

from families other than MMPs. Specifically, the ADAM family of proteases,

members of which act as sheddases for various cell surface proteases, were consid-

ered possible culprits. The Celltech/Bristol Myers Squibb compound BMS275291

was developed as a broad-spectrumMMPI with no activity against sheddases. Early

trials of this drug looked promising as MSS effects were not seen. However, some,

but not all, longer-term trials did report development of MSS specifically in

BMS275291-exposed patients (Miller et al. 2004, Leighl et al. 2005). A similar

possibility is unintended inhibition of the related ADAM-TS (a disintegrin and

metalloprotease with thrombospondin motifs) family of proteases, since members

of this family contribute to collagen processing and connective tissue disorders. A

form of the hereditary disease Ehlers–Danlos syndrome (type VII C), which is

characterized by, among other problems, skin fragility, is due to a mutation in the

ADAM-TS2 gene (Le Goff et al. 2006). However, while severely debilitating, the

MSS effects were limited in comparison with the spectrum of problems associated

with Ehlers–Danlos and other similar diseases.

Examination of mouse models generated to be genetically deficient in specific

MMPs identified another possible cause of the MSS effects. Mice deficient in

MMP14, unlike other MMP-null mice which were generally healthy, showed severe

skeletal abnormalities and died at a young age (Holmbeck et al. 1999, Zhou et al.

2000). Although the phenotype of theMMP14-null animal is muchmore severe than

anything seen in drug-treated patients, it should be remembered that the MMP14-

null mouse was deficient from conception, and hence had developmental defects

which were unlikely to be seen in adults treated with anMMPI. Mice with inactivat-

ing mutations in the MMP2 gene show subtle phenotypes that are also related to

skeletal remodeling defects, specifically alterations in number and function of

osteoblasts and osteoclasts, the cells responsible for bone generation and turnover

(Mosig et al. 2007). Intriguingly, a human kindred has been identified with inacti-

vating mutations withinMMP2 (Martignetti et al. 2001). The phenotype observed in

carriers of the genetic defects has been described as multicentric osteolyses with
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arthropathy or ‘‘vanishing bone’’ syndrome. This is characterized by distinctive

facial features as well as early onset arthritis and joint contractures. A rodent model

of marimastat-induced MSS indicated that the predominant result of the drug

treatment is a fibroplasia within the joints (Renkiewicz et al. 2003). This is quite

different to the osteolysis seen with both MMP14 and MMP2 deficiencies, and

hence it appears unlikely that inhibition of either MMP14 or MMP2 is a significant

factor in the generation of MSS. Further studies in rodent models are required,

however, to fully explore the potential involvement of these MMPs.

An alternative possibility is that the effects are due to properties of the zinc-

binding groups used in the drugs rather than the fact that these drugs target MMPs.

The most frequently used zinc-binding group for inhibitors of MMPs has been

hydroxamic acid and it is well established that this moiety can chelate other metals

besides zinc (Marmion et al. 2004). Indeed, the MMPIs with the lowest reported

incidences of MSS are the nonhydroxamates tanomastat (a biphenyl, carboxylate

MMPI) and BMS275291, a mercaptoacyl-type inhibitor. There were no reports of

MSS with tanomastat, although trials of this compound were discontinued after trial

participants on the drug treatment arms were found to have reduced survival in

comparison to control-treated arms. As noted above, there have been reports of

MSS in a trial of BMS275291 (Miller et al. 2004) but not in others (Leighl et al.

2005). Phase I studies of a novel nonhydroxamate MMPI, called S-3304 from

Shionogi & Co. Ltd., were recently reported (Chiappori et al. 2007). This drug is

a tryptophan derivative and is selective against MMP1, MMP3, and MMP7. No

MSS effects were seen either in healthy volunteers (van Marle et al. 2005) or in

patients with cancer (Chiappori et al. 2007) although this could be due to the

selectivity profile rather than its nonhydroxamate nature. Finally, the two com-

pounds neovastat and metastat, which are described as having MMP-inhibitory

activity in addition to other activities, are also not hydroxamates. Both metastat, a

tetracycline derivative, and neovastat, a shark cartilage extract, have been used in

multiple clinical trials and neither has been associated with MSS effects.

Two animal models have been shown to be useful in identifying MSS effects.

These are marmoset monkeys (Drummond et al. 1999), a model usually confined to

later stages of preclinical testing because of expense, and rats (Renkiewicz et al.

2003), which are more amenable to standard preclinical analysis. In the marmoset

model, marimastat reportedly caused tendonitis in 7 out of 8 animals dosed at

100 mg/kg/day and in 4 out of 8 animals treated with dosage of 10 or 30 mg/kg/day

(Wojtowicz-Praga et al. 1998). Interestingly, an inactive enantiomer of marimastat

was reported not to cause MSS in marmosets, suggesting that the effects are related

to mechanism of action (Drummond et al. 1999). There is some question, however,

as to the overall sensitivity of these models. Indeed BMS275291, which did show

MSS effects in some clinical trials albeit at lower levels than did other MMPIs, did

not appear to adversely affect marmosets (Rizvi et al. 2004).

Not all reported toxicities were MSS related. In the phase III trial of BMS275291

conducted in patients with NSCLC, the principal drug-specific toxicities were

hypersensitivity reactions, febrile neutropenia, flu-like symptoms, and dermatolog-

ical symptoms including rash (Leighl et al. 2005). Macropapular rash was also a
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significant finding in patients treated with the Novartis compound CGS27023A

(Levitt et al. 2001, Eatock et al. 2005). In tanomastat trials, although not dose

limiting, thrombocytopenia was evident in a number of patients (Rowinsky et al.

2000, Heath et al. 2001). Metastat, the tetracycline derivative, was principally

associated with cutaneous photosensitivity although other potentially serious

effects include lupus and sideroblastic anemia (Rudek et al. 2001).

Lack of Efficacy

One of the most perplexing aspects of the MMPI story has been the disconnection

between very promising preclinical studies with these drugs and the complete failure

of the same drugs when tested clinically. An excellent overview of many of the

reported preclinical studies has been written by Pavlaki and Zucker (2003). In that

article, the authors point out the vast difference in tumor biology between mouse

models and human cancer. In particular, they allude to the limited stromal involve-

ment in rodent tumors, whether syngenic or xenogenic, and the fact that rodents can

carry large tumor burdens without suffering from the systemic effects that are signifi-

cant sources of morbidity to human patients with much smaller (as a percentage of

body weight) tumor loads. In addition, in cancer models, drug treatment is most often

initiated in animals with minimal metastatic disease unlike human patients with

extensive metastatic burden (Kerbel 1999). A further complication for clinical trials

is that patients have often been heavily pretreated and the remaining tumor is

refractory to standard therapies, making the bar for demonstrating efficacy very

high. In the case of MMPs, a seminal study from the Hanahan Laboratory demon-

strated stage-specific efficacy of the drug batimastat in the rat insulin promoter T

antigen (RIP-Tag) mouse model of pancreatic malignancy (Bergers et al. 1999). The

data show efficacy of the drug at early stages of tumor progression but absolutely no

effect at the invasive malignant stage. Since the majority of patients in all of the

MMPI phase III trials corresponded to this later, unresponsive stage, it is perhaps

not surprising that clinical testing of MMPIs failed to replicate the positive results

from preclinical studies. Exceptions are the subgroups of patients from the mar-

imastat gastric cancer trial with low disease burden who apparently showed

increased survival due to marimastat treatment (Bramhall et al. 2002a), and the

subgroup of neovastat-treated renal carcinoma patients with minimal metastasis

(Aeterna Zentaris Inc. 2003). Since subgroup analysis is not a valid method for

determining success of a trial, overall, these were still failed efforts.

One argument that has arisen against the use of protease inhibitors is that the

process of metastasis is not a realistic target. Conceptually, the idea of MMPIs

preventing metastasis would suggest that these drugs would have to be administered

before initiation of a metastatic cascade. Since patients often present with malig-

nant cancers, the likelihood is that metastasis has already occurred; thus antime-

tastasis agents might not be considered useful. However, it is important to recognize

that the process of metastasis includes more than basement membrane degradation,
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migration through tissue vasculature, and extravasation (Eccles and Welch 2007).

For a metastatic cell to be clinically relevant, it must grow at the secondary site.

Much of the recent work on specific MMPs has identified contributions of MMPs to

tumor growth (McCawley and Matrisian 2000). Even basement membrane degra-

dation can be linked to tumor growth as elegant experiments from the lab of Steve

Weiss have shown (Hotary et al. 2003). In these studies, MT1-MMP activity is

necessary to create space within the matrix to accommodate the increasing number

of cells from a growing tumor. Conversely, other investigators have demonstrated

that specific MMPs can have protective, antitumorigenic effects (Martin and Matri-

sian 2007). Mice deficient in MMP3 (McCawley et al. 2004), MMP8 (Balbin et al.

2003), MMP12 (Houghton et al. 2006, Acuff et al. 2006), or MMP19 (Pendás et al.

2004) have all shown enhanced tumor development and/or progression in various

models. In addition, MMP9-null mice had fewer but more aggressive tumors in a

skin cancer model (Coussens et al. 2000). Together, these data indicate that all

MMPs are not equal and broad-spectrum inhibition may be unwise. Hence, there is

good reason to think that MMPIs did not fail merely because ‘‘the horse was out of

the barn’’ before they were administered, but more likely because of a lack of

appreciation for the complex biology in which MMPs are involved, as well as

problems with the drugs themselves.

The Present – The Current Status of MMPI Development

In the last several years, development of MMPIs has considerably diminished.

There have been some new drugs and associated trials in the cardiovascular

arena; however, efficacy was not demonstrated, possibly related to side effects

and inadequate dosing (Peterson 2006). A new MMPI with broad-spectrum activity

against MMPs and ADAMs is currently being tested clinically in the setting of

diabetic nephropathy (ClinicalTrials.gov 2006). This drug, XL784, from Exelixis is

a hydroxamate designed to be MMP1 sparing (Exelixis 2007), and it will be

interesting to see if any MSS side effects are associated with its use. Thus far,

phase I trials have demonstrated safety (Exelixis 2007).

Despite the lack of success of MMPIs, or perhaps in part because of it, research

into MMP roles in cancer has flourished. We now have a much better picture of the

multiple complex roles these enzymes can play. Most important, we recognize that

not all MMP activities are protumorigenic, and therefore the blunt weapon of

broad-spectrum inhibition may not be a good strategy (Overall and Kleifeld 2006a).

This knowledge has begun to impact new drugs in development. Unfortunately,

designing inhibitors of MMPs that are specific to one member of the family is

extremely difficult due to the very similar structures of the enzymes (Overall and

Kleifeld 2006b). Two family members that appear to allow specific inhibition are

MMP12 and MMP13, and a number of agents described as inhibitors of these

enzymes have been described in the chemical literature (Chen et al. 2000, Dublanchet

et al. 2005). Alantos Pharmaceuticals, a small biotechnology company recently
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acquired by Amgen Inc., completed preclinical testing of a specific MMP13

inhibitor which they were pursuing as a therapeutic for osteoarthritis. This inhibitor

has been described as binding within the active site of MMP13 but without

chelating the zinc. Such a novel strategy may be the reason for the specificity

although since the structure has not yet been released, this is difficult to determine.

A different approach to designing inhibitors with better selectivity profiles is to use

a ‘‘suicide inhibitor’’ where the target is covalently modified by the inhibitor

binding. Mobashery and colleagues have designed a series of thiirane-based gela-

tinase selective inhibitors using this approach (Ikejiri et al. 2005), which have

shown efficacy in a number of preclinical models (Kruger et al. 2005, Bonfil

et al. 2006). Another alternative strategy for obtaining specific inhibitors is to use

an antibody approach rather than small molecules. Dyax Inc. has recently reported

on its MMP14 neutralizing antibody which has given excellent results in preclinical

breast cancer and prostate cancer models (Devy et al. 2007). If this agent can be

demonstrated not to cause MSS effects in rodent or marmoset models, then it has a

good chance of having successful results in the clinic given the multiple functions

of MMP14 in tumor progression.

The Future – Is There One?

MMP inhibition as a therapeutic concept for cancer is severely handicapped by the

well-publicized clinical failure of early MMPIs. For there to be a future in this

setting, pharmaceutical companies and their investors, clinicians, and regulatory

agencies will all have to be convinced that it is worthwhile committing limited

resources to a new effort. Inspiring confidence will require demonstration that we

have learned the lessons of the past and have in place all the factors necessary for

successful trials. Such factors include a thorough understanding of the nature of the

target – which MMPs are truly contributory to the disease?; a method for assessing

pharmacodynamic activity of the drugs, which ideally would also be a surrogate

marker for antitumor efficacy; and drugs that are tolerable for protracted dosing as

all indications are that MMPIs will be of most use in the minimal disease setting.

Previous chapters in this volume dealing with imaging offer updates on some of

the approaches being taken to develop methods for assessing pharmacodynamic

efficacy of inhibitors and the reader is referred to them for a discussion of this idea.

Not knowing the causes of the various toxicities that have been observed with

previous MMPIs as well as taking into account the various pro- and antitumor

activities of different MMP family members, selective or specific inhibition seems a

better idea than the broad-spectrum approaches of the past.

Oncology is a difficult setting for new drugs. Generally, new agents are first

tested on patients who have been heavily pretreated with cytotoxics and having a

beneficial effect on such a refractory background is difficult. However, there have

been several recent articles discussing how best to proceed with testing molecularly

targeted agents so that efficacy can be demonstrated (Rothenberg et al. 2003,

Michaelis and Ratain 2006, Kummar et al. 2006). Overall, the combination of
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newMMPIs having appropriate selectivity along with better designed trials is likely

to result in the successful addition of drugs that inhibit MMPs to the array of

therapeutic weapons at the disposal of patients with cancer. When this happens,

which will hopefully be in the not too distant future, a large factor in the success

will have been the previous failures and all we have learnt from them.
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Chapter 37

Tailoring TIMPs for Selective Metalloproteinase

Inhibition

Hideaki Nagase and Gillian Murphy

Abstract Members of the metzincin clan of zinc endopeptidases (metalloprotei-

nases, MPs) are key players in the proteolytic modification of cell surface and

extracellular matrix proteins which are the bases of many cellular responses. They

are regulated by a small family of endogenous inhibitors, the tissue inhibitors of

metalloproteinases (TIMPs). TIMPs were originally identified as natural regulators

of the matrix metalloproteinases (MMPs), but they exhibit distinctive structural

features and biochemical properties, suggesting that each has specific roles in vivo.
Interactions with the disintegrin metalloproteinases, ADAMs and ADAMTSs,

appear to be even more selective. The ability of these proteins to inhibit the MPs

is largely due to the interaction of a wedge-shaped ridge on the N-domain which

binds within the active-site cleft of the target proteinase. Apart from structural

studies, features of the specific interactions between individual TIMPs and MPs

have been ascertained by a combination of engineering and kinetic studies. This has

also led to the concept of redesigning or ‘tailoring’ TIMPs for more specific anti-

MP functions, as potential tools for interrogation of biological systems, and as

therapeutic agents in diseases such as cancer with a strong MP involvement. This

chapter will review current progress towards this goal.

Introduction

Cell–matrix and cell–cell interactions influence a diverse range of cellular func-

tions, including proliferation, differentiation, migration and survival. Proteolytic

degradation or activation of cell surface and extracellular matrix proteins can

mediate rapid cellular responses to their microenvironment, and hence modulate

G. Murphy
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cell behaviour. Members of the metzincin clan of zinc endopeptidases (metallopro-

teinases, MPs) are key players in such activities and the endogenous inhibitors, the

tissue inhibitors of metalloproteinases (TIMPs), are significant regulators of the

matrix metalloproteinases (MMPs) and some members of the disintegrin metallo-

proteinases (ADAMs) and ADAMTS (ADAM with thrombospondin motifs; Baker

et al. 2002, Nagase et al. 2006).

There are four TIMPs (TIMP-1 to TIMP-4) in mammals that show about 40%

identity in their amino acid sequences. They were originally identified as natural

regulators of the MMPs and all four TIMPs have many basic similarities, but they

exhibit distinctive structural features and biochemical properties, suggesting that

each has specific roles in vivo (Brew et al. 2000, Baker et al. 2002). Their inhibitory

activities towards different MMPs are partially selective (Table 37.1), but interac-

tions with the ADAMs and ADAMTSs appear to be more selective (Table 37.2).

The structures of TIMP-1 and TIMP-2 have been solved and it is likely that the

other TIMPs have a homologous protein fold and topology, which consists of an

N-terminal domain (N-domain) with three disulphide bonds and a C-terminal

domain (C-domain) with three disulphide bonds. The ability of these proteins to

inhibit the MMPs is largely due to the interaction of a wedge-shaped ridge on the

N-domain which binds within the active-site cleft of the target MMP. Apart from

structural studies, the nature of the specific interactions between individual TIMPs

and other family of metalloproteinases (ADAMs, ADAMTSs) has been ascertained

by a combination of engineering and kinetic studies. This has also led to the concept

of redesigning or ‘tailoring’ TIMPs for more specific anti-MP functions as potential

tools for interrogation of biological systems and as therapeutic agents in diseases

such as cancer with a strong MP involvement.

General Biochemical Properties of TIMPs

The TIMPs are composed of identifiable N-terminal and C-terminal subdomains,

each stabilized by three disulphide bonds. Expression of a recombinant form of the

N-subdomain of TIMP-1 and kinetic analyses showed that it could form complexes

with active forms of the MMPs, indicating that the major structural features for

specific interaction with these enzymes reside in these three loops (Murphy et al.

1991). Subsequent structural studies showed that this domain consisted of a five-

strand b sheet rolled into a b barrel with a oligosaccharide/oligonucleotide binding

(OB) fold in the case of TIMP-2 (Williamson et al. 1994), and the identification of

features of the MMP interaction site were subsequently mapped by chemical shift

perturbation. The site around the Val69-Cys70 of the N-subdomain of the TIMPs

was also predicted to interact with MMPs based on proteinase protection studies

(Nagase et al. 1997). The mechanism of MMP inhibition by TIMP was clarified by

the crystal structure of the complex of TIMP-1 and the catalytic domain of MMP-3

(Gomis-Rüth et al. 1997, Fig. 37.1). The structure showed that TIMP-1 is a

‘wedge-shaped’ molecule. In this complex, about 75% of the protein–protein
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contacts in TIMP-1 are from the N-terminal stretch of Cys1 to Val4 and the loop

region of Met66 to Val69 that are linked by the Cys1-Cys70 disulphide bond

forming a ridge-like structure which slots into the active site of MMPs. The residues

1–4 of TIMP-1 bind to the enzyme in an analogous way as the P1-P1’-P2’-P3’

residues of a peptide substrate (proteolytic cleavage occurs at the peptide bond

between the P1 and P1’residues), where the side chain of Thr2 extends into the

large S1’ specificity pocket (substrate-binding pocket that accepts the P1’residue of

the substrate) of the enzyme. Ser68 and Val69 occupy the part of the active site (S2

and S3 subsites, respectively), but they are oriented in an opposite direction from

that of a bound peptide substrate. The a-amino and the carbonyl groups of the N-

terminal Cys1 chelate the Zn2þ of the enzyme’s active site, and the OH group of

Thr2 interacts with Glu202 of the enzyme. This interaction displaces a water

molecule essential for peptide hydrolysis from the active site. The crystal structure

of TIMP-2-MT1-MMP catalytic domain complex (Fernandez-Catalan et al. 1998)

demonstrated that the main feature of the inhibition mechanism of TIMPs is

essentially the same, and it is likely that other TIMPs interact with MMPs in a

similar manner.

Detailed kinetic studies have been carried out for a number of MMP–TIMP

combinations (Table 37.1); TIMP-1 inhibits most MMPs, but is a poor inhibitor

of MT1-MMP. TIMP-2, TIMP-3 and TIMP-4 inhibit all MMPs tested so far. It is

notable that MMP-2 is inhibited very tightly by TIMP-1, TIMP-2 and TIMP-4

(Hutton et al. 1998, Butler et al. 1999, Bigg et al. 2001, Troeberg et al. 2002).

TIMP-3 also inhibits several members of the ADAM and ADAMTS families (Table

37.2). Target proteinases include ADAM-10 (Amour et al. 2000), ADAM-12

(Loechel et al. 2000), ADAM-17/tumour necrosis factor a (TNFa)-converting
enzyme (TACE) (Amour et al. 1998), ADAMTS-1 (Hashimoto et al. 2001,

Rodriguez-Manzaneque et al. 2002), ADAMTS-4 (Kashiwagi et al. 2001) and

ADAMTS-5 (Kashiwagi et al. 2001), whereas ADAM-8 and ADAM-9 are not

inhibited by TIMP-1, TIMP-2 or TIMP-3 (Amour et al. 2002). The structural bases

of these differential inhibitory features among TIMPs are not well understood.

However, mutational studies of the binding ridge within the N-subdomains of

TIMP-1, TIMP-2 and TIMP-3 have identified the key interacting residues which

can be mutated to modify MMP specificity, as discussed below.

In addition to interacting with active MMPs, some TIMPs bind to the zymogens

of MMPs (pro-MMPs). Pro-MMP-2 (progelatinase A) binds to TIMP-2, TIMP-3 or

TIMP-4 through interactions between the C-terminal haemopexin domain and the

C-domain of the TIMP (Willenbrock et al. 1993, Butler et al. 1999, Morgunova

et al. 2002, Troeberg et al. 2002). Also, pro-MMP-9 (progelatinase B) binds to

TIMP-1 or TIMP-3 through their C-domains (Goldberg et al. 1992, O’Connell et al.

1994, Butler et al. 1999). These binary complexes inhibit MMPs as the N-terminal

inhibitory domain of the TIMP is exposed to the solvent. The formation of a ternary

complex of pro-MMP-2, TIMP-2 and MT1-MMP is essential for the activation of

pro-MMP-2 byMT1-MMP on the cell surface. The TIMP-2-boundMT1-MMP acts

as a ‘receptor’ of pro-MMP-2 and the adjacent MT1-MMP, free of TIMP-2, acts as

an ‘activator’ (see below).
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Mutational Studies to Investigate Inhibition Mechanism

of MMPs by TIMPs

Following on from the observation that the N-terminal domain of TIMP-1 could

fold independently and inhibit the MMPs (Murphy et al. 1991), this became a target

for more detailed studies of the structure–function relationships. The major sites

subjected to mutagenesis studies in four TIMPs are shown in Fig. 37.2.

An extensive mutational study of N-TIMP-1 by Huang et al. (1997) suggested that

the reactive site of TIMPs located in or close to the reactive ridge region plays

important roles in inhibition of MPs and mutation of these residues alter the specific-

ity of TIMPs. Among them, one N-TIMP-1 mutant with a substitution of Ala for Thr2

(Thr2Ala) had different activities against three MMPs: compared with the wild type;

the affinity for MMP-1 decreased about 1600-fold, 30-fold for MMP-2 and 250-fold

for MMP-3. Mutations at other sites resulted in small changes in TIMP-1 activity, but

these were similar for all three MMPs. Meng et al. (1999) investigated the effect of

position 2 variants in further detail by generating 13 mutants (Table 37.3), and they

were tested against 3 prototypes of collagenase (MMP-1), gelatinase A (MMP-2)

and stromelysin (MMP-3). Among them the Gly mutant was the weakest to inhibit

these MMPs, and the affinity was reduced 3 to 5 orders of magnitude. This

represents a loss of 33–55% of the free energy of interaction. The structure of the

MMP-3–TIMP-1 complex indicated that �1,300 Å2 of the accessible surface of

each molecule is buried upon formation of the complex (Gomis-Rüth et al. 1997),

but Thr2 occupies only 8% (108/1,300 Å2) of it (Fig. 37.1). This disproportionately

small area for its effect on MMP inhibition let them conclude that Thr2 in TIMP-1

is a ‘hot spot’ in the MMP–TIMP interaction interface (Meng et al. 1999).

The S1’ specificity pockets of MMPs differ in size, and therefore influence their

individual substrate specificity. TIMPs have Thr or Ser in position 2; hence, it was

postulated that side chain sizes at this position may discriminate the ability to

inhibit MMPs (Meng et al. 1999). As listed in Table 37.3, mutation of residue

2 of N-TIMP-1 significantly influences the affinity for three MMPs tested. When

these results were compared with an amino acid in the P1’ position of a peptide

substrate, there were very poor correlations. For example, the best N-TIMP-1

mutant for inhibiting MMP-1 is the Val2 variant, but a peptide with Val2 at P1’

position is a poor substrate. Similarly, Ser and Arg at P1’ position in the substrate

are not favourable for MMP-2 or MMP-3 (Nagase and Fields 1996), but N-TIMP-1

mutants with those residues were well tolerated for these two enzymes. It was

postulated that these discrepancies are due to a greater loss of conformational

entropy associated with peptide substrate–MMP interaction compared with the

TIMP–MMP interaction. The reactive ridges of TIMPs are rigid due to two

disulphide bonds Cys1-Cys70 and Cys3-Cys99 and the conserved proline at posi-

tion 5. This rigid structure and the interaction of Cys1 with the active site Zn2þ

orient residue 2 of TIMP-1 in a strict manner, which thus influences the specificity

in a different manner from a flexible oligopeptide. Recently, Hamze et al. (2007)

showed that substitutions for Thr2 ofN-TIMP-1 strongly influencedMMP selectivity;
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Arg and Gly, which generally reduce MMP affinity, have less effect on binding to

MMP-9. When the Arg mutation is added to an N-TIMP-1(AB2) mutant (harbour-

ing the AB loop features of TIMP-2; see below), it produces a gelatinase-specific

inhibitor with Ki values of 2.8 and 0.4 nM for MMP-2 and -9, respectively.

Fig. 37.2 Reactive sites of tissue inhibitor of metalloproteinase (TIMP)-1, TIMP-2 and TIMP-3.

The N-terminal domain and the C-terminal domain of each TIMP are shown in pink and green,

respectively. The residues in reactive ridge that are within 4 Å contact with the catalytic domain of

a matrix metalloproteinase (MMP) are shown in blue and the residues that were subjected to

mutagenesis studies are shown in red. TIMP-1 and TIMP-2 models were created from the

Brookhaven Protein Data Bank (PDB) entry 1UEA and 1BUV, respectively, as in Fig. 37.1. The

TIMP-3 structure was modelled based on crystal structures of TIMP-1 and TIMP-2 (See also
Color Insert II)
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Interestingly, the Gly mutant has a Ki of 2.1 nM for MMP-9 and>40 mM for MMP-

2, which is the first indication that engineered TIMPs can discriminate between the

two gelatinases (Table 37.3).

Since the TIMP-1–MMP-3 crystal structure showed interaction of the Val4 of

TIMP-1 with the S3’ subsite of the enzyme and of the Ser68 with the S2, mutations

at these residues were prepared to test their role in specificity, but the changes in

binding kinetics observed were moderate (Wei et al. 2003, Table 37.3). Val4Ser and

Val4Lys mutants are more selective for MMP-2 than the wild type. The Ser68Tyr

mutant inhibits MMP-3 much more strongly than MMP-1 or -2. However, double

and triple mutants in combination showed further selectivity. The double mutant

Thr2Leu/Val4Ser maintained the excellent inhibitory activity for MMP-2, but it

decreased the affinity for MMP-1 and MMP-3 by 350- and 30-fold, respectively.

The triple mutant Thr2Ser/Val4Ala/Ser68Ala has a high affinity for MMP-3 with a

Table 37.3 Ki Values(nM) of TIMPs and TIMP-1 Variants AB2, TIMP-2 AB loop (nM)

Inhibitor MMP-1 MMP-2 MMP-3 MMP-9

N-TIMP-1

Wild type 0.4 0.4 0.2 0.2

T2S 10 0.8 0.2

T2G 7,000 >40,000 560 2.1

T2A 836 15 50

T2L 37 0.4 1.3

T2V 0.6 108 1.2

T2N 788 6.4 18

T2Q 348 4.8 12

T2D 3,250 500 440

T2E 2,290 173 187

T2K 668 12 28

T2R �2,000 4.8 11 9

V4S 2.1 0.4 1.6

V4K 8.8 1.1 2.6

S68Y 61 2.7 0.3

S68A 14 5.2 32

S68E 16 3.2 14

S68R 48 18 49

T2L/V4S 140 0.3 6

T2L/V4S/S68A �3000 4.0 14

T2S/V4A/S68Y 15 0.1 0.05

T2R/V4I Inactive 10 4

N-TIMP-2 0.6 0.5 9.3

N-TIMP-3 1.2 4.3 67

AB2 0.2 1.4 12 0.6

T2G/AB2 124 67 33 5.7

T2R/AB2 �2,000 4.8 11 0.4

The data are from Meng et al. (1999), Wei et al. (2003) and Hamze et al. (2007) MMP matrix

metalloproteinase, TIMP tissue inhibitor of metalloproteinase.
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Ki value of 50 pM and an improved affinity for MMP-2, but the binding to MMP-1

is reduced (Fig. 37.2). Those results suggest that structures of the local substrate-

binding site among MMPs are significantly different, so that it may be possible to

design further selective TIMP variants to specific MMPs.

The structural basis as to why TIMP-1 displays negligible inhibitory activity

against some MMPs was investigated by Lee et al. (2003, 2003a) (Table 37.4).

Molecular modelling was used to define the epitopes of the binding ridge that

potentially make TIMP-1 less active against MT1-MMP. Individual mutations were

carried out and it was shown that TIMP-1 could be transformed into an active

inhibitor against MT1-MMP by the mutation of a single residue, Thr98 to Leu (Fig.

37.2). This mutant displayed the inhibitory characteristics of a slow, tight-binding

inhibitor. The potency of the mutant could be further enhanced by mutating Val4 to

Ala and Pro6 to Val mutations. The inhibitory profile of the triple mutant (Val4Ala/

Pro6Val/Thr98Leu) of N-TIMP-1 is indistinguishable from those of other TIMPs

against MT1-MMP (Table 37.4, Fig. 37.2). In terms of a potential mechanistic

explanation for this, modelling of Thr98Leu mutant into the TIMP-2-MT1-MMP

structure suggests that Thr98Leu would not enhance contacts between the enzyme

and the inhibitor in the final complex but is critical for the initiation of binding

(Lee et al. 2003, 2003a).

Table 37.4 Ki Values(nM) of N-TIMP-1 Variants for MT1-MMP

N-TIMP-1 Variant MMP-2 MMP-3 MMP-13 MT1-MMP (cat)

Wild-type 0.54 5.3 0.08 178

T2S 220

V4A 66

V4S 81

P6V 78

P6S 95

P6A 165

TIMP2-AB loop 77

TIMP3-AB loop 117

M66K 462

M66D >500

M66A 199

M66G 254

T98L 0.29 4.6 0.13 11

T98G >1,000

T98A >1,000

T98F >1,000

T98D >1,000

T98K >1,000

T98LþV4A/P6L 1.6

T98LþV4A/P6V/TIMP2-AB loop 5.2

The data are from Lee et al. (2003). MMP matrix metalloproteinase, TIMP tissue inhibitor of

metalloproteinase.
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Activation of Pro-MMP-2 and the Role of TIMP-2

The activation of MMPs by sequential proteolysis of the propeptide blocking the

active-site cleft is regarded as one of the key levels of regulation of these protei-

nases (Nagase 1997). Pro-MMP-2 activation by cells expressing membrane-bound

MT1-MMP involves a unique two-step activation mechanism, with an MT1-MMP

‘initiation’ cleavage followed by MMP-2 self-cleavage (Atkinson et al. 1995). The

process appears to involve binding of the pro-MMP-2 to an MT1-MMP–TIMP-

2 complex which forms a ‘receptor’ at the surface of the cell through interaction of

the haemopexin domain of pro-MMP-2 with the C-terminal domain of TIMP-2. By

establishing a trimolecular complex consisting of MT1-MMP, TIMP-2 and pro-

MMP-2, the components of the ‘activation cascade’ are concentrated on the cell

surface. Processing of pro-MMP-2 within this complex to an intermediate is

effectively carried out by an adjacent functional MT1-MMP molecule. This initial

cleavage event destabilizes the structure of the propeptide and autolytic cleavage to

generate the fully mature enzyme proceeds in an MMP-2 concentration-dependent

manner.

Formation of the Pro-MMP-2–TIMP-2 Complex

The interaction between TIMP-2 and pro-MMP-2 through the haemopexin domain

was defined in the pro-MMP-2–TIMP-2 crystal structure (Morgunova et al. 2002,

Fig. 37.3). This showed that there are at least two sites of interaction: the ‘tail’

sequence of TIMP-2 establishes five salt bridges with residues within blades III and

IV of the haemopexin domain of pro-MMP-2-flanking hydrophobic interactions

established by Phe188 with a hydrophobic groove within the enzyme (Fig. 37.3).

The importance of the C-terminal ‘tail’ of TIMP-2 for this complex formation was

also established by kinetic analysis. Studies by Willenbrock et al. (1993) showed

the effect of salt concentration on the rate of association, kon, indicating that ionic

interactions are predominant in the association of the TIMP-2 tail with the haemo-

pexin domain of MMP-2. This was further supported by the mutation of Glu192

Asp193 to Ile192, Asn193 (the corresponding residues found in TIMP-4), which

reduced the kon for pro-MMP-2 by 20-fold (Rapti et al. 2006).

Formation of the TIMP-2–MT1-MMP Complex

The interaction of TIMP-2 with MT1-MMP involves mainly the N-terminal

domains of the inhibitor and the enzyme. Kinetic studies on the interaction of

D128–194 TIMP-2 (N-TIMP-2) mutants and MT1-MMP showed that residues that

had been identified at the enzyme–inhibitor interface in the MMP-3–TIMP-1

complex (Gomis-Rüth et al. 1997) were also important in this case. Mutation of
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residues Ser2, Ala70, Val71 and Gly73, which are located on the reactive ridge

surface of N-TIMP-2 (Fig. 37.2), increased the association rate constants and

apparent Ki
app values for MT1-MMP as well as for MMP-2, MMP-7 and MMP-

13 (Butler et al. 1998). The mutational study demonstrated a specific interaction of

Tyr36 located in the hairpin turn of the A and B b strands of TIMP-2 and MT1-

MMP is important as shown in the crystal structure of the complex where Tyr36 of

TIMP-2 fits into a cavity on the surface of MT1-MMP bordered by the so-called

‘MT loop’ and the side chains of Asp212, Ser189 and Phe180 of the enzyme

(Fernandez-Catalan et al. 1998). The crystal structure indicated that there are

several other significant interactions between the MT1-MMP surface and residues

of the AB loop in TIMP-2 (Fig. 37.4). Alignments of the hairpin loop between the A

and B b strands of free TIMP-1 to -4 and enzyme-bound TIMPs were made using

nuclear magnetic resonance and X-ray diffraction data for TIMP-1 and -2 and

modelling based on the known properties of the OB protein fold (Williamson

et al. 2001). In free TIMP-2, the A and B strands are very well defined in the

nuclear magnetic resonance structure and the loop end forms a type I b-turn with a

G1-b bulge. In the crystal structure of the TIMP-2–MT1-MMP complex, the strand

alignment is less clear, and there is some evidence of strand realignment in the

middle section (Glu-26 to Asp-30) that may occur as part of the large conformation

change upon binding to MT1-MMP. The structural data for TIMP-1 show no

significant difference in strand alignment between the free and MMP-3-bound

inhibitor, and the predicted hydrogen bonding pattern suggests that this hairpin

Fig. 37.3 Three-dimensional structure

of the pro-MMP-2–TIMP-2 complex.

Pro-MMP-2 is shown as surface

representation and tissue inhibitor of

metalloproteinase (TIMP)-2 as a ribbon

diagram. Phe 188 of TIMP-2 is shown in

sphere. Inset, the pocket in the Hpx

domain with which Phe 188 of TIMP-

2 interacts. This figure was prepared

from the Brookhaven Protein Data Bank

(PDB) entry 1GXD as in Fig. 37.1. Pro,

pro-domain; Cat, catalytic domain; FN,

fibronectin type II motif; Hpx,

haemopexin domain (See also Color

Insert II)
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results in a 4-residue turn (i.e. four residues in the loop positions). No structural data

are currently available for either TIMP-3 or -4, but their predicted strand alignments

and hydrogen-bonding pattern suggest that both these hairpins may end in type I

b-turns (i.e. two residues in the loop positions) (Williamson et al. 2001).

While the side chain of Tyr36 is the most important feature of the AB hairpin

loop in terms of both initial association and final binding to this MMP (Butler et al.

1998), Tyr36 is not important for the binding to MMP-2. Although the position of

the extended AB hairpin will necessitate its close contact with a proteinase bound at

the inhibitory site of TIMP-2, this interaction need not contribute to the overall

binding affinity in all cases and could, in some cases, weaken the overall binding

interaction by making unfavourable contacts with the proteinase (Lee et al. 2003,

Table 37.4). It is clear, however, that TIMP-2 may be engineered to abrogate MTI-

MMP binding, whereas its binding properties for other MMPs, including MMP-2,

are maintained.

Investigation of the N-TIMP-4–MT1-MMP complex formation indicated that N-

TIMP-4 reacts with MT1-MMP at a 20-fold slower rate than do N-TIMP-2,

probably due to the lack of a residue comparable to Tyr36 in the AB b-turn
(Williamson et al. 2001). However, N-TIMP-4 has been shown to have a similar

Ki
app value for MT1-MMP binding as N-TIMP-2, suggesting that the lack of the

binding contribution from Tyr36 is compensated for by other interactions else-

where. In the final complex, the charged and polar residues Asp34 and Asn38 were

considered as potentially important residues for TIMP-2–MT1-MMP association,

because they occupy the same positions as Asp34 and Asp37 in TIMP-4. Mutation

of both residues to Ala did markedly reduce the rate of initial binding to MT1-MMP

(Kon value was decreased by 180-fold) but had little effect on the final apparent

Ki
app value (Rapti et al. 2006). Interestingly, the modification of Asn38 to Asp in

Fig. 37.4 Comparison of N-TIMP-1,

N-TIMP-2 and N-TIMP-3 structures.

Image of the N-terminal domain of

tissue inhibitor of metalloproteinase

(TIMP)-1 (blue) and that of TIMP-

2 (green) were created from the

Brookhaven Protein Data Bank

(PDB) entry 1UEA and 1BUV,

respectively, as in Fig. 37.1. N-TIMP-

3 (orange) structure was modelled

based on crystal structures of TIMP-1

and TIMP-2. Disulphide bonds are

shown in yellow. TIMP-2 has a

longer AB b strands than TIMP-1 and

TIMP-3 (See also Color Insert II)
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TIMP-2 (making it comparable to TIMP-4) resulted in a 50-fold decrease in the

value of Ki
app for binding to MT1-MMP. The side chain of Asn38 is involved in

making a hydrogen bond to its own backbone (amide O to HN), which makes

weaker electrostatic interactions across the hairpin via the side chain of Asp34 to

the proteinase with the side chain of Asn208 and the backbone HN of Ile209

(Fernandez-Catalan et al. 1998). Substitution of Asn38 with the negatively charged

Asp may cause some structural rearrangement at this site, allowing stronger inter-

actions to form between the tip of the AB hairpin and the catalytic domain of MT1-

MMP. It is interesting to speculate that Asp37 in N-TIMP-4 may help compensate

for the lack of a residue equivalent to Tyr36, allowing the overall binding constant

for MT1-MMP to be similar to that measured for N-TIMP-2. The precise biological

significance of the unique interactions between the AB loop of TIMP-2 and MT1-

MMP can only be speculated upon, but they may play an important role in the

stabilization of the TIMP-2–MT1-MMP complex in which the C-terminal region

of TIMP-2 is free to bind to the haemopexin-like domain of pro-MMP-2. This

would represent the basis for the formation of a cell surface MT1-MMP-TIMP-2-

pro-MMP-2 complex, leading to the activation of pro-MMP-2.

Formation of the Trimeric Pro-MMP-2-TIMP-2-MT1-MMP

Complex

It is well documented that pro-MMP-2, TIMP-2 and MT1-MMP form a complex

and this trimeric complex formation is crucial to activate pro-MMP-2 on the cell

surface (Butler et al. 1998). However, TIMP-4 is unable to promote pro-MMP-

2 activation by MT1-MMP, even though it can form a trimolecular complex of pro-

MMP-2-TIMP-4-MT1-MMP (Bigg et al. 1997, Hernandez-Barrantes et al. 2001,

Worley et al. 2003, Rapti et al. 2006). Mutagenesis studies were conducted to

investigate the structural basis to explain why TIMP-4 cannot participate in pro-

MMP-2 activation by MT1-MMP. The unique features of the TIMP-2 structure

relative to TIMP-4 were used to solve this problem. TIMP-4 is known to bind to

pro-MMP-2 via the C-terminal domain of the enzyme with the binding site being

complementary to that in TIMP-2. (Bigg et al. 1997, 2001; Worley et al. 2003).

However, from the crystal structure data of the TIMP-2–pro-MMP-2 complex, it

can be deduced that the C-terminal interactions in a TIMP-4–pro-MMP-2 complex

are likely to be considerably weaker, for example, only three salt bridges could be

formed between the C-terminal tail of TIMP-4 and the haemopexin domain of pro-

MMP-2. In fact, the Kon value is somewhat smaller than that of TIMP-2 and the

Ki
app value slightly larger (Rapti et al. 2006). A TIMP-2 mutant with the replaced

C-terminal domain of TIMP-4 showed loss of pro-MMP-2 activation, indicating

that the C-terminal domain of TIMP-2 is important in establishing the trimolecular

complex of MT1-MMP, TIMP-2 and pro-MMP-2. This was confirmed by analysis

of a TIMP-4 mutant containing the replaced C-terminal domain of TIMP-2,

which formed a trimolecular complex and promoted pro-MMP-2 processing by
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MT1-MMP. Mutants encoding TIMP-4 from Cys1 to Leu185 and a partial tail

sequence of TIMP-2 showed some gain of activating capability relative to TIMP-4.

The identified residues were subsequently mutated in TIMP-2 (Glu192Asp193 to

Ileu192Gln193), and this inhibitor showed a significantly reduced ability to facili-

tate pro-MMP-2 processing by MT1-MMP. Furthermore, the tail-deletion mutant

D186–194TIMP-2 was completely incapable of promoting pro-MMP-2 activation by

MT1-MMP. Thus, the C-terminal tail residues of TIMP-2 are important determi-

nants for the formation of a stable trimolecular complex of TIMP-2, pro-MMP-

2 and MT1-MMP and plays an important role in MT1-MMP-mediated processing

of the intermediate and final active forms of MMP-2 at the cell surface (Worley

et al. 2003). Although the differences in AB loop between the two inhibitors were

also considered, the transfer of the TIMP-2 AB loop to TIMP-4 alone did not endow

the inhibitor with pro-MMP-2-activating activity; transfer of both the AB loop and

C-terminal domain of TIMP-2 to TIMP-4 generates a mutant that can activate pro-

MMP-2 and so confirmed that the C-terminal tail of TIMP-2 is important for the

activation process (Rapti et al. 2006).

The Regulation of ADAM and ADAMTS Activity by TIMPs

The potential role of TIMPs in the regulation of ectodomain-shedding events

mediated by MPs has been a source of much interest to cell biologists. Of the

human ADAMs, 13 are predicted to be active MPs based on the presence of the

HEXXHXXGXXH zinc-binding motif. Of these, ADAM-17, or TACE, is the most

thoroughly characterized member. In addition to processing membrane-bound

TNFa precursor to its soluble form, ADAM-17 also cleaves other membrane

proteins (Black 2002). Some of the ADAMs predicted to be active MPs have also

been shown to participate in similar proteolytic activities as ADAM-17 in cell-

based systems, so the knowledge of TIMP and other inhibitor profiles is of signifi-

cance. The catalytic activities of purified recombinant ADAMs have been studied

using a2-macroglobulin and myelin basic protein (MBP), as well as various pep-

tides (Roghani et al. 1999, Amour et al. 2000). These assays have allowed their

susceptibility to TIMPs, potential physiological regulators of ADAM proteolytic

activity in vivo, to be evaluated. Of the four TIMPs, only TIMP-3 was found to

inhibit ADAM-17 and ADAM-12 (Amour et al. 1998, Loechel et al. 2000), whilst

both TIMP-1 and TIMP-3 could inhibit ADAM-10 (Amour et al. 2000) (Table

37.2). Furthermore, TIMP-3 also inhibited the aggrecanases ADAMTS-4 and

ADAMTS-5 as well as ADAMTS-1, which are members of the related family of

disintegrin MPs with thrombospondin domains (Kashiwagi et al. 2001, Rodriguez-

Manzaneque et al. 2002). In contrast, ADAM-8 or ADAM-9 were not inhibited by

any of the TIMPs (Amour et al. 2002). In the few cases where TIMP-2 has been

found to be an inhibitor of a proteolytic shedding event, it seems likely that an MMP

is involved (Schlöndorff et al. 2001). In cell-based studies of ectodomain shedding,

TIMP-3 has frequently been shown to be an effective inhibitor of the processing of
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TNFa, L-selectin, IL6 receptor, CD30 and the p55 TNF receptor 1. In many cases,

this may be due to the inhibition of ADAM-17, but substantial further study of this

is necessary. Since TIMP-3 is primarily associated with the extracellular matrix, it

is effectively localized to the pericellular environment of cells and may represent a

significant physiological regulator of membrane MPs, including those involved in

ectodomain shedding. This has not been definitively established, however. Studies

of the TIMP-3�/�mouse have indicated the importance of TIMP-3 in the regulation

of extracellular matrix turnover in the lung and the involuting mammary gland

(Leco et al. 2001, Fata et al. 2001). An abnormal inflammatory response with an

increase in TNF a after partial hepatectomy of TIMP-3 null mice indicated that

ADAM-17 is one of the key enzymes regulated by TIMP-3 in vivo (Mohammed

et al. 2004).

To investigate the structural basis of TIMP-3 to inhibit aggrecanase, a series of

chimeric N-TIMPs were generated by introducing different portions of TIMP-3 into

TIMP-1 from the N-terminus (M Kashiwagi and H Nagase, unpublished results).

The chimera consisting of N-TIMP-3 (1–68) and N-TIMP-1 (71–124) contains all

the residues present in the reactive-site ridge of N-TIMP-3, but it did not inhibit

ADAMTS-4. Nevertheless, this protein inhibits MMP-1, MMP-2 and MMP-3 with

inhibition constants similar to those of wild-type N-TIMP-3 and it is, therefore,

essentially a TIMP-1 rather than a TIMP-3. The replacement of the stretch of the

sequence EASESL (62–67) in TIMP-3 by PAMESV (64–69) derived from TIMP-1

did not alter the activity of N-TIMP-3 significantly as an inhibitor of ADAMTS-4.

These results suggest that the MMP-reactive ridge alone of TIMP-3 is not sufficient

to inhibit ADAMTS-4, but that additional elements are required.

Structural Features of TIMP-3 that Modulate Its Affinity

for ADAM-17

Although the overall three-dimensional structures of ADAM and MMP catalytic

domains show some similarity, their levels of sequence identity are low and the

crystallographic structure of the ADAM-17 catalytic domain indicates that ADAMs

have some unique structural features including an additional a-helix and a multiple-

turn loop, but lack the structural zinc and calcium ions shared by the MMPs

(Maskos et al. 1998). ADAM-17 differs from the MMPs in having a deep S3’

pocket merging with the hydrophobic S1’ specificity pocket. In the absence of a

structure of a TIMP-3–ADAM-17 complex, Lee et al. (2002a) modelled the struc-

ture of TIMP-3 using the known structures of TIMP-1 and TIMP-2 and were able to

dock this with the catalytic domain of ADAM-17 in a manner similar to that in the

two known TIMP–MMP complexes. This suggests that the mechanism of TIMP-3

inhibition of ADAM-17 could be similar to that for MMPs and it has been shown

that full-length TIMP-3 and a D122–188 TIMP-3 (N-TIMP-3) had similar Kon

and Ki
app values for interaction with a soluble form of the ADAM-17 catalytic

domain (D474–824 ADAM-17, ADAM17–473) or the whole ectodomain (D652–824
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ADAM-17, ADAM-17–651; Lee et al. 2002b, 2003b), although the whole ectodo-

main showed weaker interaction than the catalytic domain. This is in comparison

with its interaction with MMP-2, where the loss of its C-terminal three loops

markedly abrogates binding (Butler et al. 1999). TIMP-3 binding to the active

site of ADAM-17 can be enhanced by modifying Ser4 to Met, Tyr, Lys or Arg,

leading to a greater than threefold drop in Ki
app value (Table 37.5; Lee et al. 2002a).

The affinity to MMP-2 was concomitantly decreased about tenfold; hence an

element of selectivity can be introduced into TIMP-3 by the modification of a

single residue. This suggests that further mutagenesis studies should allow further

specificity to be engineered. Brew and co-workers (Wei et al. 2005) made mutations

in N-TIMP-3 designed to disrupt inhibitory activity towards MMPs based on the

known structures of the TIMP-1–MMP-3 complex and the TIMP-2-MT1-MMP

complex and previous mutational studies with TIMPs (Wingfield et al. 1999). The

specific mutations are (i) The addition of an N-terminal alanine extension (-1Ala) to

perturb the interaction of Cys1 with the active site Zn2þ; this mutation in N-TIMP-1

and TIMP-2 drastically curtailed the inhibitory activity for MMPs; (ii) A Thr2 to

Gly mutation which removes the side chain of residue 2; this residue interacts with

the S1’ specificity pocket of MMPs and this mutation in N-TIMP-1 reduces the

affinity for MMP-1, MMP-2, andMMP-3 about 1,000-fold (Meng et al. 1999, Table

37.5). The study identified significant differences between the inhibition of the

soluble form of the complete ectodomain of ADAM-17 and MMPs by TIMP-3.

Thr2Gly and -1Ala mutants of N-TIMP-3 were potent inhibitors of ADAM-17, but

extremely weak inhibitors of the four representative MMPs (MMP-1, MMP-2 and

MMP-3 and MT1-MMP) and are also likely to be weak inhibitors of other MMPs.

The presence of any extension N-terminal to the a-amino group in TIMPs has been

shown to drastically reduce inhibitory activity for MMPs (Wingfield et al. 1999,

Wei et al. 2005), presumably because such extensions prevent the interaction of

Table 37.5 TIMP Mutants that Inhibit ADAM-17 (Ki
app nM)

TIMP ADAM-17 MMP-2 References

N-TIMP-1 356 0.54 Lee et al. 2004a

N-TIMP-1 (V4S/TIMP3-AB loop/V69L/T98L) 0.14 Lee et al. 2004a

N-TIMP-3 0.22 0.25 Lee et al. 2003

N-TIMP-3 (S4M) <0.06 3.2 Lee et al. 2002b

N-TIMP-3 (S4Y) 0.06 3.0 Lee et al. 2002b

N-TIMP-3 (S4K) <0.06 2.8 Lee et al. 2002b

N-TIMP-3 (S4R) <0.06 4.9 Lee et al. 2002b

N-TIMP-2 893 0.04 Lee et al. 2004b

N-TIMP-2 (S2T/TIMP-3 AB loop/A70S/V71L) 1.49 Lee et al. 2004b

N-TIMP-3 13 4.3 Wei et al. 2005

N-TIMP-3 (T2G) 36 4,000 Wei et al. 2005

(-1A)N-TIMP-3 34 614 Wei et al. 2005

TIMP-4 8.7 0.014 Lee et al. 2005

TIMP-4 (S2T/T38P/E39F/K40G) 0.73 Lee et al. 2005

MMP matrix metalloproteinase, TIMP tissue inhibitor of metalloproteinase, ADAM a disintegrin

and metalloproteinase.
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Cys1 with the catalytic Zn2þ. The fact that the -1Ala mutant of N-TIMP-3 is an

effective inhibitor of ADAM-17, but not MMPs, suggests that the interaction of the

inhibitor with the active site Zn2þ may be relatively unimportant for the strength of

binding to ADAM-17. As compared with most MMPs, the S1’ pocket of ADAM-17

is deep and very hydrophobic. However, substitution of Thr2 of N-TIMP-3 by

residues with larger hydrophobic side chains that should fit better into the S1’ site of

ADAM-17 failed to improve the binding of the inhibitor to this enzyme (Lee et al.

2002a). Mutation of this residue into glycine, which lacks a side chain for potential

interaction with the S1’ pocket of the proteinase, results in a major reduction in the

affinity for MMPs but has little effect on the inhibition of ADAM-17 (Wei et al.

2005). This suggests that this site of interaction also contributes little to the free

energy of binding. Using stopped-flow X-ray spectroscopy methods together with

transient kinetic analyses, Solomon et al. (2007) demonstrated that the catalytic

zinc ion of the catalytic domain of ADAM-17 undergoes dynamic charge transi-

tions before substrate binding to the metal ion. This indicates that distal protein sites

influence the enzyme catalytic cleft. The observed charge transitions are synchro-

nized with distinct phases in the reaction kinetics and changes in metal coordination

chemistry mediated by the binding of the peptide substrate to the catalytic metal ion

and product release.

It has been noted that there is a significant difference in susceptibility to TIMP-3

inhibition between the truncated catalytic domain of ADAM-17 and the full-length

ectodomain (Lee et al. 2002a). The disintegrin, cysteine-rich and the crambin-like

non-catalytic domains have been shown to influence substrate specificity in

ADAM-17 and other ADAMs. Wei et al. (2005) found that the inhibition of the

whole ectodomain of ADAM-17 by wild-type N-TIMP-3 and two mutants displays

positive cooperativity with Hill coefficients of 1.9–3.5. Positive cooperativity arises

from the presence of multiple interacting binding sites and alternative conforma-

tional states, but its structural basis in ADAM-17 is currently unknown. However,

positive cooperativity has been previously described for the hydrolysis of a

synthetic peptide substrate by a similar form of ADAM-17 (Jin et al. 2002).

Cooperativity was only observed with a peptide substrate derivatized at the N-and

C-termini, whereas unblocked peptides exhibited normal hyperbolic saturation

curves (Jin et al. 2002). This apparent allosteric behaviour could have important

implications for the regulation of ADAM-17 activity. The extra-catalytic domains

of ADAM-17 weaken the binding of TIMP-3 to the catalytic domain. Lee et al.

(2003) engineered a new generation of N-TIMP-3 mutants that displayed markedly

improved binding affinity for the whole ectodomain of ADAM-17 by the formation

of stronger electrostatic bonds with the catalytic domain of the enzyme. With Ki
app

values of <0.1 nM, these mutants were dramatically better than the wild-type N-

TIMP-3 [Ki
app 1.7 nM]. It was proposed that Glu31, an acidic residue situated at the

base of the AB loop of N-TIMP-3, is drawn into contact with Lys315, a prominent

basic residue adjacent to the ADAM-17 catalytic site. The mutagenesis strategy

involved reorientation of the edge of N-TIMP-3, in particular, the b-strand A where

Glu31 was located. These results suggest that the non-catalytic domains modulate

the properties of the catalytic domain and emphasize the importance of considering
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the inhibitory properties of the longer enzyme forms in developing specific inhibi-

tors for possible use in vivo.

Conversion of TIMPs into ADAM-17 Inhibitors

A series of mutagenesis studies by Lee et al. (2002a, 2004, 2005) have elucidated

the critical residues of TIMP-3 involved in ADAM-17 inhibition. They were carried

out using gain of function studies using TIMP-1, TIMP-2 and TIMP-4 which have

little or weaker inhibitory activity for ADAM-17.

TIMP-1 Mutants

Replacement of Thr98 residue with Leu in TIMP-1 transformed it into a versatile

inhibitor against an array of MPs otherwise insensitive to wild-type TIMP-1;

examples include ADAM-17, MMP-19 and MT5-MMP (Lee 2004a). Using

Thr98Leu as the scaffold, the N-TIMP-1 mutant (V4S/TIMP-3-AB loop/V69L/

T98L) had Ki
app values of 0.14 nM for ADAM-17 catalytic domain, which is

equivalent to that of the wild-type N-TIMP-3 (Ki
app 0.22 nM) (Table 37.5, Fig.

37.2). The Ki
app values of this mutant for MMP-19 and MT5-MMP were 1.2 nM

(43-fold improvement) and 15.3 nM (fourfold improvement), respectively. The

requirement for leucine at position 98 is absolute for the transformation in inhibito-

ry pattern (Fig. 37.2). On the contrary, the mutation has minimal impact on the

MMPs already well inhibited by wild-type TIMP-1, such as gelatinase A and

stromelysin 1.

TIMP-2 Mutants

By systematic replacement of the surface epitopes of TIMP-2 based on those of

TIMP-3 and a TIMP-1 variant V4S/TIMP-3 AB loop/V69L/T98L, Lee et al.

(2004b) also created TIMP-2mutants that exhibit inhibitory potency almost equal to

that of the TIMP-3. The best N-TIMP-2 mutant reported was S2T/TIMP-3 AB loop.

A70S/V71L which gave a Ki
app of 1.49 nM for ADAM-17, a marked improvement

in comparison to that of the wild-type N-TIMP-2 (Ki 893 nM) (Table 37.5). The

inhibitory pattern of the mutant was typical of that of a slow, tight-binding inhibitor.

They also found that Phe34 within the AB loop, a residue unique to TIMP-3, was

shown to be a vital element in ADAM-17 association. A series of mutagenesis

studies carried out on Leu100 (equivalent to Thr98 in TIMP-1 and Leu94 in TIMP-

3) (see Fig. 37.2) also indicated that the previous finding of a leucine on the EF loop

is critical for ADAM-17 recognition. Replacement of the residue by other amino

acids resulted in a dramatic decrease in binding affinity, although isoleucine and

methionine are still capable of producing the slow, tight-binding effect (Lee

2004b).
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TIMP-4 Mutants

Although full-length TIMP-4 displayed negligible activity against ADAM-17, N-

TIMP-4 is a slow, tight-binding inhibitor with low nanomolar-binding affinity,

suggesting that the C-terminal domains of the TIMPs have a significant negative

effect on their activities with the ADAMs. This contrasts with TIMP-3 of which

both N-TIMP-3 and the full-length inhibitor equally inhibit ADAM-17. To eluci-

date further the molecular basis that underpins TIMP–ADAM-17 interactions, Lee

et al. (2005) subjected N-TIMP-4 to mutagenesis studies. Transplantation of only

three residues, Pro-Phe-Gly, onto the AB loop of N-TIMP-4 resulted in a tenfold

enhancement in binding affinity and the Ki values of the resultant mutant were

almost comparable with that of TIMP-3. When those residues were included as part

of AB loop transplantation into TIMP-1 and TIMP-2, those two mutants exhibited

low nanomolar inhibition constants (Lee et al. 2004a, b). Thus, these residues play

important role in ADAM-17 inhibition. N-TIMP-4 harbours Leu101 at the equiva-

lent position of Leu94 in TIMP-3 and Thr98 in TIMP-1. Leu at this position was

concluded to be crucial for ADAM-17 inhibition, but Pro, Trp and Asp at this

position are detrimental (Lee 2004b, 2005). Other residues important to inhibit

ADAM-17 are Leu67 in the CD loop that interacts with the S2 subsite of the

enzyme and Thr2 at position 2. TIMP-3 has Leu67, but TIMP-1 and TIMP-

2 have Val69 and Val71 at the former site. While those are important findings, it

is yet to be investigated why full-length TIMP-4 is a weak inhibitor of ADAM-17

(Ki
app 180 nM).

Conclusions and Future Prospects

The TIMPs are important regulators of ECM catabolism and cell–cell interactions

through their abilities to control the activities of MMPs and some ADAM and

ADAMTS MPs. A series of mutational studies have provided us with TIMP

variants that have selective inhibitory activity for particular MMPs. Although

inhibitors that are specific for a single MMP have not yet been designed, the results

obtained so far encourage future studies in this direction. The studies have also

highlighted the unique nature of the reactive-site ridge in TIMPs. The requirement

for a hydrophobic side chain in the P1’ position of peptide substrates of MMPs is

well established, but this requirement does not correlate with that of the inhibitory

TIMP molecule. P1’ side chains that produce a poor substrate are often found to be

excellent for inhibitory activity when substituted at the corresponding site (residue

2) in TIMP-1, and in this location significantly influence the inhibitory specificity.

This feature of residue 2 and the influence of other residues in the reactive ridge on

the affinity of TIMP for different MPs are worthy of investigation as a route to

generating more selective inhibitors.

TIMPs were originally found as MMP inhibitors and they have been used as

reagents to discriminate MMPs from MPs of other families such as thermolysin,
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neprilysin and astacins. However, recent studies have shown that TIMP-3 can

inhibit a number of ADAM and ADAMTS MPs. This finding is of considerable

interest to many researchers as these MPs play important roles in inflammatory

processes, shedding of cell surface molecules and degradation and processing of

ECM molecules. Mutagenesis studies has provided the information about the

residues involved in ADAM-17 inhibition, but those in TIMP-3 involved in

ADAMTS-4 and ADAMTS-5 (aggrecanases) inhibition are not clear. While the

search for such features is underway, the structural basis for this inhibitory speci-

ficity requires the determination of the structure of TIMP-3.

Because MMPs have been implicated in the progression of many diseases

associated with aberrant ECM turnover, numerous synthetic MMP inhibitors have

been designed and some were clinically tested, but with little success. The reasons

for the failure of low molecular weight inhibitors are not clear, but it could result

from the inhibition of non-targeted MPs or the fact that the disease had progressed

to a point where it could no longer be reversed by the inhibition of MMPs. It is also

possible that the inhibitor concentration in the target tissue did not reach an

effective level. Animal model studies with selective TIMP variants that exploit

tissue-specific gene transfer technology may be useful to investigate which MMPs,

ADAMs and ADAMTSs are involved in disease progression and to further develop

therapeutic interventions for diseases linked with enhanced ECM degradation. To

this end, and to design highly selective inhibitors, we need detailed structural

information about the modes of interactions between various target MPs and

TIMP variants.
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Gomis-Rüth F-X, Maskos K, Betz M et al. (1997) Mechanism of inhibition of the human matrix

metalloproteinase stromelysin-1 by TIMP-1. Nature 389: 77–79.

Hamze A B, Wei S, Bahudhanapati H et al. (2007) Constraining specificity in the N-domain of

tissue inhibitor of metalloproteinases-1; gelatinase-selective inhibitors. Protein Sci 16:1905–

1913.

Hashimoto G, Aoki T, Nakamura H et al. (2001) Inhibition of ADAMTS4 (aggrecanase-1) by

tissue inhibitors of metalloproteinases (TIMP-1, -2, -3 and -4). FEBS Lett 494: 192–195.

Hernandez-Barrantes S, Shimura Y, Soloway P D et al. (2001) Differential roles of TIMP-4 and

TIMP-2 in pro-MMP-2 activation by MT1-MMP. Biochem Biophys Res Commun 281(1):

126–130.

Huang W, Meng Q, Suzuki K et al. (1997) Mutational study of the amino-terminal domain of

human tissue inhibitor of metalloproteinases 1 (TIMP-1) locates an inhibitory region for matrix

metalloproteinases. J Biol Chem 272: 22086–22091.

Hutton M, Willenbrock F, Brocklehurst K et al. (1998) Kinetic analysis of the mechanism of

interaction of full-length TIMP-2 and gelatinase A: evidence for the existence of a low-affinity

intermediate. Biochemistry 37: 10094–10098.

Jin G, Huang X, Black R et al. (2002) A continuous fluorimetric assay for tumor necrosis factor-

alpha converting enzyme. Anal Biochem 302: 269–275.

Kashiwagi M, Tortorella M, Nagase H et al. (2001) TIMP-3 is a potent inhibitor of aggrecanase 1

(ADAM-TS4) and aggrecanase 2 (ADAM-TS5). J Biol Chem 276: 12501–12504.

Leco K J, Waterhouse P, Sanchez O H et al. (2001) Spontaneous air space enlargement in the lungs

of mice lacking tissue inhibitor of metalloproteinases-3 (TIMP-3). J Clin Invest 108(6):

817–829.

Loechel F, Fox J W, Murphy G et al. (2000) ADAM 12-S cleaves IGFBP-3 and IGFBP-5 and is

inhibited by TIMP-3. Biochem Biophys Res Commun 278: 511–515.

Lee M H, Verma V, Maskos K et al. (2002a) The C-terminal domains of TACE weaken the

inhibitory action of N-TIMP-3. FEBS Lett 520(1–3): 102–106.

Lee M H, Verma V, Maskos K et al. (2002b) Engineering N-terminal domain of tissue inhibitor of

metalloproteinase (TIMP)-3 to be a better inhibitor against tumour necrosis factor-alpha-

converting enzyme. Biochem J 364: 227–234.

808 H. Nagase, G. Murphy



Lee M H, Rapti M and Murphy G. (2003a) Unveiling the surface epitopes that render tissue

inhibitor of metalloproteinase-1 inactive against membrane type 1-matrix metalloproteinase.

J Biol Chem 278: 40224–40230.

Lee M H, Dodds P, Verma V et al. (2003b) Tailoring tissue inhibitor of metalloproteinases-3 to

overcome the weakening effects of the cysteine-rich domains of tumour necrosis factor-alpha

converting enzyme. Biochem J 371: 369–376.
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Chapter 38

Third-Generation MMP Inhibitors: Recent

Advances in the Development of Highly

Selective Inhibitors

Athanasios Yiotakis and Vincent Dive

Abstract The association of matrix metalloproteinases (MMPs) with a variety of

pathological states has stimulated impressive efforts over the past 20 years to

develop synthetic compounds able to block potently and selectively the uncon-

trolled activity of these enzymes. Extremely potent inhibitors of MMPs have been

developed, but in most cases these compounds act as broad-spectrum inhibitors of

MMPs. Retrospective analysis suggests that the use of strong zinc-binding groups,

like the hydroxamate function, to achieve potent MMP inhibition is responsible not

only for the development of inhibitors displaying poor selectivity towards MMP

members but also in their ability to potently block other unrelated zinc proteinases.

The use of less avid zinc-binding group, like the phosphoryl group present in

phosphinic peptide transition-state analogues, has led to a second generation of

highly selective MMP inhibitors (MMP-12 selective inhibitors). The third genera-

tion of highly selective MMP inhibitors (MMP-13 selective inhibitors) possess no

zinc-binding group and exploit the deep S1’ cavity present in some MMPs. Past

research on the development of MMP inhibitors has probably underestimated the

role of flexibility in the MMP active site and its impact in accommodating different

inhibitor structures. Combined use of several biophysical techniques, like nuclear

magnetic resonance, X-ray crystallography and isothermal titration experiments,

should greatly improve our understanding of the specific structural and dynamic

features that can be exploited to obtain series of inhibitors able to specifically block

each MMP validated as a therapeutic target.
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Introduction

The association of matrix metalloproteinases (MMPs) with a variety of pathological

states has stimulated impressive efforts over the past 20 years to develop synthetic

compounds (Babine and Bender 1997, Whittaker et al. 1999) able to block potently

and selectively the uncontrolled activity of these enzymes (Fingleton 2007). MMPs

form a group of 23 proteins in humans all of which contain a catalytic domain

belonging to the zinc metalloproteinase family (Bode and Maskos 2003). Extremely

potent inhibitors of MMPs have been developed, but in most cases these com-

pounds act as broad-spectrum inhibitors of MMPs (Brown et al. 2004). Marked

sequence similarity between the catalytic domain of MMPs, well-conserved en-

zyme active-site topology and high flexibility of a loop segment that plays a key

role in MMP specificity are the main factors that may explain difficulties in

identifying inhibitors able to fully differentiate one MMP from the others. Recently,

extremely selective inhibitors of MMP-12 and -13 have been developed. In parallel,

new experimental approaches are being explored that should help the definition of

the specific structural and dynamic features of each MMP, so as to tailor an

inhibitor with the desired selectivity. As several review articles covering the field

of MMP inhibitors have been recently published (Cuniasse et al. 2005, Matter and

Schudok 2004, Skiles et al. 2004), the aim of this chapter is to focus on recent

advances in the development of highly selective MMP inhibitors, the third genera-

tion of MMP inhibitors (Overall and Kleifeld 2006).

MMP Active-Site Topology

MMPs are secreted as latent pro-enzymes, whose activation involves the loss of a

pro-sequence of about 80 amino acids. In their active forms, MMPs have in

common a catalytic domain (160–170 amino acids) which is usually connected

through a hinge region of variable size (2–72 amino acids) to a carboxy-terminal

haemopexin domain (250 amino acids). The catalytic domain in isolation is suffi-

cient for peptide substrate hydrolysis (Turk et al. 2001) and is thought to have the

same sequence specificity towards such small substrates as the full-form MMPs.

For protein substrates, other domains of MMPs play a key role in substrate

recognition and cleavage, as in collagenases (MMP-1, -8 and -13) in which the

assistance of the haemopexin domain is critical for collagen cleavage (Clark and

Cawston 1989, Visse and Nagase 2003). Efficient hydrolysis of peptide substrates

by the catalytic domain of MMPs is observed only for peptides having a minimum

size of six residues (Netzel-Arnett et al. 1993, Seltzer et al. 1990, Stack and Gray

1989), a property which seems to be related to the occurrence in the MMP active

site of six subsites (from S3 to S3’), with the catalytic zinc atom occupying a central

position, as shown in Fig. 38.1a. The presence of these subsites in MMPs can

theoretically be exploited to design MMP inhibitors mimicking the binding of short
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peptide substrates. However, it turns out that extremely potent MMP inhibitors can

be developed without the need to exploit six MMP subsites (Babine and Bender

1997, Whittaker et al. 1999). This has made it possible to keep the molecular weight

of many MMP inhibitors below 300 kDa, a critical issue for the potential

drugability of such inhibitors.

First-Generation Non-Selective Inhibitors

The presence of a zinc atom in the catalytic domain of MMPs and the particular

topology of the MMP active site have greatly influenced the design of synthetic

inhibitors. Thus, the development of the first MMP inhibitor generation has relied

S 1’ loop

inhibitor

S1’S2’
S3’

S1

S2

S3

a b

S1 ’ cavity S1 ’ side pocketc d

Fig. 38.1 a Molecular surface representation of the X-ray structure of the mini-MMP-9 catalytic

domain (PDB code: 2OVZ, comprising Phe107 to Gly215 and Gln391 to Tyr443). The N-terminal

segment Phe110-Asp113 has been omitted for the surface calculation. The locations of the six

subsites in the active-site cleft are indicated by closed circles and the catalytic zinc atom appears as

a black sphere. b Ribbon representation of mini-MMP-9 in complex with compound 5. Compound

5 (dark grey) and the S1’ loop are represented as a stick model. The catalytic zinc atom appears as a

black sphere. c Molecular cut surface representation of the X-ray structure of the mini-MMP-9

catalytic domain in complex with compound 5. This figure shows that the P1’ residue of compound

5 only partially fills the deep S1’cavity. d Molecular cut surface representation of the X-ray

structure of MMP-13 catalytic domain in complex with compound 8 (PDB code: 1XUR). No

closed contact is observed between the catalytic zinc atom (black sphere) and compound 8,

represented as a stick model. The distal part of compound 8 points into the S1’ side pocket
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on the use of a peptide sequence, recognised by MMPs, to which was grafted a

chemical function able to interact potently with the zinc ion located in the MMP

active site (Babine and Bender 1997, Whittaker et al. 1999). In this class of

compounds, the vast majority of MMP inhibitors developed contain a hydroxamic

acid moiety (compound a in Scheme 38.1) as zinc-binding group. This situation is

explained by the fact that the use of the hydroxamate function results in the

development of extremely potent MMP inhibitors (compound 1, Scheme 38.2).

Another good reason for pharmaceutical companies to invest in this class of

inhibitors was that no hydroxamate compound was in clinical use at that time and

few patents were filled, so the situation was full of opportunities. The first major

challenge that chemists had to face in developing hydroxamate inhibitors was the

poor in vivo stability of these compounds. Rapid hydrolysis of the hydroxamate

function can be observed in vivo, producing hydroxylamine and carboxylate

derivatives as metabolic products (Peng et al. 1999). Another major hurdle was

the generally poor selectivity of hydroxamate inhibitors. Thus, these inhibitors are

unable to discriminate between the different MMPs, with the exception of MMP-1

and -7, which possess a particular S1’ specificity subsite. But more confounding was

Scheme 38.1 Schematic representation of seven chemical groups (a: hydroxamate, b: thiolate, c:

carboxylate, d: hydroxypyrone, e: hydroxythiopyrone, f: acetohydroxamate and g: phosphinate) in

complex with zinc atom
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the fact that these MMP hydroxamate inhibitors also turned out to be highly and

sometimes more potent inhibitors of other zinc metalloproteinases, like TACE

(tumour necrosis factor-alpha-converting enzyme) (Amour et al. 1998), a protease

of the ADAMs family (membrane-bound zinc metalloproteinases, containing a

Scheme 38.2 Chemical structures of matrix metalloproteinase (MMP) inhibitors containing a

zinc-binding group and their potency towards MMPs
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disintegrin and metalloprotease domain). Given the similarity between the topology

of the active site of TACE andMMPs, this result could be anticipated (Maskos et al.

1998). However, more unexpected was the fact that compound 1 (GM6001 or

ilomastat) was proven to potently block zinc metallopeptidases, which display no

sequence homology with MMPs and possess a very different active-site topology

(Saghatelian et al. 2004). The use of inhibitors displaying broad-spectrum activities

towards MMPs and able to block many other zinc proteases may in part explain the

failure of clinical trials in patients with advanced-stage cancer (Coussens et al.

2002, Egeblad and Werb 2002). The difficulty in controlling the selectivity of

hydroxamate compounds is probably related to the strong interaction of the hydro-

xamate function with the zinc atom. This suggests that the use of less avid zinc-

binding groups could be a reasonable strategy in developing more selective MMP

inhibitors.

New Zinc-Binding Groups

Several functional groups have been considered as replacement for the hydroxa-

mate function in MMP inhibitors, like thiol and carboxylate groups (compounds b

and c, Scheme 38.1). Recently, many substituted cyclic compounds (compounds d

and e, Scheme 38.1) were shown to be more effective MMP-3 binders than the

simple acetohydroxamic acid (compound f, Scheme 38.1) (Puerta et al. 2004).

Thus, on MMP-3, compound e with an IC50 of 120 mM is approximately two orders

of magnitude more potent than compound f (25 mM towards MMP-3). Linking a

biphenyl group to compound e has yielded compound 2 (Scheme 38.2), which

displays micromolar potency towards MMP-1, -2, -3 and -9 (Yan and Cohen 2007).

Following the same strategy, but using the pyrone d, which is 4.4 times more potent

towards MMP-3 than compound f, yields a potent MMP-3 inhibitor [compound 3,

IC50 of 10 nM (Puerta et al. 2005)]. When tested on MMP-2, this compound

displays an IC50 value of 610 nM, a result supporting the proposal that pyrone-

based inhibitors could be more selective than hydroxamate compounds. However,

the selectivity observed for compound 3 may arise from the biphenyl substituent,

which is known to be well tolerated by the large and deep MMP-3 S1’ cavity

(Hajduk et al. 1997), but should be more solvent exposed in complex with MMP-2,

due to the shorter tunnel-like S1’ subsite of this MMP. In addition, on MMP-3,

compound 3 has a potency similar to that of the hydroxamate compound 4, which

also harbours the same substituted biphenyl group. This is in contrast with the

4.4-fold difference in potency observed between e and f. This observation suggests

that the presence of a P1’ group, like the biphenyl, may subtly change the binding

affinity of pyrone-based chelators, or that inhibitor potency and selectivity is

critically dependent on the position of the pyrone cycle when the P1’ group is

introduced. More systematic evaluation of these new zinc-binding groups is needed

to determine whether they may provide very selective MMP inhibitors. As stated
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for the hydroxamate group, the use of very efficient zinc-binding groups (d and e in

Scheme 38.1) could greatly influence the binding mode of the P1’ group in a way

that prevents particular interactions critical for selective inhibitor binding. All types

of inhibitors discussed above can be viewed as mimics of the products generated by

substrate cleavage, to which have been grafted a zinc-chelating group. A different

strategy for developing potent enzyme inhibitors is to mimic the structure taken by

the substrate in the so-called ‘‘transition-state’’ along the hydrolysis pathway.

Phosphinic Transition-State Analogues

In the case of the zinc metalloproteinase family, phosphinic peptides have been

proposed as good mimics of the transition state and turned out in fact to behave as

extremely potent inhibitors of this protease family (Dive et al. 2004), provided that

the structures of these peptides are appropriately optimised for each target. X-ray

structures of several phosphinic peptides in interaction with different zinc protei-

nases support the view that phosphinic peptides are transition-state analogues

(Corradi et al. 2007, Gall et al. 2001, Grams et al. 1996, Tochowicz et al. 2007).

As compared with hydroxamate moiety, in the context of the MMP active site, the

phosphoryl group (PO2
�) (g in Scheme 38.1) is expected to act as a weaker zinc-

binding group, thus interfering less with the role of the P1’ residue in inhibitor

selectivity. Quantum chemistry calculations performed on simple models of inter-

action between zinc ions and various zinc-binding groups support this view (Cheng

et al. 2002). The above remarks apply only to MMPs and not to families of zinc

proteases containing in their active sites additional residues stabilising the transi-

tion-state structure. In this case, PO2
� through its oxygen atoms interacts with these

residues, like the tyrosine residue in the active site of astacin (Grams et al. 1996)

and ACE (Corradi et al. 2007), increasing the contribution of PO2
� to inhibitor–

enzyme stability.

The X-ray structure of compound 5 in complex with the catalytic domain of

MMP-9 has recently been determined (Fig. 38.1b) (Tochowicz et al. 2007). This

compound exhibits nanomolar potency towards different MMPs, but at 100 mM
does not block MMP-1, -7, TACE and NEP (Neutral EndoPeptidase 24-11).

Analysis of this complex indicates that PO2
� of this compound interacts through

its two oxygen atoms with the zinc atom (Scheme 38.2). This structure also shows

how the isoxazole side chain of this inhibitor fills part of the deep S1’ cavity that is

present in MMP-9 (Fig. 38.1c). The general structure of this inhibitor can be

described as follows: F-(PO2-CH2)-P1’-P2’-NH2. Based on the structure of com-

pound 5 in this complex, libraries of inhibitors of general formula Br-F-(PO2-CH2)-

P1’-P2’-P3’-NH2 have been designed and synthesised by combinatorial chemistry.

In these libraries, chemical diversity has been generated by using different iso-

xazole side chains in the P1’ position and a combination of natural amino acids in

the P2’ and P2’ positions. Screening and deconvolution of these libraries against a

panel of ten MMPs led to the identification of a phosphinic peptide (compound 6,
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Scheme 38.2) exhibiting a Ki value of 0.2 nM towards MMP-12 (macrophage

elastase) and which is more than 2–4 orders of magnitude less potent towards

other MMPs (MMP-1, -2, -3, -7, -8, -9, -11, -13 and -14) (Devel et al. 2006).

Interestingly, the structure of compound 6 contains a Glu-Glu motif in the P2’ and

P3’ positions. However, the selectivity of compound 6 does not arise from a

particular preference of MMP-12 to interact with such an acidic motif, as other

di-peptide sequences in the P2’ and P3’ inhibitor positions provided more potent

MMP-12 inhibitors than compound 6. Thus, it seems more likely that MMP-12

tolerates this motif, while most other MMPs cannot accommodate this motif. Based

on a model of interaction of this compound with MMP-12, it has been proposed that

the unique tolerance of MMP-12 for this acidic motif might be due to the presence

of two unique polar residues, not observed in other MMPs. Even if this explanation

seems reasonable, a full understanding of compound 6 selectivity towards MMP-12

in molecular terms will require determination of the X-ray structure of this com-

pound in interaction with MMP-12 and mutagenesis of the MMP-12 residues

observed in proximity to the Glu-Glu motif, and thus possibly involved in com-

pound 6 selectivity.

According to the results of the above library screening, with the exception of

MMP-12, it appears that all of the MMPs tested do not exhibit a preference for a

particular sequence in the P2’ and P3’ positions. Thus, other positions of the

inhibitor should be considered in developing selective inhibitors. Full examination

of the different inhibitor structures developed in last 15 years indicates that, despite

the fact that the MMP active site has long been known to have an extremely deep

S1’ cavity, no pseudo-peptide inhibitor in which the P1’ side chain completely fills

this cavity has been developed so far. Such an inhibitor may prove to have an

interesting selectivity profile. Indeed, when the different MMPs’ three-dimensional

structures are superimposed, the most important variability between MMPs is

observed at the bottom part of the S1’ cavity (Cuniasse et al. 2005). This situation

arises from the fact that part of the S1’ cavity is defined by a loop, the S1’ loop (Fig.

38.1b), whose size and sequence varies between the different MMPs. To probe the

whole S1’ cavity, new phosphinic inhibitors have been developed by systematically

increasing the size of the P1’ side chain. Although this strategy has not yet provided

highly selective inhibitors, the observed trends are that inhibitors with the longest

P1’ side chain are the most selective, confirming the proposal that probing the

bottom part of the S1’ cavity may lead to the identification of the desired selectivity.

Obviously, the inherent flexibility of the S1’ loop makes it difficult to predict with

accuracy all of the interactions that may take place in solution between the distal

part of the P1’ side chain and the different residues lying in the bottom part of the

S1’ cavity. Thus, efficient chemistry will be needed to develop P1’ side chains with

great chemical diversity in their distal part to identify more selective inhibitors. As

discussed in the next section, X-ray structures of enzyme–inhibitor complexes at

high resolution provide interesting, but not unambiguous, information from which

critical enzyme–inhibitor interactions might be identified and exploited to enhance

inhibitor affinity.
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New MMP Inhibitors with No Zinc-Binding Groups

High-throughput screening (HTS) of non-peptide libraries has led to the discovery

of unusual MMP inhibitors, especially for MMP-3 and -13. These inhibitors

represent a new class of MMP inhibitors, as these compounds do not possess a

zinc-binding group and thus provide no direct interaction with the zinc active-site

atom. They are expected to act as non-competitive inhibitors and thus do not

prevent substrate binding. Compound 7 is an example of an ‘‘unusual MMP

inhibitor‘‘ identified by HTS, exhibiting micromolar potency towards MMP-13

and no activity against MMP-1 and MMP-9 (Scheme 38.3) (Chen et al. 2000).

The structure of this inhibitor in complex with MMP-13 was solved in solution by

nuclear magnetic resonance (NMR) studies (Chen et al. 2000). This inhibitor binds

deep in the S1’ cavity of MMP-13, with no apparent interaction between the

inhibitor atoms and the catalytic zinc atom. Interestingly, grafting hydroxamate

function to such unusual inhibitors increases their potency towards MMP-13

(nanomolar potency), but reduces their MMP selectivity (Chen et al. 2000). This

again illustrates how the strong binding of the hydroxamate group to the zinc atom

may worsen the contribution to the selectivity of inhibitor-binding group sitting in

the S1’ cavity. This effect has stimulated researchers to seek potent MMP-13

inhibitors that do not incorporate a hydroxamate group. From X-ray structure

analyses of a lead structure identified by HTS and successive steps of potency

optimisation, a highly potent and selective inhibitor of MMP-13 was identified

(compound 8, 8 nM towards MMP-13 and no activity detected against MMP-1, -2,

-3, -7, -8, -9, -10, -11, -12, -14 and -16 when tested at 100 mM) (Engel et al. 2005).

Compound 8 binds in the lower part of the S1’ cavity of MMP-13 and extends into

an additional cavity termed the ‘‘S1’ side pocket’’ (Fig. 38.1d). This side pocket

results from a particular conformation taken by the S1’ loop of MMP-13. The long

loop size of MMP-13 has been suggested to be a determinant factor for the selective

binding of compound 8 to this MMP. Thus, MMPs with shorter loop size were

suggested to possess an S1’ cavity too shallow and narrow to bind compound

8 (Engel et al. 2005). However, many MMPs (-7, -8, -14, -20 and -24) possess an

S1’ loop of size similar to that of MMP-13. For these MMPs, it has been argued that

inhibitor recognition depends also on the unique presence of a glycine residue in the

MMP-13 S1’ loop sequence and on the particular conformation adopted by this

glycine (Gly227) when MMP-13 binds compound 8. Indeed, the local conformation

taken by glycine in this complex is forbidden to other amino acids containing a side

chain. This proposal probably also explains why other MMPs possessing a longer

S1’ loop, like MMP-3, -10 and -12, do not potently interact with compound 8.

MMP-25 and -17, which have the longest S1’ loop in the MMP family, have not yet

been tested with compound 8. This should be borne in mind, as these two MMPs

also possess two glycine residues in their loop, albeit in the same position as in

MMP-13, and so are potential candidates in which a side S1’ pocket can be

unmasked by inhibitor binding.
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Scheme 38.3 Chemical structures of matrix metalloproteinase (MMP) inhibitors with no zinc-

binding group and their potency towards MMPs
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Recently, new highly potent and selective MMP-13 inhibitors (9 and 10, Scheme

38.3) that act like compound 8 have been reported (Johnson et al. 2007). As

compared with compound 8, these MMP-13 selective inhibitors possess a very

different central core structure, which suggests that many possibilities exist to

develop other selective MMP-13 inhibitors. In complex with MMP-13, the central

core of these inhibitors is in contact with the wall of the S1’ cavity on one face, but

the other face of this core points towards the solvent. This binding mode offers a

possible explanation for why different types of core structures can be used to

develop selective MMP-13 inhibitors. For MMPs with a longer S1’ loop than

MMP-13 (-3, -10, -12, -25 and -17), it cannot be excluded that a similar ‘‘side S1’

pocket’’ can be exploited to develop extremely selective non-competitive inhibi-

tors. Alternatively, structures able to tightly fit in the deep S1’ cavity of these MMPs

may yield interesting inhibitors. Along this line, the X-ray structure of a potent

MMP-13 inhibitor (compound 11) in interaction with MMP-12 has been reported

(Morales et al. 2004). This structure could be the starting point for the development

of more potent and extremely selective inhibitors of MMP-12.

Ongoing Research

Despite the impressive efforts that have been devoted to the synthesis of several

hundred synthetic inhibitors of MMPs, and the availability of more than 100 X-ray-

structures of MMPs in complex with some of these inhibitors, the development of

inhibitors able to differentiate different MMPs remains a major challenge. We do

not yet have a clear view of all the structural and dynamic parameters that can be

exploited to develop highly selective MMP inhibitors. Understanding the basis for

protein–inhibitor interactions requires not only extensive structural studies but also

the full characterisation of the thermodynamics of their binding to determine the

exact participation of the enthalpic (DH) and entropic contributions (DS) to the free
energy (DG) of association. In cases where the binding of a series of inhibitors is

enthalpy driven, variations in binding affinities can be correlated with specific

interactions between the inhibitor and its target, when the X-ray structure of the

complex is available. This information can be used to increase the inhibitor’s

affinity for its target. However, in general, the binding of a compound is a combi-

nation of many specific interactions that may vary subtly from one compound to

another. Thus, it has been suggested that in silico approaches are not accurate

enough to provide a meaningful level of description of the interactions defining the

inhibitor affinity (Bertini et al. 2007). A better level of description may rely on the

determination of high-resolution X-ray structures of complexes between a particu-

lar MMP and a series of inhibitors. Applied to MMP-12, this approach has indicated

possible ways of increasing inhibitor potency towards this MMP (Bertini et al.

2007). However, to be helpful in terms of inhibitor selectivity improvement, the

above approach may have to characterise the inhibitor series not only for a single

MMP but also for the whole family, and this would mean solving at high resolution
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the structures of tremendous numbers of inhibitor–MMP complexes, which is a

challenging task.

The interaction of small inhibitors with MMPs is not always dominated by

enthalpy contributions (Bertini et al. 2007, Parker et al. 1999, 2000). For example,

it has been reported that the interaction of compound 1 is enthalpy driven when it

binds to MMP-3 (Ki ¼ 5.5 nM, DH ¼ �8.82 kcal/mol and �TDS ¼2.34 kcal/mol,

DS ¼ 7.93 cal/mol) (Parker et al. 1999), but entropically driven when it binds to

MMP-12 (Ki ¼ 7.9 nM, DH ¼ �4.07 kcal/mol and �TDS ¼ �7 kcal/mol, DS ¼
23.5 cal/mol) (Bertini et al. 2007). Part of the enthalpic contribution determined for

the binding of compound 1 to MMP-3 has been proposed to result from hydrogen

bond formation between the inhibitor backbone and the enzyme active site, and

favourable van der Waals interactions between the Trp of compound 1 and the S2’

subsite (Parker et al. 1999). If this is true, it is hard to explain how the binding

enthalpy of compound 1 can vary by a factor of 2 fromMMP-3 to -12, as compound

1 is expected to adopt a similar binding mode and exploit similar interactions with

two MMPs sharing great similarities in their active-site topology. Part of the

entropy changes observed for the binding of compound 1 to MMP-3 has been

attributed to some loss of flexibility of the S1’ loop. For inhibitors having a rather

short side chain in the P1’ position, a conformational shift of the MMP-3 S1’ loop

has been observed, resulting in constriction of loop residues about the inhibitor’s

P1’ residue (Li et al. 1998). This effect might be specific to MMP-3, as several X-

ray structures of MMP-12 with inhibitors possessing P1’ residues of various sizes

do not reveal a similar loop conformational shift (Bertini et al. 2006, Morales et al.

2004, Nar et al. 2001). Thus, the more favourable entropic term observed for the

binding of compound 1 to MMP-12 may suggest that the S2’ loop of MMP-12

retains more flexibility in the bound state than in MMP-3. Recent NMR studies of

MMP-12 in complex with a hydroxamate inhibitor (containing in P1’ position a

residue whose size is similar to that in compound 1) support this view (Bertini et al.

2005). More systematic studies of MMPs, in the free and bound state, by NMR

spectroscopy in solution are required to gain a better description of the binding-

induced conformational shift occurring in the different S1’ loops of these enzymes

and of the extent of mobility existing both at the enzyme level and at the inhibitor

level (Moy et al. 2002). This is a great challenge, given the number of MMP

members and the various inhibitor structures to consider. Each inhibitor, depending

on the size of the residue in the P1’ position, is expected to have specific structural

and dynamic effects on the S1’ loop, in the particular context of each MMP. Thus, to

fully characterise a single MMP, several X-ray and NMR structures have to be

solved. Furthermore, these dynamic and structural data should be coupled with

thermodynamic studies that may provide insights into the magnitude of the confor-

mational entropy upon inhibitor binding.

Past research on the development of MMP inhibitors has probably overestimated

the importance of a strong zinc-binding group in developing inhibitors and under-

estimated the role of flexibility in the MMP active site and its impact in accommo-

dating different inhibitor structures. These remarks may partly explain the

difficulties encountered in the development of highly selective MMP inhibitors.
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The optimisation of inhibitor affinity by a structure-based design approach relies on

the manipulation of specific interactions between the inhibitor and the enzyme

active site (enthalpic contributions). In the context of protein mobility, which is not

a specific trait of MMPs, rational approaches to improve inhibitor affinity are less

straightforward, as a complex interplay of different contributions is affected by

protein mobility. However, progress in the characterisation of MMP dynamics

using several biophysical techniques (NMR, X-ray crystallography and isothermal

titration calorimetry) should greatly assist the design of more selective inhibitors.

On the contrary, the plasticity of the MMP active sites has led to the development of

original chemical structures, the most promising being the selective MMP-13

inhibitors. The possibility of exploiting only the S1’ cavity in developing highly

selective inhibitors for other MMPs, particularly those containing a similar long

size S1’ loop, is an open and interesting issue. This perspective is extremely

attractive not only in terms of chemistry but also in developing novel screening

methods to identify the third generation of highly selective inhibitors for MMPs

identified as valuable therapeutic targets.
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Chapter 39

Protease-Activated Delivery and Imaging

Systems

Gregg B. Fields

Abstract Proteolysis has been cited as an important contributor to cancer initiation

and progression. But advantage can be taken of tumor-associated proteases to

selectively deliver therapeutic or imaging agents. Protease-activated prodrugs,

nanotechnology-based drug delivery systems, hydrogels, gene delivery systems,

and imaging systems have been described for cancer applications. Activation is

modulated by substrates designed for hydrolysis by members of the matrix metal-

loproteinase family, prostate-specific antigen, hK2, plasmin, urokinase plasmino-

gen activator, legumain, neprilysin/CD10, or cathepsins B, D, or L. The first

generation of protease-activated agents has demonstrated proof of principle as

well as provided impetus for in vivo applications. One common problem has

been a lack of agent stability at nontargeted tissues and organs due to activation

by multiple proteases. Second-generation agents may need to incorporate more

selective substrates, which can be achieved by consideration of both the sequence

specificity and the topological preferences of proteases.

Introduction

Amajorgoal indrugdelivery is to effectively direct therapeutic agents to their intended

biological target without deleterious side effects. In principle, targeted drug delivery

would minimize toxicities while delivering an effective dose of the therapeutic agent

where desired. Targeted delivery relies upon the identification of biomolecules that are

disease associated. The initiation and progression of cancer has often been linked

to proteolytic activity, as discussed elsewhere in this volume for the matrix metallo-

proteinases (MMPs), Ser proteases such as prostate-specific antigen (PSA), hK2,

plasmin, and urokinase plasminogen activator (uPA), the cell surface metalloprotease
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neprilysin/CD10/common acute lymphoblastic leukemia antigen, and lysosomal

proteases legumain and cathepsins B, D, and L (see Chaps. 1 and 8–11).

One potential delivery strategy is to create inactive agents that, upon proteolytic

processing, are converted into active forms. In theory, this could allow for drug

delivery to tumors based on the association of specific proteases with cancer

progression. Several variations of this approach have been described (Meers

2001, Vartak and Gemeinhart 2007). Most simply, a cytotoxic agent is attached

to a protease-sensitive peptide sequence (see also Chap. 40). The cytotoxic agent

has greatly reduced activity in such a construct. Upon proteolysis, cytotoxic activity

is restored. Numerous protease-activated prodrugs have been created in this fash-

ion. Alternatively, cytotoxic agents may be stored within a carrier and are physical-

ly unavailable until the carrier opens. Protease-activated nanotechnology-based

drug delivery systems (nano-DDSs) and hydrogels operate on this principle. Pro-

drug, nano-DDS, and hydrogel technologies may also be utilized for visualization

of tumor-associated protease activity by replacing cytotoxic agents with optical or

other imaging agents (see also Chap. 7). This chapter examines protease-activated

drug delivery and imaging systems that have been applied for the study or eradica-

tion of cancer, and discusses some of the shortfalls of these approaches and

potential strategies to overcome them.

Protease‐Activated Prodrugs

The concept of an anticancer prodrug is straightforward (Fig. 39.1a). A cytotoxic

agent is attached to a protease labile sequence, altering the activity of the cytotoxic

agent. Upon proteolysis, the initial cytotoxic activity is restored. This approach

allows for selective delivery of cytotoxic agents to tumors with discrete protease

profiles. To improve circulation times, a carrier may be added to the prodrug (Fig.

39.1b). Sequences utilized for protease-activated prodrugs are compiled in Table

39.1, and an extensive discussion of protease-activated prodrugs is given in Chap.

40. A few additional protease-activated prodrugs are discussed below.

A combinatorial peptide approach was utilized to develop an hK2-activated

prodrug (Janssen et al. 2004). The sequence deduced from library screening, Gly-

Lys-Ala-Phe-Arg-Arg, was C-terminally linked to 12-aminododecanoyl thapsigar-

gin (12ADT) to create the Gly-Lys-Ala-Phe-Arg�Arg�Leu-12ADT prodrug.

A fourfold difference in cytotoxic activity was observed for hK2-producing and

-nonproducing tumor cell lines (C4-2B human prostate cancer and TSU human

bladder cancer, respectively). The prodrug was selective for hK2 as compared to

cathepsins B and D and urokinase, but was hydrolyzed 6 times faster by plasmin

than by hK2 (Janssen et al. 2004). In vivo analysis in an LNCaP human prostate

cancer mouse xenograft model indicated that Gly-Lys-Ala-Phe-Arg�Arg�Leu-
12ADT was stable (<0.5% free Leu-12ADT was observed in plasma after 24 h)

and reduced tumor size significantly following four daily doses (Janssen et al.

2006). However, the prodrug was also rapidly cleared and was toxic following

prolonged intravenous administration (Janssen et al. 2006).
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The prodrugs b-Ala-Leu-Ala-Leu-Dox and N-succinyl-b-Ala-Leu-Ala-Leu-Dox
[CPI-0004Na, where Dox ¼ doxorubicin] were developed for activation by pro-

teases in the tumor microenvironment (Fernandez et al. 2001, Trouet et al. 2001).

Succinylation did not change the susceptibility of the sequence to cleavage by

cancer-related peptidases or its in vitro blood stability (Fernandez et al. 2001). b-
Ala-Leu-Ala-Leu-Dox treatment of MCF-7/6 human breast carcinoma cells and

MRC-5 fibroblasts resulted in 14 times more accumulation of Dox in the tumor

cells. This contrasted greatly with free Dox, where uptake was slightly higher for

the fibroblasts. b-Ala-Leu-Ala-Leu-Dox was 9 times less toxic than Dox and 4

times less toxic than Leu-Dox in mice (Trouet et al. 2001). CPI-0004Na was devoid

of intravenous acute toxicity, and both b-Ala-Leu-Ala-Leu-Dox and CPI-0004Na

were active via intraperitoneal administration in inhibiting growth of MCF-7/6

human breast tumor xenografts (Fernandez et al. 2001, Trouet et al. 2001). Fol-

low-up studies demonstrated that CPI-0004Na was more active and less toxic in

vivo than Dox–HCl (Dubois et al. 2002). This stems from the fact that administra-

tion of CPI-0004Na resulted in lower spleen, kidney, and lung exposure to Dox

compared with Dox–HCl administration (Dubois et al. 2002). CPI-0004Na was

activated by the cell surface protease CD10 (Pan et al. 2003a). Increased potency

was observed in CD10þ cell lines, such as B-cell lymphoma, leukemia, and

prostate, breast, colorectal, and lung carcinomas (Pan et al. 2003a).

Intracellularly activated prodrugs have been developed to take advantage of lyso-

somal proteolysis. Cathepsin B, found in all mammalian lysosomes, has been targeted

Fig. 39.1 Protease-activated prodrug strategies. The drug is inactivated by attachment of the

protease-labile sequence. Protease-catalyzed hydrolysis releases an active form of the drug. The

prodrug can simply be the substrate and drug (a) or the substrate and drug with an additional

component (HSA, human serum albumin, PEG, polyethylene glycol, or dextran) (b) to improve

circulation times

39 Protease-Activated Delivery and Imaging Systems 829



for this purpose. The initial cathepsin B-activated prodrug series was based on X-

Lys-p-aminobenzyloxycarbonyl (PABC)-Dox, where Dox release rates and stabili-

ty to human plasma were examined (Dubowchik and Firestone 1998). Based on

these results, benzyloxycarbonyl (Z)-Phe-Lys-PABC-Dox, tert-butyloxycarbonyl

(Boc)-Phe-Lys-PABC-mitomycin C, Z-Phe-Lys-PABC-2’-paclitaxel, and Boc-

Phe-Lys-PABC-7-paclitaxel were specifically examined for lysosomal activation

(Dubowchik et al. 1998). The paclitaxel-containing prodrugs were activated more

slowly by cathepsin B, but all four had half-lives of similar magnitudes (19–66 min)

with rat liver lysosomes (Dubowchik et al. 1998). A Val-Cit linker was

incorporated between an anti-CD30 mAb and either monomethyl auristatin E

(MMAE) or monomethyl auristatin F (MMAF) to create a targeted, cathepsin B-

activated prodrug (Kung Sutherland et al. 2006). The prodrugs cAC10vc-MMAE

and cAC10vc-MMAF interacted with the CD30 cell surface antigen, and were

internalized into lysosomes. Both conjugates were cytotoxic for the CD30þ lym-

phoma Karpas-299 and L540cy cell lines, with subnanomolar IC50 values, while

exhibiting no activity toward CD30� Ramos cells (Kung Sutherland et al. 2006).

Cys protease inhibitors blocked the cytotoxic effects of cAC10vc-MMAE and

cAC10vc-MMAF.

In an oncolytic virotherapy approach related to toxin prodrugs, an MMP-cleav-

able sequence was engineered within the Sendai virus (SeV) to create a recombi-

nant virus that was highly fusogenic and spread from cell to cell following MMP

activation (Kinoh et al. 2004). The matrix protein (M) gene was deleted from the

virus, which effectively prevented virus maturation into particles. The viral fusion

(F) cleavage site was altered to render it susceptible to MMPs or uPA. MMP-subII

SeV/DM (which contained the MMP-9 cleavage site Pro-Leu-Gly�Met-Thr-Ser)

was found to spread extensively in the MMP-expressing HT1080 human fibrosar-

coma cell line, but not in human stomach cancer MKN28 cells, which did not

express MMPs. HT1080 tumor growth in nude mice was significantly inhibited by

direct tumor injection of MMP-subII SeV/DM (Kinoh et al. 2004).

All prodrugs require the chemical conjugation of drugs or drug carriers to the

targeting moiety. The conjugation of drugs directly to the targeting ligand, howev-

er, can negatively affect the targeting molecule in a manner that disrupts receptor/

ligand recognition (Backer et al. 2004) and may alter the cytotoxicity of the drug

(Chau et al. 2004, Kline et al. 2004). While it is anticipated that such prodrugs can

be obtained, their pharmacokinetics may be unfavorable. Thus, the development of

drug carriers that are activated by the targeted proteases and whose pharmacokinet-

ic properties are well understood represents an alternative approach for the creation

of protease-activated nanomedicines.

Protease‐Activated Nanotechnology‐Based Drug Delivery

Systems

Drug delivery systems (DDSs) can improve the pharmacological properties of

conventional drugs by altering drug pharmacokinetics and biodistribution, as well

as functioning as drug reservoirs (Allen and Cullis 2004). Nanotechnology-based
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DDSs (nano-DDSs), in which the drug carriers have diameters of �100 nm or less,

have seen recent popularity due to the favorable physical, chemical, and biological

properties of biomolecules of that size (Allen and Cullis 2004, Willis 2004). Nano-

DDSs include liposomes, dendrimers, micelles, and polymeric and ceramic nano-

particles (Sahoo and Labhasetwar 2003, Vine et al. 2006). These nano-DDSs have

been widely studied for delivery of various drugs to cellular targets, but each does

not possess inherent targeting capabilities. Micelles, liposomes, and nanoparticles

can be easily modified to incorporate targeting moieties that allow for more specific

or guided delivery of the drug. This includes the concept of enzyme-activated

targeting of liposomes (Meers 2001).

Because of a variety of innovations, liposomes have recently begun to realize

their potential as drug delivery vehicles. Modification with polyethylene glycol

(PEG) or N-(2-hydroxypropyl)methacrylamide (HPMA) has improved liposome

circulation times, achieved via decreased interaction with the reticuloendothelial

system (RES) (Klibanov et al. 1990, Allen and Hansen 1991, Allen et al. 1991,

Duzgunes and Nir 1999, Maruyama et al. 1999, Oku 1999, Whiteman et al. 2001,

Jamil et al. 2004, Torchilin 2005, Gabizon et al. 2006). Although not targeted, PEG-

stabilized liposomes are in clinical use for doxorubicin delivery to patients with

Kaposi’s sarcoma (DaunoXome) and ovarian carcinoma (Doxil) (Allen and Cullis

2004, Jamil et al. 2004, Torchilin 2005). The potential of targeted nano-DDSs could

further extend the applicability of liposomes (Drummond et al. 1999, Sahoo and

Labhasetwar 2003, Allen and Cullis 2004, Torchilin 2005, Gabizon et al. 2006).

The surface of liposomes may be modified to incorporate a sequence hydrolyzed

by tumor-associated proteases. Protease-activated liposomes have been designed to

either (a) enhance liposomal fusion with tumor or tumor microenvironment cells,

facilitating targeted drug delivery (Fig. 39.2) (Pak et al. 1998, 1999; Kondo et al.

2004, Terada et al. 2006), or (b) become substantially destabilized upon proteolysis,

resulting in drug release extracellularly (Fig. 39.3) (Hu et al. 1986, Sarkar et al.

2005). Examples of both mechanisms are described below.

Human leukocyte elastase-targeted liposomes have been designed to allow the

conversion of liposomes to a more cationic state upon proteolysis, promoting cell

fusion (Meers 2001). Because conversion to a more cationic liposome occurs only

in the tumor microenvironment, general problems with cationic liposomes (such as

short-circulation lifetime and nonspecific toxicity) are avoided. Human leukocyte

elastase prefers uncharged amino acid side chains, especially short sequences of

Ala or Val. Initially, the peptide-lipid acetyl-Ala-Ala-[1,2-dioleoyl-sn-glycero-3-

phosphatidylethanolamine] (N-Ac-AA-DOPE) was constructed for creating elas-

tase-targeted liposomes (Pak et al. 1998). Human leukocyte elastase and proteinase

K both hydrolyzed N-Ac-AA-DOPE when the peptide-lipid was incorporated into

dioleoyl trimethylammonium propane (DOTAP)/phosphatidylethanolamine lipo-

somes. Liposomal fusion with red blood cells was promoted by proteolysis (Pak

et al. 1998). Subsequently, the peptide-lipid N-methoxy-succinyl-Ala-Ala-Pro-Val-

DOPE (MeO-suc-AAPV-DOPE) was applied for liposomal targeting, as it was

more readily cleaved by human leukocyte elastase than N-Ac-AA-DOPE yet was

less sensitive to proteinase K (Pak et al. 1999). Human leukocyte elastase treatment
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of MeO-suc-AAPV-DOPE/dioleoyl dimethylammonium propane (DODAP) lipo-

somes triggered fusion between these liposomes and HL60 human leukemia cells

and cellular delivery of dextrans (Pak et al. 1999).

MT1-MMP has been used to promote cellular delivery of 5’-O-dipalmitoylpho-

sphatidyl 2’-C-cyano-2’-deoxy-1-b-D-arabino-pentofuranosylcytosine (DPP-CND

AC) by incorporating the MT1-MMP ligand stearoyl-Gly-Pro-Leu-Pro-Leu-Arg

into 1,2-distearoyl-sn-glycero-3-phosphocholine (DSPC)/cholesterol liposomes

(Kondo et al. 2004). Gly-Pro-Leu-Pro-Leu-Arg liposomes bound to HUVECs and

accumulated at tumor sites in a mouse model of Colon 26 NL-17 carcinoma.

Interestingly, the MT1-MMP substrate Gly-Pro-Leu-Gly-Leu-Arg did not promote

specific liposome accumulation at angiogenic sites. A similar observation was

made for liposomes possessing an anti-MT1-MMP antibody (Hatakeyama et al.

2007). Gly-Pro-Leu-Pro-Leu-Arg liposomes containing DPP-CNDAC suppressed

tumor growth more efficiently than did the control (non-MT1-MMP targeting)

liposomes (Kondo et al. 2004). This effect may have been due to accelerated

tumor uptake (Hatakeyama et al. 2007).

MMP-2-activated liposomes have been developed to target hepatocellular carci-

noma (HCC). In this construct, PEG-Gly-Pro-Leu-Gly�Ile-Ala-Gly-Gln-DOPE

Fig. 39.2 Protease-activated liposomal drug delivery to cells. The liposome incorporates a

protease-susceptible sequence on the exterior. Upon hydrolysis, the surface of the liposome

becomes more cationic, promoting fusion with nearby cells. Fusion results in intracellular drug

delivery
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was incorporated into galactosylated liposomes. The surface coating of PEG was

postulated to sterically interfere with liposome uptake by normal hepatocytes.

However, the production of MMP-2 by HCC would result in hydrolysis of PEG-

Gly-Pro-Leu-Gly�Ile-Ala-Gly-Gln-DOPE and removal of the PEG from the lipo-

some surface. Upon PEG liberation, the galactosylated liposomes would be taken

up by HCC. MMP-2 pretreatment was found to enhance uptake of the liposomes by

HepG2 cells, in a concentration-dependent manner. The cytotoxicity activity of

PEG-Gly-Pro-Leu-Gly�Ile-Ala-Gly-Gln-DOPE liposomes containing N4-octade-

cyl-1-b-D-arabinofuranosylcytosine (NOAC) toward HepG2 cells was enhanced

upon treatment with MMP-2 as compared to no treatment (Terada et al. 2006).

Protease-mediated extracellular destabilization of liposomes and drug release

was initially described for liposomes containing glycophorin and DOPE (Hu et al.

1986). Trypsin cleaved the hydrophilic region of glycophorin, resulting in liposome

conversion to inverted micellar structures (Fig. 39.3) and release of calcein (Hu

et al. 1986). This approach was more recently examined for an MMP-9-mediated

liposomal system (Sarkar et al. 2005). An MMP cleavage site sequence from type I

collagen was prepared as a triple-helical ‘‘peptide-amphiphile’’ (Yu et al. 1996, 1998,

1999), where stearic acid (octadecanoic acid, designated C18) was acylated to the N-
terminus of Gly-Pro-Gln-Gly�Ile-Ala-Gly-Gln-Arg-(Gly-Pro-Hyp)4-Gly-Gly

Fig. 39.3 Protease-activated liposomal extracellular drug delivery. The liposome incorporates a

protease-susceptible sequence on the exterior. Upon hydrolysis, the liposomal bilayer is destabi-

lized and undergoes a hexagonal phase II transition. The collapse of the liposomal bilayer results in

extracellular drug delivery
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(LP1). LP1 was then used to form liposomes with 1,2-distearoyl-sn-glycero-3-

phosphocholine (DSPC) at a ratio of 1:9 (mol%) (Sarkar et al. 2005). This liposome

construct was ‘‘uncorked’’ by MMP-9, resulting in release of the liposomal con-

tents. The nonlipidated sequence was cleaved by trypsin, but LP1 was not, most

likely due to the triple-helix structure of LP1. Unfortunately, this liposome was not

particularly stable, and would likely need the addition of cholesterol and/or PEG

lipids to achieve useful stability.

In addition to liposomes, MMP-activated drug release has been described for

micelles. PEG-Gly-Pro-Leu-Gly�Val-Dox and PEG-Gly-Pro-Leu-Gly�Val-Arg-
Gly-Dox were used to form MMP-2-activated conjugate micelles (Lee et al.

2007a). The conjugate micelles could also be loaded with Dox. Dox-loaded

micelles inhibited tumor growth to a greater degree than did the conjugate micelles

alone, and also maintained higher concentrations of Dox in plasma.

Protease‐Activated Hydrogel Delivery Systems

Complementary to circulating nano-DDSs are those that are applied locally.

Protease-activated local drug delivery has been achieved via hydrogels (Fig.

39.4). Protease-activated hydrogels were initially developed for susceptibility to

collagenase (MMP-1) or plasmin (West and Hubbell 1999). The protease substrates

were Acr-Ala-Pro-Gly-Leu-PEG-Ala-Pro-Gly-Leu-Acr for collagenase and Acr-Val-

Arg-Asn-PEG-Val-Arg-Asn-Acr for plasmin. Hydrogels generated by photopolymer-

ization containing either substrate appeared to have similar networks. Acr-Ala-Pro-

Gly-Leu-PEG-Ala-Pro-Gly-Leu-Acrhydrogelswere hydrolyzedby2.0 and 0.2mg/ml

collagenase [which may have been Clostridium histolyticum (bacterial) collage-

nase] but not by 0.2 mg/ml plasmin. Acr-Val-Arg-Asn-PEG-Val-Arg-Asn-Acr

Fig. 39.4 Protease-activated hydrogel drug delivery. The hydrogel incorporates a protease-sus-

ceptible sequence that further cross-links and contracts the hydrogel, trapping the drug inside.

Upon hydrolysis, the expanded hydrogel releases the drug
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hydrogels were hydrolyzed by 2.0 and 0.2 mg/ml plasmin but not 0.2 mg/ml

collagenase (West and Hubbell 1999).

PEG-based hydrogels were subsequently developed for MMP-mediated drug

delivery (Lutolf et al. 2003a). MMP-2, MMP-9, and MT1-MMP were potential

activating agents based on the substrate sequence of acetyl-Gly-Cys-Arg-Asp-Gly-

Pro-Gln-Gly�Ile-Trp-Gly-Gln-Asp-Arg-Cys-Gly-NH2. The hydrogel was formed

by cross-linking vinyl sulfone-functionalized multiarm PEG with the substrate in

triethanolamine-buffered saline, and used to deliver recombinant human bone

morphogenetic protein-2 for tissue remodeling (Lutolf et al. 2003a, b). Comparison

to control hydrogels demonstrated that bone regeneration was dependent upon

MMP activity (Lutolf et al. 2003a).

PEG-based hydrogels have subsequently been used for MMP-mediated delivery

of chemotherapeutic agents (cisplatin) to malignant glioma cell lines (Tauro and

Gemeinhart 2005a, b). Cisplatin (CDDP) was complexed with acetyl-Cys-

Gly�Leu-Asp-Asp, an MMP-sensitive peptide meant to target MMP-2 and

MMP-9. Optimized hydrogel wafers were generated using a PEG4000 diacrylate.

MMP-2 or MMP-9 caused an increase in the release rate of CDDP from the

hydrogel compared to no MMP controls and a corresponding enhanced level of

cytotoxicity for U-87 malignant glioma cells (Tauro and Gemeinhart 2005b).

Comparison of hydrogels formed with PEG574 diacrylate versus PEG4000 diacrylate

found mesh sizes of 21� 4 nm and 79� 7 nm, respectively (Tauro and Gemeinhart

2005a). It was hypothesized that the larger mesh size allowed MMPs to diffuse into

the hydrogel and liberate cisplatin efficiently (Tauro and Gemeinhart 2005a).

Protease‐Activated Gene Delivery

Two MMP-activated potential gene delivery systems have been described for

cancer applications (Fig. 39.5). In the first example, the MMP-labile Pro-Leu-

Gly�Leu-Trp-Ala sequence was incorporated into a chimeric envelope between

an epidermal growth factor (EGF) domain and the 4070A murine leukemia virus

(MLV) envelope glycoprotein (Peng et al. 1997). The chimeric envelope (E.MMP.

A) was expressed and incorporated into viral particles, and the EGF domain could

be cleaved by MMP-2 from the viral particle surface. E.MMP.A bound to EGF

receptors on human epithelial carcinoma A431 cells but could not infect the cells

unless exogenous MMP-2 was added. In contrast, E.MMP.A could infect HT1080

cells, with endogenous MT1-MMP contributing to the infection efficiency (Peng

et al. 1997). E.MMP.A showed selective transduction for HT1080 tumor xenografts

compared with A431 tumor xenografts (Peng et al. 1999).

The second MMP-activated potential gene delivery system (Fig. 39.5) used a

slightly longer MMP-labile sequence (Gly-Gly-Pro-Leu-Gly�Leu-Trp-Ala-Gly-
Gly) incorporated between the C-terminal extracellular domain of CD40 ligand

(CD40L) and the Gibbon Ape Leukemia Virus (GALV) envelope glycoprotein

(Johnson et al. 2003). Transfection of glioma U87, U118, and U251 cell lines with

the chimeric envelope (GALV M40) induced fusion to an extent that correlated

39 Protease-Activated Delivery and Imaging Systems 835



with the relative MMP-2 activity levels for the cell lines. Both soluble MMPs and

membrane-bound MMPs were found capable of activating GALV M40. GALV

M40 exhibited no fusogenic activity with normal human astrocytes. GALV M40

retained cytotoxic activity in vivo against U87 cells (where transfected cells were

administered subcutaneously in nude mice), although activity was lower than for

GALV (Johnson et al. 2003). An adenoviral variation of GALV M40 (designated

AdM40), where the positions of the GALV and CD40L were reversed and CD40L

was linked to the green fluorescent protein (GFP) gene and AD5 DNA via an

internal ribosomal entry site (IRES), was also examined for activity against gliomas

(Allen et al. 2004). The AdM40 adenovirus infected MMP-2-producing glioma cell

lines as described above, and had no activity toward normal human astrocytes.

Tumor regression was seen when AdM40 was administered to U87 xenografts in

mice, as was a statistically significant improvement in animal survival compared to

no treatment. AdM40 was also more effective than AdN40, where the MMP-

cleavable sequence was replaced by Gly-Gly-Gly-Gly-Ser (Allen et al. 2004).

Protease‐Activated Imaging Agents

Many of the principles utilized to develop fluorescence resonance energy transfer

(FRET) substrates have been applied to generate protease-activated imaging agents

(see Chap. 7). Modification of activity-based protein profiling (ABPP) strategies to

Fig. 39.5 Protease-activated gene delivery. The construct incorporates a substrate between a cell

surface receptor targeting sequence and a fusogenic glycoprotein sequence. Binding to the cell

surface allows for protease hydrolysis and separation of the targeting protein from the fusogenic

glycoprotein. The target cell is then infected by the glycoprotein. Without protease activity, the

construct does not infect the target cell
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create quenched activity-based probes (qABPs) is described in detail in Chap. 7 and

thus is not repeated here. Our discussion focuses on agents developed primarily for

optical-based molecular imaging with potential medical applications at the fore-

front (Weissleder and Mahmood 2001, Bremer et al. 2003, Tung 2004).

Near-infrared fluorescence (NIRF) optical imaging of lysosomal (Cys/Ser) pro-

teases in tumor cells was achieved using Cy5.5 bound to a synthetic graft copoly-

mer composed of poly-L-Lys (PL) and methoxyPEG (MPEG) (Mahmood et al.

1999, Weissleder et al. 1999). The (Cy5.5)11-PL-MPEG92 construct exhibited

reasonable self-quenching, with a 12-fold increase in NIRF signal between

trypsin-treated and -untreated constructs (Weissleder et al. 1999). Imaging of BT-

20 breast adenocarcinoma and LX-1 small-cell carcinoma in mice was achieved

within 24 h and up to 96 h, with good biodistribution (Mahmood et al. 1999,

Weissleder et al. 1999).

An NIRF optical imaging agent for cathepsin D was developed by incorporating

[Cy5.5]-Gly-Pro-Ile-Cys(ethyl)-Phe�Phe-Arg-Leu-Gly-Lys(FITC)-Cys-NH2 onto

the PL-MPEG92 copolymer described above (Tung et al. 1999). The imaging

agent was not activated by cathepsin D in vitro at low pH (3.5), but was activated

by murine 3Y1-AD12 embryonic tumor cells that had been stably transfected with

human cathepsin D. Signal was not present using a control probe (Tung et al. 1999).

Intravenous administration resulted in imaging of cathepsin Dþ but not cathepsin

D� rat embryonic 3Y1 tumors (Tung et al. 2000).

A similar strategy to that discussed above for cathepsin D has been followed to

create an MMP-2 imaging agent (Bremer et al. 2001a, b). In this case, [Cy5.5]-Gly-

Pro-Leu-Gly�Val-Arg-Gly-Lys(FITC)-Cys-NH2 was attached to the PL-MPEG92

copolymer. A control probe was generated by attaching [Cy5.5]-Gly-Val-Arg-Leu-

Gly-Pro-Gly-Lys(FITC)-Cys-NH2. The control probe was not activated by MMP-2.

MMP-2 and several other MMPs activated the designed probe, but the relative

signal generated by other MMPs at equimolar conditions was below 30% of that for

MMP-2 (Bremer et al. 2001b). The MMP-2-targeted probe was able to image

HT1080 human fibrosarcoma tumors in mice, while much lower signal was obtained

from low MMP-2-producing BT20 breast adenocarcinoma tumors (Bremer et al.

2001a, b).

A modified PL-MPEG92 copolymer has been utilized to create a probe for

optical zymography of uPA activity (Law et al. 2004, 2005). uPA selectivity was

achieved via the sequence Gly-Gly-Ser-Gly-Arg�Ser-Ala-Asn-Ala-Lys(FITC)-
Cys-NH2, and Cy5.5 or Cy7 was applied for optical imaging. Ultimately, Cy5.5

was preferred as Cy7 provided a lower increase in fluorescence upon protease

activation. The more hydrophobic nature of Cy7 was deemed to be problematic,

contributing to fluorophore self-aggregation or intramolecular interactions that

inhibited enzyme accessibility (Law et al. 2004). The uPA-targeted probe provided

tenfold greater fluorescence for A2058 human melanoma and HT1080 human

fibrosarcoma cell media compared with HT-29 human colon carcinoma cell

media, consistent with the levels of uPA produced by these cells lines (Law et al.

2005). The probe was also selective for uPA activity in the urine of wild-type versus

uPA-knockout mice (Law et al. 2004).
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In addition to the NIRF probe described above, targeting of MMPs has been used

to create cell-imaging quantum dots (QDs) (Zhang et al. 2006). The QDs are coated

with streptavidin and conjugated with biotinylated peptide ligands. The peptide

ligand contained an MMP-susceptible sequence sandwiched between a transporting

sequence (to allow intracellular delivery of the QD) and a blocking group (that

inhibited cellular uptake of the QD). Initial studies showed that (Arg)n, where n¼ 4,

5, 7, or 9, allowed for delivery of QDs into HT1080 cells. For MMP-2-activated

delivery, the sequence biotin-(Arg)4-Ahx-Pro-Leu-Gly�Val-Arg-Gly-(Glu)4
(where Ahx¼ 6-aminohexanoic acid) was designed. This sequence was conjugated

to QDs, and the resulting probe was found to exhibit MMP-2-dependent imaging of

HT1080 cells. MMP-7-dependent imaging was achieved with a probe that conju-

gated QDs to biotin-(Arg)3-Gly-Arg-Pro-Leu-Ala�Leu-Trp-Arg-Ser-Gly-(Glu)5
(Zhang et al. 2006).

QDs have also been modified with gold nanoparticles (AuNPs), where the

AuNPs suppress QD luminescence (Chang et al. 2005). A collagenase-susceptible

sequence (Gly-Gly-Leu-Gly-Pro-Ala-Gly-Gly-Cys-Gly) was incorporated between

the QD and the AuNP, allowing for protease-activated imaging, and a PEG750

coating was applied to the QD to enhance enzyme activity. The probe was activated

using C. histolyticum collagenase type XI, with a 52% increase in luminescence

(Chang et al. 2005). However, it has been noted that this change in signal may not

be sufficient for practical applications (Zhou and Ghosh 2006). In an analogous

application, QD fluorescence was modulated by the attachment of rhodamine Red-

X via a collagenase-susceptible Arg-Gly-Asp-Cys sequence (Shi et al. 2006). This

QD probe was utilized to monitor proteolytic activity in the extracelluar matrix of

HTB 125 normal breast cells and HTB 126 breast carcinoma cells. After 12 min, the

fluorescence from the HTB 126 cells was �1.7 times that of the fluorescence of

the HTB 125 cells, indicating greater proteolytic activity in the carcinoma extracel-

lular matrix (Shi et al. 2006). Control MMP experiments (such as determining

MMP levels in the respective cell lines or utilizing an MMP inhibitor) were not

performed.

Protease-activated imaging has been achieved by the use of two molecular

beacons. The first is a fluorogenic proteolytic beacon for in vivo detection and

imaging of tumor-associated MMP-7 activity (McIntyre et al. 2004). The MMP-7

substrate is fluorescein-Ahx-Arg-Pro-Leu-Ala�Leu-Trp-Arg-Ser-Ahx-Cys (Fl-M7).

Fl-M7 is then attached to a polyamido amino (PAMAM) dendrimer core, followed by

tetramethylrhodamine (TMR), to generate (Fl-M7)m-PAMAM-(TMR)n. Fl-M7

serves as the optical sensor of protease activity, with TMR effectively quenching

fluorescein (Fl) fluorescence in the intact conjugate. In addition, TMR provides an

internal reference for the intact conjugate, as TMR can be monitored via its own

fluorescent properties. Thus, the cleaved and uncleaved conjugates can be discri-

minated based on the ratio of green/red (Fl/TMR) fluorescence. The M7 sequence

was hydrolyzed much more rapidly by MMP-7 compared with MMP-2, MMP-3,

trypsin, and proteinase K. Imaging via (Fl-M7)m-PAMAM-(TMR)n was utilized to

discriminate between MMP-7-positive and MMP-7-negative mouse xenograft

tumors originating from SW480 human colon cancer cells (McIntyre et al. 2004).
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A second MMP-7-activated molecular beacon was created by incorporating the

sequence Gly-Pro-Leu-Gly�Leu-Ala-Arg-Lys between pyropheophorbide (Pyro),

which served as a photosensitizer to produce 1O2 and an NIRF probe, and black

hole quencher 3 (BHQ3), which served as both a fluorescence and an 1O2 quencher

(Zheng et al. 2007). The conjugate, referred to as PPMMP7B, was activated upon

MMP-7 treatment, but not MMP-2 treatment. The hydrolyzed, Pyro-containing

portion of the beacon was internalized by human nasopharyngeal epidermoid

carcinoma KB (MMP-7þ) cells. Internalization allowed for fluorescent imaging

and induction of apoptosis via photodynamic generation of 1O2. Neither effect was

observed following PPMMP7B treatment of human breast cancer BT20 (MMP-7�)
cells. In vivo application of PPMMP7B in a KB mouse model resulted in imaging of

tumors and reduction in tumor size (Zheng et al. 2007).

The Pro-Leu-Gly�Leu-Ala-Gly sequence has been used for MMP-2 activation

of cell-penetrating peptides (Jiang et al. 2004). A series of peptides was created

where the MMP-2-susceptible sequence was inserted between a cell-penetrating

peptide (poly-Arg) and a polyanionic sequence that effectively masked the action of

the cell-penetrating peptide by associating with it. A key aspect of the construct is

that the MMP-2 cleavage site is located within a hairpin structure that allowed for

favorable interaction between the poly-Arg and polyanionic sequences. The best

activation and uptake of the cell-penetrating peptide by Jurkat and HT1080

cells was observed for succinoyl-(D-Glu)8-Ahx-Pro-Leu-Gly�Leu-Ala-Gly-(D-
Arg)9-Ahx-Lys(Fl) and PEG11000-Ahx-(D-Glu)9-Ahx-Pro-Leu-Gly�Leu-Ala-Gly-
(D-Arg)9-Ahx-Lys(Cy5). The latter construct was effective for imaging HT1080

tumor xenografts and, with replacement of the PEG11000 by PEG5000, human

squamous cell carcinoma tissue sections (Jiang et al. 2004).

Initial studies have been presented for MMP-activated nanoparticle self-assem-

bly imaging of tumor cells (Harris et al. 2006). Superparamagnetic Fe3O4 nano-

particles were coated with neutravidin, followed by attachment of an MMP-2-

susceptible sequence (Lys-Gly-Pro-Leu-Gly�Val-Arg-Gly-Cys) to Lys e-amino

groups on the neutravidine. Finally, MPEG-succimidyl a-methylbutanoate (where

PEG10000 was ultimately shown to be optimal) was linked to the peptide Lys e-
amino groups. Treatment with MMP-2 resulted in nanoparticle self-assembly,

which caused shortening of T2 relaxation times in magnetic resonance imaging

(MRI). Nanoparticles were incubated with HT1080 cell cultures, and self-assembly

led to a substantial shortening of T2 relaxation times, maps of which were generated

with MRI (Harris et al. 2006).

Specificity of Activation Sequences

The problem with most protease-activated prodrugs and delivery and imaging

systems is a lack of stability at nontargeted tissues and organs due to nonspecific

activation (Chau et al. 2006a, b). This is well exemplified by many of the MMP-

activated systems described herein (Table 39.1). The Gly-Pro-Gln-Gly�Ile-Ala-
Gly-Gln-Arg and Gly-Pro-Gln-Gly�Ile-Trp-Gly-Gln protease linker sequences

39 Protease-Activated Delivery and Imaging Systems 839



Table 39.1 Sequences Used for Protease-Activated Drug Delivery and Imaging Agents

Protease Sequence Utility

MMP Pro-Leu-Gly�Hof-Orn-Leu Dox prodrug

MMP Glu-Pro-Cit-Phe�Hof-Tyr-Leu Dox prodrug

MMP Gly-Pro-Leu-Gly�Val Dox prodrug

MMP Gly-Pro-Leu-Gly�Leu-Trp-Ala-Gln Anthrax toxin PA prodrug

MMP-2 Pro-Gln-Gly�Ile-Ala-Gly-Gln Melittin prodrug

MMP-2 Pro-Gln-Gly�Ile-Mel-Gly Mel prodrug

MMP-2 Gly-Pro-Leu-Gly�Val-Arg-Gly-Lys TNF prodrug

MMP-2 His-Pro-Val-Gly�Leu-Leu-Ala-Arg TNF prodrug

MMP-2 Gly-Pro-Leu-Gly�Ile-Ala-Gly-Gln Fusogenic liposomes

MMP-2 Gly-Pro-Leu-Gly�Val-Arg-Gly Dox micelles

MMP-2 Pro-Leu-Gly�Leu-Trp-Ala MLV envelope glycoprotein

delivery

MMP-2 Gly-Gly-Pro-Leu-Gly�Leu-Trp-Ala-
Gly-Gly

GALV envelope

glycoprotein delivery

MMP-2 Gly-Pro-Leu-Gly�Val-Arg-Gly Cy5.5 imaging agent

MMP-2 Pro-Leu-Gly�Val-Arg-Gly QD imaging agent

MMP-2 Pro-Leu-Gly�Leu-Ala-Gly Cy5, fluorescein imaging

agents

MMP-2 Lys-Gly-Pro-Leu-Gly�Val-Arg-Gly Nanoparticle imaging agent

MMP-9 Ala-Ala-Leu-Gly�Nva-Pro FITC prodrug

MMP-9 Pro-Leu-Gly�Met-Thr-Ser SeV prodrug

MMP-9 Triple-helical Gly-Pro-Gln-Gly�Ile-Ala-
Gly-Gln-Arg

Liposomes

MMP-2, MMP-9 Pro-Leu-Gly�Leu Auristan, Dox prodrugs

MMP-2, MMP-9 Gly-Pro-Leu-Gly�Ile-Ala-Gly-Gln Dox prodrug

MMP-2, MMP-9 Pro-Val-Gly�Leu-Ile-Gly MTX prodrug

MMP-2, MMP-9 Gly-Pro-Leu-Gly�Met-Leu-Ser-Gln Anthrax toxin PA prodrug

MMP-2, MMP-9 Cys-Gly�Leu-Asp-Asp Hydrogel

MMP-2,MMP-9,

MT1-MMP

Gly-Pro-Gln-Gly�Ile-Trp-Gly-Gln Hydrogel

MMP-7 Arg-Pro-Leu-Ala�Leu-Trp-Arg-Ser Molecular beacon

MMP-7 Gly-Pro-Leu-Gly�Leu-Ala-Arg-Lys Molecular beacon

MMP-7, cathepsin B Asn-Lys-Ser-Arg-Leu-Gly-Leu-Gly EqTII prodrug

MT1-MMP Gly-Pro-Leu-Pro-Leu-Arg Fusogenic liposomes

PSA Hyp-Ala-Ser-Chg-Gln-Ser-Leu Dox, vinblastine prodrugs

PSA His-Ser-Ser-Lys-Leu-Gln-Leu Dox, 12ADT prodrugs

hK2 Gly-Lys-Ala-Phe-Arg�Arg-Leu 12ADT prodrug

Plasmin Ala-Phe-Lys Dox prodrug

uPA Ser-Gly-Arg-Ser-Ala Anthrax toxin PA prodrug

uPA Gly-Gly-Ser-Gly-Arg-Ser-Ala-Asn-Ala Cy5.5, Cy7 imaging agent

CD10 b-Ala-Leu-Ala-Leu Dox prodrug

Legumain Ala-Ala-Asn�Leu Dox prodrug

Cathepsin B Phe-Lys Dox, paclitaxel,

mitomycin prodrugs

Cathepsin B Val-Cit Auristatin prodrug
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used for liposomes and hydrogels are readily cleaved by numerous MMP family

members (Nagase and Fields 1996, Lauer-Fields et al. 2000b), and thus do not

represent a truly specific target. In similar fashion, the Pro-Leu-Gly�Val-Arg-Gly
sequence, used for NIRF imaging of MMP-2-positive tumors andMMP-2-mediated

cellular uptake of QDs, is additionally hydrolyzed by MMP-1, MMP-7, MMP-8,

and MMP-9 (Bremer et al. 2001b, Zhang et al. 2006). The NIRF MMP-2 probe was

not selective when tested in MMP-2-deficient mice (Sloane et al. 2006). The Pro-

Leu-Gly�Leu-Ala-Gly sequence, used for MMP-2 activation of cell-penetrating

peptides (Jiang et al. 2004), is hydrolyzed by numerous MMPs (Nagase and Fields

1996). Gly-Pro-Leu-Gly�Ile-Ala-Gly-Gln, Pro-Val-Gly�Leu-Ile-Gly, Gly-Pro-

Leu-Gly�Val, Gly-Pro-Leu-Gly�Met-Leu-Ser-Gln, and Gly-Pro-Leu-Gly�Leu-
Trp-Ala-Gln, used to deliver N4-octadecyl-1-b-D-arabinofuranosylcytosine, meth-

otrexate, Dox, or anthrax toxin to MMP-2/MMP-9-positive tumors (Liu et al. 2000,

Bae et al. 2003, Chau et al. 2004, Terada et al. 2006), are susceptible to other MMPs

(Nagase and Fields 1996). A few ‘‘selective’’ single-stranded sequences have been

developed, such as Pro-Cit-Gly�Hof-Tyr-Leu, which is proposed to be favored by

MMP-2, MMP-9, and MT1-MMP over neprilysin (Albright et al. 2005), and Arg-

Pro-Leu-Ala�Leu-Trp-Arg, which is favored by MMP-7 (McIntyre et al. 2004).

The selectivity of sequences designed for cathepsin activation is also of concern.

Poly-L-Lys sequences, used for NIRF imaging of broad cathepsin activity (Tung

2004), are certainly susceptible to hydrolysis by trypsin-like proteases. The cathep-

sin D selective sequence Gly-Pro-Ile-Cys(ethyl)-Phe�Phe-Arg-Leu-Gly (Tung

et al. 1999, Tung 2004) has also been described as cathepsin B specific (Funovics

et al. 2004). As discussed previously (Sloane et al. 2006), the selectivity of

cathepsin-activated probes needs to be explored in wild-type versus cathepsin-

deficient mice.

In some cases, a lack of selectivity may be based on improper sequence design.

Some sequences that were meant for application of collagenolytic MMPs were

designed based on bacterial collagenase sequence specificity. For example, the se-

quence PEG-Gly-Gly-Cys(Bodipy)-Leu�Gly-Pro-Ala-Cys(Bodipy)-Gly-Lys-PEG
was utilized for developing collagenase-sensitive PEG hydrogels that would

allow for fluorescent imaging of mammalian collagenase activity (Lee et al.

2007b). Proteolysis of the substrate was examined using C. histolyticum (bacterial)

collagenase, which cleaves Y�Gly-X bonds, where Leu and Pro can be favored

in the Y and X positions, respectively (Van Wart 2004). Subsequently, it was

shown that fibroblasts caused degradation of the substrate. The conclusion that

Table 39.1 (continued)

Protease Sequence Utility

Cathepsin D Gly-Pro-Ile-Cys(ethyl)-Phe�Phe-Arg-
Leu-Gly

Cy5.5 imaging agent

Elastase Ala-Ala-Pro-Val Fusogenic liposomes

Hof homoPhe, Cit citrulline, Mel melphalan (Phe mustard), Chg cyclohexylglycyl, PA protective

antigen, MLV murine leukemia virus, GALV gibbon ape leukemia virus, QD, quantum dot, FITC
fluorescein isothiocyanate, MTX methotrexate, TNF tumor necrosis factor.
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collagenases secreted from the fibroblasts (most likely MMP-1 and/or MMP-2)

were responsible for this activity seems unlikely, as Leu-Gly-Pro-Ala offers no

favorable bonds for MMP-1- or MMP-2-mediated hydrolysis (Nagase and Fields

1996). The PEG-Gly-Gly-Cys(Bodipy)-Leu-Gly-Pro-Ala-Cys(Bodipy)-Gly-Lys-

PEG substrate was cleaved rapidly by proteinase K, indicating its susceptibility to

other proteases. In similar fashion, FRET substrates were designed with a ‘‘colla-

genase’’-susceptible sequence, Ala-Leu-Aib-Ala-Ala�Gly-Gly-Pro-Ala-Cys, be-
tween an N-terminal His6 and a QXL-520 dark quenching acceptor attached to

the C-terminal Cys (Medintz et al. 2006). The peptide self-associated via the His6
region to dihydrolipoic acid-capped QDs. Although a collagenase from the MMP

family was the ultimate intended target, the substrate was tested only with

C. histolyticum collagenase (Medintz et al. 2006).

For enzyme-activated prodrug and delivery and imaging systems, specificity

could be significantly improved if a substrate was introduced that was stable to the

in vivo environment during delivery while maintaining a high degree of selectivity

for a specific enzyme. In general, there are several problems associated with simple

peptides serving as selective substrates. First, the specificity and affinity of such

ligands is usually not high. This problem is obviated by induction of well-defined

secondary and/or tertiary structures within peptides. A collagen-like triple-helical

conformation has been shown to enhance the activity of some MMP family

members (Lauer-Fields et al. 2001, 2003a). Second, peptides are typically extreme-

ly susceptible to general proteolysis. The conformational restriction or stereochem-

ical manipulation (Pierschbacher and Ruoslahti 1987, Li et al. 1997) of such

sequences often reduces general proteolytic activity. Thus, one approach for im-

proving peptide in vivo activity is to create biomolecules with distinct structural

elements,that is, that are conformationally constrained. The triple-helical peptide

(THP) represents such a construct. The development of THP prodrugs, nano-DDSs,

hydrogels, and imaging agents that are activated by only selected MMPs could

represent a second generation in protease-targeted medicines.

Our laboratory has described a selective MMP-2/MMP-9/MMP-12 FRET THP

substrate, (1(V)436–447 fTHP [(Gly-Pro-Hyp)5-Gly-Pro-Lys(Mca)-Gly-Pro-Pro-

Gly�Val-Val-Gly-Glu-Lys(Dnp)-Gly-Glu-Gln-(Gly-Pro-Hyp)5-NH2] (Lauer-Fields

et al. 2003a). This MMP-2/MMP-9/MMP-12 triple-helical substrate has been

utilized to develop a potentially selective imaging agent by replacing the Mca

and Dnp with NIR dyes, where self-quenching occurs in the intact peptide (Edwards

et al. 2007). Initial studies found a 1.6-fold increase in 5-carboxy-fluorescein

fluorescence upon treatment of the substrate with MMP-2 (Edwards et al. 2007).

We have also previously described a number of FRET THP substrates that are

either suitable for most collagenolytic MMPs or selective for different collageno-

lytic MMPs (Table 39.2) (Lauer-Fields et al. 2001, 2002, 2003a, b, 2004; Baronas-

Lowell et al. 2004, Hurst et al. 2004, Minond et al. 2004, 2006, 2007). Selectivity

can be modulated by adding hexanoic acid (C6) or decanoic (C10) to the N-terminus

of the fTHP (Table 39.2); addition of these ‘‘pseudo-lipids’’ increases the thermal

stability of the triple-helix (Yu et al. 1996, 1998). In addition, THP studies have led

to the assignment of unique triple-helical peptidase behaviors for most of the
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collagenolytic MMPs (Lauer-Fields et al. 2000a, b, 2001, 2003a; Minond et al.

2004, 2006, 2007). The information on triple-helical substrate selectivity for MMP

family members can be utilized to design specific MMP-activated agents. For

example, prior MMP-activated hydrogels that relied on single-stranded substrates

(Lutolf et al. 2003a,b, Tauro and Gemeinhart 2005a,b) can use the same Michael-

type addition reaction to incorporate selective THP substrates.

The effects of substrate conformation on protease activity have been recently

examined for one member of the a disintegrin and metalloproteinase with throm-

bospondin motifs (ADAMTS) family, ADAMTS-4 (Lauer-Fields et al. 2007).

Interest in the ADAMTS family role in cancer stems from reports that highly

invasive CNS-1 glioma cells utilize ADAMTS-4 to cleave brevican (Matthews

et al. 2000), while high expression levels of ADAMTS-8 in combination with low

expression levels of ADAMTS-15 are prognostic of poor clinical outcome in

patients with breast carcinoma (Porter et al. 2006). Substrate topology modulated

the affinity and sequence specificity of ADAMTS-4, with KM values indicating a

preference for triple-helical structure (Lauer-Fields et al. 2007). These results

suggested that ADAMTS-4 substrates could be designed based on a combination

of sequence and conformation (topology).

Topological specificity may well be an overall guiding principle for proteolytic

behavior (Lauer-Fields et al. 2007). There are numerous cases, beyond the previ-

ously mentioned triple-helical structure, where substrate topology may serve as a

determinant for protease specificity. Serum proteinase inhibitors, such as the human

a2-macroglobulin and its homologues, entrap a variety of proteinases with a similar

‘‘bait’’ region via unique three-dimensional structures (Ruben et al. 1988, Enghild

et al. 1989, Sottrup-Jensen 1989). Linear peptide models of a2-macroglobulin

cleavage site sequences are hydrolyzed much less efficiently by MMP-1 than are

linear models of collagen cleavage sites, whereas the opposite is true for the native

proteins (Enghild et al. 1989, Upadhye and Ananthanarayanan 1995). In some

cases, a2-macroglobulin cleavage sites are not even predicted based on phage

display peptide library experiments (Pan et al. 2003b), suggesting protease recog-

nition of this serum proteinase inhibitor is directed by substrate topology. In a

similar fashion, the a-secretase activity against amyloid precursor protein (APP)

has little sequence specificity, and thus specificity has been attributed to the

distance between the membrane-bound protease and substrate and the a-helical
conformation of the substrate (Maruyama et al. 1991, Sisodia 1992, Lammich et al.

1999). The enzyme that cleaves thyrotropin hormone receptors (TSHRs) also lacks

sequence specificity, and its action has been attributed to a ‘‘molecular ruler’’

mechanism based on the distance between where the enzyme binds and cleaves

(Tanaka et al. 2000). In the case of TSHRs, the initial binding event could well be

dictated by the three-dimensional structure of the substrate, in combination with

proximity effects based on the membrane-binding sites of the enzyme and substrate.

This same scenario may direct ADAM17/tumor-necrosis factor-a-converting en-

zyme (TACE) shedding of a great variety of cell surface proteins that maintain a-
helical structure in their juxtamembrane regions (Arribas and Merlos-Suarez 2003,
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Tsakadze et al. 2006). The sheddase activity of MMPs may also be directed by cell

surface protein secondary structures (Cauwe et al. 2007).

The development of conformationally constrained substrates has often involved

an iterative process that combines knowledge of protein substrate sequences and

secondary structures (Lauer-Fields et al. 2007). One could also use computer

simulations of peptides to design conformationally constrained substrates. A rela-

tively new physical-principles-based computer simulation method, called ZAM

(Zipping & Assembly Method), has been used to determine the structures and

properties of peptides and proteins and to design peptides (Ozkan et al. 2007).

The ZAM-based strategy is unique among computational methods, in two respects.

First, unlike bioinformatics methods, it is based on a first-principles all-atom

physics-based potential function [AMBER96 plus the implicit GB/SA solvation

model of Onufriev, Bashford, and Case (OBC)] (Onufriev et al. 2002). This means

ZAM can handle amino acid sequences not found in the protein data bank, and

noncanonical conformations or monomers, such as D-amino acids, or experimental

laboratory conditions, or binding or partitioning situations, conformational transi-

tions, unfolded states, and other physical properties.

Second, unlike traditional physics-based modeling, which requires supercom-

puting-level computational resources even for short peptides, the ZAM approach is

effective at sampling the important regions of conformational space, even up to

110-mer peptides and proteins. ZAM does this by following putative physical

folding routes of the peptide from unfolded to folded states. ZAM first explores

local conformations of peptide sub-pieces of the chain, then growing and assem-

bling those pieces into increasingly larger structures. Computationally, this

involves sequential recognition of metastable protein substructures found by the

forcefield, then an imposition of restraints to enforce those partial structures, then

further searching to grow the structure. Thus, ZAM can sample the essential

conformational space of large peptides or small proteins. This sampling efficiency

is crucial for modeling peptide structures and energetics, because peptides typically

have a great deal of conformational flexibility.

Protease topological preferences could work in concert with secondary-binding

sites (exosites) to allow for the selective catabolism of complex substrates. Such a

precedent has been established previously for g-secretase, where hydrolysis of

transmembrane domains is regulated by exosite binding to an a-helical structure
(Das et al. 2003, Vooijs et al. 2004, Kornilova et al. 2005). It should be possible to

identify proteases that recognize specific topologies, and design substrates based

on these topologies. Such substrates would enhance the specificity of protease-

activated agents.
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Chapter 40

Development of Tumour-Selective and

Endoprotease-Activated Anticancer

Therapeutics

Jason H. Gill and Paul M. Loadman

Abstract The therapeutic index for current chemotherapeutic agents is low based

on the high frequency of systemic toxicities and the lack of selectivity between

tumour and normal tissue. Our greater understanding both of the basis of cancer and

the mechanisms that drive cancer growth has led to the design of therapeutics which

exploit defined abnormalities responsible for the causation, maintenance, expansion

or metastatic potential of the disease. Targeting enzymes centrally involved in the

characteristic features of cancer is an attractive strategy for tumour-selective

prodrug development since these will exploit the known phenotypic differences

between ‘normal’ and tumour cells. One class of enzymes which satisfy all criteria

for tumour-selective prodrug development and have been heavily implicated in

tumour development and progression is the extracellular endopeptidases of the

degradome. Tumour survival and expansion relies heavily upon the increased

expression and activity of diverse extracellular endoproteases from multiple enzy-

matic classes, particularly the metallo-, serine, threonine, cysteine and aspartic

proteases. In this chapter, studies utilising the increased endoprotease activity of

tumours for selective drug delivery will be described. When considering this

prodrug strategy for improvement of cancer treatment, it is important to remember

that in addition to improving tumour-selective delivery of therapeutics, this whole

strategy functions in parallel to reduce the restrictive toxicity of these agents against

normal tissues, including liver, heart and bone marrow. In this sense, these prodrugs

can be seen to have enormous clinical potential in any disease state involving

increased activity of these endoproteases, including rheumatoid arthritis and other

inflammatory diseases.
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Introduction

Cancer is a broad and complex family of diseases that remains one of the most

frequent causes of death worldwide (Varmus 2006). The disease exhibits a wide

range of genetic, physiological and histological features, and is characterised by

upregulated cell growth leading to invasion of surrounding tissues and metastasis to

different parts of the body. Surgical removal of cancer remains the first priority for

treatment of solid tumours, although for the majority cure by surgery is not realistic

due to tumour accessibility, tumour pathology or the presence of tumour spread and

metastasis. Therefore, cancer chemotherapy remains the main treatment arm in the

majority of cases, either as a single-approach option or as an adjuvant to localised

surgery or radiotherapy. For the majority of these chemotherapeutic agents their

discovery was empirical with no knowledge of their mechanism of action or often

their actual target within the tumour cell (Newell 2005). Whilst only limited success

is achieved using these ‘classical’ antiproliferative cytotoxic agents, many still

form the basis of many current treatment regimens today (Collins and Workman

2006). It is without question that these drugs are highly potent and have the ability

to kill large numbers of tumour cells, but their clinical value is severely limited by

their unavoidable and significant toxicity to ‘normal’ cells and hence their lack of

tumour selective targeting. The therapeutic index for such agents is low based on

the high frequency of systemic toxicities and the differential selectivity between

tumour versus normal tissue is modest due to the necessity for large concentrations

of active drug at the tumour site (Verweij and de Jonge 2000). In addition, in many

situations it is often the case that tumours develop resistance to these drugs,

presumably as a result of such limitations and the need for prolonged treatment

(Rooseboom et al. 2004).

Consequently, it is felt that a plateau of effectiveness has been reached with

current agents and there is a very strong need to develop new anticancer therapeutics

with a much improved therapeutic selectivity and potential.

Molecular Targeted Anticancer Therapy

Over recent years, numerous advances have been made in the area of anticancer

drug development (Newell 2005, Collins and Workman 2006). Improvements in

our understanding of the molecular pathology of cancer have provided a mechanis-

tic structure to tumourigenesis, cancer progression and cancer biology (Newell

2005). Our greater understanding of both the basis of cancer and the mechanisms

that drive cancer growth has led to the design compounds which exploit defined

abnormalities responsible for the causation, maintenance, expansion or metastatic

potential of the disease (Newell 2005, Collins and Workman 2006). This has

facilitated the evolution of cancer chemotherapy from the development of classical

cytotoxic and genotoxic agents to target-led, rationally designed molecules. For the
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reasons outlined above, the development of new therapeutics offering improved

tumour selectivity, lower systemic toxicity and thereby a larger therapeutic index

and anticancer efficacy is a major aim for improvement and advancement of cancer

treatment.

Despite several successes in this arena, such as Gleevec (Imatinib) and Zolinza

(Vorinostat), the interrogation of intracellular signalling pathways to identify such

critical targets for drug development is complicated because of both the character-

istic genetic instability of cancer and the diverse nature of genetic changes involved

in the tumourigenic process (Huang and Oliff 2001, Collins and Workman 2006).

An alternative approach to develop more effective and targeted cancer therapeutics

is to take advantage of the tumour phenotype, such as differential cell–matrix

interactions, altered cell surface receptor expression or increased capacity for

proteolytic degradation (Huang and Oliff 2001). One example of such a clinically

viable drug target is the epidermal growth factor (EGFR), demonstrated by the

success of Iressa (Gefitinib) and Tarceva (Erlotinib) (Collins and Workman 2006).

Taken together, these approaches have indeed resulted in lower toxicities against

normal tissues and a subsequent improvement in cancer treatment. However,

because of the relatively recent introduction of these agents into the clinic, no

information is as yet available to judge their impact on cancer treatment and the

overall global burden of cancer deaths.

Tumour-Selective Anticancer Drug Delivery

An alternative approach to overcome the systemic toxicities of chemotherapeutic

agents has been to develop strategies to focus the delivery of agents specifically to

the tumour. This approach is designed to deliver a potentially potent and proven

cytotoxic to the tumour or tumour microenvironment as a non-toxic prodrug

(Denny 2001). These prodrugs are non-toxic compounds administered systemically

which are activated selectively in the tumour environment by exploiting a unique

physiological, metabolic or genetic difference enabling discrimination between

tumour and normal tissue (Denny 2001), the objective being to achieve a high

local concentration of antitumour drugs and to decrease unwanted side effects

(Denny 2001, Rooseboom et al. 2004). These therapeutics may be given in large

doses as the potent cytotoxic is inactive until its cytotoxicity is triggered by unique

phenotypic differences present in the tumour architecture or environment (Denny

2001). To specifically activate prodrugs in a tumour, either the enzyme involved in

activation must be selectively present in the tumour or the target tumour should

selectively take up the prodrug (Denny 2001, Rooseboom et al. 2004). One poten-

tial limitation to tumour-specific targeting of prodrugs is that unlike bacteria and

viruses, cancer cells do not contain molecular targets completely foreign to the host

(Dubowchik and Walker 1999, Rooseboom et al. 2004).

In general, these tumour-selective prodrugs are composed of a minimum of three

domains: a trigger, a linker and an effector, where the ‘trigger’ (controlling selectivity)
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is joined to the ‘effector’ (responsible for therapeutic effect) by a ‘linker’, the

prodrug remaining non-toxic until activation of the trigger (depicted in Fig. 40.1).

The principal step during the development of tumour-selective prodrugs is the

identification of a tumour-specific target for activation. This is often an enzyme

which is overexpressed or preferably specifically expressed within the tumour

environment. This enzyme must be capable of metabolising these agents selectively

within tumour tissue. There is considerable evidence demonstrating differential

expression of an impressive array of enzymes between normal and tumour tissue,

although consistent patterns of enzyme upregulation unique to tumours so far

remain elusive (Denny 2001). The ideal characteristics of tumour enzymes suitable

for targeting using this approach are as follows:

(i) Good characterisation of the enzyme or family of enzymes possessing a known

role in tumour development and/or progression

(ii) Demonstration of a high affinity of the enzyme for the prodrug

Fig. 40.1 Schematic representation of tumour endoprotease-activated prodrugs (TAPs). The

prodrug is composed of three domains: a potent therapeutic agent (effector), an endoprotease-

cleavable peptide sequence (trigger) and a linker to join the trigger to the effector. This TAP

remains inactive until activation of the trigger. The presence of the endoprotease in the tumour but

not ‘normal’ tissues results in activation of the TAP trigger selectively in the tumour, causing the

release of the potent effector and a subsequent therapeutic effect

856 J.H. Gill, P.M. Loadman



(iii) Significantly elevated expression in the disease state and activity in the tumour

environment

(iv) Low or negative expression and lack of enzymatic activity in non-diseased

tissue

(v) No presence of the enzyme in a prodrug-activating form in patient serum

(vi) Capability by the enzyme for selective and rapid activation of the prodrug

In the context of tumour-selective anticancer agents, several phenotypic char-

acteristics of the tumour have been suggested as selective prodrug targets involving

a range of endogenous enzyme classes, including oxidoreductases, transferases,

hydrolases and lyases (Rooseboom et al. 2004). Targeting enzymes centrally

involved in the characteristic features of cancer is an attractive strategy for tu-

mour-selective prodrug development since these will provide optimal targets by

virtue of the known phenotypic differences between ‘normal’ and tumour cells. One

class of enzymes which satisfy all criteria for tumour-selective prodrug develop-

ment and have been heavily implicated in tumour development and progression is

the proteolytic endoproteases.

Tumour Endoproteases as Targets for Tumour-Selective

Anticancer Drug Delivery

The majority of features defining malignancy are dependent upon proteolytic

degradation, including acquisition of an improved vasculature system, penetration

into surrounding normal tissues and dissemination to distant organ sites. Each of

these processes relies heavily upon the increased expression and activity of diverse

extracellular endoproteases from multiple enzymatic classes, particularly the

metallo-, serine, threonine, cysteine and aspartic proteases (Egeblad and Werb

2002, Borgono et al. 2004, Lee et al. 2004, Mohamed and Sloane 2006, Overall

and Kleifeld 2006). Together these proteases constitute the major proportion of the

cancer degradome, introduced in Chap. 1 by Puente, Ordóñez and López-Otı́n.

As proteases represent ~2% of mammalian genes and 5% of all drug targets,

there is a major opportunity to exploit their tumour-related association in the

development of novel drugs, not least tumour-selective prodrugs (Lee et al. 2004,

Overall and Dean 2006, Overall and Kleifeld 2006). The increased enzymatic

activity within the tumour environment relative to non-diseased tissue and the

capacity of these enzymes to selectively activate specific peptide sequences pro-

vides them with the central attributes for development of tumour-selective pro-

drugs. Accordingly, this increased endoprotease activity within tumours can be

harnessed to selectively cleave peptide sequences thus activating non-toxic peptide-

conjugated prodrugs of potent anticancer therapeutics, resulting in high levels of the

active agent at the tumour and low or negative drug levels in ‘normal’ tissues.

Attempts to exploit the elevated activity of tumour endopeptidases for tumour-

selective drug targeting were until very recently largely overlooked, with very little
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reported in the literature until the late 1990s. This approach has since been steadily

gaining momentum and is now proving to be a potentially fruitful direction for

improvement of cancer drug development. In this chapter, studies utilising the

increased endoprotease activity of tumours for selective drug delivery have been

grouped and will be briefly described.

Serine Protease Targeted Tumour-Selective Prodrugs

The serine endoproteases constitute one of the larger families within the degra-

dome. Many members of the serine endoprotease family have been shown to

demonstrate increased expression and activity in tumours, supporting their role as

major players in both the development and progression of cancer (Del Rosso et al.

2002, Borgono et al. 2004). Within tumours the serine endoproteases have been

shown to act in a concerted manner with the matrix metalloproteinases (MMPs) to

break down the extracellular matrix (ECM) and basement membrane, facilitating

tumour invasion and progression. The increased level of these endoproteases in

tumours has resulted in a considerable effort towards the development of prodrugs

exploiting these enzymes for tumour-selective drug delivery. In particular, major

efforts have focused on prostate-specific antigen (PSA) and the urokinase plasmin-

ogen activator (uPA) pathway.

Prostate-Specific Antigen-Activated Prodrugs

PSA is a serine protease, a member of the kallikrein gene family, expressed

selectively in prostatic tissue (Borgono et al. 2004). Levels of PSA are significantly

elevated in cancers of the prostate relative to non-diseased tissue (Denmeade et al.

2001, Wong et al. 2001, Rao et al. 2007). Consequently, elevated levels of PSA are

now utilised routinely in the clinic as a serological diagnostic marker of prostate

cancer, with higher levels being indicative of a larger tumour burden or metastatic

disease (Rao et al. 2007, Reynolds et al. 2007).

In terms of the suitability of PSA as a target for tumour-selective drug delivery,

levels are elevated and the enzyme is proteolytically active in prostate cancer,

whereas all normal tissues lack detectable PSA activity. Furthermore, PSA is

capable of selective and rapid activation of peptide-conjugated prodrugs

(Denmeade et al. 1998, 2003, DeFeo-Jones et al. 2000, Wong et al. 2001, Reynolds

et al. 2007). Additionally, though the use of PSA as a diagnostic marker acknowl-

edges its presence in patient serum, this form of PSA is proteolytically inactive and

unable to activate targeted prodrugs due to its formation into a complex with the

plasma protease inhibitors a1-antichymotrypisn and a2-microglobulin (Otto et al.

1998, Reynolds et al. 2007). Therefore, PSA fulfils the defining criteria outlined

above and is thereby a potential and strong candidate for the development of

tumour-activated prodrugs.
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There are currently several examples in the literature of PSA being used to

activate prodrug species. Drug conjugates, including doxorubicin (Denmeade et al.

1998, Wong et al. 2001, DeFeo-Jones et al. 2002, DiPaola et al. 2002), vinblastine

(DeFeo-Jones et al. 2002), 5-fluorodeoxyuridine (Mhaka et al. 2002), thapsigargin

(Denmeade et al. 2003) and paclitaxel (Kumar et al. 2007), have been investigated

and resulted in promising preclinical data. The creation of a proteolytic cleavage

map of PSA against its physiological substrate semenogelin I led to the identifica-

tion of a heptapeptide sequence (Hyp-Ala-Ser-Chg-Gln-Ser-Leu) rapidly hydro-

lysed by PSA (DeFeo-Jones et al. 2000). Covalent linkage of this peptide sequence

to the aminoglycoside portion of doxorubicin (a topoisomerase II poison) led to the

creation of L-377202, a prodrug hydrolysed by PSA resulting in the release of

leucine-doxorubicin and subsequently doxorubicin (DeFeo-Jones et al. 2000).

When evaluated in preclinical studies, a substantial therapeutic index was demon-

strated for L-377202 and molar equivalent doses of the prodrug eight- to ninefold

higher than doxorubicin alone could be administered in vivo without additional

toxicity (DeFeo-Jones et al. 2000, DiPaola et al. 2002). Moreover, unlike doxoru-

bicin, treatment with L-377202 did not result in cardiac problems or potential

cardiotoxicity. In clinical trials, only a 1.3-fold molar increase in prodrug relative

to doxorubicin alone was administered due to dose-limiting neutropenia (DiPaola

et al. 2002). Encouragingly, at this dose of L-377202, a substantial reduction in PSA

levels was observed, indicating a reduction in tumour volume and consequent

therapeutic effect (DiPaola et al. 2002). Further clinical trials are yet to be reported

for this agent.

The relative success of L-377202 and corresponding demonstration of proof of

concept for this approach led to the development of several other PSA-directed

chemotherapeutic prodrugs with mixed success (DeFeo-Jones et al. 2002, Mhaka

et al. 2002, Denmeade et al. 2003, Kumar et al. 2007). The synthetic strategy

outlined by DeFeo-Jones and coworkers for development of the doxorubicin

prodrug, L-377202, was subsequently utilised by the same group to develop

PSA-activated prodrugs of the microtubule-targeted agent vinblastine (Fig. 40.2),

incorporating an octapeptide sequence (Hyp-Ser-Ser-Chg-Gln-Ser-Ser-Pro)

(DeFeo-Jones et al. 2002). In the laboratory, this prodrug once again demonstrated

PSA-dependent activation, significantly lower toxicity in vivo compared to

desacetyl-vinblastine (non-conjugated drug) alone and a significant inhibition of

PSA-producing tumour growth in vivo (DeFeo-Jones et al. 2002). In addition, the

therapeutic index and antitumour efficacy of the vinblastine prodrug was

significantly greater than that of the original doxorubicin prodrug, L-377202

(DeFeo-Jones et al. 2002). No clinical results of this PSA-activated vinblastine

prodrug have been reported to date.

In another study, PSA-activated prodrugs have been developed incorporating the

chemotherapeutic agent thapsigargin, a potent inhibitor of an endoplasmic reticu-

lum Ca++ pump called SERCA. Unlike ‘conventional’ chemotherapeutic entities,

such as doxorubicin and vinblastine, cytotoxicity of thapsigargin is independent of

cellular proliferative status, providing it with the added benefit of potent activity

against characteristically slow growing prostate tumours (Denmeade et al. 2003).
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This prodrug comprised thapsigargin coupled via a leucine linker to a PSA-specific

hexapeptide (His-Ser-Ser-Lys-Leu-Gln). As with related studies, these thapsigargin

prodrugs demonstrated preclinical activity against PSA-producing prostate cells,

but not PSA-negative cells (Denmeade et al. 2003). These thapsigargin prodrugs

also demonstrated extremely good antitumour activity and PSA-selectivity in vivo,

resulting in complete growth inhibition of PSA-producing prostate cancer

xenografts but not PSA-negative renal carcinoma xenografts (Denmeade et al.

2003). Following demonstration of both PSA-selectivity and antitumour activity,

Fig. 40.2 a Structure of tumour-activated prodrug incorporating the microtubule-targeted agent

vinblastine targeted at the serine protease, prostate-specific antigen (PSA) (DeFeo-Jones et al.

2002). Vinblastine is attached to the fourth position to an octapeptide incorporating a PSA-

selective cleavage site. The prodrug is endcapped by acetylation to prevent non-specific exopepti-

dase activation. b Schematic representation of prodrug activation by PSA. The cleavage site for

PSA within the peptide is indicated by the arrow. Following the initial cleavage by PSA, the

remaining amino acid residues are removed rapidly by exopeptidases
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these PSA-activated prodrugs have reportedly been entered into clinical trial for

metastatic prostate cancer, although no results have yet been reported (Denmeade

et al. 2003). In terms of PSA-activated chemotherapeutic agents, apart from the

doxorubicin, vinblastine and thapsigargin prodrugs outlined above, in vitro studies

have also been reported for PSA-activated prodrugs of both paclitaxel and 5-

fluorodeoxyuridine (Mhaka et al. 2002, Kumar et al. 2007).

The proven potential for exploitation of PSA as a target for tumour-selective

delivery of anticancer therapeutics has resulted in expansion of this strategy from

small molecule cytotoxics to biological toxins (Williams et al. 2007). In one such

approach, a PSA-targeted protoxin incorporating the bacterial cytolytic protein

aerolysin was created (Williams et al. 2007). This was achieved by conversion of

the furin recognition sequence within proaerolysin to a PSA-selective sequence,

His-Ser-Ser-Lys-Leu-Gln, to produce the protoxin PRX302. Intratumoural admin-

istration of PRX302 caused minimal effects against PSA-null tumours, but com-

plete remission of PSA-secreting tumour models. Moreover, no gross toxicity or

effects upon tissues directly adjacent to prostate were observed following this

injection, supporting the PSA-specificity of this therapy. These encouraging results

facilitated the progression of PRX302 towards clinical evaluation as an intrapro-

static treatment for recurrent prostate cancer, a study which is currently underway at

the time of writing this chapter (Williams et al. 2007).

Tumour-Selective Prodrugs Targeted to the Urokinase
Plasminogen Activator Pathway

uPA is a serine protease which in conjunction with its cellular receptor urokinase-

type plasminogen activator receptor (uPAR) is a central mediator of ECM remodel-

ling in cancer. The enzyme is secreted as an inactive proenzyme (pro-uPA) which

upon binding to uPAR is converted to the active uPA form, localizing to the

extracellular cell surface. uPA in turn activates plasminogen to plasmin. Both

uPA and uPAR are overexpressed in many types of cancer, including breast

(Stephens et al. 1998), colorectal (Baker and Leaper 2003), head and neck (Schmidt

and Hoppe 1999), oesophageal (Torzewski et al. 1997, Nekarda et al. 1998), lung

(Salden et al. 2000) and haematological malignancies (Scherrer et al. 1999, Abi-

Habib et al. 2004). The elevated levels of this proteolytic system in a wide range of

tumours coupled to the proteolytic nature of its activity strongly supported its

potential for development of tumour-activated anticancer therapeutics (Romer

et al. 2004). Through the identification of uPA-cleavable sequences from phage

display studies, several such therapeutics have been developed. Furthermore, an

increased understanding of the mechanism responsible for bacterial toxin activation

has led to the successful development of uPA-targeted anticancer therapies,

particularly anthrax and diphtheria protoxins (Liu et al. 2003b, Romer et al. 2004,

Abi-Habib et al. 2006, Rono et al. 2006, Su et al. 2007)
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Urokinase-Activated Anthrax Protoxin

Anthrax toxin, a three-component toxin, secreted from the bacterium Bacillus
anthracis, is composed of three individually non-toxic protein components: protec-

tive antigen (PrAg), lethal factor and edema factor (Liu et al. 2003c). The cytotox-

icity of anthrax arises following binding of PrAg to the cell surface anthrax

receptors, tumour endothelial marker 8 (TEM8) or capillary morphogenesis gene

2 (CMG2), and its subsequent cleavage by the cell-surface furin protease resulting

in formation of a PrAg heptamer (Liu et al. 2003c, Chen et al. 2007). This heptamer

structure enables binding of lethal factor and/or edema factor into the complex. This

complex then internalises from the cell surface into acidic endosomes, facilitating

translocation of lethal factor and/or edema factor into the cytosol, resulting in cell

death (Singh et al. 1999, Liu et al. 2003c, Chen et al. 2007). The absolute

dependency of anthrax toxin activation upon proteolytic cleavage of PrAg on the

cell surface offers the potential to develop toxins dependent upon endoproteases

enriched in the tumour microenvironment, such as the uPA/uPAR system (Liu et al.

2000, 2001, 2003b).

The development of uPA/uPAR-targeted tumour-selective anthrax biotoxins

was undertaken by substitution of the furin cleavage fragment (Arg-Lys-Lys-Arg)

of native PrAg with a urokinase cleavage sequence (Ser-Gly-Arg-Ser-Ala), termed

PrAg-U2 (Liu et al. 2001, 2003b). In order to further increase the cytotoxicity of

these biotoxins, lethal factor was also modified by creation of a recombinant

cytotoxin incorporating the catalytic domain of Pseudomonas exotoxin A, a fusion

protein termed FP59 (Liu et al. 2001). The combined administration of PrAg-U2

together with FP59 was demonstrated to constitute a potent protoxin, with cytotox-

icity being strictly dependent upon the integrity of the tumour cell surface-asso-

ciated plasminogen activation system (Liu et al. 2001, 2003b). The protoxin

resulted in potent inhibition of protein synthesis and subsequent cytotoxicity in

cells expressing an active cell surface uPA/uPAR system and the cellular anthrax

receptor (Liu et al. 2001, 2003b, Rono et al. 2006, Su et al. 2007). The dependency

of this protoxin upon uPA/uPAR was further demonstrated in vitro utilising inhi-

bitors of the interaction between uPA and uPAR (Liu et al. 2001), and in vivo by the

lack of toxicity in mice null for plasminogen, uPA or uPAR (Liu et al. 2001). Using

in vivo murine tumour models, local intradermal administration of the PrAg-U2/

FP59 combination adjacent to the tumour resulted in a significant antitumour effect

(Liu et al. 2001). In addition, the systemic intraperitoneal administration of PrAg-

U2/FP59 was also shown to induce a significant antitumour effect against murine

tumour models (Rono et al. 2006). Following demonstration of proof of concept

and antitumour activity in murine tumours, the efficacy of this approach against

human tumours was subsequently evaluated (Su et al. 2007). Intraperitoneal ad-

ministration of PrAg-U2/FP59 to mice bearing subcutaneous human non-small cell

lung xenografts resulted in tumour regressions in all mice and complete remission

for greater than 60 days in 30% of mice, further supporting the potential for this

strategy (Su et al. 2007). However, systemic administration of PrAg-U2/FP59

in both the murine and human tumour models elicited off-target toxicity at
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high-protoxin doses, an observation completely eliminated by concurrent treatment

with dexamethasone, suggesting the toxicity to be inflammation related (Rono et al.

2006, Su et al. 2007). The mechanism for antitumour activity, in vivo protoxin

pharmacokinetics and efficacy against further clinically relevant human tumour

models are reportedly planned, but not yet reported.

Urokinase-Activated Diphtheria Toxin

Diphtheria toxin is a very potent biological agent with significant potential for

cancer therapy (Kreitman 2006, Wong et al. 2007). Several fusion proteins incor-

porating diphtheria toxin have been developed as tumour-selective therapeutics,

targeted to specific tumour cell markers or receptors (Kreitman 2006, Wong et al.

2007). These immunotoxins have shown great promise as targeted therapeutics for

the treatment of haematological malignancies, including lymphoma and leukaemia,

both preclinically and clinically (Kreitman 2006, Wong et al. 2007). One such

fusion protein, Denileukin difitox (Ontak1), a recombinant diphtheria toxin target-

ing interleukin-2 (IL-2) receptor positive cells, is clinically approved for treatment

of lymphoma (Wong et al. 2007). Despite the success of this approach, several of

these targeted diphtheria toxins have demonstrated normal tissue toxicities when

administered in vivo (Abi-Habib et al. 2004, Kreitman 2006, Wong et al. 2007).

Therefore, in order to increase specificity, several strategies have been employed to

further increase targeting or selectivity towards malignant cells (Abi-Habib et al.

2004).

Taken together the facts that (1) the uPA/uPAR system is elevated in haemato-

logical malignancy (Scherrer et al. 1999, Abi-Habib et al. 2004), (2) activation of

diphtheria toxin is endoprotease mediated and (3) toxin activation can be directed

towards the uPA/uPAR system, the development of protoxins analogous to that of

anthrax was suggested (Liu et al. 2001, 2003b, Abi-Habib et al. 2004). This was

achieved through the modification of a previously developed diphtheria therapeutic,

DT388GMCSF, a fusion between the catalytic and translocation domains of diph-

theria toxin (DT388) with granulocyte-macrophage colony-stimulating factor (GM-

CSF) (Abi-Habib et al. 2004). DT388GMCSF was toxic to leukaemia both precli-

nically and clinically (Frankel et al. 2002), but unfortunately demonstrated hepato-

toxicity (Frankel et al. 2002, Abi-Habib et al. 2004). To improve its specificity

towards malignant cells, the furin cleavage site (Arg-Val-Arg-Arg-Ser) within the

diphtheria toxin was modified to one cleavable by the uPA/uPAR system (Gly-Ser-

Gly-Arg-Ser-Ala), yielding DTU2GMCSF (Abi-Habib et al. 2004). Preclinically,

this uPA/uPAR-targeted protoxin was highly toxic to leukaemic cell lines, and this

toxicity was greatly inhibited following pre-treatment with anti-uPA and anti-

GMCSF antibodies (Abi-Habib et al. 2004). Sensitivity to DTU2GMCSF correlated

with expression of uPAR and GMCSF-receptors. Furthermore, DTU2GMCSF was

less toxic to normal cells expressing uPAR or GMCSF-R alone. These data

supported the improved targeting and proof of principle for this approach. The

evaluation of this agent in vivo and its potential for clinical progression have yet to

be reported.
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Plasmin-Activated Anticancer Chemotherapeutics

The activation of uPA and its localisation to the extracellular surface results in

activation of plasminogen to its proteolytically active form, plasmin. The increased

levels of uPA/uPAR and, subsequently, plasmin in the tumour microenvironment,

coupled to the fact that any plasmin in the systemic circulation is inhibited through

binding to a2-antiplasmin and a2-macroglobulin, resulted in the development of

anticancer prodrugs activated by plasmin (Chakravarty et al. 1983, de Groot et al.

1999, Devy et al. 2004). In the first reported plasmin prodrug, the anthracycline

antitumour drug doxorubicin was conjugated to a plasmin-cleavable tripeptide

sequence (Val-Leu-Lys) (Chakravarty et al. 1983). Although demonstrating the

potential of this strategy, this prodrug was found to be a poor substrate for plasmin,

potentially as a result of chemical steric hindrance (Chakravarty et al. 1983). In

order to address these problems, plasmin-targeted prodrugs were designed incor-

porating a spacer moiety between the tripeptide and doxorubicin (de Groot et al.

1999, Devy et al. 2004). These prodrugs incorporating a linker group demonstrated

in vitro cytotoxicity against uPA-expressing tumour cells relative to those expres-

sing low levels (de Groot et al. 1999, Devy et al. 2004). In addition, cytotoxicity

was markedly decreased in the presence of the plasmin inhibitor aprotinin (de Groot

et al. 1999, Devy et al. 2004). At equimolar concentrations with respect to doxoru-

bicin, the prodrug displayed potent anticancer activity and an antiangiogenic

response against uPA-expressing tumour models in vivo (Devy et al. 2004). In

contrast to doxorubicin, mice treated with the prodrug demonstrated minimal body

weight loss, indicative of a reduction in normal tissue toxicity (Devy et al. 2004).

In a derivation of this approach, the same tripeptide moiety has been attached to

paclitaxel through a carbamate or carbonate linker (deGroot et al. 2000). Incubation of

this conjugate with plasmin converted this prodrug to paclitaxel, resulting in cytotox-

icity. When incubated with non-tumour cells, this prodrug demonstrated ~1000-fold

lower toxicity than paclitaxel alone, supporting the chemical stability and plasmin

selectivity of this prodrug (de Groot et al. 2000). Of the compounds synthesised and

evaluated, the paclitaxel-2’-carbonate-linked prodrug was deemed to be the most

promising, leading to further preclinical evaluation, which is as yet unpublished.

It is interesting to note that despite demonstrating potent activity and potential,

the direct involvement of the uPA/uPAR system as opposed to plasmin in activation

of the majority of these prodrugs has yet to be extensively reported. Despite this,

these plasmin-activated anticancer therapeutics are to be progressed into clinical

trial (Devy et al. 2004).

Cysteine Protease-Activated Anticancer Prodrugs

In contrast to serine- and metallo- endoproteases, very few studies have been

performed to address the extracellular members of the cysteine endoprotease family

as anticancer drug targets. One member of this family which has shown promise in
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this area is legumain, the only asparaginyl endopeptidase in the mammalian

genome (Liu et al. 2003a, Wu et al. 2006). The other group of endoproteases

resident within this family which have been proposed as targets for tumour-selec-

tive drug activation are the cysteine cathepsins, specifically cathepsin B (Potrich

et al. 2005, Mohamed and Sloane 2006).

Legumain-Activated Anticancer Therapeutics

Legumain is a novel acidic cysteine endoprotease with restricted substrate specific-

ity, requiring an asparagine at the P1 site within the substrate sequence (Ishii 1994).

Expression of legumain is elevated in several tumour types, including breast, colon,

prostate and several nervous system tumours, but negative or extremely low in the

corresponding normal tissues (Liu et al. 2003a). Legumain, in addition to its

‘normal’ intracellular expression in the endosomal/lysomal compartment, is present

at high levels extracellularly in the tumour microenvironment (Liu et al. 2003a, Wu

et al. 2006). Furthermore, legumain is also expressed in intratumoural blood vessels

and macrophages, which supported its attractiveness as a target for tumour-selec-

tive drug delivery (Wu et al. 2006). As such, several peptide-conjugates of doxoru-

bicin were synthesised by covalent linkage of legumain-cleavable succinyl-blocked

peptides to the aminoglycoside of doxorubicin (Wu et al. 2006). In conjunction with

the improvement of tumour-selective drug delivery, the rationale behind these

legumain-activated agents was the development of prodrugs which were also cell

impermeable (Wu et al. 2006). The incorporation of cell membrane permeability

inhibiting groups prevented the active drug (doxorubicin) from entering the cell

until it had been activated in the tumour microenvironment by legumain. In this

way, the activated drug was suggested to have much greater antitumour efficacy by

functioning through a ‘bystander effect’ upon both tumour and stromal cells, rather

than just selectively deleting the target-producing cells from the tumour (Wu et al.

2006).

The most effective of the legumain-activated doxorubicin prodrugs, LEG-3, com-

prised doxorubicin bound to a tetrapeptide (Leu-Asn-Ala-Ala), endcapped with the

succinyl group for prevention of cell membrane permeability (Wu et al. 2006). This

prodrug was rendered cell permeable in cells overexpressing legumain in vitro,

causing the release of leucine-doxorubicin (Leu-Dox), and the resultant liberation of

doxorubicin and induction of cytotoxicity (Wu et al. 2006). From in vivo studies,

LEG-3 possessed enhanced efficacy compared with doxorubicin alone, in murine

syngeneic tumour models and human tumour xenografts, including a doxorubicin-

resistant prostate cancer model (Wu et al. 2006). No significant levels of LEG-3 were

observed in any normal tissues and much reduced cardiotoxicity and myelosuppres-

sion were reported, relative to doxorubicin alone (Wu et al. 2006). These data

supported the rationale for this approach and the requirement to undertake further

studies.
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Extracellular Cathepsin-Activated Anticancer Therapeutics

Cysteine cathepsins are now known to be highly upregulated in a wide range of

cancers (Mohamed and Sloane 2006). The majority of the cathepsin family of

endoproteases are located intracellularly in endolysosomal vesicles rather than

being secreted into the tumour microenvironment (Mohamed and Sloane 2006). It

is now known that active forms of cathepsin B are secreted from a wide range of

tumour cells (Roshy et al. 2003), and cathepsin H is secreted from prostate tumour

cells (Waghray et al. 2002). There are currently only a few studies reported

describing the development of anticancer agents designed for activation at the

tumour cell surface by cathepsin B (Boyer and Tannock 1993, Panchal et al.

1996, Potrich et al. 2005, Schmid et al. 2007). Two strategies involved conjugation

of cathepsin B-cleavable linkers to pore-forming toxins from staphylococcal a-
haemolysin and sea anemone (Panchal et al. 1996, Potrich et al. 2005). In both these

strategies, cells expressing cathepsin B could activate the protoxins, resulting in cell

death (Panchal et al. 1996, Potrich et al. 2005). In another approach, prodrugs of

doxorubicin were developed and shown to demonstrate extracellular cleavage by

cathepsin B and improved efficacy over doxorubicin alone (Boyer and Tannock

1993). In all of these studies, it remains to be determined whether the prodrugs were

actually activated by cathepsins on the cell surface or lysomal cathepsins rather

than the suggested secreted cathepsin B. Studies to address the potential for these

agents in vivo have yet to be described.

An alternative strategy for cathepsin B-activated prodrugs involved develop-

ment of macromolecular conjugated peptide prodrugs of the anticancer agents

doxorubicin and camptothecin (Loadman et al. 1999, Schmid et al. 2007). In the

first of these studies, a prodrug (PK1) comprising doxorubicin conjugated to a

macromolecular polymer via a cathepsin-sensitive tetrapeptidyl (Gly-Phe-Leu-Gly)

spacer was evaluated by the author of this chapter (Loadman et al. 1999). The high

molecular weight of this prodrug restricted its uptake into the tumour cell, resulting

in either activation in the extracellular space or uptake into cellular lysosomes and

subsequent cathepsin activation. PK1 demonstrated improved efficacy over doxo-

rubicin alone, and dependency upon the vascular properties of the specific tumour.

The involvement of extracellular versus lysosomal cathepsin B was not addressed

(Loadman et al. 1999). In a variation of this prodrug concept, rather than synthesis

of the prodrug in a large macromolecular complex, prodrugs were developed to

bind to albumin in the systemic circulation as a macromolecular carrier system

(Schmid et al. 2007). Through passive accumulation the levels of these albumin-

bound prodrugs is increased within the tumour environment, relative to the non-

bound forms. In these prodrugs, the active agent was bound to an alternative

cathepsin-sensitive tetrapeptide (Ala-Leu-Ala-Leu), which, in turn, was terminated

by an albumin-binding maleimide group (Schmid et al. 2007). Efficient activation

of these prodrugs in their albumin-bound form was demonstrated for cathepsin B,

but not for cathepsin D in vitro (Schmid et al. 2007). In addition, both prodrugs

were also activated to release their respective active agents in human tumour

xenograft homogenates ex vivo, a cleavage prevented via incubation in the presence
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of a cathepsin B selective inhibitor (Schmid et al. 2007). Furthermore, antitumour

activity equivalent to administration of the active agent alone was observed follow-

ing in vivo administration (Schmid et al. 2007). Further preclinical evaluation of

these prodrugs is currently underway at the time of writing this chapter.

Matrix Metalloproteinases-Activated Anticancer Therapeutics

The matrix metalloproteinases (MMPs), a family of 24 zinc-dependent endopro-

teases, are central mediators of tumour development as discussed elsewhere in this

book. Historically, the role of MMPs within tumours was believed to be purely

degradation of the ECM and subsequent facilitation of tumour cell invasion. It is

now known that the MMPs have a considerable number of other non-ECM target

substrates, including proteins involved in apoptosis, cell dissociation, cellular

communication and cell division (McCawley and Matrisian 2000, Egeblad and

Werb 2002, Deryugina and Quigley 2006). Extensive studies have demonstrated

overexpression of many of the MMPs in a wide range of human tumour types

(Brinckerhoff et al. 2000, Hoekstra et al. 2001, Zucker and Vacirca 2004, Overall

and Kleifeld 2006, Atkinson et al. 2007b, Vizoso et al. 2007). In contrast, basal

MMP production in normal tissues is generally very low and quite often absent,

requiring a major stimulus from situations such as tissue injury or tissue remodel-

ling to elicit MMP gene transcription. At the protein level, there is an additional

level of control for regulation of MMP activity provided by the endogenous tissue

inhibitors of metalloproteinases (TIMPs). In normal tissues, any active MMP is

kept in check by these TIMPs. Conversely in cancer, not only are the MMP levels

increased but TIMP levels are generally reduced, resulting in increased levels of

proteolytically active MMPs selectively within the tumour microenvironment.

Accordingly, the MMPs can be classified as the major family within the degradome

as targets for therapeutic exploitation in cancer.

The increased activity of the MMPs within the tumours environment relative to

non-diseased tissue coupled to the ability of these enzymes to selectively and

specifically cleave short peptide sequences makes this family of enzymes ideal

candidates for tumour-selective prodrug development. Over the last 10 years or so,

several studies have reported the development of agents which exploit the activity

of the MMPs for improved tumour targeting of anticancer therapeutics. In line with

an increased understanding of tumourigenesis, MMP biology and MMP-substrate

selectivity, these approaches have progressively improved and resulted in the

development of agents demonstrating both an improved therapeutic index and

anticancer efficacy relative to their therapeutic cargo alone.

MMP-Activated Chemotherapeutics

The majority of MMP-prodrugs developed have been directed towards the secreted

MMP family members, particularly MMP-2 and -9 (Timar et al. 1998, Kratz et al.
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2001, Mincher et al. 2002, Mansour et al. 2003, Young et al. 2003, Kline et al. 2004,

Albright et al. 2005, Van Valckenborgh et al. 2005, Atkinson et al. 2007a). In one of

the first reported studies of an MMP-targeted prodrug, the alkylating agent melpha-

lan was incorporated into an MMP-2-cleaveable pentapeptide to create the prodrug

MHP (Pro-Gln-Gly-Ile-Melphalan-Gly) (Timar et al. 1998). Although in vitro

cytotoxicity of MHP proved disappointing, the melphalan effector was successfully

liberated in the presence of MMP-2/-9 and conditioned media from MMP-positive

tumour cells, thereby supporting the potential for MMP-targeted prodrugs (Timar

et al. 1998).

Subsequent approaches to develop MMP-targeted prodrugs were based upon the

structure outlined in Fig. 40.1, in which the effector therapeutic was conjugated to

the terminus of the peptide sequence rather than being incorporated within it (as for

MHP). One such prodrug was a water-soluble maleimide derivative of doxorubicin,

incorporating an octapeptide sequence (Gly-Pro-Leu-Gly-Ile-Ala-Gly-Gln) sug-

gested to be selectively cleaved by MMP-2 (Kratz et al. 2001, Mansour et al.

2003). In addition to having doxorubicin attached at one end of the conjugate,

this prodrug was also developed to bind to serum albumin, with the intention of

using albumin as a macromolecular carrier to increase tumour accumulation of the

prodrug (Kratz et al. 2001, Mansour et al. 2003). Efficient activation of this prodrug

to release doxorubicin was demonstrated using both purified MMP-2 and MMP-2-

positive tissue homogenates. In vivo, the maximum-tolerated dose (MTD) for

albumin-bound doxorubicin was substantially higher than for doxorubicin alone

and subsequent studies showed superior activity against A375 melanoma at equi-

toxic doses (Mansour et al. 2003). The concept of macromolecular delivery of

MMP-activated prodrugs has also been investigated by several other groups with

differing success (Chau et al. 2004, 2006a, 2006b; Tauro and Gemeinhart 2005).

In contrast to the use of macromolecules as delivery vehicles, MMP-activated

prodrugs conforming to the simple ‘trigger-linker-effector’ structure, shown in Fig.

40.1, have shown significant potential as anticancer therapeutics. In one approach

an anthraquinone topoisomerase inhibitor (NU:UB31) was linked to the C-terminus

of an MMP-9-cleavable heptapeptide ([D-Ala]-Ala-Ala-Leu-Gly-Nva-Pro), and the

N-terminus of the peptide was ‘capped’ with fluorescein isothiocyanate (FITC) to

produce a prodrug, EV1-FITC (Mincher et al. 2002, Young et al. 2003, Van

Valckenborgh et al. 2005). The FITC in this prodrug is quenched on conjugation

with the anthraquinone and so allows for prodrug cleavage to be observed by

fluorescence detection. Using a murine myeloma model, prodrug metabolism in

tissues ex vivo was higher in MMP-9 expressing tumour-bearing organs (bone

marrow, spleen) relative to other tissues (heart, lung, kidney), as determined by

fluorescence from FITC release (Van Valckenborgh et al. 2005). There was,

however, a significant level of prodrug activation in non-diseased tissue homoge-

nates, suggesting a lack of specificity towards MMP-9 (Van Valckenborgh et al.

2005). An attempt to further increase MMP-selectivity was addressed using pepti-

domimetic analogues, incorporating doxorubicin, auristatins and the duocarmycins

(Kline et al. 2004). However, these peptidomimetic prodrugs were either not

activated by the MMPs or demonstrated no selective activity against MMP-positive

868 J.H. Gill, P.M. Loadman



versus MMP-negative cells. These studies suggest careful consideration of the

active ‘warhead’ and the peptide sequence is essential for the selective cleavage

of these prodrugs.

In one of the most detailed studies reported to date, MMP-targeted prodrugs of

doxorubicin were demonstrated to show a much higher therapeutic index than

doxorubicin alone, using the MMP-expressing HT1080 preclinical model (Albright

et al. 2005). In this strategy, the peptide length was shown to be central to both

compound stability and MMP-cleavage efficiency, with a heptapeptide containing

three or four amino acids to the carboxy side of the scissile bond being optimal

(Albright et al. 2005). Similar to EV1-FITC, these prodrugs were capped on the free

peptide end to prevent unrequired exopeptidase degradation. The optimised pro-

drug (Fig. 40.3) (Doxorubicin-Leu-Tyr-Hof-Gly-Cit-Pro-Glu-Ac) was activated by

the secreted MMPs, MMP-2 and -9, and the membrane-tethered MMP, MMP-14

(MT1-MMP), but not the endoprotease neprilysin, reinforcing their selectivity

towards the MMP family. In an evolution of previous approaches, this prodrug

was shown to be pharmacologically stable in vivo and preferentially metabolised in

MMP-expressing tumours relative to heart and plasma, resulting in a tenfold

increase in the tumour/heart ratio relative to administration of doxorubicin alone

(Albright et al. 2005). In addition, this optimised prodrug resulted in an 80% cure

rate against the HT1080 xenograft model, compared to only 10% with doxorubicin

alone. One potential downside of this approach was that a significant fraction of

Leu-Dox formed in the tumour, as a consequence of prodrug-activation, was not

rapidly metabolised to release doxorubicin (Fig. 40.3), allowing for diffusion of

Leu-Dox away from the tumour to other tissues before conversion to doxorubicin,

with potential consequences for induction of normal tissue toxicity (Albright et al.

2005). Further evaluation of these prodrugs and their progression towards clinical

trials has yet to be reported.

Tumour-Selective MMP-Activated Biotoxins

In addition to exploiting MMPs to activate small molecule cytotoxic agents linked

to peptides, preliminary work has been undertaken to develop MMP-activated

biotoxins, incorporating anthrax toxin, measles toxin, cytolysin, CD95-L or tu-

mour-necrosis factor alpha (TNF-a) (Liu et al. 2000, 2007; Potrich et al. 2005,

Gerspach et al. 2006, Springfeld et al. 2006, Watermann et al. 2007). The strategy

for these agents is similar to that for MMP-activated chemotherapeutics in that the

therapeutic moiety is bound to a MMP-cleavable sequence which acts to inactivate

the agent until released selectively in the tumour. In all of these protoxin

approaches, MMP activation and the potential for the approach was successfully

demonstrated in vitro. In the case of both the measles virus and anthrax protoxins,

the success and potency of the approach was also demonstrated in vivo (Springfeld

et al. 2006, Liu et al. 2007).

Measles virus is a nonintegrating RNA virus which has shown clinical potential

for the treatment of both haematological malignancies and cutaneous lymphoma
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(Springfeld et al. 2006). As with many current anticancer therapies, there is a strong

need to increase tumour targeting of virotherapy, to improve both efficacy and

reduce off-target effects. Since activity of measles virus is dependent upon the

intracellular endoprotease furin to first process its envelope fusion protein compo-

nent, recombinant variants of the virus targeted at MMP-selective activation were

Fig. 40.3 a Structure of matrix metalloproteinase (MMP)-targeted tumour-activated prodrug

incorporating the cytotoxic agent doxorubicin (Albright et al. 2005). Doxorubicin is attached to

a heptapeptide incorporating a MMP-selective cleavage site. The prodrug is endcapped by

acetylation to prevent non-specific exopeptidase activation and promote in vivo drug stability. b

Schematic representation of prodrug activation by MMP with expected cleavage products. The

cleavage site for MMP within the peptide is indicated by the arrow. Following the initial cleavage

by MMP, the remaining amino acid residues are removed rapidly by exopeptidases
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created, with the aim of confining virus activation strictly to tumour tissue

(Springfeld et al. 2006). In contrast to the development of other endoprotease

protoxins (Liu et al. 2000, 2003b; Abi-Habib et al. 2004), a hexapeptide MMP-

cleavage site (Pro-Gln-Gly-Leu-Tyr-Ala) was inserted into the virus without dele-

tion of the furin cleavage site (Springfeld et al. 2006). This MMP-activated measles

protoxin was shown to be as efficient as the wild-type strain in retarding tumour

growth in vivo (Springfeld et al. 2006). In addition, intracerebral injection of the

wild-type virus into susceptible mice led to fatal encephalitis, whereas the MMP-

activated variant did not, indicating that the protoxin is not pathogenic (Springfeld

et al. 2006). The success of this approach has opened up the possibility to improve

the therapeutic index of measles virus and other viruses in ongoing clinical trials of

oncolysis.

In a similar strategy to that described previously for uPA/uPAR (Liu et al. 2001,

2003b), MMP-targeted anthrax protoxins have been developed (Liu et al. 2007).

This was achieved by creation of an attenuated version of the toxin which cannot be

cleaved by furin, but is instead activated by MMPs, including MMP-2, -9 and -14

(MT1-MMP) (Liu et al. 2007). The MMP-targeted protoxin was shown to be less

toxic than the wild-type toxin to mice in vivo, presumably due to the limited

expression of MMPs by non-tumour cells (Liu et al. 2007). Furthermore, following

intraperitoneal administration, the MMP-protoxin demonstrated greater antitumour

efficacy than the wild-type toxin towards human tumour xenografts (Liu et al.

2007), the antitumour activity being due largely to the effects of the activated

toxin upon the tumour vasculature. Furthermore, the MMP-protoxin had a longer

plasma half-life than wild-type, a consequence of reduced uptake and clearance of

the protoxin by normal cells (Liu et al. 2007). Together these results supported the

potential use of this protoxin in cancer therapy, culminating in a proposal for its

evaluation in clinical trial.

Conclusions

The increased expression and activity of extracellular endoproteases in cancer

makes them attractive targets to be exploited for development of tumour-selective

drug delivery. Several strategies and approaches have been evaluated in this arena

with varying results, including targeting different endoproteases, variation of the

selective peptide ‘trigger’ and alternative toxic ‘warheads’, all of which have led to

a significant increase in our knowledge and understanding of this area. Determina-

tion of the optimal peptide sequence to facilitate both pharmacological stability in

vivo and selective cleavage by specific endoproteases is now known to be the most

crucial and difficult step in design of these prodrugs. It is only once the require-

ments of the specific enzymes are identified that truly proficient and selective

prodrugs may be designed. Through the evolution of this area and this approach,

many of the more recent prodrugs are demonstrating the necessary requirements

and selectivity for the creation of viable and potent clinical candidate prodrugs.
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When considering this prodrug strategy for improvement of cancer treatment, it

is important to remember that in addition to improving tumour-selective delivery of

therapeutics, this whole strategy functions in parallel to reduce the restrictive

toxicity of these agents against normal tissues, including liver, heart and bone

marrow. In this sense, these prodrugs can be seen to have enoromous clinical

potential in any disease state involving increased activity of these endoproteases,

including rheumatoid arthritis and other inflammatory diseases. Based on this,

efforts to understand the biology of the endoproteases, their substrate selectivity

and their expression and localisation within diseased tissues need to be accelerated

to realise the clinical potential of these prodrugs.
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Chapter 41

Targeting Degradome Genes via Engineered

Viral Vectors

Risto Ala-aho, Andrew H. Baker, and Veli-Matti Kähäri

Abstract Members of the degradome play an important role at different levels in

carcinogenesis, tumor progression, invasion, and metastasis. Therefore, they are

attractive targets for therapeutic intervention in cancer. Accordingly, wild-type or

modified genes coding for different inhibitory molecules targeted at different levels

of protease expression and activity have been extensively studied in experimental

models of cancer using engineered viral vectors for gene delivery. These preclinical

studies have served as an important and efficient way of target validation and

proved the feasibility of the concept of protease targeting in cancer therapy. In

this chapter, we discuss the application of different viral gene delivery vectors for

targeting expression and function of the extracellular matrix degrading proteases.

Introduction

Therapeutic applications of gene-based technologies require efficient gene delivery

systems for sufficient transduction of genetic material into target cells. An ideal

vector for gene transfer is cell specific, efficient, and safe. Viruses are the most

common vectors used to introduce new genetic material into cells as they are

naturally equipped to infiltrate cells and allow effective intracellular delivery of

genetic material in many types of cells. Other methods for delivering new genetic

material into cells using nonviral vectors include liposomes and other packaging

methods, and physical methods, such as direct injection or ‘‘shooting’’ of genetic

material into cells. However, these nonviral methods have limitations in terms of

efficiency as compared to viral vectors. In this chapter, we discuss the applicability of

different viral gene delivery methods for introducing genetic material to cells for

targeting expression and function of the extracellular matrix-degrading proteases in

cancer.
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Viral Vectors for Gene Transfer

In gene-based therapies, genetic material is transferred into cells to treat diseases.

Viruses are commonly vectors that are engineered to carry genetic material of

interest into target cells or tissues. Viral vectors contain deletions of some or all

viral coding sequences making them replication-deficient in the target cells. Viruses

from different families have been modified to generate efficient vectors for gene

delivery into various types of cells. Most commonly used viral vectors in preclinical

studies are retroviruses, adenoviruses, adeno-associated viruses, herpes simplex

viruses, and baculoviruses (Table 41.1).

Retrovirus Vectors

Retroviruses are enveloped RNA viruses that use the reverse transcriptase enzyme

to copy their genetic material into the DNA of a host cell. The retrovirus structure

consists of a dense protein capsid, surrounded by a lipid envelope. The capsid

contains two copies of about 10 kb long single-stranded RNA genome and the

enzymes reverse transcriptase to convert the single-stranded RNAs into double-

stranded DNA copies, integrase to insert the DNA into the host cell genome, and

protease to cleave the long-polypeptide chain produced by viral RNA into individ-

ual proteins. The simple retroviruses contain three genes, of which group-specific

antigen (gag) encodes the structural proteins of the virus, polymerase (pol) encodes

reverse transcriptase, protease and integrase, and envelope (env) encodes the coat

proteins of retrovirus envelope (Kay et al. 2001). At the each end of the viral

genome are cis-acting sequences required for gene expression, replication and viral

DNA integration into the host cell genome. The complex retroviruses also have

some additional genes.

Attachment and entry of retrovirus to the cell are mediated by a viral envelope

glycoprotein complex, which includes an external glycosylated hydrophilic poly-

peptide (SU) and a transmembrane protein (Hunter 1997). These form together a

knob on the surface of the virus particle. The SU domain binds to a specific receptor

on the target cell, activating membrane fusion. The interaction between the SU

domain and the cellular receptor defines the host range and tissue tropism of a

retrovirus. The receptors for retroviral entry appear to be distinct for the different

major viral subgroups (Hunter 1997). When a retrovirus infects a cell, it injects its

RNA and the reverse transcriptase into the cytoplasm of a host cell (Fig. 41.1). The

cDNA produced from the viral RNA genome is inserted directly into a chromosome

of the host cell at multiple sites, particularly those that are transcriptionally active.

The viral genome is expressed by the host cell machinery for making new copies of

viral RNA and structural proteins. New viral particles are assembled, bud from the

plasma membrane, and released. In general, retroviruses do not infect quiescent

cells, which may be an advantage in cancer therapy although efficiency issues

remain.
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Several viral vectors derived from different retroviruses have been developed for

gene delivery. Most retroviral vectors are based on Moloney murine leukemia virus

(MMLV), Rous sarcoma virus (RSV), avian leukosis virus (ALV), different lenti-

viruses, and spumaviruses (Hu and Pathak 2000). Retroviral vectors contain the

cis-acting elements needed for gene expression and replication. The retrovirus cis-

acting elements contain viral promoters, transcriptional enhancers, and the essential

regions for reverse transcription and virus replication. Retroviral vectors are main-

tained as bacterial plasmids to facilitate the manipulation and production of the

vector DNA. Helper contructs are used in packaging cell lines to express required

viral proteins and support replication of the genetically modified viruses.

Lentiviruses are members of the retrovirus family, but are more complex, having

a more developed genetic structure than do other retroviruses. In addition to the

gag, pol, and env gene products, their genome encodes a series of regulatory

proteins. In contrast to other retroviruses, lentiviruses are also capable of integrating

Fig. 41.1 Transduction mechanisms of recombinant adenovirus and retrovirus. The vector parti-

cle containing the therapeutic sequences binds to the target cell, enters the cell through receptor-

mediated processes. The adenoviral double-stranded genomic DNA enters the nucleus and

remains episomal whereas the retroviral RNA sequences are reverse transcribed into DNA,

which enters the nucleus and integrates at random positions into host cell genome. Therapeutic

RNA molecules or polypeptides are expressed by the host cell machinery
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into the genome of quiescent cells. Many lentiviral vectors used for gene delivery

into the cells are based on the human immunodeficiency viruses (HIV) types 1 and 2.

As gene delivery vectors, retroviruses have several advantages over other vec-

tors, especially when permanent gene transfer is the preferred outcome. An impor-

tant advantage of retroviral vectors is their ability to transform their genetic

material stably into the target cell genome. Thus, retroviral vectors can be used to

modify permanently the host cell nuclear genome. However, the major risk of

retroviral vectors in gene delivery is that they incorporate into the host cell genome

in a nonspecific manner, thus causing possible disruption of a host gene at the site of

insertion or resulting in an abnormal expression of the nearby host cell gene driven

by the viral promoter and transcriptional enhancers. Retroviral delivery of interfer-

ing RNA molecules can efficiently induce stable RNA interference, allowing

dissection of specific gene function.

Adenovirus Vectors

Adenoviruses are common human pathogens associated with respiratory, gastroin-

testinal, and ocular infections. There are more than 50 different serotypes of human

adenoviruses, which are classified into six major subgroups (A to F) based on their

hemagglutination properties and DNA homologies. Adenoviral vectors based on

serotype 5 virus from subgroup C have been most commonly used as gene delivery

vectors. Adenoviruses are icosahedral nonenveloped viruses, which contain linear,

30–40 kb long double-stranded DNA genome. When they infect a host cell in

culture, adenoviruses attach to coxsackie and adenovirus receptor (CAR) with the

knob domain of the fiber protein (Fig. 41.1) (Bergelson et al. 1997). However,

group B adenoviruses use CD46, which is involved with regulation of complement

activation, as their receptor (Gaggar et al. 2003). In addition, adenoviruses can use

host-derived blood coagulation factors and potentially other serum proteins for

hepatocyte transduction (Parker et al. 2006). The adenovirus penton base protein

binds to aV integrins followed by clathrin-dependent endocytosis, and finally,

partially disrupted adenovirus capsid is transported to the nucleus and the adenovi-

rus DNA enters the nucleus through the nuclear pore (Stewart et al. 2003).

As gene transfer vectors, recombinant replication-deficient adenoviruses have

several advantages, which are beneficial in terms of gene therapy, as well as use in

biological research as gene transfer vectors for expression of desired protein or

RNA molecule. The adenovirus genome is relatively easy to manipulate and stable

as it does not rearrange at a high rate. In addition, adenovirus particles are stable and

they replicate efficiently in permissive cells producing high-titer viral stocks.

Adenoviruses infect both dividing and quiescent cells, but the adenoviral DNA

does not integrate into the genome of the host cell, thus minimizing the risk of

insertional mutagenesis. As the adenoviral DNA remains episomal in the

cells, adenovirus delivered genetic material is lost on cell division, and treatment

with the adenoviruses requires readministration of the therapeutic genetic material

in a proliferating cell population. Thus, adenoviral vectors are generally used for
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therapeutic strategies that require only a short-term expression of the therapeutic

transgene. Another disadvantage of using adenoviruses is the host immune re-

sponse. The humoral immune response generates antibodies against adenovirus

proteins and precludes the repeated administration of the adenoviral vector. In

addition, T cells can eliminate adenovirus-transduced cells (Dai et al. 1995).

Recombinant adenoviruses can carry relatively large therapeutic genetic materi-

al, depending on to which extent adenoviral genes are deleted. In the first generation

of adenovirus vectors used for gene delivery, the early gene cassettes E1 and/or E3

were deleted (Russell 2000). The E1 region is essential for adenovirus transforma-

tion and the deletion of that region makes adenovirus replication deficient, and

allows introducing 4.7 kb of foreign DNA. The E3 gene products subvert the host

defense mechanism but are not essential for viral replication. Deletion of the E3

region increases the cloning capacity for inserts up to 8 kb (Bett et al. 1994). The

next generation of recombinant adenoviruses was constructed by deleting additional

E2 or E4 adenoviral genes (Lusky et al. 1998, Amalfitano et al. 1998). Latest

adenoviral vectors lack all of the coding regions of the adenovirus genome, contain-

ing only the inverted terminal repeat (ITR) and the packaging sequences around the

transgene, but they need a helper virus for provision of the necessary viral genes for

virus propagation. These helper-dependent adenoviral vectors have up to 37 kb

insert capacity (Parks and Graham 1997). However, helper-dependent adenoviral

vectors are easily contaminated with the helper virus, but use of a Cre/loxP helper-

dependent system prevented the packaging of the helper virus (Parks et al. 1996). In

this system, infection of a Cre recombinase expressing packaging cell line with the

helper virus results in excision of the viral packaging signal flanked by loxP

recognition sites on the helper virus DNA (Parks et al. 1996).

Adenoviral vectors activate innate and adaptive immune responses in vivo.
Following entry into cells, the adenoviral capsid activates a number of signaling

pathways, including p38 mitogen-activated protein kinase and extracellular signal-

regulated kinase1, 2 (ERK1, 2), that lead to expression of proinflammatory

cytokines and chemokines (Liu and Muruve 2003). Recent generations of helper-

dependent adenoviral vectors have reduced host adaptive immune responses in vivo
providing an immunologic advantage over the early generations of adenoviral

vectors (Muruve et al. 2004). Furthermore, adenoviral vectors based on serotypes

other than 5, as well as chimeric serotype 5/35 adenoviruses have been studied to

circumvent the host immune response to gene delivery vector (Marsman et al. 2007,

Suominen et al. 2006)

Adeno-Associated Virus Vectors

Adeno-associated viruses (AAV) of the parvovirus family are nonpathogenic and

the smallest known human viruses. They have a linear, single-stranded DNA

genome about 5 kb long, which encodes two genes, rep and cap. As a result of

alternative splicing and use of an alternative translation initiation site, these genes
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encode seven differentproteins needed for viral replication, DNA packaging, and

capsid construction.

AAVs have certain advantages as gene delivery vectors over other viruses and are

therefore extensively studied. They lack pathogenicity and most people treated with

AAV do not develop an immune response to virus or the cells treated with it.

In AAV-based vectors, viral genes are replaced by a transgene and its associated

regulatory sequences. The low capacity to carry foreign DNA due to small genome is

the major limitation of AAV vectors. The propagation of the recombinant AAV

requires products from rep and cap genes along with the helper virus gene products

(Gonçves 2005). In the absence of helper virus, the wild-type AAV has the ability to

stably integrate into the host cell genome, most preferably at a specific site in human

chromosome 19. This site-specific integration of AAV requires expression of the rep

gene, and the proviral AAV sequences are rescued by the subsequent introduction of

a helper virus (Kotin et al. 1992, Surosky et al. 1997). However, the recombinant

AAV vectors have lost their site-specific integration. The AAV vectors transduce

cells by multiple pathways, and they can integrate randomly into the host cell genome

at the site of existing chromosome breaks (Yang et al. 1997, Miller et al. 2004).

Because of random integration of the AAV vector into the host cell genome, they

may produce distinct mutations, as the new inserted transgene sequence can influence

expression of neighboring genes, including possible proto-oncogenes.

AAV-based gene transfer vectors used in preclinical studies are based on the

AAV serotype 2 (AAV-2). Their primary receptors are heparin sulphate proteogly-

cans, but the coreceptors, aVb5 integrin and fibroblast growth factor I receptor,

give access to wide range of tissue types (Young et al. 2006). However, AAV-2 is

rather inefficient at transducing some cell types and its function as gene transfer

vector can be hampered by neutralizing antibodies against AAV-2 (Grimm and Kay

2003). Other naturally occurring serotypes have been studied to resolve these

limitations, and this has led to generation of new hybrid AAV vectors (Rabinowitz

et al. 2004) as well as a host of alternate serotypes of AAV (Gao et al. 2002).

Baculovirus Vectors

Baculoviruses are a group of over 600 species with a double-stranded 80–200 kb

long DNA genome (Szewczyk et al. 2006). Baculoviruses contain either single or

multiple nucleocapsids embedded in the membrane envelope. Baculoviruses pri-

marily infect insects with a narrow host range but they are not known to replicate in

mammalian or other vertebrate animal cells, although they can infect mammalian

cells. The most studied baculovirus is Autographa californica multicapsid nucleo-

polyhedrovirus (AcMNPV). Baculoviruses are generally used as tools for the

efficient recombinant protein production in insect cells (O’Reilly et al. 1994) as

well as biological pesticides (Cory and Bishop 1997), but their use as viral vectors

for targeted gene-based therapies is in continuous expansion, since the baculovirus

AcMNPV can infect a variety of mammalian cell lines and express foreign genes

under the control of appropriate eukaryotic promoters (Kost et al. 2005). The
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baculovirus envelope glycoprotein gp64 is responsible for the baculovirus intake

into cells. It mediates receptor-binding and pH-dependent clathrin-mediated endo-

cytosis of the virus (van Loo et al. 2001).

Major advantages of recombinant baculoviral vectors include good biosafety

profile due to their nonpathogenic nature for humans, and their ability to carry large

DNA inserts. Baculoviruses are also relatively easy to manipulate and produce.

Proteins producedbybaculoviral systems have correct posttranslationalmodifications.

Since baculoviruses are inactivated in serum by the human complement system,

in vivo delivery has important limitations. However, several methods to overcome

this limitation have been demonstrated. One application is to insert decay-accel-

erating factor (DAF), which is an important regulator of the complement cascade,

into the baculoviral envelope protein gp64 to protect baculovirus against comple-

ment attack (Hüser et al. 2001). In addition, expression of avidin or truncated

vesicular stomatitis virus G protein has been shown to improve in vivo transduction
efficiency of baculoviral vectors (Räty et al. 2004, 2006, Kaikkonen et al. 2006).

Herpes Simplex Virus Vectors

Herpes simplex viruses (HSV) are common human pathogens causing infections in

many parts of the body, including the mouth, skin, eye, brain, and genitals. There

are two serotypes of HSV, of which HSV type 1 (HSV-1) is the most engineered

herpes virus for gene transfer (Kay et al. 2001). HSV-1 has a large, 152 kb long

linear double-stranded DNA genome, containing over 80 genes, of which about half

are nonessential for virus replication. Deletion of these nonessential genes creates

capacity for 40–50 kb of foreign DNA.

The genome is packed into an icosahedral capsid coated with a layer of a protein

called tegument. At the outermost is a membrane layer containing numerous viral

proteins and glycoproteins (Spear 2004). HSV enters the cell by contacting glycos-

aminoglycan, like heparan sulfate side chains of cell surface proteoglycans. HSV

glycoproteins B and C bind to heparan sulfate followed by the binding of viral

glycoprotein D into its receptor, which triggers the fusion of HSV envelope with a

cell membrane. Cellular receptors for the HSV entry include a member of the TNF

receptor family (herpes virus entry mediator), members of the immunoglobulin

superfamily (nectin-1 and nectin-2), and a specific site in heparan sulfate (Spear 2004).

Two approaches to produce HSV vectors include HSV amplicon vectors and

recombinant genomic vectors. The amplicon vectors are bacterially produced

plasmids about 15 kb in size containing viral origin of replication and packaging

sequences, and they require a helper virus which provides all the missing structural

and regulatory genes. The recombinant HSV vectors are made replication-deficient

by deletion of one or more viral genes whose expression is essential for viral

replication. The viruses are produced in a complementing cell line that supplies

the deleted proteins to the virus in trans for replication. HSV vectors are efficient in

transduction of a large number of different cell types resulting in efficient transgene

expression. They have successfully been studied in animal models of several
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diseases, including cancer (Shen and Nemunaitis 2006). The cytotoxic properties of

the HSV are a major limitation in practical applications, but deletion of multiple

immediate-early genes has been shown to substantially reduce the cytotoxicity of

HSV vectors (Krisky et al. 1998). Such mutants may provide efficient gene transfer

and long-term transgene expression.

Viral Vectors in Degradome-Targeted Cancer Therapy

There are several strategies to interfere with degradome gene expression and protein

function by viral vector systems. Targeted therapy can be directed against extracel-

lular factors or signal transduction pathway molecules mediating degradome gene

expression, or it is possible to inhibit transcription by targeted gene silencing of the

mRNA of the gene of interest by specific antisense RNA, ribozymes, or small

interfering RNA molecules (Fig. 41.2). Furthermore, secretion and function of the

Fig. 41.2 Levels of inhibition of degradome gene expression and activity targeted by viral vector

based gene delivery and possible inhibition mechanisms
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degradome proteins can be inhibited by intracellular antibodies, and the activation

or function of proteases can be blocked by overexpressing the tissue inhibitors of

metalloproteinases (TIMPs) or other protease-specific inhibitory proteins.

Inhibition of Degradome Gene Expression by Modulating
Gene Regulators

The role of different regulatory pathways of MMP expression has been studied in

head and neck squamous cell carcinoma (HNSCC) cell lines. Modulation of the

activity of distinct mitogen-activated protein kinases (MAPKs) by dominant nega-

tive forms of MAPK pathway mediators has shown potency in the inhibition of

MMP expression by cancer cells. Selective inhibition of p38 MAPK signaling by

specific adenovirally produced dominant negative forms of p38a and p38d results in
inhibition of MMP-1 and -13 expression by invasive HNSCC cells and suppresses

growth of corresponding tumors in vivo in SCID mice (Junttila et al. 2007).

However, as an untargeted therapy, inhibition of p38 MAPK throughout the body

would induce immunosupressive side effects as seen with the chemical p38 inhi-

bitors (Kumar et al. 2003). In addition, p38 has a critical role in inducing apoptosis

in normal cells and inhibiting p38 MAPK activity could participate in transforma-

tion of normal cells raising extreme concerns for such therapy. TGF-b promotes the

invasion of HNSCC cells by upregulating MMP-13 via the Smad pathway. Adeno-

viral overexpression of an inhibitory Smad, Smad7, in SCC cells inhibited MMP-13

expression and tumor implantation in SCID mice suggesting the Smad-signaling

pathway as a novel and specific target for anti-invasive therapy of HNSCCs

(Leivonen et al. 2006).

Tumor suppressor p53 has an inhibitory effect on cell growth and induces

apoptosis when overexpressed in a variety of tumor cells by adenovirus-mediated

gene transfer. The therapeutic effect of p53 overexpression in cancers has been

related to its functions in inducing apoptosis, and inhibitory effects on cell prolifer-

ation and angiogenesis (Roth 2006). Wild-type (wt) p53 has been shown to inhibit

the activity of the human MMP-1 gene promoter (Sun et al. 1999). In addition, the

promoter of human MMP-13 contains a putative p53-binding element suggesting

that p53 may regulate MMP-13 transcription. Adenovirus-mediated expression of

wt p53 in HNSCCs resulted in significant reduction in MMP-13 expression and

inhibition of HNSCC cell lines in vitro (Ala-aho et al. 2002). The wt p53 can also

bind to the MMP-2 gene promoter and adenoviral expression of wt p53 in a p53-

mutated melanoma cell line decreased MMP-2 levels and cell invasion (Toschi

et al. 2000). These results suggest novel regulatory mechanisms in which adenovi-

rally redelivered wt p53 into p53-mutated tumor cell lines reduces their invasive-

ness by decreasing the levels of different MMPs.

Nuclear factor-kB (NF-kB) has been shown to regulate the expression of several
destructive MMPs in smooth human macrophages and in osteoarthritis (OA)

synovial fibroblasts (Chase et al. 2002, Bondeson et al. 2007). Since overexpression

of several MMPs, including MMP-1, -3, and -9, is demonstrated in human
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atherosclerotic plaques, adenovirus-mediated overexpression of NF-kB inhibitor

IkBa was used to inhibit MMP expression in human macrophages and rabbit foam

cells (Chase et al. 2002). Also, adenoviral expression of IkBa in osteoarthritis

synovial fibroblasts resulted in inhibition of MMP-1, -3, -13, and ADAMTS-4

expression (Bondeson et al. 2007). As the expression of IkBa reduces proteolytic

activity, it appears to be an attractive therapeutic target in unstable atheromas and

OA. In addition, adenovirus-mediated inhibition of some MMP-regulating growth

factors, like interleukin-8 (IL-8) or basic fibroblast growth factor (bFGF), has

shown potency on possible targets for therapy of cancers (Inoue et al. 2000, 2001).

Degradome Gene Silencing by Antisense Oligonucleotides,
siRNA, and Ribozymes

Antisense oligonucleotides and catalytic RNAs such as hammerhead ribozymes are

capable of modulating specific gene expression, and they have demonstrated utility

in attenuating gene expression (James and Gibson 1998). Ribozymes are site

specific and their catalytic potential makes them more efficient in suppressing the

specific gene expression than traditional antisense techniques. Several types of viral

vectors have been used to suppress degradome gene expression by ribozyme or

antisense RNA in variety of cell types.

Retroviral expression of an MMP-7 antisense ribozyme has shown potency to

inhibit MMP-7 expression by a breast carcinoma cell line and reduce tumor cell

invasiveness and tumor growth in nude mice (Jiang et al. 2005). A retroviral vector

has also been used for long-term production of therapeutic RNA molecules in

rheumatoid arthritis (RA) synovial fibroblasts (RASFs) in a SCID mouse model

(Rutkauskaite et al. 2004, 2005). Elevated levels of collagen-degrading MMPs are

associated with progressive matrix degradation in RA and, thus, targeted inhibition

of MT1-MMP or MMP-1 production in RASFs could constitute a promising

approach to inhibit joint destruction in RA. Inhibition of MMP-1 production by a

retrovirally mediated hammerhead MMP-1 antisense ribozyme was maintained for

at least 2�months and was accompanied by a significant reduction in the invasive-

ness of RASFs in the SCID mouse model of RA (Rutkauskaite et al. 2004).

Retroviral expression of an MT1-MMP antisense RNA reduced cartilage degrada-

tion by RASFs in RA during the 60-day observation period (Rutkauskaite et al.

2005). Adenovirally delivered MMP-13 antisense ribozyme into cutaneous SCC

cells inhibited tumor implantation in SCID mice (Ala-aho et al. 2004). Repeated

injection of MMP-13 antisense ribozyme encoding adenovirus into SCC xenografts

resulted in suppression of tumor growth. However, the increase in the adenoviral

dose in intratumoral injections from twice a week to three times a week did not

increase the inhibitory effect of MMP-13 antisense ribozyme. This may be due to

the short duration of adenoviral gene expression in the cells and the limited

transduction efficiency.

41 Targeting Degradome Genes via Engineered Viral Vectors 887



Silencing of specific gene expression by small interfering RNA (siRNA) has

rapidly become a powerful tool to study gene function and it represents a potential

strategy for therapeutic product development (Takeshita and Ochiya 2006). RNA

interference induced by siRNA is a transient phenomenon, but high-efficiency

transfection of interfering RNA and stable suppression of the specific gene can be

achieved with viral vectors expressing short hairpin RNA (shRNA) which is

cleaved to active siRNA by cellular ribonuclease Dicer (Bernstein et al. 2001).

Each siRNA is then incorporated into RNAi-induced silencing complex that can

cleave the target mRNA.

The urokinase plasminogen activator (uPA) system plays a marked role in matrix

degradation by converting plasminogen to plasmin and triggers an activation cascade

of several MMPs, including MMP-9. The serine protease uPA and its receptor uPAR

are produced by several tumor cells and are strongly implicated in tumor progression.

Thus, simultaneous inhibition of uPA and MMP-9 expression could have a synergis-

tic effect in inhibiting tumor growth. The adenovirus-mediated simultaneous expres-

sion of antisense uPAR andMMP-9 has been used to downregulate uPAR andMMP-

9 in glioma cells (Lakka et al. 2003). However, the therapeutic effect of adenovirus-

mediated antisense expression was shown to be transient and require relatively high

adenovirus doses. Unlike the traditional antisense approach, siRNAs result in the

destruction of the target RNA molecule and are more potent in reducing target gene

expression. Since siRNA-mediated silencing of gene expression may be superior to

the traditional antisense techniques, siRNA-mediated uPA and MMP-9 mRNA

degradation were also studied in glioma cells (Lakka et al. 2005). Simultaneous

targeted inhibition of the two proteases by RNAi resulted in complete regression of

preestablished intracerebral tumor growth in mice.

Since high levels of MMP-2 are associated with the increased propensity for

nodal and distant metastases in non-small lung cell carcinoma, it was suggested that

MMP-2 inhibition has therapeutic potential for lung cancer. An MMP-2 shRNA

adenovirus showed potency in inhibiting tumor growth and formation of lung

nodules in a metastatic lung cancer model in mice (Chetty et al. 2006). MMP-9 is

strongly expressed in medulloblastoma tumors and inhibition of its expression by

adenovirally delivered MMP-9 shRNA has shown efficacy to inhibit medulloblas-

toma tumor growth and cell invasion in an intracranial model (Rao et al. 2007).

Inhibition of Degradome Protein Activation and Function

In general, gene delivery-based inhibition of proteinase activity can be targeted

against activation of the latent form of proteinase or activity of the proteinase itself

(Fig. 41.2). Both approaches have been utilized in experimental studies.

The activity of MMPs is specifically inhibited by TIMPs-1–4, which bind to

active MMPs in 1:1 molar stoichiometry (Baker et al. 2002). TIMP-1, -2, and -4 are

secreted by cells in soluble form, whereas TIMP-3 is associated with ECM (Pavloff

et al. 1992). TIMPs also inhibit the activity of metalloproteinases with a disintegrin
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and metalloproteinase domain (ADAMs), and ADAM-TSs with thrombospondin-

like (TS) domains (Baker et al. 2002). TIMP-3 inhibits the activity of tumor

necrosis factor-a (TNF-a)-converting enzyme (TACE, ADAM-17), ADAM-10,

aggrecanase-1 (ADAM-TS4), and aggrecanase-2 (ADAM-TS5) (Baker et al.

2002). Therefore, TIMP-3 inhibits shedding of several cell surface proteins, includ-

ing TNF-a, TNF-RI, syndecan-1 and -4, interleukin-6 receptor, and L-selectin.

TIMP-3 also functions as a tumor suppressor, as its expression is silenced by

hypermethylation of the gene in several cancers (Baker et al. 2002). In addition,

TIMP-3 has been shown to promote apoptosis in normal and malignant human cells

in culture and in vivo (Ahonen et al. 1998, 2002, Baker et al. 1998, 1999). The

proapoptotic activity of TIMP-3 resides in the N-terminus of the molecule, which

possesses the MMP inhibitory activity (Bond et al. 2000). The proapoptotic effect

of TIMP-3 appears to be mediated through stabilization of cell surface death

receptors, especially TNF-R1 and Fas (Bond et al. 2002, Ahonen et al. 2003).

Lack of TIMP-3 in mice results in increased metastasis of melanoma and lympho-

ma cells (Cruz-Munoz et al. 2006). In general, because of their wide inhibitory

efficacy toward metalloproteinases, TIMPs have served as attractive candidates in

gene transfer studies in cancer.

Adenoviral delivery of TIMP-1, -2, and -3 by local intratumoral injection has

been shown to inhibit tumor growth in several different animal models of cancer.

Adenoviral delivery of TIMP-2 inhibits tumor growth in mouse models (Li et al.

2001) and inhibits mammary tumor growth and angiogenesis (Hajitou et al. 2001)

In addition, gene transfer of TIMP-1 using AAV vector inhibits tumor growth in

different animal models for cancer (Zacchigna et al. 2004).

Adenoviral delivery of TIMP-3 has been shown to suppress the growth of

melanoma and cutaneous SCCs in mouse model more potently than do TIMP-1

(Ahonen et al. 2002, 2003). Similarly, adenovirally delivered TIMP-3 inhibits lung

cancer progression in an animal model more potently than do TIMP-1 and -2 (Finan

et al. 2006). Retroviral vector-based cell-mediated delivery of TIMP-3 has also

been shown to inhibit glioblastoma growth in an animal model (Spurbeck et al.

2003).

In addition to local intratumoral injection of viral vectors coding for TIMPs,

attempts to use systemic delivery have also been taken. Adenovirus-mediated

expression of TIMP-1 in liver has been shown to protect against lymphoma and

colon carcinoma metastasis (Elezkurtaj et al. 2004). In addition, systemically

delivered adenoviral expression of TIMP-1 and -2 has been shown to promote the

antitumor effect of tumor necrosis factor and interferon-g providing evidence for

feasibility of combining degradome-targeted gene therapy with other cancer thera-

pies (Van Roy et al. 2007). In this context, it is interesting to note that a recent study

with an oncolytic adenovirus expressing TIMP-3 showed that including TIMP-3 did

not improve the efficacy of the oncolytic adenovirus in a glioma model (Lamfers

et al. 2005). However, further preclinical studies on the efficacy of degradome-

targeted gene delivery in combination with other antitumor therapies including

oncolytic viruses are clearly needed to assess the feasibility of protease-targeted

cancer gene therapy.

41 Targeting Degradome Genes via Engineered Viral Vectors 889



Furthermore, viral expression of other natural inhibitors of MMPs also may have

a role in targeted cancer therapy. Lentiviral vectors generated to deliver expression

of angiostatin and endostatin inhibited endothelial cell growth (Shichinohe et al.

2001). In addition, noncatalytic fragments of MMP-2 are shown to inhibit tumor

angiogenesis. Since the PEX functions as an endogenous inhibitor of MMP-2 acti-

vation, its inhibitory effect could be potentially utilized in cancer therapy. Lenti-

viral vectors were used to deliver PEX expression in different angiogenesis models

to inhibit MMP-2 activity (Pfeifer et al. 2000). As a result, lentiviral expression of

the MMP-2 hemopexin domain suppressed angiogenesis in different angiogenesis

models, demonstrating that lentiviral vectors are an efficient vehicle for delivery of

antiangiogenic factors in vivo (Pfeifer et al. 2000).

Concluding Remarks

Several different viral vector systems have been utilized to target degradome genes

in experimental cancer models in vivo. The feasibility of these gene delivery vectors
has been extensively studied in preclinical models of cancer, and they have served

as important tools for target validation of proteases in cancer therapy. It is expected

that development of vector technology and new ways to target the vectors to

specific cells and tissues will result in improved safety and efficacy in gene therapy

of cancer. In addition, further studies are clearly required to test the combination of

protease-targeted gene therapy with currently available cancer therapies, for exam-

ple, radiation therapy and chemotherapy. It is expected that targeting the degra-

dome genes via viral gene transfer will improve the efficacy of these conventional

treatments for cancer.
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Angiogenesis
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uPAR expression, 236
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target proteases, 730–731
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domain structure, 725–726

GFD and uPAR, 728–729

kringle domain, 729

Biomarkers
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measurements of, 587–588
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proteases, 121

Bladder carcinoma

cathepsins, 608–609

cystatins, 609
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process, 772–773

Bone matrix

cell signal generation, 544–545

MMPs on remodeling, 542–543

osteoclast precursor, on degradation,

544

predilection of metastasis, 553

Bone–tumor microenvironment

metastatic tumor cells, 541–542

MMPs
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membrane-type MMPs expression,
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stromal expression patterns, 213–214
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management of, 572–573
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progression-free survival (PFS),
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CAM assay

advantages and limitations, 313
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mammary epithelial carcinogenesis,
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Index 901



pancreatic islet cell carcinogenesis,
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tumor cell proliferation and apoptosis,

295–296

tumor invasion, 294–295

uPAR-integrin interactions

antibodies downregulation, 461

anti-cancer strategy, 467–468

a6 integrin cleavage, 459

soluble marker, 454

Cancer-associated dysregulation, 267

Cancer degradome, proteases

activity-based probes (ABP)

covalent modification, 103–104

cysteine proteases, 109

enzyme inhibitor discovery, 122–124

functional elements, 103

linker region and tags, 104
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profiling, 104–106

protease activity imaging, 125–128

serine proteases, 109–110

tumor biomarkers discovery, 117–121

zinc metalloprotease activity,

110–115
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Forster resonance energy transfer

(FRET)

fluorescence homotransfer, 108

green fluorescent protein (GFP) role in,
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methodology of, 107–108

Cancer development, proteolytic pathways

advantages of, 173–174

cysteine cathepsin proteases

activation cascades of, 170–171

cathepsin C role, 170

classess of, 169

de novo carcinogenesis models, 171

profiling of, 172

ECM-remodeling proteases, 158–160

matrix metalloproteinase (MMP)

activation

anticancer therapeutic targets, 164

cell-mediated mechanism, 161

cofactors, 163
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metastatis formation, 162–163

MMP‐9 proangiogenic roles, 162

protease amplification, 172–173

proteolytic activities of, 157–158

serine proteases regulation

mast cell serine proteases, 165–167

neutrophil elastase (NE), 167–169

plasminogen activators, 164–165

Cancer invasion

Plg activation

mammary gland involution, 211

squamous cell skin cancer, 208

uPARAP/Endo182

invasive tumor growth, 254

tumor-stroma interface, 254–255

Cancer-preventive effect, 365

Cancer prognostic markers. See
Plasminogen activation system,

prognostic marker

Cancer therapy, uPAR

antisense RNA technology

adenovirus constructs, 232–233

plasmid expression vectors, 232

asODN therapy, 231–232

RNA interference (RNAi), 233
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MMP‐9 gene, 672

Carcino embryonic antigen (CEA), 699

Catalytic properties, uPA

pro-uPA activators, 728

serine protease domain, 725

substrate specificity, 727–728

Cathepsin B
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colon carcinoma, 604–605

deficiency compensation, 121–122

glioma, 613–614

hepatocellular carcinoma, 609–610

increased expression effect, 615–617

melanoma, 610–611

meningioma, 612–613

non-small-cell lung cancer, 602–604
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oral carcinoma, 608

ovarian cancer, 600–601
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prostate carcinoma, 599–600
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Cathepsin C, 170–171

Cathepsin F, ovarian carcinoma, 601, 615

Cathepsin H, 616–617

colon carcinoma, 604–605

lung carcinoma, 601–602

melanoma, 610

SCCHN, 606

Cathepsin K

bladder carcinoma, 608, 616

non-small-cell lung cancer, 602

Cathepsin L, 615–617

bladder carcinoma, 609

breast carcinoma, 597–598
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meningioma, 613
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ovarian and cervical carcinoma, 601

Cathepsin S, 616–617

glioma, 614
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Cathepsin V protein, 43–44

Cathepsin X, prostate carcinoma, 599, 615

CC chemokines, 529

CEA. See Carcino embryonic antigen

Cell adhesion, 732–733

Cell growth, TIMP‐1, 684–685
Cell invasion, 310, 734

Cell migration, 733–734
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2D and 3D matrix, 348–352

endothelial cell interactions, 344–345

roles of proteinases, 347–348

transendothelial cell migration,

integrins, 346

vs. amoeba, 344

matricryptic sites

laminin 5 and proteoglycans, 355

type-I collagen, 356

type-IV collagen, 354–355

metalloproteinase, 343

in vivo studies

intravital miscroscopy, 352–353

roles of proteinases and MMPs, 352

transendothelial migration of
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xenopus laevis, 354
zebrafish, 353–354

Cell-permeable filter, 310

Cell proliferation, 734–735

TIMP, 382–383

Cellular properties, malignant phenotype

cell adhesion, 732–733

cell invasion, 734

cell migration, 733–734

cell proliferation, survival, and apoptosis,

734–735

Chemokines, 345
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MMPs regulation
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CXC chemokine, 529–531
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proteoglycan-mediated process,
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Chemotactic assay, 347

Chick chorioallantoic membrane (CAM),

313–314, 349
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Chondroitinase ABC (ChABC), 355

Choroidal neoangiogenesis, 337

Chronic inflammation, 354

Clinical trials, MMPIs
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development of inhibitors, 778–779

dose-limiting toxicity, 774–777

efficacy of drug, 777–778
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neovastat, 774
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data analysis

bioinformatics analysis of, 31, 33

systematic variation in, 31
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image analysis
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segmentation and data extraction, 30

oligonucleotide array, 632

scanning of, 28–29

Clustered heatmap

degradome genes, 648–649

matrix metalloproteinases, 651–652

MMP‐12-associated genes, 657

COFRADIC. See Combined fractional

diagonal chromatography

Collagen gel invasion, 349–350

Collagen internalization

uPARAP/Endo182

gelatin, 250

interdomain organization analysis,

249

lysosomal degradation, 250–251

macrophage mannose receptor, 252

Collagenolysis and MMPs, 544

Colon carcinoma

cathepsins, 604–605

cystatins, 605

Colon carcinoma cell, 355

Colorectal cancer (CRC)

adjuvant systemic chemotherapy, 680

plasminogen activation system,

575–576

TIMP‐1, CRC prognosis

case-control study, 687

plasma TIMP‐1 and cut-off values,

687–688

prognostic value analysis, 690

serum and plasma TIMP‐1 levels in,

686–687

standard operating procedures (SOPs),
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statistical analysis procedure (SAP),

692

TIMP‐1 mRNA level in, 686

TNM staging, 679–680
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tissue inhibitor of metalloproteinases 1
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methodology, 89, 92
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modifications, 92

protease substrate discovery, 90–91
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strategies of, 95–96

terminal amine isotope labeling, 97–98

time-efficient protocol, 94–95

trypsin digestion method, 94

Connective tissue growth factor

(CTGF), 18
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C-type carbohydrate recognition domains

(CRDs)

uPARAP/Endo182

carbohydrate binding, 248

cell migration, 252–253

collagen internalization, 250–251

interdomain organization analysis,

249

CXC chemokine, 529–531

CX3CL1 chemokine, 531

Cyclic adenosine monophosphate (cAMP),

344

Cyclic hexapeptide, uPA antagonists, 740

Cystatin C, 595

breast cancer, 598

prostate carcinoma, 600

Cystatins, cancer biomarkers

bladder carcinoma, 609

breast carcinoma, 598–599

colon carcinoma, 605

glioma, 614

hepatocellular carcinoma, 610

lung carcinoma, 603–604

melanoma, 611

meningioma, 612–613
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oral and laryngeal carcinoma, 607–608
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Cysteine cathepsins

angiogenesis, 293–294
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cancer biomarkers
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bladder carcinoma, 608–609
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cathepsin null cancer-prone mice model,

297–298
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glycosaminoglycans (GAGs), 282–283
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stromal cells and tumor development,

298

subcellular localization, 283–284

synthesis and activation, 282–283

tissue distribution, 284

tumor cell proliferation and apoptosis,

295–296

tumor invasion

E-cadherin, 294–295

ECM degradation and MMP activation,

295
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activated anticancer prodrugs

extracellular cathepsin-activated

anticancer therapeutics, 866–867

legumain-activated anticancer

therapeutics, 865

activity-based probes (ABP) for,

105–106

breast cancer, 598, 615

cathepsin activity evaluation, 121
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cancer biomarkers)
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structure and functions, 588, 590

Cytokines

MMPs regulation and inflammation

interleukin‐1b, 522–523
TGF-b1, 526–528
TNF-a, 524–526

production impact on angiogenesis, 345

Cytoplasmic domain, 346

uPARAP/Endo182, 248–249
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2D-DIGE (Two-dimensional
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Degradome genes
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heatmap values, 648–649
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Degradome-targeted cancer therapy

degradome gene silencing, 887–888
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modulating gene regulators, 886–887

DESC1 (Differentially expressed in
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Detergent-resistant membrane fractions
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tube formation assay, 310–311

tube morphogenesis, 387
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Endothelial sprouts, 307

Enteropeptidase

complex domain structure, 260
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(ELISAs), 570, 723

breast cancer and healthy volunteers, 572
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Experimental metastasis model
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binding, TIMP3, 376

bound ligands, 382
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composition, 328

degradation by MMPs, 545, 547
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homeostasis, 381
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proteolytic degradation, 495
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uPAR signalling, 228
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Fluorescence fluctuation spectroscopy
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Food and Drug Administration (FDA), 760

Formyl-Met-Leu-Phe (fMLP), 345
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green fluorescent protein (GFP) role in,
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methodology of, 107–108

proteases, 484
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Gel-based proteomic methods, 70–71

Gene delivery systems and proteolysis

chimeric envelope, 835

GALV envelope, 835–836

Gene expression profiling, 628–631
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kallikrein‐1 biomarker, 646–647

matrix metalloproteinases

clustering and expressions,

651, 653

expression values, 651–652
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normalized expression, 653–655

plasminogen, 655–656
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transcriptional effect, 666
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upregulation, 442
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cathepsins, 609–610
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Hepatocyte growth factor (HGF), 380, 383
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expression, 437–438
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deficiency, 260–262
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domain structure and functions, 262
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Herpes simplex virus vectors, 884–885
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High-fat diet (HFD) treatment, 364
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Human degradome, 20–21
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Human leukocyte elastase treatment, 831

Human microvascular endothelial cells,
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See Macrovascular endothelial cells
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PEG-based hydrogels, 835
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Hydroxamate inhibitors, MMPI, 814–815

Hydroxamate mp inhibitor, 353

ICTP collagen, 544–545

Ilomastat, MMP inhibitor, 113

Image analysis algorithm, 332

Imaging agents and proteolysis

fluorogenic proteolytic beacon, 838

MMP‐7-activated beacon, 839

NIRF optical imaging, 837
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QD imaging, 838

Immunolocalization, 353

Inflammation process, MMP

CC chemokine, 529

CXC chemokine, 529–531

CX3CL1 chemokine, 531

genetic models, 522–523

immune phenotypes, 520–522

interleukin–1b, 522–523
proteoglycan-mediated chemokine,

531–532

TGF-b1, 526–528
TNF-a, 524–526

Inflammatory cells, 328

Inhibitors of multiple proteases and

cytokines (IMPACs), 773

Inhibitory proteoglycan NG2, 355

Insertion peptides, 743

In Silico Transcriptomics (IST) database

degradome genes, mRNA expression

heatmap values, 648–649

renin and kallikrein‐1, 648, 650
kallikrein 3 biomarker, 646–647

MMP‐12 expression, 657–658

Insulin growth factor-binding proteins

(IGFBPs), 389–390

Intact peritoneal basement membrane

barriers, 349, 355

Integrins

b1 integrin, 380
a1 integrin, 730, 733
Timp mutant phenocopies, 382

uPAR, 435–436

anti-cancer strategy, 467–468

bidirectional signaling, 457

intracellular domain, 456

kringle domain and integrin cleavage,

459

spatial distribution regulation

of, 458

avb3 integrin, 729
avb5 integrin, 730, 733
vitronectin binding, 734

Interactome, 226

Interleukin‐1b cytokine

MMPs and inflammation, 522–523

International Agency for Research on

Cancer (IARC), 365

Intracellular focal adhesion kinase (FAK),

386

Intracranial tumours, cathepsins and

cystatins

glioma, 613–614

meningioma, 612–613

Intravital microscopy, 352–354

Intrinsic protease specificity

active-site cleft and motifs, 68–69

methods for, 69

Introduction of isotope-coded affinity tags

(ICATs), 72

Invadopodia

actin/cortactin cores, 406, 417–418

characteristics of, 403–404

3D cultures, 421–422

2D substrates studies, 408

EDS in, 406

filopodia formation, 406–408

formation process, 409–416

dynamics, 419–420

searching and maturation phase, 421

time lapse imaging approach, 419

invadopodial complex, 417

molecular components and functions of,

405, 409–416

MT1-MMP in, 417, 420–421, 423

proteases and tumor microenvironment

FAP–DPPIV complexes, 423–424

proangiogenic functions and MMP‐9,
424

proteolytic activity of

adhesive and lytic property, 424–425

ECM degradation and integrins,

422–423

microscopic imaging analysis,

416–417

MMP-mediated proteolysis, 423

vinculin rings, 418

vs. podosomes

actin core assembly and ECM,

404–405

role of, 405

Invasive cancer cell, 366–367

Invasive ductal carcinomas (IDC), 286–287

In vitro adipocyte differentiation

Mouse embryonic fibroblasts (MEFs),

363–364
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3T3L1 adipocyte precursors, 363

In vitro assays

aortic ring assay, 311–313

cell invasion assay, 310

overexpression model, 386

tube formation assay, 310–311

vs. in vivo assays, 309–310

In vivo assays

CAM Assay, 313–314

lymphangiogenesis models and

limitations, 317

Matrigel plug assay, 314–315

vs. in vitro assays, 309–310

zebrafish, 315–316

In vivo models

anti-proteolytic effect, 743–744

TIMP function analysis

cancer development, 382

cancer phenotypes of, 389

hepatocytes, 388–389

IGFBPs, 389–390

TIMP3 deficiency, 390

transgenic Timp expression, 388

tumor–stroma interaction analysis, 329

Isobaric tagging for relative and absolute

quantitation (iTRAQ)

advantages and disadvantages, 74

limitations of, 97

methodology, 87

protein guanidination and mas tags, 73

ratio in, 88

Isotope-coded affinity tags (ICATs)

proteomics

advantages, 89

functional structure, 86

methodology, 86–87

vs. iTRAQ, 88
Isotope-coded protein label (ICPL), 74

Jurkat T lymphocytes, 93

Kallikrein–1 (KLK1) biomarker

IST analysis and gene expression

mRNA expression of tissues,

646–647

vs. renin precursor, 648, 650

Kaplan-Meier survival analysis, 575–576,

636

Key molecular determinants

host compartment

classes of proteases, 332–333

MMP inhibitors and proteases,

334–335

PAI‐1 and PAI‐2, 333–334
tumor compartment

HaCaT cells, 335

MMP proteases, 335–336

VEGFR downregulation, 336

Kringle and proteolytic domain, 459

LacZ gene tag, 501

Laminin‐5, 355
Legumain, 592

Lentivirus vectors, 880. See also
Retrovirus vectors

Leptin, 367–368

Leukocyte adhesion molecules, 345

Leukocyte cell migration

2D and 3D studies

collagen cell invasion, 349–350

collective-cell migration, 349

quenched-fluorescent collagen,

348–349

short-term and long-term invasion,

352

visualisation of cell migration, 348

endothelial cell interactions

inflammation, 345

recruitment of monocytes, 344

selectin, 344–345

roles of proteinases, 347–348

transendothelial cell migration,

integrins, 346

vs. amoeba, 344

Leukocyte extravasation, 347

Leukocyte (L-) selectin, 344

Ligneous lesions, plasminogen deficiency,

187–188

Linear peptide antagonists, uPA-uPAR

interactions, 713–714

Liposomal drug delivery

extracellular membrane, 833

intracellular membrane, 832

surface modification, 831

Liquid chromatography (LC)

and ICAT labeling, 72
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iTRAQ labeling, 74

tryptic peptides separation, 75

Low-density lipoprotein receptor (LDLR)

complement-type repeats (CTRs),

731–732

endocytosis receptors, 722, 744

L-selectin shedding, 353

Lung cancer

corin, 270

plasminogen activation system, 577–578

Lung carcinoma, cancer biomarkers

cathepsins, 601–603

cystatins, 603–604

Lung metastasis signature (LMS), 628

Lymphangiogenesis models

limitations of, 316

in vivo models, 317

Lymphatic endothelial cells, 317

Lymphatic ring assay, 316

Lymphoid cell migration, 344

Ly‐6/uPAR/a-neurotoxin (LU) protein

domains, 703–704

Macrophage mannose receptor (MMR)

collagen clearance, 252

C-type carbohydrate recognition

domains, 248

Cys-rich domain, 247

recycling of, 248–249

Macrophage migration, 353

Macrovascular endothelial cells, 310

Major excreted protein (MEP), 283

MammaPrint1, 23

Mammary epithelial carcinogenesis

cathepsin B deficiency, 291

MMTV-PyMT model of, 286

Mammary gland morphogenesis, 387

Mammary polyoma middle T-induced

tumorigenesis, 390

MAPKs. See Mitogen-activated protein

kinases

Marimastat (BB‐2518)
clinical trial process

phase II and III tests, 770

phase I test, 769

inhibitor, 506

Mass spectrometry (MS), protease

substrates

characteristics of, 79

gel-based proteomic methods, 70–71

solution-based proteomic methods

amine-reactive reagents, 72–74

ICAT labeling, 72

labeled peptides, positive selection of,

77

label-free analysis, 77–78

tryptic peptides, negative selection of,

74–76

Mast cell serine proteases, cancer

development

cell-derived chymases role, 166

human tryptases role in, 165–166

mast cell tryptases role in, 166–167

Matrigel implantation angiogenesis assay,

744

Matrigel plug assay

drawbacks and solutions, 314–315

MMP‐9, 315
neovascularization zone delineation, 314

Matriptase

in cancer, 267

epidermal differentiation and point

mutation, 268–269

epithelial morphogenesis, 268

matriptase‐2 and matriptase‐3, 269
polyserase‐1, 269–270

Matrixins. See Matrix metalloproteinases

(MMPs)

Matrix-inserted surface transplantation

assay, 331

Matrix metalloprotease‐9, HSC
mobilization, 441

Matrix metalloproteinase inhibitors

(MMPIs), 496

active-site topology, 812–813

chemical structures

without zinc-binding group, 819–821

with zinc-binding group, 815–816

clinical trials on

batimastat, 761, 769

BMS275293, 772–773

development of inhibitors, 778–779

dose-limiting toxicities, 774–777

efficacy of drug, 777–778

marimastat, 769–770

metastat, 773–774

Index 911



neovastat, 774

prinomastat, 770–771

tanomastat, 771–772

first-generation inhibitors

hydroxamate compound, 814–815

vs. TACE, 815–816
phosphinic peptides and transition-state

compound 5 and MMP‐9, 817
compound 6 and MMP‐12, 818

research development

structure-based design approach, 823

thermodynamics and enthalpic

contribution, 821–822

roles of, 37–38

unusual MMP inhibitors

compound 8 and MMP‐13, 819, 821
compound 7 structure, 819

Matrix metalloproteinases (MMPs), 61

activated anticancer therapeutics

MMP-activated chemotherapeutics,

867–869

tumour-selective MMP-activated

biotoxins, 869–871

activation and TIMP‐2, 797
and ADAMs, 353

adipocytes, in carcinomas

adipocyte–cancer cell interaction/cross

talk, 366

adiposis and cancer, epidemiological

data, 365

invasive cancer cells, 366–367

adipogenesis

adipose homeostasis, 364–365

proteolytic systems, 362

in vitro adipocyte differentiation,

363–364

anticancer therapeutic targets, 164

aortic ring assay, 312–313

bone matrix remodeling, 542–543

CAM assay, 313–314

cell invasion assay, 310

cell-mediated activation mechanism, 161

chemokine regulation and inflammation

CC chemokine, 529

CXC chemokine, 529–531

CX3CL1 chemokine, 531

proteoglycan-mediated process,

531–532

cofactors in, 163

CXCL12 receptor modulation, 548, 553

cytokines and inflammation

interleukin‐1b, 522–523
TGF-b1, 526–528
TNF-a, 524–526

2D and 3D studies

collective cell migration, 349

localisation of, 352

vascular remodeling, 348

extracellular matrix degradation, 496

fibrillar type-I collagen, 544–545

functional roles for, 161–162

gene suppression of, 508–509

genetic tags, 500–501

head and neck squamous cell carcinoma

(HNSCC), 886

host compartment, 334–335

and inflammation

genetic models, 522–523

immune phenotypes, 520–522

inhibition mechanism and TIMPs

interaction of MMPs-TIMPs,

793–794

kinetic values of TIMPs, 795–796

inhibitory function

apoptosis, 383–386

TIMP1, 380

IST analysis, 658

laminin 5 and proteoglycans, 355

leukocytes and tumour cell migration,

347

mammary gland involution, 212

as markers, 632, 634–635

Matrigel plug assay, 315

mechanisms, 307–309

membrane-bound enzymes, 206

metastasis bone environment, 547

metastatis formation, 162–163

MMP‐2, 18–19
MMP‐3
unusual MMP inhibitor, 819

zinc-binding groups and inhibitors, 816

MMP‐9, 813, 821
MMP‐11, 43
MMP‐7 degradation and cleavage of

syndecan‐1, 352
MMP‐9 proangiogenic roles, 162
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MMP‐12 protein, 42

MMTV-PymT tumors, 214–215

murine metastasis models

experimental form, 498

generation, 497

spontaneous form, 498–500

nonmatrix factors solubilization, 548

nuclear factor-B inhibitor, 886–887

osteoclast-derivative

bone matrix degradation, 544

cell function control, 546

cell signal generation, 544–545

ECM degradation, 545

Wnt signaling, 546–547

potential mechanism

adipose tissue angiogenesis, 368

regulation by adipokines, 367–368

Pro-MMP‐2, 797
proteolytic systems, 362

RANKL solubilization, 554

role of proteases, 329

roles of, 37–38

in silico gene expression profiling

clustering and expressions, 651, 653

expression values, 651–652

skin wound healing, 209–210

soluble enzymes, 205

sRANKL protein, 555

stromal contribution, in tumor

progression, 336–338

synthetic broad-spectrum inhibitors,

506–508

synthetic MMPI inhibitors

prinomastat and pyrimidine‐2,4,6-
trione-type, 509

SB‐3CT and MMI‐168, 510
TIMPs, natural broad-spectrum inhibitor

anti-invasive activity, 502

antimetastatic activity, 502–503

inhibitory activity, 788–789

kinetic properties, 792

liver metastasis, 504–505

N-TIMP‐1 and prometastatic effect,

505

proMMP‐9 binding, 501

proproliferative activity, 510–511

protumorigenic feature, 504

trimeric complex formation, 800–801

tube formation assay, 311

tumor–bone microenvironment

cell-cell communication, 542–543

cellular sources, 547–548

TGFb, 556
tumor compartment, 335–336

type-I collagen, 356

type-IV collagen, 354–355

uPAR cleavage, 226

zebrafish, 316

Mature lipid-filled adipocytes, 362–363

Maximum tolerated dose (MTD), 761

MCPs. See Monocyte chemoattractant

proteins

MDA‐437 carcinoma cells, 353–354

Melanoma

cathepsins, 610–611

cystatins, 611

Membrane-type matrix metalloproteinases,

378–380, 388

Meningioma, cathepsins and cystatins,

612–613

Mesodermal stem cells, 362

Metalloproteases activity. See Zinc
metalloprotease activity

Metastastic colonization, 390

Metastatic tumor cells, 541–542

Metastat inhibitor, 773–774

Microarrays and transcriptomes

development of, 23

limitations of, 22

probe fixation, 23–24

techniques used, 24

two-color CLIP-CHIP, 25–26

Microsatellite polymorphism, 664

Microvascular endothelial cells, 310

Minor groove binding (MGB) Taqman

probes, 52

mirVanaTM, 54

Mitochondrial serine protease activity.

See Jurkat T lymphocytes

Mitogen-activated protein kinases

(MAPKs), 886

MMP‐1
allele-specific effect, 666–667

cancer effects, 667–668

guanosine change, 664

transcriptional effect, 666

Index 913



MMP‐2
737C/T polymorphism

lung cancer susceptibility, 669

squamous cell carcinoma

susceptibility, 670

‐1308C/T polymorphism

allele-specific transcriptional effect,

668

susceptibility, 669–670

‐1577G/A polymorphism, 669

MMP‐3
5A/6A polymorphism

cancer effects, 671–672

interleukin‐1, 671
nucleotide position, 670

unusual MMP inhibitor, 819

zinc-binding groups and inhibitors, 816

MMP‐9
polymorphisms, 672–673

proangiogenic roles, 162

secondary metastasis formation,

162–163

MMP‐12
coexpression analysis

clustered heatmap, 657

collagen XVIII and plasminogen,

655–656

gene ontology analysis, 658

MMP‐1, 656–657
TPX2 gene, 656

normalized gene expression, 653–655

polymorphisms, 673

MMPIs. See Matrix metalloproteinases

inhibitors

Molecular Beacons and Scorpions, 50

Molecularly-targeted agents, 761

Molecular targeted anticancer therapy,

854–855

Monocyte chemoattractant proteins (MCPs),

345. See also CC chemokines

Monocyte transendothelial migration, 346

Morphometric analysis, 332

Mouse degradome, 20–21

Mouse embryonic fibroblasts (MEFs),

363–364

Mouse mammary tumor virus (MMTV),

286

MT loop, 798

Multidomain, uPAR

crystal structures of, 704–705

hydrophobic ligand-binding cavity in,

706

linker peptide in, 706–707

Multivariate analysis

breast cancer, 573–574

CRC, 575

lung cancer, 577

Murine metastasis models

experimental form, 498

generation, 497

spontaneous form, 498–500

Musculoskeletal syndrome (MSS)

collagenase activity and protease

inhibition, 775

genetically deficient model, 775–776

zinc-binding groups, 776

NanoDrop1, 54

Nanotechnology-based DDSs (nano-DDSs)

and proteolysis

liposomes, drug delivery vehicle

extracellular delivery, 833

intracellular delivery, 832

surface modification, 831

MMP-activated drug, 834

Naphtamidine-based inhibitors, 739

Near-infrared fluorescence (NIRF) optical

imaging

cathepsin D, 837

sequence used, 841

Neck cancer, DESC1, 266

Neoplastic cells

production of proteases, 333

tumor, 327

Neovascularization, 294, 328, 368

Neprilysin (NEP), 553

Neutrophil cell migration, 352

Neutrophil elastase (NE), cancer

development

inflammatory responses in, 169

neutrophil transmigration in, 167–168

regulation and expression of, 167

tumorigenesis in, 168

Neutrophil extracellular traps (NET), 167

Neutrophil migration, 353

Neovastat inhibitor
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clinical trial process, 774

NHS-biotin labeled method (COFRADIC)

approach, 95

N-linked glycosylation, uPAR, 702

Non-small cell lung carcinoma (NSCLC)

cathepsin B activity, 602–603, 616

plasminogen activation system,

577–578

Normal-fat diet (NFD), 364

N-terminal domain of TIMP‐1 (N-TIMP‐1),
505

N-terminal enrichment methods,

COFRADIC approach

apoptosis-induced proteolytic events, 93

methodology, 89, 92

NHS-biotin labeled method, 95

posttranslational proteolytic

modifications in, 92

protease substrate discovery, 90–91

sample simplification, 93–94

strategies of, 95–96

terminal amine isotope labeling,

97–98

time-efficient protocol, 94–95

trypsin digestion method, 94

N-terminal fragment (ATF), 733

Nuclear factor-kappa B (NFkB), 383

Oesophageal carcinoma, 607
18O-labeling, COFRADIC method, 76

Oligo GEArray1, 22

Oligo(dT) primers, 58

Oncogenic cell transformation, 236

Oncolytic virotherapy approach, 830

Oncomine analysis, 635, 637

Operon1, 22

Optimal biological dose, 761

Oral and laryngeal carcinoma, 607–608

Organogenesis, 315

Osteoclastogenesis, RANKL

cleavage of protein, 554

expression of protein, 555

Osteoclast precursor cells

bone matrix

arrival on, 542

degradation, 544

cell signals generation, 544–545

MMPs

cell function control, 546

ECM degradation, 545

Wnt signaling, 546–547

Osteonectin (ON), 545

Osteopontin (OPN) processing, 545

Ovarian and uterine cervix carcinoma,

cancer biomarkers

cathepsins, 600–601

cystatins, 601

Ovarian cancer, plasminogen activation

system, 578–579

P21-activated kinase 1 (PAK1), 149

Paget, S., 328

PAI‐1. See Plasminogen activator

inhibitor‐1
Pancreatic cancer

TMPRSS3 and TMPRSS4 in, 265

uPAR downregulation, 461

Pancreatic carcinoma, 609

Pancreatic islet cell carcinogenesis

cathepsin deficiency, 289–291

RIP1-Tag2 model of, 286

Pathological vascular smooth muscle cell

migration, 356

p53 downregulation, uPAR, 236

Peptidases, 588, 590, 592. See also
Cysteine proteases

Peptide antagonists, uPA-uPAR interaction,

712

Peptide inhibitors

cyclic hexapeptide, 740

upain‐1, 740–741
Peripheral blood mononuclear cells

(PBMNCs), 442

Peritumoral fibroblast-like cells, 366

Perivascular cells

aortic ring assay, 311–312

vessel stabilization, 307

Peroxisome proliferator-activated receptor

(PPAR), 362

Phage-displayed peptide library, 727

Phosphatidylinositol-specific phospholipase

D (PIPL‐D), 225
Phosphorylated phosphoinositide 3-kinase

(PI3K), 735

Photon counting histogram (PCH), uPAR

dynamics
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complementary to FCS, 480

fluorescence intensity traces, 482–483

time structure, 481

Photophores, 110–111

Placental-like growth factor (PlGF), 307

Plasminogen (Plg) activation

activation pathways

tPA role, 185–186

uPA and tPA deficients in,

186–187

uPA role, 186

and cancer dissemination

breast tumour, 723

role of PAI‐1, 724
role of uPA system, 722–723

deficiency

congenital effects, 190

epithelial lesions and multiorgan

pathology, 189

fibrinogen expression, 191

ligneous lesions etiology, 187–188

phenotypic abnormalities, 188–189

extracellular protease in, 203–204

inhibitors

a2-antiplasmin deficiency, 191–192

plasminogen activator inhibitor

(PAI‐1), 192–194
matrix metalloproteinase (MMP)

membrane-bound enzymes, 206

soluble enzymes, 205

MMTV-PymT model, 214

prognostic marker

breast cancer, 572–575

colorectal cancer, 575–576

components of, 570

lung cancer, 577–578

ovarian cancer, 578–579

prostate cancer, 579–580

quantification of, 570–572

synthesis and inhibition of, 184

tissue remodeling

embryo implantation, 210–211

postlactational mammary gland

involution, 211–213

skin wound healing, 206–210

uPA/uPAR system, 467

Plasminogen activator inhibitor‐1 (PAI‐1),
192–194

antagonists

anti-proteolytic activity,

742–744

vitronectin binding, 744

biochemical properties

endocytosis receptors, 731–732

target proteases, 730–731

vitronectin, 730

hyperfibrinolytic state, 193–194

physiological effects of, 192–193

plasminogen activation and cancer

dissemination, 724

prognostic marker

breast cancer, 572–575

colon adenocarcinomas, 575

impact on survival endpoints,

580–581

ovarian cancer, 578–579

prostate cancer, 579

pulmonary adenocarcinoma,

577–578

quantification of, 570–571

Plasminogen activator (PA)–plasmin

system, 332–333

Platelet-derived growth factor receptor

(PDGFR), uPUR, 437

Platelet (P-) selectin, 345

Plg activator inhibitor, 333–334

Podosomes, 403–404. See also
Invadopodia

Polyoma virus middle-T-oncogene

(PyMT), 286

Porcine aortic endothelial cells (PAEC),

310

Posttranslational modification, uPAR

GPI-anchored membrane attachment,

701–702

Ly‐6/uPAR/a-neurotoxin (LU) protein

domains in, 703–704

N-linked glycosylation, 702

Primary/congenital enteropeptidase

deficiency, 260–262

Prinomastat

clinical trial process, 770–771

inhibitor, 509

Proangiogenic growth factors, 293

Pro576Arg polymorphism, MMP‐9 gene,

672
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Prodrugs and proteolysis

cathepsin B-activation, 829–830

chemical conjugation, 830

hydrolysis, 828–829

oncolytic virotherapy, 830

toxicity, 829

Prognostic markers, cancer. See
Plasminogen activation system,

prognostic marker

pro-MMP‐2–TIMP‐2 complex, 797

pro-MMP‐2–TIMP‐2–MT1-MMP complex,

800–801

Prostate cancer

a6 integrins cleavage, 459
epitheliasin/TMPRSS2

autocatalytic cleavage, 264

proteolysis, 265

TMPRSS2-ETS gene fusion, 264–265

hepsin expression in, 264

plasminogen activation system, 579–580

Prostate carcinoma, cancer biomarkers

cathepsins, 599–600

cystatins, 600

Prostate-specific antigen (PSA)

activated prodrugs, 859, 861

chemotherapeutic agents, 859–860

as diagnostic marker, 858

Protease-activated drug delivery

activation sequences and

hydrogels, 841–842

MMP activated system, 839–840

NIRF imaging, 841

substrate conformation, 844

topological specificity, 844

triple-helical peptide and MMPs,

842–843

ZAM approach, 845

gene delivery systems

chimeric envelope, 835

GALV envelope, 835–836

hydrogel drug delivery

PEG-based hydrogels, 835

photopolymerization, 834

imaging agents

fluorogenic proteolytic beacon, 838

MMP‐7-activated beacon, 839

NIRF optical imaging, 837

QD imaging, 838

nano-DDSs

liposomal delivery, 830–834

MMP-activated delivery, 834

prodrugs

cathepsin B-activation, 829–830

chemical conjugation, 830

hydrolysis, 828–829

oncolytic virotherapy, 830

toxicity, 829

Protease activity imaging

cysteine cathepsin activity evaluation,

125–127

optical imaging techniques in, 125

proteolytic beacons (PBs) role in,

127–128

Proteases. See Peptidases
activity-based probes (ABP) for

covalent modification, 103–104

cysteine proteases for, 109

enzyme inhibitor discovery, 122–124

functional elements of, 103

linker region and tags, 104

metalloproteases role in, 106–107

profiling, 104–106

protease activity imaging, 125–128

serine proteases for, 109–110

tumor biomarkers discovery, 117–121

zinc metalloprotease activity in,

110–115

activity of, 102

in cancer degradome research

genomic and functional analysis, 13

signalling molecules, 12

features of, 3–4

fluorescence/Forster resonance energy

transfer (FRET)

fluorescence homotransfer, 108

green fluorescent protein (GFP) role in,

108–109

methodology of, 107–108

hematopoietic stem cell mobilization

CD26/dipeptidylpeptidase IV (DPPIV),

441–442

MMP‐9 and serine proteases in, 441

serpin‐1 inhibitor in, 442

human degradome

classification, 5

complexity and tools, 7
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genomic view of, 6

importance of, 4–5

vs. rodent degradomes complexity,

7–9

inhibitor genes, 9–10

interaction of PAI‐1, 730–731
in physiological processes, 11

protease-associated diseases, 4

targets and anti-targets, 19

Protease substrates

characteristics, 79

gel-based proteomic methods, 70–71

intrinsic specificity

active-site cleft and motifs, 68–69

methods for, 69

solution-based proteomic methods, in

mass spectroscopy

amine-reactive reagents, 72–74

ICAT labeling, 72

labeled peptides, positive selection

of, 77

label-free analysis, 77–78

negative selection of tryptic peptides,

74–76

Protease web, 20

Proteinase inhibitors, 348–349

Protein identification

isotope-coded affinity tags (ICATs)

proteomics, 86–87

MS spectroscopy, 84

shotgun proteomics, 85–86

two-dimensional polyacrylamide gel

electrophoresis (2D-PAGE), 84–85

Protein inhibitors, 736

Proteoglycans, 355

Proteolytic systems, 307

Proteomic profiling, 118

PTHrP protein, 553–554

Pulmonary adenocarcinomas. See Lung
cancer, plasminogen activation

system

Pyrimidine‐2,4,6-trione-type
inhibitors, 509

qRT-PCR assay, 27–28

Quantitative real-time polymerase chain

reaction (qRT-PCR). See also
Taqman qRT-PCR

probe-based detection systems

Molecular Beacons and Scorpion
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