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10.1 Introduction

The paradox between the overly crowded spectrum and the pervasiveness of idle fre-
quency bands in both time and space indicates that spectrum shortage results from the
current static spectrum management policy rather than the physical scarcity of usable
radio frequencies [1]. To improve spectrum efficiency, researchers in the engineering,
economics, and regulation communities have been actively searching for better spec-
trum management strategies. Under the general term of dynamic spectrum access,
various spectrum reform ideas have been proposed. We provide below a taxonomy
to illustrate the relationship among these diverse ideas.

10.1.1 Dynamic Spectrum Access

The term “dynamic spectrum access” has broad connotations that encompass vari-
ous approaches to spectrum reform, and should be contrasted with the current static
spectrum management policy. As illustrated in Fig. 10.1, dynamic spectrum access
strategies can be generally categorized under three models.

1. Dynamic exclusive use model: This model maintains the basic structure of the
current spectrum regulation policy: spectrum bands are licensed to services for
exclusive use. The main idea is to introduce flexibility to improve spectrum effi-
ciency. Two approaches have been proposed under this model: spectrum property
rights [2, 3] and dynamic spectrum allocation [4]. The former approach allows
licensees to sell and trade spectrum and to freely choose technology. Economy
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under Grants CNS-0627090 and ECS-0622200.
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Fig. 10.1. A taxonomy of dynamic spectrum access.

and market will thus play a more important role in driving toward the most prof-
itable use of this limited resource. Note that even though licensees have the right
to lease or share the spectrum for profit, such sharing is not mandated by the
regulation policy.
The second approach, dynamic spectrum allocation, was brought forth by the
European DRiVE project [4]. It aims to improve spectrum efficiency through
dynamic spectrum assignment by exploiting the spatial and temporal traffic
statistics of different services. Similar to the current static spectrum allotment
policy, such strategies allocate, at a given time and region, a portion of the spec-
trum to a radio access network for its exclusive use. This allocation, however,
varies at a much faster scale.
Based on an exclusive-use model, these approaches cannot eliminate white space
in spectrum resulting from the bursty nature of wireless traffic.

2. Open sharing model: Also referred to as spectrum commons [5, 6], this model
employs open sharing among peer users as the basis for managing a spectral
region. Advocates of this model draw support from the phenomenal success of
wireless services operating in the unlicensed ISM band (e.g., WiFi). Central-
ized [7, 8] and distributed [9–11] spectrum sharing strategies have been initially
investigated to address technological challenges under this spectrum manage-
ment model.

3. Hierarchical access model: Built upon a hierarchical access structure with
primary and secondary users, this model can be considered as a hybrid of the
above two. The basic idea is to open licensed spectrum to secondary users and
limit the interference perceived by primary users (licensees). Two approaches to
spectrum sharing between primary and secondary users have been considered:
spectrum underlay and spectrum overlay.

The underlay approach imposes severe constraints on the transmission power
of secondary users so that they operate below the noise floor of primary users. By
spreading transmitted signals over a wide frequency band (UWB), secondary users
can potentially achieve short-range high data rate with extremely low transmission
power. Based on a worst-case assumption that primary users transmit all the time,
this approach does not exploit spectrum white space.

Spectrum overlay was first envisioned by Mitola [12] under the term “spec-
trum pooling” and then investigated by the DARPA XG program [13] under the
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term “opportunistic spectrum access (OSA)”. Differing from spectrum underlay, this
approach does not necessarily impose severe restrictions on the transmission power
of secondary users, but rather on when and where they may transmit. It directly tar-
gets at spatial and temporal spectrum white space by allowing secondary users to
identify and exploit local and instantaneous spectrum availability in a non-intrusive
manner.

Compared to the dynamic exclusive use and open sharing models, this hierarchi-
cal model is perhaps the most compatible with the current spectrum management pol-
icy and legacy wireless systems. Furthermore, the underlay and overlay approaches
can be employed simultaneously to further improve spectrum efficiency.

We point out that the hierarchical access model is sometimes categorized under
the open sharing model (see, e.g., [6]). Spectrum sharing between primary and sec-
ondary users is, however, fundamentally different from spectrum sharing among peer
users in both technical and regulatory aspects. We have thus separated the hierarchi-
cal access model from the open sharing model in the above taxonomy.

10.1.2 Cognitive Radio

Cognitive radio is often used as a synonym for dynamic spectrum access. We provide
below a brief introduction to software-defined radio and cognitive radio.

The terms “software-defined radio” and “cognitive radio” were coined by Mitola
in 1991 and 1998, respectively. Software-defined radio, sometimes shortened to soft-
ware radio, is generally a multi-band radio that supports multiple air interfaces and
protocols and is reconfigurable through software run on DSP or general-purpose
microprocessors [14]. Cognitive radio, built upon a software radio platform, is a
context-aware intelligent radio capable of autonomous reconfiguration by learning
and adapting to the communication environment [15]. While dynamic spectrum
access is certainly an important application of cognitive radio, cognitive radio repre-
sents a much broader paradigm where many aspects of communication systems can
be improved via cognition.

10.2 Cognitive MAC for Opportunistic Spectrum Access

In this chapter, we focus on the overlay approach under the hierarchical access model
(see Fig. 10.1). The term opportunistic spectrum access (OSA) will be adopted
throughout. Our emphasis is on the design of cognitive medium access control
(MAC) protocols for secondary users in OSA networks.

10.2.1 Basic Components of Cognitive MAC

Basic design components of cognitive MAC for OSA include (1) a sensing policy for
real-time decisions about whether to sense and where in the spectrum to sense and (2)
an access policy that determines whether to access based on the sensing outcomes.
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The purpose of the sensing policy is twofold: to identify a spectrum opportunity
for immediate access and to obtain statistical information on spectrum occupancy
for improved future decisions. A balance must be reached between these two often
conflicting objectives, and the trade-off should adapt to the bursty traffic and energy
constraint of the secondary user. For example, when there are energy costs associated
with sensing, a secondary user may decide to skip sensing when its current estimate
of spectrum occupancy indicates that no channels are likely to be idle. Clearly, such
decisions should balance the reward in energy savings with the cost in lost spectrum
information and potentially missed spectrum opportunities.

The objective of the access policy, on the other hand, is to minimize the chance of
overlooking an opportunity without violating the constraint of being non-intrusive.
Whether the secondary user should adopt an aggressive or a conservative access
policy depends on the operating characteristics (probability of false alarm vs. prob-
ability of miss detection, and permissible level of interference) of the spectrum sen-
sor. A joint design of MAC protocols and spectrum sensors at the physical layer is
thus necessary to achieve optimality. Energy constraints will further complicate the
design of access policies. For energy-constrained OSA in fading environments, the
secondary user may avoid transmission when the sensed channel is in a deep fade.
Even the residual energy level will play an important role in decision-making. When
the battery is depleting, should the user wait for increasingly better channel condi-
tions for transmission or should it lower the requirement on channel conditions given
that sensing also costs energy? How is such a decision affected by the accuracy and
energy consumption characteristics of the spectrum sensor? And how sensitive are
such policies to incomplete models and inaccurate model parameter estimates?

The above discussion highlights some of the complexities in the design of a cog-
nitive MAC for OSA in a dynamic network environment with fading, sensing errors,
and energy constraints. It demonstrates that the optimal design of cognitive MAC for
OSA calls for a cross-layer approach that integrates signal processing with network-
ing.

In this chapter, we aim to illuminate the interactions between the physical and
the MAC layers in OSA networks. We focus, in particular, on the impact of sens-
ing errors and channel fading conditions at the physical layer on the optimal sensing
and access policies at the MAC layer. In particular, we present a decision-theoretic
framework first developed in [16–19]. Based on the theory of partially observable
markov decision process (POMDP), this framework integrates the basic components
of OSA, leading to an optimal joint design of signal processing algorithms for oppor-
tunity identification and MAC protocols for opportunity exploitation.

10.2.2 Related Work

A majority of the existing work focuses on spatial spectrum opportunities that are
static or slowly varying in time. Example applications include the reuse of certain
TV-bands that are not used for TV broadcast in a particular region. Due to the slow
temporal variation of spectrum occupancy, real-time opportunity identification is not
as critical a component in this class of applications, and the prevailing approach
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to OSA tackles network design in two separate steps: (1) opportunity identification
assuming continuous full-spectrum sensing; (2) opportunity allocation among sec-
ondary users assuming full knowledge of spectrum opportunities. Opportunity iden-
tification in the presence of fading and noise uncertainty has been studied in [20–24].
Spatial opportunity allocation among secondary users can be found in [25–28] and
references therein. Differing from these works, we focus on the exploitation of tem-
poral spectrum opportunities resulting from the bursty traffic of primary users, For
an overview of challenges and recent development in OSA, readers are referred
to [29, 30].

10.3 The Network and Protocol Model

10.3.1 The Network Model

Consider a spectrum consisting of N channels,1 each with bandwidth Bn (n =
1, · · · , N ). TheseN channels are licensed to a primary network whose users commu-
nicate according to a synchronous slot structure. The traffic statistics of the primary
network are such that the occupancy of these N channels follows a discrete-time
Markov process with 2N states. Specifically, the network state in slot t is given by

S(t) Δ= [S1(t), · · · , SN (t)] where Sn(t) ∈ {0 (occupied) , 1 (idle) } is the occupancy
state of channel n. The state diagram forN = 3 and a sample path of the state evolu-
tion are illustrated in Figs. 10.2 and 10.3, respectively. We assume that the spectrum
usage statistics of the primary network remain unchanged for T slots. We further
assume that the state transition probabilities of the underlying Markov model are

known: Ps,s′
Δ= Pr{S(t + 1) = s′ |S(t) = s}, for every s, s′ ∈ {0, 1}N . In Sec-

tion 10.4.3, we discuss OSA with unknown or mismatched Markov model.
We consider a secondary network that seeks spectrum opportunities in these N

channels (see Fig. 10.3). We focus on an ad hoc network where secondary users
join/exit the network and sense/access the spectrum independently without exchang-
ing local information. In each slot, a secondary user chooses a set of channels to
sense and a set of channels to access. Limited by its hardware constraints and energy
supply, a secondary user can sense no more than L1 (L1 ≤ N ) and access no more
than L2 (L2 ≤ L1) channels in each slot.2 For the ease of presentation, we assume
L1 = L2 = 1. Results presented in this chapter can be extended to general cases as
discussed in [17, 18, 31].

Our goal is to develop cognitive MAC protocols for the secondary network. For
an ad hoc OSA network without a central coordinator or a dedicated communica-
tion channel, it is desirable to have a decentralized MAC protocol where each sec-
ondary user independently searches for spectrum opportunities, aiming at optimizing

1 Here we use the term channel broadly. A channel can be a frequency band with specified
bandwidth, a collection of spreading codes in DS-CDMA network, a set of hopping codes
in FH-SS, or a set of subcarriers in an OFDM system.

2 In principle, we can let L2 = N , i.e., access decisions need not be confined to the currently
sensed set of channels.
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its own performance. Such decentralized protocols do not rely on cooperation among
secondary users.

10.3.2 The Basic Protocol Structure

Without delving into protocol details (which are given in Sect. 10.6), we present
here the basic protocol structure. At the beginning of each slot,3 a secondary user
with data to transmit chooses a channel to sense and decides whether to access based
on the sensing outcome. When the secondary user decides to transmit, it generates a
random backoff time, and transmits when this timer expires and no other secondary
user has already accessed that channel during the backoff time. At the end of the slot,
the receiver acknowledges a successful data transmission. The basic slot structure is
illustrated in Fig. 10.4.

3 Secondary users can synchronize to a slot structure broadcasted by the primary network.
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10.4 The Impact of Sensing Errors on Non-intrusive Cognitive
MAC

We study the impact of sensing errors at the physical layer on the design of cognitive
MAC protocols. We formulate the joint PHY-MAC design of OSA networks as a
constrained partially observable Markov decision process (POMDP). Involved in the
design are three basic components: a spectrum sensor at the physical layer; a sensing
policy, and an access policy, both at the MAC layer.

10.4.1 Problem Formulation

10.4.1.1 Spectrum Sensor

The spectrum sensor of a secondary user detects, at the beginning of each slot, the
availability of the chosen channel. It essentially performs a binary hypotheses test:
H0 (null hypothesis indicating that the sensed channel is idle) vs. H1 (alternative
indicating a busy channel). Let Θa be the sensing outcome (the result of the hypothe-
ses test): Θa = 1 (idle) and Θa = 0 (busy).

If the sensor mistakes H0 for H1, a false alarm occurs, and a spectrum oppor-
tunity is overlooked by the sensor. On the other hand, when the sensor mistakes H1

for H0, we have a miss detection. Let ε
Δ= Pr{Θa = 0 |Sa = 1} and δ

Δ= Pr{Θa =
1 |Sa = 0} denote, respectively, the probabilities of false alarm and miss detec-
tion. The performance of a sensor is specified by the receiver operating character-
istic (ROC) curve which gives the probability of detection 1 − δ as a function of ε
(see Fig. 10.5). We point out that analyzing the ROC curve of the spectrum sensor
in a wireless network environment can be complex. We assume here that the ROC
curve of the spectrum sensor has already been obtained, and we focus on the tradeoff
between false alarm and miss detection. Specifically, we seek to answer the following
question: which point δ on the given ROC curve should the spectrum sensor operate
at?

If the secondary user completely trusts the sensing outcome in decision-making,
false alarms result in wasted spectrum opportunities whereas miss detections lead
to collisions with primary users. To optimize the performance of the secondary user
while limiting its interference to the primary network, we should carefully choose the
sensor operating point. Meanwhile, the spectrum access decisions should be made
by taking into account the sensor operating characteristics. A joint design of the
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Fig. 10.5. The ROC curve of a spectrum sensor.

spectrum sensor at the physical layer and the access policy at the MAC layer is thus
necessary to achieve optimality.

10.4.1.2 Sensing and Access Policies

The sensing policy specifies, in each slot, which channel to sense, and the access
policy determines whether to transmit based on the sensing outcome. At the begin-
ning of a slot, a secondary user with data to transmit chooses a channel a ∈
{1, . . . , N} to sense. Based on the sensing outcome Θa, the secondary user decides
whether to transmit over the sensed channel: Φa ∈ {0 (no access), 1 (access)}.
At the end of the slot, the receiver acknowledges a successful data transmission:
Ka ∈ {0 (unsuccessful), 1 (successful)}. Note that an acknowledgement Ka = 1 is
obtained if and only if the secondary user chooses to access Φa = 1 and the channel
is idle Sa = 1, i.e.,

Ka = 1[Sa=1,Φa=1]. (10.1)

A reward R(a,Φa)
Ka

is accrued depending on Ka. Assuming that the number of infor-
mation bits that can be transmitted is proportional to the channel bandwidth, we
define the reward R(a,Φa)

Ka
obtained by choosing sensing and access action (a,Φa) as

R
(a,Φa)
Ka

= KaBa. (10.2)

Due to partial spectrum monitoring and sensing errors, the secondary user and
the receiver cannot directly observe the current state of the spectrum occupancy. We
thus have a POMDP.

It has been shown in [32] that the knowledge of the current spectrum occu-
pancy state based on all past decisions (i.e., sensing and access actions) and obser-
vations (i.e., acknowledgements) can be summarized by a belief state
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λ(t) Δ= {λs(t)}s∈{0,1}N , where
∑

s λs(t) = 1. Each element λs(t) of the belief
state λ(t) is the conditional probability (given the decision and observation his-
tory) that the current spectrum occupancy state is given by s ∈ {0, 1}N prior to the
state transition in slot t. Hence, a sensing policy πs is given by a sequence of func-
tions: πs = [μ1, . . . , μT] where μt : [0, 1]2

N → {1, . . . , N} maps the belief state
λ(t) ∈ [0, 1]2

N

at the beginning of slot t to a channel a ∈ {1, . . . , N} to be sensed.
An access policy πc is given by a sequence of functions: πc = [ν1, . . . , νT] where
νt : [0, 1]2

N × {0, 1} → {0, 1} maps the belief state λ(t) ∈ [0, 1]2
N

and the sensing
outcome Θa ∈ {0, 1} of the chosen channel a to an access action Φa ∈ {0, 1}.

10.4.1.3 Design Objective

We want to determine the optimal sensor operating point δ and the optimal sensing
and access policies {πs, πc}. The objective is to maximize the total expected reward
(equivalently the throughput of the secondary user) in T slots under the collision
constraint:

{δ∗, π∗s , π∗c} = arg max
δ,πs,πc

E{δ,πs,πc}

[
T∑

t=1

R
(a,Φa)
Ka

(t)

∣∣∣∣∣λ(1)

]

s.t. Pa(t) = Pr{Φa(t) = 1 |Sa(t) = 0,λ(t)} ≤ ζ holds

for any a and t such that Pr{Sa(t) = 0 |λ(t)} > 0 (10.3)

where E{δ,πs,πc} is the expectation given that sensing and access policies {πs, πc}
are employed and sensor operates at point δ, λ(1) is the initial belief state which is
usually given by the stationary distribution of the spectrum occupancy states. Note
that when Pr{Sa(t) = 0 |λ(t)} = 0, i.e., channel a is available with probability 1
in slot t, the constraint in (10.3) becomes irrelevant and the secondary user’s access
decision is simply Φa(t) = 1. In the rest of this section, we consider the non-trivial
case where Pr{Sa(t) = 0 |λ(t)} > 0 in any channel a and slot t.

10.4.2 Separation Principle for Optimal Joint Design

The design objective given in (10.3) is a constrained POMDP, which usually requires
randomized policies to achieve optimality. In this case, a sensing policy determines
the mapping from the current belief state to the probability of choosing each chan-
nel and an access policy the mapping from the current belief state to the transmis-
sion probabilities under different sensing outcomes. Since there exist uncountably
many probability distributions, randomized policies are computationally prohibitive.
In this section, we establish a separation principle for the optimal joint design. This
separation principle reveals the existence of deterministic optimal sensing and access
policies, leading to significant complexity reduction. It also enables us to obtain, in
closed-form, the optimal sensor operating point and the optimal access policy.
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10.4.2.1 The Impact of Sensor Operating Point on Access Policy

Let fθ
a (λ(t), t) be the probability of transmitting over chosen channel a given sens-

ing outcome Θa = θ and belief state λ(t) at the beginning of slot t. In Theorem 10.1,
we provide closed-form optimal transmission probabilities (f1

a (λ(t), t), f0
a (λ(t), t))

for different sensor operating points δ.

Theorem 10.1. The optimal access policy is time-invariant and belief-independent.
Specifically, the optimal transmission probabilities are solely determined by the sen-
sor operating point δ and the maximum allowed probability of collision ζ, i.e., for
any chosen channel a, belief state λ(t), and slot t, we have

(f1
a (λ(t), t), f0

a (λ(t), t)) =

⎧
⎪⎨

⎪⎩

(1, ζ−δ
1−δ ), δ < ζ

(1, 0), δ = ζ

( ζ
δ , 0), δ > ζ.

(10.4)

Proof. See [33] for details.

Theorem 10.1 enables us to study the impact of sensor operating characteristics
on the optimal access policy. As illustrated in Fig. 10.6, the ROC curve can be par-
titioned into two regions: the “conservative” region (δ > ζ) and the “aggressive”
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Fig. 10.6. The partition of an ROC curve.
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region (δ < ζ). When δ > ζ, the spectrum sensor is more likely to misidentify
an opportunity (i.e., a busy channel is sensed to be idle). Hence, the access policy
should be conservative to ensure that the probability of collision is bounded below
ζ. Specifically, even when the sensing outcome Θa = 1 indicates that the channel is
available, the user should only transmit with probability ζ

δ < 1. When the channel
is sensed to be busy: Θa = 0, the user should trust the sensing outcome and refrain
from transmission. On the other hand, when δ < ζ, the spectrum sensor is more
likely to overlook an opportunity (i.e., an idle channel is sensed to be busy). Hence,
the user should adopt an aggressive access policy: always transmit when the chan-
nel is sensed to be available and transmit with probability ζ−δ

1−δ > 0 even when the
channel is sensed to be busy. When δ = ζ, the optimal access policy is deterministic:
always trust the sensing outcome.

10.4.2.2 The Separation Principle

Given belief state λ(t) at the beginning of slot t, we rewrite the design constraint in
(10.3) as

Pa(t) =
1∑

θ=0

Pr{Φa = 1 |Θa = θ}Pr{Θa = θ |Sa(t) = 0}

= δf1
a (λ(t), t) + (1 − δ)f0

a (λ(t), t). (10.5)

Careful inspection of (10.4) and (10.5) reveals that the constraint given in (10.3) is
satisfied regardless of the chosen channel. We thus have a separation principle (Theo-
rem 10.2) for the optimal joint OSA design, which decouples the design of spectrum
sensor and access policy from that of sensing policy. Following this separation prin-
ciple, we obtain closed-form optimal sensor operating point δ∗ and access policy π∗c
in Theorem 10.3.

Theorem 10.2. Separation Principle The joint design of OSA formulated in (10.3)
can be obtained in two steps without losing optimality. First, choose sensor operating
point δ and access policy πc according to (10.4) to maximize the expected immediate
reward. Second, choose sensing policy πs to maximize the expected total reward.

Proof. See [33] for details.

Theorem 10.3. The optimal sensor operating point is δ∗ = ζ. The optimal access
policy π∗c is given by Φ∗

a = Θa.

Proof. See [33] for details.

Theorem 10.3 reveals the existence of deterministic optimal access policy for the
constrained POMDP given in (10.3). Specifically, the optimal access policy π∗c is to
simply trust the sensing outcome: Φ∗

a = Θa, i.e., access if and only if the channel is
detected to be available.
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10.4.2.3 The Optimal Sensing Policy

In Theorem 10.3, we have obtained the optimal sensor operating point δ∗ and the
optimal access policy π∗c . Since δ∗ and π∗c have been chosen to ensure the constraint
regardless of the chosen channel, we are free to search for the optimal sensing policy
π∗s over the whole design space. The design of the sensing policy thus becomes an
unconstrained POMDP, where optimality can be achieved by deterministic policies.

Let Vt(λ(t)) denote the maximum total expected reward obtained from slot t,
1 ≤ t ≤ T , given the belief state λ(t) at the beginning of slot t. Given sensor
operating point δ∗ and access policy π∗c , we obtain Vt(λ(t)) recursively by

Vt(λ(t)) = max
a

∑

s∈{0,1}N

∑

s′∈{0,1}N

λs′(t)Ps′,s

1∑

ka=0

Qs(ka)

× [kaBa + Vt+1(T (λ(t) | a, ka))], 1 ≤ t < T

VT(λ(T )) = max
a

∑

s∈{0,1}N

∑

s′∈{0,1}N

λs′(t)Ps′,sQs(1)Ba (10.6)

where Qs(0) = 1 − Qs(1), Qs(1) Δ= Pr{Ka = 1 |S(t) = s} = 1[sa=1](1 − ε∗)
is the probability of successful transmission when the current spectrum occupancy
S(t) is in state s = [s1, . . . , sN ]. Note that 1[sa=1] indicates whether channel a is idle
given S(t) = s and ε∗ is the probability of false alarm that can be achieved when the
spectrum sensor operates at δ∗. The updated belief state λ(t+ 1) = T (λ(t) | a, ka)
can be obtained via Bayes rule as

λs(t+ 1) =

∑
s′∈{0,1}N λs′(t)Ps′,sQs(ka)

∑
s∈{0,1}N

∑
s′∈{0,1}N λs′(t)Ps′,sQs(ka)

. (10.7)

The optimal sensing policy π∗s can be obtained by solving the optimality equation
given in (10.6). It is shown in [32] that Vt(λ(t)) is piecewise linear and convex,
leading to a linear programming procedure for calculating π∗s .

Suboptimal sensing policies with reduced complexity are developed in [16, 17, 34].

10.4.3 Simulation Examples

In this section, we provide simulation examples to study the cognitive nature of the
MAC protocols developed within the POMDP framework and the impacts of sensor
operating point δ and mismatched Markov model on the performance of the opti-
mal OSA.

10.4.3.1 Simulation Setup

We consider N = 3 independently evolving channels with the same bandwidth
Bn = 1. As illustrated in Fig. 10.7, the state transition of spectrum occupancy can be
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Fig. 10.7. The Markov model of independently evolving channels.

characterized by α
Δ= [α1, α2, α3] and β

Δ= [β1, β2, β3], where αn denotes the proba-
bility that channel n transits from state 0 (busy) to state 1 (idle) and βn denotes the
probability that it stays in state 1. We assume that the spectrum occupancy dynamics
remain unchanged over T = 10 slots. The throughput of the secondary user is mea-
sured by the expected total reward per slot, i.e., V1(λ(1))/T , where λ(1) is given by
the stationary distribution of the underlying Markov process.

At the beginning of each slot, the spectrum sensor takes M measurements
{Yi}M

i=1 of the chosen channel. We assume that both the channel noise and the signal
of primary users can be modeled as white Gaussian processes N . Then, the spectrum
sensor performs the following hypotheses test:

{
H0 (idle channel) : Yi ∼ N (0, σ2

0), i = 1, · · · ,M
H1 (busy channel) : Yi ∼ N (0, σ2

1), i = 1, · · · ,M

where σ2
0 is the noise power and σ2

1 is the primary signal power. The energy detector
is optimal under Neyman–Pearson (NP) criterion [35, sect. 2.6.2]:

M∑

i=1

Y 2
i ≷H1

H0
η (10.8)

where the threshold η determines the false alarm and miss detection rates of the
detector. The ROC curve of the energy detector is given by [35, Sect. 2.6.2]

1 − δ = 1 − γ
(
M

2
, η
σ2

0

σ2
1

)
, ε = 1 − γ

(
M

2
, η

)
(10.9)

where (σ2
1 −σ2

0)/σ2
0 is the SNR and γ(n, a) = 1

Γ(n)

∫ a

0
tn−1e−t dt is the incomplete

gamma function. In all the figures, we assume M = 10 and SNR = 5 dB.

10.4.3.2 The Cognitive Nature of POMDP Modeling

As discussed in Sect. 10.2.1, a fundamental tradeoff in the design of sensing poli-
cies is between obtaining immediate spectrum access and gaining spectrum statis-
tical information for future use. To illustrate this, we consider a simple static sens-
ing strategy that chooses the channel most likely to be available (weighted by its
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bandwidth) based on the stationary distribution of the underlying Markov process.
In this case, the secondary user simply waits on a particular channel predetermined
by the spectrum occupancy statistics and the channel bandwidths. Such an approach
ignores information, about the underlying state of the Markov process, that can be
obtained from the sensing outcomes. Missing in this approach is that every sensing
outcome provides information on the state of the underlying Markov process. Chan-
nel selection should be based on the a posterior distribution of channel availability
that exploits the whole history of sensing outcomes, i.e., the belief state. As demon-
strated in this section, the optimal sensing strategy is one of sequential decision mak-
ing that achieves the best trade-off between gaining immediate access in the current
slot and gaining system state information for future use. We illustrate in Fig. 10.8
the potential gain of optimally using the observation history assuming perfect sens-
ing. Plotted in Fig. 10.8 is the throughput of the secondary user as a function of
time. We see from this figure that the performance of the optimal approach improves
over time, which results from the increasingly accurate information on the system
state obtained by accumulating observations. Approximately 40% improvement is
achieved over the static approach.

10.4.3.3 Impact of Sensor Operating Point on MAC Performance

Figure 10.9 illustrates the impact of sensor operating point δ on the throughput and
the optimal access policy of the secondary user. The upper figure plots the maxi-
mum throughput of the secondary user for each given sensor operating point δ. The
optimal access policy is specified by the transmission probabilities (f0

a , f
1
a ), which

are shown in the middle and the lower figures, respectively. We can see that the
maximum throughput is achieved at δ∗ = ζ = 0.05 and the transmission probabil-
ities change with δ as given by Theorem 10.1. Interestingly, the throughput curve
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Fig. 10.8. The cognitive nature of POMDP modeling.
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Fig. 10.9. The impact of sensor operating point on the throughput in normalized units. α =
[0.2, 0.4, 0.6], β = [0.8, 0.6, 0.4], ζ = 0.05.

is concave with respect to δ in the “aggressive” region (δ < ζ) and convex in the
“conservative” region (δ > ζ). The performance thus degrades at a faster rate when
the sensor operating point drifts toward the “conservative” region. This suggests that
miss detections (which lead to collisions) are more harmful to the performance of
OSA than false alarms (which represent missed opportunities).

10.4.3.4 OSA with Unknown or Mismatched Model

If the transition probabilities of the Markov model are unknown, formulations and
algorithms for POMDP with an unknown model exist in the literature [36] and can
be applied to the problem of OSA design. Here we study the impact of mismatched
Markov model on the performance of the optimal OSA.

We assume that the spectrum occupancy evolves according to the transition prob-
abilities given by α and β while the secondary user employs the optimal OSA policy
based on inaccurate transition probabilities α′ and β′. In the upper plot of Fig. 10.10,
we plot the relative throughput loss of the secondary user as a function of the rela-

tive error ψ in transition probabilities which is given by ψ = α′
n−αn

αn
× 100% =

β′
n−βn

βn
× 100%. Clearly, the maximum throughput is achieved when the relative

error is zero (i.e., the secondary user has accurate information on transition proba-
bilities). Inaccurate transition probabilities can cause performance loss. We find that
the relative performance loss is below 4% even when the absolute relative error is
up to 20%. In the lower figure, we examine the probability of collision perceived by
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Fig. 10.10. The impact of inaccurate transition probabilities on the throughput of the secondary
user. α = [0.2, 0.4, 0.6], β = [0.8, 0.6, 0.4], ζ = 0.05.

the primary network. We find that the probability of collision is not affected by mis-
matched transition probabilities. The reason behind this observation is the separation
principle: the optimal sensor operating point and the optimal access policy, which
determine the probability of collision, are independent of the spectrum occupancy
dynamics.

10.5 The Impact of Fading on Energy-Constrained Cognitive
MAC

In this section, we study the impact of channel fading conditions at the physical layer
on the design of cognitive MAC protocols under energy constraints. We show that
the problem can again be formulated within the framework of POMDP. Optimal and
suboptimal sensing and access policies with reduced complexity are obtained for
energy-constrained OSA networks in fading environments. To isolate the effect of
energy constraint on the design of cognitive MAC, we assume that sensing errors are
negligible.

10.5.1 Energy and Fading Model

The network model is the same as that given in Sect. 10.3. We present below the
energy and channel fading model.

We assume that channels between the secondary user and its destination follow
a block fading model. That is, the channel gain in a slot is a random variable (RV)
identically and independently distributed (i.i.d.) across slots but not necessarily i.i.d.
across channels.
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Let Es(n) and Etx(n) denote, respectively, the energy consumed in sensing and
accessing channel n in a slot. For simplicity, we assume that sensing energy con-
sumption Es(n) is identical for all channels: Es(n) = es for every n. Note that
the transmission energy consumption Etx(n) is a RV depending on the current fad-
ing condition of channel n. In general, the better the channel condition, the lower
the required transmission energy. Let L be the number of power levels at which the
secondary user can transmit and εk the energy consumed in transmitting at the kth
power level in a slot. The transmission energy consumption Etx(n) thus has realiza-
tions restricted to a finite set Etx given by

Etx(n) ∈ Etx
Δ= {εk}L

k=0 (10.10)

where 0 < ε1 < · · · < εL < ∞ and ε0 = 0 indicates that the secondary user does
not transmit. We also consider the energy ep consumed in the sleeping mode of the
secondary user.

Let E denote the residual energy level of a secondary user at the beginning of a
slot. Note that E is an RV determined by the channel conditions and the sensing and
access decisions in all previous slots. Thus, E belongs to the finite set Er given by

E ∈ Er
Δ= {e : e = E0 −

L∑

k=0

ck(es + εk) − cep, e ≥ 0, c, ck ≥ 0, c, ck ∈ Z} ∪ {0}

(10.11)
where ck is the number of slots when the secondary user chooses to sense a channel
and then transmit over it at the kth power level and c is the number of slots when
the secondary user turns to sleeping mode. Section 10.6 discuses how the secondary
user can obtain knowledge of the required power level.

10.5.2 Optimal Energy-Constrained OSA

The energy-constrained OSA can be formulated as a constrained POMDP, which is
usually more difficult to solve than an unconstrained one. By absorbing the resid-
ual energy level of the secondary user into the state space, we reduce a constrained
POMDP to an unconstrained one. Based on the theory of POMDP, we obtain the
optimal sensing and access policies.

10.5.2.1 An Unconstrained POMDP Formulation

State Space. In each slot, the network state is characterized by the current spectrum
occupancy S ∈ {0, 1}N and the residual energy level E ∈ Er of the secondary user
at the beginning of this slot. The state space S can be defined as

(S,E) ∈ S Δ= {(s, e) : s ∈ {0, 1}N , e ∈ Er}. (10.12)

Action Space. After the state transition of spectrum occupancy at the beginning
of each slot, the secondary user can either choose a channel a ∈ {1, . . . , N} to
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sense or go to sleep (a = 0). If the secondary user chooses channel a to sense,
then it will obtain a sensing outcome Θa ∈ {0, 1, . . . , L} which reflects the occu-
pancy state and the fading condition of the chosen channel: Θa = 0 indicates that
channel a is busy (i.e., Sa = 0) and Θa = k (k = 1, . . . , L) indicates that chan-
nel a is idle (i.e., Sa = 1) and the fading condition requires the secondary user
to transmit at the k-th power level (i.e., Etx(a) = εk). Given sensing outcome
Θa, the secondary user decides whether to transmit over the chosen channel. Let
Φa(k) ∈ {0 (no access), 1 (access)} (k = 0, . . . , L) denote the access decision under
sensing outcome Θa = k. Since we have assumed perfect spectrum sensing, the
access decision under Θa = 0 (busy) is simple: Φa(0) = 0 (no access). In this case,
secondary users will not collide with primary users.

The action space A consists of all sensing decisions a and access decisions

Φ̄a
Δ= [Φa(1), . . . ,Φa(L)]:

(a, Φ̄a) ∈ A Δ= {(0, [0, . . . , 0])} ∪ {(a,φ) : a ∈ {1, . . . , N}

φ
Δ= [φ(1), . . . , φ(L)] ∈ {0, 1}L}. (10.13)

Note that the access decision Φ̄0 associated with sensing action a = 0 (sleeping
mode) is determined by Φ0(k) = 0 for all 1 ≤ k ≤ L.

Network State Transition. Recall that the network state consists of two parts: the
spectrum occupancy S and the residual energyE of the secondary user. At the begin-
ning of each slot, the spectrum occupancy S transits independently of the residual
energy E according to transition probabilities {Ps,s′}. As stated in Section 10.3,
we assume that the spectrum occupancy dynamics {Ps,s′} are known and remain
unchanged during the battery lifetime of the secondary user.

If the secondary user decides to sense channel a ∈ {1, . . . , N} in this slot,
then it will consume es in sensing and Φa(Θa)εΘa

in transmitting. Thus, at the
end of this slot, the residual energy of the secondary user reduces to
E′ = TE(E | a,Θa,Φa(Θa)):

TE(E | a,Θa,Φa(Θa)) =

{
E − ep, a = 0
max{E − es − Φa(Θa)εΘa

, 0}, a �= 0
(10.14)

where ep is the energy consumed in the sleeping mode.

Observations. Due to partial spectrum sensing, the secondary user does not have full
knowledge of the spectrum occupancy state in each slot. It, however, can obtain the
occupancy state of the chosen channel a ∈ {1, . . . , N} from sensing outcome (i.e.,
observation) Θa ∈ {0, 1, . . . , L}. Let q(a)

s (k) be the probability that the secondary
user observes Θa = k in the chosen channel a given current spectrum occupancy
state S = s. Under perfect spectrum sensing, we have that

q(a)
s (k) = Pr{Θa = k |S = s} =

{
1[k �=0]pa(k), if a �= 0, sa = 1
1[k=0], if a �= 0, sa = 0

(10.15)
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where pa(k) Δ= Pr{Etx(a) = εk} is the probability that the fading condition of chan-
nel n requires the secondary user to transmit at the k-th power level, and 1[x] is the
indicator function: 1[x] = 1 if x is true and 0 otherwise. Note that {pa(k)}L

k=1 are
determined by the fading statistics of channel a and are independent of the spectrum
occupancy state. From (10.15), we can see that

∑L
k=0 q

(a)
s (k) = 1 for any spectrum

occupancy state s ∈ S and any chosen channel a ∈ {1, . . . , N}.
Note that if the secondary user turns to sleep, then it will not have any sensing

outcome. We can define {q(0)s (k)} as arbitrary values that satisfy
∑L

k=0 q
(0)
s (k) = 1.

For simplicity, we define q(0)s (k) = 1[k=0].

Reward Structure. At the end of each slot, the secondary user obtains a non-negative
reward R(a,Φa(Θa))

E,Θa
depending on its residual energy E at the beginning of this

slot, the sensing outcome Θa, and the sensing and access decisions (a,Φa(Θa)).
Assuming that the number of information bits that can be transmitted over a channel
in one slot is proportional to the channel bandwidth, we define immediate reward
R

(a,Φa(Θa))
E,Θa

as

R
(a,Φa(Θa))
E,Θa

Δ=

{
0, a = 0
Φa(Θa)Ba1[E−es−εΘa≥0], a �= 0.

(10.16)

That is, a reward is obtained if and only if the secondary chooses to sense and access
(i.e., a �= 0, Φa(Θa) = 1) an idle channel (i.e., Θa �= 0) and its residual energy is
enough to cope with the channel fade in the selected channel (i.e.,E−es−εΘa

≥ 0).
Note that no reward will be accumulated once the battery energy level drops below
es + ε1, where ε1 is the least required transmission energy. Hence, the total expected
accumulated reward represents the total expected number of information bits that can
be delivered by the secondary user during its battery lifetime.

Belief State At the beginning of a slot, the secondary user has the information of
its own residual energy E but not the current spectrum occupancy state S. As stated
in Section 10.4, its knowledge of S based on all past decisions and observations can
be summarized by a belief state λ = {λs}s∈{0,1}N [32], where λs is the conditional
probability (given the decision and observation history) that the spectrum occupancy
is in state s at the beginning of this slot prior to the state transition.

At the end of a slot, the secondary user can update the belief state λ for future
use based on sensing action a and sensing outcome Θa in this slot. Specifically,

let λ′ Δ= Tλ(λ | a, k) denote the updated belief state whose element λ′s denotes the
probability that the current spectrum occupancy state is S = s given belief state λ at
the beginning of this slot and the observation Θa = k of the chosen channel a in the
current slot. Applying Bayes rule, we obtain λ′s as

λ′s = Pr{S = s |λ, a, k}

=

⎧
⎪⎨

⎪⎩

∑
s′ λs′Ps′,s, a = 0∑

s′ λs′Ps′,s1[sa=1[k �=0]]∑
s

∑
s′ λs′Ps′,s1[sa=1[k �=0]]

, a �= 0
(10.17)
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where the summations are taken over the space {0, 1}N of spectrum occupancy state
S. Note that when the secondary user turns to sleeping mode (a = 0), no obser-
vation is made and the belief state is updated according to the spectrum occupancy
dynamics {Ps,s′}.

Unconstrained POMDP Formulation. We have formulated the energy-constrained
OSA as a POMDP problem. A policy π of this POMDP is defined as a sequence of
functions:

π
Δ= [μ1, μ2, . . .], μt : [0, 1]2

N × Er → A
where {a, Φ̄a} = μt(λ, E) maps every information state (λ, E), which consists
of belief state λ ∈ [0, 1]2

N

and residual energy E ∈ Er, at the beginning of
slot t to a sensing decision a ∈ {0, 1, . . . , N} and a set of access decisions
Φ̄a = [Φa(1), . . . ,Φa(L)] ∈ {0, 1}L.

The design objective is to find the optimal policy π∗ that maximizes the total
expected reward:

π∗ = arg max
π

Eπ

[ ∞∑

t=1

R
(a,Φa(Θa))
E,Θa

(t)

∣∣∣∣∣ λ0

]
(10.18)

where λ0 is the initial belief state given by the stationary distribution of spectrum
occupancy. We thus have an unconstrained POMDP.

10.5.2.2 Optimal Policy

Let V (λ, E) be the value function, which denotes the maximum expected remaining
reward that can be accrued when the current information state is (λ, E). We notice
from (10.16) that the value function is given by V (λ, E) = 0 for any information
state (λ, E) with residual energy E < es + ε1. For any other information state, its
value function V (λ, E) is the unique solution to the following equation:

V (λ, E) = max
(a,φ)∈A

L∑

k=0

u
(a)
k [R(a,φ(k))

E,k + V (Tλ(λ | a, k), TE(E | a, k, φ(k)))]

(10.19)
where Tλ(λ | a, k) is the updated belief state given in (10.17), TE(E | a, k, φ(k))
is the reduced battery energy given in (10.14), and u(a)

k
Δ= Pr{Θa = k |λ} is the

probability of observing Θa = k given belief state λ, which is determined by the
spectrum occupancy dynamics and the channel fading statistics:

u
(a)
k =

∑

s′∈{0,1}N

λs′
∑

s∈{0,1}N

Ps′,s q
(a)
s (k). (10.20)

In principle, by solving (10.19), we can obtain the optimal sensing and access
actions (a∗, Φ∗

a) that achieve the maximum expected reward V (λ, E) for each pos-
sible information state (λ, E). We can also obtain the maximum expected number
of information bits Vopt that can be delivered by a secondary user during its battery
lifetime as Vopt = V (λ0, E0), where λ0 is the initial belief state.
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10.5.3 Optimal Policy with Reduced Complexity

Although the value function given in (10.19) can be solved iteratively, it is computa-
tionally expensive. In this section, we first identify the sources of high complexity of
the optimal policy and then reduce the complexity accordingly.

10.5.3.1 Complexity of the Optimal Policy

We measure the computational complexity of a policy as the number of multiplica-
tions required to obtain all sensing and access actions during the secondary user’s
battery lifetime T when initial belief state and battery energy are given.

We notice from (10.19) that the optimal sensing and access action in the first slot
depends on the value functions of all possible information states during the battery
lifetime T . Hence, the computational complexity of the optimal policy is determined
by the number of multiplications required to calculate the value functions of all pos-
sible information states.

Following the complexity analysis in [34], we can calculate the number of
all possible information states (λ, E) during the secondary user’s battery lifetime.
Specifically, noting from (10.17) that the updated belief state is the same under
all non-zero sensing outcomes (k �= 0), we can see that each information state
(λ, E) can transit to at most L+ 1 different information states under sensing action
a �= 0 but only one under sensing action a = 0. Hence, for fixed initial informa-
tion state (λ0, E0), the number of all possible information states is on the order of
O((N(L + 1))T−1), which is exponential in the battery lifetime T and polynomial
in the number N of channels. Moreover, from (10.19) and (10.20), we can see that
it requires O(3|A|2N2N (L + 1)) multiplications to calculate each value function,
where |A| is the size of the action space, 2N is the dimension of the belief state, and
L+1 is the number of possible observations. Therefore, the computational complex-
ity of the optimal policy is on the order of O(3|A|2N2N (L + 1)(N(L + 1))T−1).
We can see that the complexity is mainly caused by the following three factors: (1)
the number O((N(L+1))T−1) of possible information states; (2) the size |A| of the
action space, and (3) the dimension 2N of the belief state. We will address the first
factor in Section 10.5.4. In this section, we focus on the other two factors.

10.5.3.2 Reduction of Action Space Size

Careful inspection of (10.14), (10.16) and (10.19) reveals that the quantityR(a,φ(k))
E,k +

V (Tλ(λ | a, k), TE(E | a, k, φ(k))) inside the square parenthesis of (10.19) only
depends on the k-th entry φ(k) of the access decision φ̄ and is independent of φ(i)
(i �= k). We can thus simplify (10.19) as

V (λ, E) = max
a∈{0,1,...,N}

{
L∑

k=0

u
(a)
k max

φ(k)∈{0,1}
[R(a,φ(k))

E,k

+ V (Tλ(λ | a, k), TE(E | a, k, φ(k)))]}.
(10.21)



292 Q. Zhao et al.

The maximization in (10.21) is taken over a space with size O(2NL), increasing
linearly with the number L of power levels, while that in (10.19) is taken over the
action space A whose size O(N2L) increases exponentially with L.

Proposition 10.1 states that the optimal access decision Φ∗
a is a threshold policy.

Proposition 10.1. Given the belief state λ and the residual energy level E of the
secondary user at the beginning of a slot, there exists a threshold k∗a associated
with sensing action a ∈ {1, . . . , N} such that the optimal access decision Φ∗

a =
[φ∗a(1), . . . , φ∗a(L)] is given by

φ∗a(k) =

{
1, if k ≤ k∗a
0, if k > k∗a.

(10.22)

Proof. See [18].

Proposition 10.1 can help us avoid the search for optimal access decisions in
some scenarios, resulting in further complexity reduction. Specifically, for each sens-
ing action a �= 0, we can calculate the optimal access decisions φ∗a(k) in a decreas-
ing order of sensing outcome k. Once we have φ∗a(k∗) = 1 for a certain value of k∗,
we can determine the optimal access decisions for all remaining sensing outcomes
k < k∗ without further computation.

10.5.3.3 Reduction of Belief State Dimension

Assume that the spectrum occupancy evolves independently across channels. It has

been shown in [16] that ω
Δ= [ω1, . . . , ωN ], where ωn denotes the probability (con-

ditioned on all previous decisions and observations) that channel n is available at
the beginning of a slot prior to the state transition, is a sufficient statistic for belief
state λ. Note that the dimension of ω increases linearly O(N) with the numberN of
channels while that of λ increases exponentially O(2N ).

Using the belief state ω, we can simplify the value function given in (10.21).
Specifically, let αn = Pr{S′

n = 1 |Sn = 0} denote the probability that channel n
transits from 0 (busy) to 1 (idle) and βn = Pr{S′

n = 1 |Sn = 1} the probability that
channel n remains idle. Then, (10.21) reduces to

V̂ (ω, E) = max
a∈{0,1,...,N}

{(1 − ω′
a)V̂ (T̂λ(ω | a, 0), TE(E | a, 0, 0))

+ ω′
a

L∑

k=1

pa(k) max
φ(k)∈{0,1}

[R(a,φ(k))
E,k + V̂ (T̂λ(ω | a, k), TE(E | a, k, φ(k)))]}

(10.23)

where ω′
0

Δ= 0, ω′
a = ωaβa + (1 − ωa)αa (a ∈ {1, . . . , L}) is the probability that

channel a is available in the current slot given ω, TE(E | a, k, φa(k)) is the reduced

battery energy given in (10.14), and the updated belief state ω̂
Δ= [ω1, . . . , ωN ] =

T̂λ(ω | a, k) is given by
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ω̂n =

⎧
⎪⎨

⎪⎩

0, if a �= 0, n = a, k = 0
1, if a �= 0, n = a, k �= 0
ω′

n, otherwise.

(10.24)

10.5.4 Suboptimal Cognitive MAC with Reduced Complexity

We notice from (10.19) that the optimal sensing and access decisions in a slot rely
on the value functions of all possible information states in the remaining slots, which
significantly increases the computational complexity of the optimal policy. In this
section, we provide a suboptimal solution to energy-constrained OSA, which reduces
the number of value functions used in decision-making. We show that the computa-
tional complexity of this suboptimal strategy can be very favorably traded off with
its performance.

10.5.4.1 The Greedy-w Approach

Referred to as greedy-w approach, the proposed strategy maximizes the total expected
reward in a time window ofw slots. Let Y (a)

w (λ, E) denote the maximum reward that
can be accumulated in a window of w slots given information state (λ, E) and sens-
ing action a. We can calculate Y (a)

w (λ, E) recursively by

Y
(a)
0 (λ, E) = 0

Y (a)
w (λ, E) =

L∑

k=0

u
(a)
k max

φ(k)∈{0,1}
[R(a,φ(k))

E,k

+ max
b∈{0,1,...,N}

Y
(b)
w−1(Tλ(λ | a, k), TE(E | a, k, φ(k)))]

(10.25)

where u(a)
k , Tλ(λ | a, k), and TE(E | a, k, φ(k)) are given in (10.20), (10.17), and

(10.14), respectively. From (10.25), we can see that for any w, Y (a)
w (λ, E) = 0 if

E < es + ε1.
Given belief state λ and residual energy E of the secondary user at the beginning

of a slot, the greedy-w approach chooses channel aw that maximizes the reward
obtained in the next w slots to sense, i.e.,

aw = arg max
a∈{0,1,...,N}

Y (a)
w (λ, E). (10.26)

Given sensing outcome k ∈ {1, . . . , L}, the access decision φaw
(k) of the greedy-w

approach is given by

φaw
(k) = arg max

φ∈{0,1}
{R(aw,φ)

E,k

+ max
b∈{1,...,N}

Y
(b)
w−1(Tλ(λ | aw, k), TE(E | aw, k, φ))]}.

(10.27)
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Next, we consider two extreme cases of the greedy-w strategy.
Case 1: When w = 1, the greedy-1 approach focuses solely on maximizing the
immediate reward. Specifically, the secondary user employing greedy-1 approach
chooses the channel with the maximum expected immediate reward and transmits
whenever the channel is sensed to be available:

a1 = arg max
a∈{1,...,N}

L∑

k=1

u
(a)
k R

(a,1)
E,k

φa1(k) = 1[k �=0].

(10.28)

The greedy-1 approach has the lowest computational complexity.
Case 2: Consider the case when window size w exceeds the maximum battery life-
time of the secondary user. In this case, the network reaches a terminating state in
less than w slots regardless of the sensing and access strategies. Since no reward is
accumulated after the network reaches a terminating state, the greedy-w approach is
equivalent to the optimal strategy.

10.5.4.2 Complexity Vs. Performance

We can see from (10.26) and (10.27) that the sensing and access decisions made by
the greedy-w approach in a slot only depend on the value functions of all possible
information states in the next w slots. Hence, the total number of value functions
required to determine the sensing and access decisions during battery lifetime T is
on the order of O((N(L+1))w−1T ), which is linear in T . Clearly, the computational
complexity of greedy-w approach increases with w.

Next, we compare the performance of the greedy-w approach with the optimal
performance V (λ0, E0). In Fig. 10.11, we plot the total expected number of informa-
tion bits that can be delivered by the secondary user during its battery lifetime. We

w = 1 w = 2 w = 3 Optimal

100%

98.6%
97.0%96.9%

Fig. 10.11. Throughput comparison of the greedy-w and the optimal approaches.
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consider N = 2 independently evolving channels with different occupancy dynam-
ics. As the window size w increases, the performance of the greedy-w approach
improves. It quickly approaches the optimal performance as w increases.

The above observations show that the computational complexity of the greedy-w
approach increases while its performance loss as compared to the optimal perfor-
mance decreases as the window size w increases. Hence, by choosing a suitable w,
usually small, the greedy-w approach can achieve a desired tradeoff between com-
plexity and performance.

10.5.5 Numerical Examples

Equation (10.19) indicates that a sensing and access action (a,φ) ∈ A affects the
total expected reward in three ways: (1) it yields an immediate reward R(a,φ(k))

E,k in
this slot; (2) it transforms the current belief state λ to Tλ(λ, a, k) which summarizes
the spectrum occupancy information up to this slot; (3) it causes a reduction in bat-
tery energy from E to TE(E, a, k, φ(k)), decreasing the remaining battery lifetime.
Hence, to maximize the total expected reward during battery lifetime, the optimal
sensing and access policy should achieve a tradeoff among gaining instantaneous
reward, gaining information for future use, and conserving energy. In this section,
we study the impact of spectrum occupancy dynamics, channel fading statistics, and
energy consumption characteristics on the optimal sensing and access actions.

10.5.5.1 To Sense or Not to Sense?

The secondary user may choose to sense in order to gain immediate reward and spec-
trum occupancy information, but not to sense in order to conserve energy. Hence,
the optimal decision on whether to sense should strike a balance between gaining
reward/information and conserving energy. In Table 10.5.5.1, we study the opti-
mal sensing decision 1[a∗ �=0] in a particular slot under different spectrum occupancy
dynamics and belief states.

We consider N = 2 independently evolving channels with identical spectrum
occupancy dynamics α1 = α2 = α and β1 = β2 = β. We assume that β = 1 − α.
Hence, the stationary distribution of spectrum occupancy state S is given by ω1 =
[0.5, 0.5]. Consider another belief state ω2 = [0, 0] with which the secondary user
has full information on the spectrum occupancy prior to the state transition in this

Table 10.1. The impact of spectrum occupancy dynamics α and belief states ω on the optimal
sensing decision 1[a∗ 	=0]. N = 2, [B1, B2] = [1, 1], E0 = 4, es = 0.6, ep = 0.1, L = 2,
Etx = {1, 2}, pn(1) = pn(2) = 0.5 for n = 1, 2.

α 0.05 0.1 0.4 0.8
ω [0.5,0.5] [0,0] [0.5,0.5] [0,0] [0.5,0.5] [0,0] [0.5,0.5] [0,0]

Sense X X X X X X
Do not sense X X
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slot. Conditioned on the belief states at the beginning of this slot, the conditional
probability that channel n is available can be calculated as Pr{Sn = 1 |ω1} = 0.5
and Pr{Sn = 1 |ω2} = α for n = 1, 2. From Table 10.5.5.1, we find that the
secondary user chooses not to sense only when the conditional probability Pr{Sn =
1 |ω} that the channel is available is very small. We also find that the secondary user
always chooses to sense if the belief state is given by the stationary distribution ω1

of the spectrum occupancy states. The reason behind this is the monotonicity of the
value function V̂ (ω, E) in terms of battery energy E. Specifically, if the secondary
user chooses not to sense, then its belief state at the beginning of next slot will remain
ω1 but its battery energy will be reduced by ep due to energy consumption in the
sleeping mode. The maximum total expected reward that can be obtained is thus
given by V̂ (ω1, E − ep). Since V̂ (ω, E) increases with the battery energy E for
every fixed ω, we have V̂ (ω1, E) ≥ V̂ (ω1, E − ep) and hence the secondary user
should choose to sense whenever it has a stationary belief state.

10.5.5.2 To Access or Not to Access?

Without an energy constraint, the secondary user should always access the channel
that is sensed to be available. However, under the energy constraint, the access deci-
sion should take into account both the energy consumption characteristics and the
channel fading statistics. For example, when the sensed channel is available but has
poor fading condition, should the secondary user access this channel to gain immedi-
ate reward or wait for better channel realizations to conserve energy? In Table 10.2,
we study the impact of sensing energy consumptions es and channel fading statis-
tics {pn(k)}L

k=1 on the optimal access decision φ∗(k) under different observations
k. We find that when sensing energy consumption es is negligible, the secondary
user should refrain from transmission under poor channel conditions and wait for the
best channel realization. However, when es is large, it should always grab the instan-
taneous opportunity regardless of the fading condition because the sensing energy
consumed in waiting for the best channel realization may exceed the extra energy
consumed in combating the poor channel fading.

The access decision should also take into account the channel fading statistics.
Comparing the optimal access decisions in the two cases of Table 10.2 when sens-

Table 10.2. The impact of sensing energy consumptions es and channel fading statistics on
the optimal access decision φ∗(k) under different observations k. N = 2, [B1, B2] = [1, 1],
E0 = 8, ep = 0.1, L = 3, Etx = {1, 2, 3}. Case 1: pn(1) = 0.5, pn(2) = 0.3, pn(3) = 0.2
for n = 1, 2, 3. Case 2: pn(1) = 0.3, pn(2) = 0.3, pn(3) = 0.4.

Sensing energy es 0 0.7 0.8 1.0
Observation k 1 2 3 1 2 3 1 2 3 1 2 3

Case 1 Access X X X X X X X X
Do not access X X X X

Case 2 Access X X X X X X X X X
Do not access X X X
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ing energy is es = 0.8. We find that if the probability that the channel experiences
deep fading is small (case 1), the secondary user should avoid transmitting under
poor channel realizations because the waiting time for a better channel realization is
short and hence the energy wasted in waiting can still be lower than the extra energy
needed to combat the poor channel condition. On the other hand, if the channel tends
to have poor fading conditions (case 2), the secondary user should focus on gaining
immediate reward because of the long waiting time for better channel realizations.

10.6 Protocol Specifics of Decentralized Cognitive MAC

In this section, we present protocol specifics of the cognitive MAC strategies pre-
sented in Sects. 10.4 and 10.5.

10.6.1 Transceiver Synchronization

Without a dedicated communication or control channel, transceiver synchronization
is a key issue in distributed cognitive MAC for OSA networks [16, 17, 37]. Specif-
ically, a secondary user and its intended receiver need to hop to the same channel
at the beginning of each slot in order to carry out the communication. The synchro-
nization problem can be separated into two phases: the initial handshake between the
transmitter and the receiver and the synchronous hopping in the spectrum after the
initial establishment of communication.

There are a number of standard implementations to facilitate the initial hand-
shake. As given in [16, 17, 37], we can borrow the idea of receiver-oriented code
assignment in CDMA ad hoc networks [38]. Specifically, each secondary user is
assigned a set of channels (not necessarily unique) which it monitors regularly to
check whether it is an intended receiver. A user with a message for, say, user A will
transmit a handshake signal over one of the channels assigned to userA. Once the ini-
tial communication is established, the transmitter and the receiver will implement the
same spectrum sensing and access strategy which governs channel selection in each
slot. As detailed in [17,18], the sensing and access strategies presented in Sects. 10.4
and 10.5 ensure synchronous hopping between the transmitter and the receiver in the
presence of collisions, sensing errors, and fading.

Specifically, the structure of the cognitive MAC protocols developed within the
POMDP framework ensures that both the transmitter and the receiver have the same
information on the occupancy state and the fading condition of the sensed channel in
each slot. Hence, at the end of each slot, the transmitter and the receiver will reach
the same updated belief state λ. Since the channel selection is determined by the
information state λ, the transmitter and the receiver will hop to the same channel in
the next slot, i.e., transceiver synchronization is maintained.

10.6.2 Identification of Spectrum Opportunity and Fading Condition

When every secondary user is affected by the same set of primary users, the state of
a channel is the same at both the transmitter and the receiver. Detection of spectrum
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opportunity can thus be carried out at the transmitter alone. When secondary users
are affected by different sets of primary users, however, the state of spectrum occu-
pancy is location dependent; a channel that is idle at a transmitter may not be idle at
the corresponding receiver. In this case, spectrum opportunities need to be identified
jointly by the transmitter and the receiver4 [17, 34]

To achieve joint opportunity identification at both transmitter and receiver, a
scheme based on RTS-CTS exchange is proposed in [17, 37]. We briefly comment
on this scheme using the energy-constrained cognitive MAC given in Sect. 10.5 as an
example, where we show that this scheme also facilitates the estimation of channel
fading conditions.

At the beginning of a slot, the transmitter and the receiver hop to the same chan-
nel. If the channel is sensed to be available, the transmitter generates a random back-
off time. If the channel remains idle when its backoff time expires, it transmits a short
request-to-send (RTS) message to the receiver, indicating that the channel is avail-
able at the transmitter. Upon receiving the RTS, the receiver estimates the channel
fading condition using the RTS, and then replies with a clear-to-send (CTS) message
if the channel is also available at the receiver. The receiver also informs the transmit-
ter of the current fading condition by piggybacking the estimated channel state to the
CTS. After a successful exchange of RTS-CTS, the transmitter and the receiver can
communicate over this channel. At the end of this slot, the receiver acknowledges
every successful data transmission. Note that at the beginning of each slot, the trans-
mitter and the receiver can also choose not to hop to any channel and turn to sleep
mode until the beginning of next slot.

We point out that the RTS-CTS exchange has multiple functions. Besides facil-
itating opportunity identification and channel fading estimation, it also mitigates
the hidden and exposed terminal problem as in a conventional communication net-
work [39]. Other collision avoidance schemes such as busy tone and dual busy tone
may be incorporated to further reduce the occurrence of collision among secondary
users.

Conclusion

In this chapter, we have discussed some of the technical challenges of cognitive MAC
for OSA and made an initial attempt to establish a theoretical framework within
which these challenges can be systematically and collectively addressed. In partic-
ular, the framework of POMDP makes the MAC cognitive; an opportunistic user
makes optimal decisions for sensing and access based on the belief state that summa-
rizes the knowledge of the network state based on all past decisions and observations.

4 In this case, Sn(t) = 1 if channel n is available at both the transmitter and the receiver.
Otherwise, Sn(t) = 0. Strictly speaking, the availability of a channel at the secondary
transmitter is determined by primary receivers rather than primary transmitters in its neigh-
borhood [29]. The detection of primary receivers can be transformed to the detection of
primary transmitters. A detailed presentation can be found in [29].



10 Cognitive MAC Protocols for Dynamic Spectrum Access 299

This decision-theoretic framework also allows the integration of sensing errors, hard-
ware limitations, and energy constraints into the modeling of cognitive MAC design.
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