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Background Subtraction

Definition

With background subtraction the background in an image
is removed. Thus it is done when a very uniform back-
ground is needed (e. g. for �PIV algorithms). Hereby
only relatively sharp objects remain and the background is
removed with morphological algorithms. A non-uniform
background results from non-uniform illumination and/or
image capturing.

Backpressure
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Synonyms

Bead based assays; Cytometric bead immunoassay; Parti-
cle manipulation

Definition

Bead based microfluidic platforms may be used for either
particle manipulation or bead based sensing especially
in cytometric bead based immunoassays. Bead based
microfluidic platforms are often geared to biomedical
research and diagnostics particularly in protein diagnos-
tics through immunosorbent assays. For instance, in bead
based immunosorbent assays, antigen–antibody reactions
are induced on the surface of the bead in the solution and
then, the binding event of the antigen–antibody is moni-
tored by fluorescent labeling of either a secondary antigen
or antibody. These assays are used to detect biomolecules
by utilizing specific ligand-receptor binding reactions. The
ligand-receptor binding events may then be quantified by
quantifying changes in bead properties using either optical
or physical sensing mechanisms. In order to optimize bead
based reactions, there has also been considerable interest
in developing microfluidic systems for efficient bead han-
dling and manipulation.

Overview

Recently, there have been enormous efforts to transform
conventional biological analysis methods into more effi-
cient or sensitive assays through the use of Lab-on-a-Chip
platforms. One of these representative efforts is found
in the increased development of bead based microflu-
idic platforms [1]. The majority of bead based microflu-
idic platforms have been developed to detect specific
biomolecules in an unknown sample by utilizing a ligand-
receptor binding event. Bead based platforms have sev-
eral potential advantages over conventional techniques.
Bead based microfluidic platforms provide a larger bind-
ing surface area to sample volume ratio and thus may
yield an improvement in the detection limit of a spe-
cific biomolecule over conventional techniques by allow-
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ing more available binding surface area per unit volume.
This change in relative surface to volume ratio may also
limit nonspecific binding and background interference due
to other contaminating molecules which may also lead to
improvements in detection limits of the desired analyte.
In addition, bead based microfluidic platforms require less
consumption of analyte sample as well as reagent vol-
umes which may lead to less expensive assay platforms.
There have been several reports which describe bead based
microfluidic platforms for biomolecule detections [2–6]
as well as novel methods which may be used for multi-
ple particle manipulation and steering [7] within microflu-
idic environments. In the basic methodology section, the
standard enzyme-linked immunosorbent assay (ELISA) is
briefly introduced as a working principle for bead based
microfluidic sensing platforms and the fundamentals of
enzyme kinetics for ligand-receptor binding is also dis-
cussed as a theoretical background. Detailed discussions
of case studies are presented in the Key Research Finding
section.

Basic Methodology

ELISA (Enzyme-Linked Immunosorbent Assay)

The enzyme-linked immunosorbent assay (ELISA or EIA)
is one of the most commonly utilized methods used in pro-
tein detection and analysis. An ELISA can provide quan-
titative information about antigen or antibody concentra-
tions in solution by comparing the results of an unknown
sample assay to a calibration curve based on known stan-
dard concentrations of the antibody or antigen of interest.
Although, there are many variations in how ELISA may
be performed, three of the most commonly used repre-
sentative methods are discussed here (Fig. 1). The choice
of which ELISA technique is used often depends on the
nature of the antigen or antibody of interest, the availabil-
ity of appropriate binding pairs, and the specificity of only
the antigen of interest to a monoclonal antibody.
1. Indirect ELISA

The concentration of an antibody (especially in blood
plasma) can be quantitatively determined through the
use of the indirect ELISA technique. In the indirect
ELISA, an antigen is pre-coated within a microtiter
well. Then a solution (e. g., blood plasma) containing
the primary antibody of interest is added to the anti-
gen coated microtiter well and allowed to incubate so
that the two components may bind with each other.
Afterwards a washing step removes any free primary
antibody. Next, an enzyme-linked secondary antibody
is added to produce a binding between the primary
and secondary antibodies. The enzyme linked antibody
often contains the catalytic protein of a horseradish per-

oxidase which cleaves a colorimetric substrate (such as
o-phenylenediamine dihydrochloride) causing a color
change in the substrate solution which may be mon-
itored in a spectrophotometer by the optical density
of the transmission spectra at the appropriate wave-
length of light. Since the substrate produces a color
change which is proportional to the amount of enzyme
present through the binding reactions, the measured
color change may be correlated with the concentration
of the antibody of interest initially present in the solu-
tion which was analyzed. The concentration of anti-
body of interest can be determined by comparing the
color change of the unknown sample against standards
of known concentration.

2. Sandwich ELISA
In a related technique, an antigen concentration can be
determined by using a sandwich ELISA. In this tech-
nique, the antibody which binds to the antigen of inter-
est is pre-coated in the microtiter well. Next, the sample
containing the antigen of interest is added and allowed
to bind with the pre-coated antibody. After the well is
washed, an enzyme-linked secondary antibody specific
to the antigen of interest is added and allowed to bind
with the bound antigen. After washing any free sec-
ondary antibody away, the colormetric substrate for the
enzyme is added. Again, by measuring the change of
color in the enzyme reaction, as discussed before, the
concentration of antigen can be determined by compar-
ison with the color shifts of a predetermined standard
calibration curve.

3. Competitive ELISA
Another method to determine the concentration of an
antigen is through the use of a competitive ELISA. In
the competitive ELISA, a primary antibody is first incu-
bated in a solution containing the antigen of interest.
Through antibody-antigen binding the free antigen is
captured by the antibody in solution. The larger the
antigen concentration in the initial solution, the less
free primary antibody that will be left after the antigen–
antibody binding reaction. Next, the antigen–primary
antibody mixture is added into an antigen pre-coated
microtiter well. Now, only the free primary antibody
left in the mixture will be able to bind with the anti-
gen within the microtiter well. After a washing step,
the antigen–primary antibody complex in the solution
is removed and an enzyme-linked secondary antibody
is added to produce a binding between the primary
and secondary antibodies. As a final step, the color-
metric substrate is added to the microtiter well and the
amount of color change is measured and correlated to
the known calibration curve. In the competitive assay,
however, the concentration of the antigen of interest
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Bead Based Microfluidic Platforms, Figure 1 Variations in the ELISA technique. Each assay can be used not only for qualitative but also for quantitative
determination of the presence of antigen or antibody by comparison with standard curves prepared with known concentrations of antibody or antigen.
The indirect ELISA is useful to determine antibody concentrations in solution. On the other hand, the sandwich ELISA is useful in determining antigen
concentrations. In the competitive ELISA, the concentration of antigen is inversely proportional to the color produced by the substrate because the
competitive ELISA is an inhibition-type assay

in the original sample is inversely proportional to the
amount of color change because the antigen in solution
reduces the amount of free antibody which is able to
bind to the antigen coated in the microtiter well.

Key Research Findings

Many research groups have pursued bead based
immunosorbent assays within microfluidic platforms.
Here, instead of coating antigen or antibodies within
microtiter wells, they are coated onto the surface of
micron sized beads which act as the reaction vessels.
Sato et al. [2] demonstrated a bead based immunosor-
bent microfluidic platform (Fig. 2). In their system, they
used polystyrene beads for the solid phase reaction in
order to maximize the available surface area for antigen–
antibody binding. First, the beads were introduced into the
microfluidic channel, which was designed with a barrier
to trap the beads at a specific location within the device
and create a packed bed. Next, an antigen (human secre-
tory immunoglobulin A (s-IgA)) was infused through the
microdevice to allow nonspecific adsorption of the anti-
gen to the packed beads. After the unbound antigen is
washed away, an antibody (anti-s-IgA) which had been

conjugated with colloidal gold was infused to produce
the antigen–antibody binding reaction. After a final wash
step to remove the unbound antibody, the amount of bind-
ing between the antigen and antibody was detected by
a thermal lens microscope (TLM). The TLM uses an exci-
tation laser and a probe laser which is focused through
the objective lens. The colloidal gold absorbs some of
the excitation light and the rest of the energy is dissi-
pated in the solution as thermal energy. The temperature
change is monitored by a change in the solution refrac-
tive index monitored through a thermal lens. The larger
the amount of colloidal gold, the lower the temperature
change in the solution and thus a smaller change in the
refractive index of the solution so the initial antigen con-
centration may be correlated to the temperature change in
the solution monitored by the thermal lens. Based on this
procedure, they were able to obtain a thermal lens signal
down to 1 μg/ml of antigen (s-IgA) concentration with
a linear dependency of thermal lens signal on the initial
antigen concentration. In addition, the time needed for
the antigen–antibody binding reaction was reduced by 90
fold which resulted in a shortening of the overall analysis
time to less than 1 hr compared to 24 h for the standard
procedure.



60 Bead Based Microfluidic Platforms

Bead Based Microfluidic Platforms, Figure 2 Schematic illustrations of integrated immunosorbent assay. (a) bead in (b) antigen and antibody binding
(c) measurement [2]

Bead Based Microfluidic Platforms, Figure 3 Conceptual illustration of bio-sampling and immunoassay procedure using magnetic bead approach:
(a) injection of magnetic beads; (b) separation and holding of beads; (c) flowing sample; (d) immobilization of target antigen; (e) flowing labeled antibody;
(f) electrochemical detection after adding enzyme substrate; and (g) washing out magnetic beads and ready for another immunoassay [3]

Next, Choi et al. [3] reported an integrated microflu-
idic biochemical detection system for rapid low-volume
immunoassays. They utilized magnetic core beads as the
solid support phase for the capture antibodies, and as car-
riers of captured target antigens. In order to detect tar-
get antigens, the working principle is based on a sand-
wich ELISA (Fig. 3). The antibody coated beads are
first infused into the microfluidic channel with an inte-
grated electromagnet. Once the magnetic beads are intro-

duced, then they are attracted to the electromagnet and
held in place. While holding the primary antibody coated
magnetic beads within the magnetic field, target antigens
are infused into the microfluidic channel. The antigen–
antibody binding occurs while other free antigens not spe-
cific to the antibody used are washed away with the contin-
uous flow. Next, enzyme-linked secondary antibodies are
infused to produce a binding event between the bound anti-
gen and secondary antibodies. The microfluidic channel is
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Bead Based Microfluidic Platforms, Figure 4 Proposed detection prin-
ciple. Microbead conjugated with superparamagnetic nanoparticles (•).
Unconjugated microbead (◦) [4]

then washed to remove all unbound secondary antibodies.
As a final step, a substrate solution, which reacts with the
conjugated enzyme on the secondary antibody, is injected
into the microfluidic channel. Electrochemistry is used as
a detection method. To demonstrate this concept, they have
used alkaline phosphatase (AP) and p-aminophenyl phos-
phate (PAPP) as the antibody bound enzyme and elec-
trochemical substrate, respectively. AP converts PAPP to
p-aminophenol (PAP). Thus, by applying an oxidizing
potential to the patterned detection electrodes, PAP is con-
verted into 4-quinoneimine (4-QI) by a 2-electron oxida-
tion reaction. Therefore, by measuring the electrical cur-
rent change by amperometry, it is possible to determine
the concentration of the enzyme (AP) bound to the mag-
netic beads. By using mouse IgG as an analyte and apply-
ing the electrochemical detection principle, they were able
to show a detection limit within their device of around
100 ng/ml of mouse IgG. Also, the total time required for
an immunoassay was less than 20 min including sample
incubation time, and sample volume wasted was less than
50 μl during five repeated assays.
Another good example of a bead based immunoassay is
based on superparamagnetic nanoparticles (50 nm diam-
eter) handling in microfluidic environments which was
reported by Kim et al. [4]. In their report, the binding
of antigen conjugated with superparamagnetic nanopar-
ticles to antibody coated fluorescent microbeads (1 μm
diameter) and the subsequent deflection of the mag-
netic nanoparticle bound fluorescent microbeads within
a magnetic field were used as the signal for measur-
ing the presence of analyte. To test their principle, the
target analyte sample was conjugated with the super-
paramagnetic nanoparticles. The fluorescent microbeads

were conjugated with antibodies to the analyte of inter-
est by nonspecific adsorption. Then, the target nanoparti-
cle conjugated analyte and the antibody coated microbeads
are mixed together to produce antigen–antibody bind-
ing. Since the target analyte molecules are conjugated
with the superparamagnetic nanoparticles, the fluorescent
microbeads will be indirectly conjugated with the nanopar-
ticles. The total amount of the superparamagnetic nanopar-
ticles bound with the microbeads depends on the concen-
tration of the target antigen. As shown in Fig. 4, a buffer
and sample solution are both infused into a converging
channel geometry where the sample solution contains the
fluorescent microbeads with the bound superparamagnetic
nanoparticles. A permanent magnet is placed on the buffer
side of the microchannel geometry. Due to the presence
of the magnetic field gradient, the nanoparticle bound
microbead will be deflected towards the magnet and the
deflection force will depend on the number of superparam-
agnetic nanoparticles presented on the microbeads. In this
study, Kim, et al., assumed that if the concentration of the
superparamagnetic nanoparticles bound to the fluorescent
microbead increases, the velocity of the bead towards the
magnet will increase. This implies that the bead velocity
in the microchannel may be correlated back to the initial
concentration of the target analyte. In addition, since the
microbeads have specific optical properties, a multiplex
analysis is also possible. Using this method, the magnetic
force-based microfluidic immunoassay was successfully
applied to detect both rabbit IgG and mouse IgG as model
analytes. The detection limit of the system was determined
to be 244 pg/ml and 15.6 ng/ml for rabbit IgG and mouse
IgG, respectively.
Yang et al. [5] reported a novel concept in bead han-
dling and serial reaction processing using a technique
named “particle cross over” in microfluidic channels to
accomplish continuous cytometric bead processing within
a microfluidic device for bead based sensing platforms.
The operating principle of the continuous biosensing is
based on adapting the Zweifach–Fung effect [8, 9] in
a novel manner. The Zweifach–Fung effect has shown that
when a particle approaches a bifurcating region that all
particles will flow into the daughter branch with the higher
flow rate if the flow rate ratio between the two branches are
greater than 2.5 : 1 when the particle diameter approaches
the vessel diameter. Utilizing this mechanism involves
moving cytometric beads through different regions within
the microfluidic device where the bead is exposed to
different solution environments so that antigen–antibody
binding, washing and detection can occur without any
significant sample dilution. When a micron-sized bead
approaches a bifurcating region of microfluidic channel,
it is possible for the bead to cross over from a carrier
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Bead Based Microfluidic Platforms, Figure 5 (a) Conceptual drawing of microflow structures within a microfluidic network for the particle cross over
within microfluidic channels. It is possible to achieve the particle cross over from one to another fluid streams without losing particles into multiple parallel
channels. (b) Schematic sketch of a representative example of continuous biosensing using the particle cross over mechanism. The concentration of
biotinylated FITC molecules can be determined by measuring the fluorescence intensity of the biotinylated FITC bound streptavidin coated 8 μm-diameter
particle at the detection window using an epifluorescence microscope [5]

fluid into a recipient fluid streams by precisely control-
ling flow rate ratio between the two downstream chan-
nels. For instance, as shown in Fig. 5a, a microfluidic
device can be designed to have a 1 to 1 of total flow rate
ratio (QA = QB = QC) at each bifurcation region. Thus,
all three fluid streams which are infused from each inlet
can be transported into each designated outlet (Ain →Aout,
Bin →Bout, Cin →Cout). At the same time, it is also pos-
sible to design the outlets as a series of multiple parallel
channels at each bifurcation region so that a micron-sized
particle infused from the inlet is not able to follow its
original fluid stream of the carrier fluid into the outlet

and will cross over into the recipient fluid stream (A→B)
because of the Zweifach–Fung effect. In this study, a strep-
tavidin coated 8 μm-diameter particles and biotinylated
FITC dye were used as a test system for demonstrat-
ing continuous biosensing in microfluidic channels. The
biotinylated FITC molecules produce fluorescence light
(532 nm) under UV light exposure due to the presence of
the FITC (fluorescence dye). Thus, the higher concentra-
tion of biotinylated FITC in solution, the more biotiny-
lated FITC which is bound to a bead through biotin-
streptavidin binding, the higher the fluorescence intensity
which can be detected. Figure 5b represents a concep-
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tual sketch of continuous biosensing based on the parti-
cle cross over mechanism. Once the streptavidin coated
8 μm-diameter beads in buffer media travel toward the
1st bifurcation region, then they can cross over into the
biotinylated FITC solution without significant mixing of
the two fluid streams. Once the streptavidin coated bead
enters into the biotinylated FITC solution, the binding
between the biotinylated FITC molecules and the strepta-
vidin coated 8 μm-diameter beads occurs within the main
channel. In addition, no significant serial dilution effect
on biotinylated FITC solution is expected as would be
expected by simply mixing the fluids together through
a converging channel geometry and passive micromixing
region because the old fluid infused from upstream of the
main channel is removed at the bifurcation by maintaining
a 1 to 1 total flow rate ratio between the two fluid streams.
At the 2nd bifurcation, the biotinylated FITC bound strep-
tavidin beads can then cross over to a wash solution by
producing the same microflow structures. Finally, the flu-
orescence intensity of the biotinylated FITC bound strep-
tavidin beads can be measured at a downstream detection
window by an epifluorescence microscope. The fluores-
cence intensity of the beads can be assumed to be pro-
portional to the concentration of biotinylated FITC dye in
the solution. Since beads are continuously infused into the
device from the bead inlet, it is expected that the bead flu-
orescence intensity will change in response to changes in
biotinylated FITC dye concentration which can be tracked
by plotting the bead fluorescence intensity as a func-
tion of time. Thus, the system can dynamically respond
to changes in analyte concentration allowing continuous
biosensing. Based on this concept, Yang, et al. demon-
strated that the fluorescence intensity of the bead measured
is linearly proportional to the analyte (biotinylated-FITC)
concentration. The detection limit of the device was deter-
mined as a 50 ng/ml of biotinylated FITC concentration.
Another application area of bead based microfluidic
platforms includes bead based DNA detections. Han
et al. [6] reported quantum-dot-tagged microbeads for
multiplexed optical coding of DNAs. Multicolor optical
coding for DNA hybridization assays has been achieved
by embedding different-sized quantum dots into polymeric
microbeads at precisely controlled ratios. And then, as
shown in Fig. 6, probe oligos were conjugated to the
beads by cross linking. The target oligos were detected
with Cascade Blue. After hybridization, nonspecifically
bonded molecules and excess reagents were removed by
a washing process. For multiplexed assays, they have opti-
mized the oligo lengths and sequences so that all probes
had similar melting temperatures (Tm = 66 ◦C− 99 ◦C)
and hybridization kinetics (30 min). As a result, they have
shown that the coding and target signals can be simulta-

neously read at the single-bead level with high uniformity
and reproducibility. Also, they have shown that bead iden-
tification accuracies were as high as 99.99 % under favor-
able conditions.
A final example of bead based microfluidic platforms is
a novel concept in particle handling and steering. Armani
et al. [7] recently reported very attractive results on steer-
ing multiple particles simultaneously within microflu-
idic environments. They combined electrokinetic based
microfluidic platforms with vision-based feedback control
to independently steer multiple particles with microme-
ter accuracy in two spatial dimensions. In their method,
they have steered particles by creating an electroosmotic
flow field that carries all the particles from where the par-
ticles are to where particles should be at the next time
step. The flow is created by the biasing of multiple elec-
trodes arranged around the active test area. In order to steer
each particle independently, they constructed a vision-
based feedback loop comprised of sensing, computation,
and actuation to steer particles along user-input trajec-
tories. Particle locations were identified in real-time by
an optical system and transferred to a control algorithm
that then determined each electrode voltage necessary to
create the proper electroosmotic flow pattern to carry all
the particles to their next desired locations. They have
experimentally demonstrated that it is possible to steer not
only neutral particles but also charged particles simulta-
neously by precisely controlling electroosmotic flow pat-
terns. The neutral particles can be carried by the elec-
troosmotic flow by controlling voltage applied on each
electrode. The charged particles can be also steered by
both electroosmotic and electrophoretic forces by control-
ling voltage applied on each electrode. For instance, as
shown in Fig. 7, they were able to steer three yeast cells
(5 μm diameter), which have a small surface charge (elec-
trophoretic mobility c= − 23.3± 6.9×10−9 m2V−1s−1)
within an accuracy of less than 1 μm by controlling the
potentials of eight electrodes. Since this type of parti-
cle steering permits noninvasive steering of any visible
particle regardless of the charge status of particles, it is
expected that this technique is useful for navigating beads
and particles to localized sensors for cell sorting, sam-
ple preparation, and for combinatory testing of particle
interactions with other particles, chemical species, and dis-
tributed sensors.

Future Directions for Research

Although a variety of technologies related to bead based
microfluidic platforms are introduced here, there are
still many challenges to producing efficient Lab-on-a-
Chip bead based sensor technologies over the conven-
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Bead Based Microfluidic Platforms, Figure 6 Schematic illustration of DNA hybridization assays using QD-tagged beads [6]

Bead Based Microfluidic Platforms, Figure 7 Steering of three yeast cells (5 μm diameter, Red Star, Giant Food) with small surface charge (elec-
trophoretic mobility, c = − 23.3± 6.9×10−9 m2V−1s−1) around two circles and a UMD path. The yeast cells are visible as small black dots with
a white center (the three target cells are marked with a white arrow in each image), and the white curves are the trajectories that the target cells have
traced out. The three beads are being steered to within an accuracy of one pixel (corresponding to less than 1 μm) [7]

tional sensing methods. For instance, although many
bead based microfluidic immunosensing technologies
have been demonstrated with faster throughput over con-
ventional methods, these microdevices often still have
higher concentration detection limits and higher variability
when compared with the conventional macroscale meth-
ods. Thus, most laboratories still utilize standard ELISA
protocols or more recently cytometric bead based flow
cytometry assays. This implies that there still needs to be
substantial improvement and standardization in the future
development of these bead based platforms for truly realiz-

ing the promise of Lab-on-a-Chip bead based microfluidic
sensing and handling platforms which can outperform the
standard macroscale technologies.

Cross References

� Biosensors Using Magnetics
� Cell Sorting
� Lab-on-Chip Devices for Immunoassay
� Lab-on-Chip Devices for Particle and Cell Separation
� Sample Purification Using Magnetic Particles
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Behavioral Model

Definition

The behavioral models are a set of equations derived
directly from the underlying domain-physics. They are the
most generic and effective forms describing the response
of the system.

Bias Voltage

Definition

The application of a steady voltage to a system to improve
its performance.

Cross References

� Sputtering for Film Deposition

Bifurcating Microchannel

� Flow Bifurcation in Microchannel

Bimorph

Definition

A structure composed of two active layers and one or
more passive layers. Typically the active layers work
through either thermal expansion, hygrothermal expan-
sion, or piezoelectric expansion via an externally-applied
electrical field. Bimorphs are used in the latter case to
amplify the low maximum strain possible in piezoelectric
materials while reducing the output force.

Cross References

� Unimorph
� Piezoelectric Valves

Biocatalytic Fuel Cell

� Biofuel Cell

Biochip

Synonyms

DNA array; Protein array; Cell array

Definition

�Microarray

Cross References

� Cell Culture (2D and 3D) on Chip
� Cell Patterning on Chip
� DNA Micro-arrays
� Droplet Dispensing
� Droplet Evaporation
� Evanescent-Wave Sensing
� Fluorescence Measurements
� Fluorescent Labeling
� Hydrophilic/Hydrophobic Patterning
� Lab-on-Chip Devices for Protein Analysis
� Methods for Surface Modification
� Microarray
� Supersonic Micro-Nozzles
� Proteomics in Microfluidic Devices
� Surface Tension, Capillarity and Contact Angle
� Van der Waals Interaction Forces
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Biochip Printing

� Bioprinting on Chip

Bioengineering

� Biomimetics

Biofuel Cell

Synonyms

Biocatalytic fuel cell; Enzymatic fuel cell; Microbial fuel
cell

Definition

Conceptually similar to a battery, a fuel cell is an electro-
chemical device that converts chemical energy stored in a
fuel and an oxidant into electrical energy. The fundamen-
tal difference between a fuel cell and a battery is that fuel
and oxidant are supplied from outside the reaction cham-
ber and waste products are removed. Fuel cells that utilize
biological catalysts are collectively termed biofuel cells.
There is a common misinterpretation that biofuel cells are
named as such because they use biological fuels, which is
ambiguous as the same fuel (e.g., methanol) may originate
from both biological and non-biological sources. A biofuel
cell mimics electrochemical processes occurring in nature
to harvest a useful electrical current, without the use of
precious electrocatalysts such as platinum. There are two
main categories of biofuel cells: microbial biofuel cells
and enzymatic biofuel cells. Microbial biofuel cells utilize
entire living cells or microorganisms combined with redox
intermediates to catalyze the oxidation of a fuel. Enzy-
matic biofuel cells, on the other hand, catalyze the chem-
ical reactions using biological redox enzymes that can be
isolated and purified from suitable organisms, thus extract-
ing the core part of the cell that enables catalytic activity.

Cross References

� Microfluidic Fuel Cells
� MEMS-Based Biosensor

Biognosis

� Biomimetics

Bioimmobilization

Definition

Bioimmobilization is the process of immobilizing
biomolecules onto sensor surface to provide the biospeci-
ficity to the biosensor. Biospecificty is the property of
the biorecognition membrane of the biotransducer that
is conferred by the purposeful use of a bioactive recep-
tor. The major purpose of bioimmobilization is to confer
the molecular recognition and specificity inherent to the
bioactive receptor to the biotransducer in a manner that
maximizes the sensitivity of the physicochemical trans-
ducer that lies beneath. Amongst the various bioimmobi-
lization approaches are:
• adsorption (physical, chemical and electrostatic),
• adsorption followed by covalent cross-linking,
• covalent tethering, and
• entrapment (physical or covalent) within host matrices

(e. g. polymers, polymeric hydrogels and sol-gels).
Regardless of the specific linking chemistry and substrate
employed, the key goals in all biomolecule immobilization
strategies are:
• reproducible, high density coverage of the biomolecule

on the substrate,
• the orientation of the biomolecule for efficient kinetics

of the biological reaction,
• minimal background and non-specific adsorption to the

support or substrate,
• improved sensitivity, and
• long term stability (retained bioactivity) of the immobi-

lized biomolecule.

Cross References

� Impedimetric Biosensors for Micro and Nano Fluidics

Bio-Inspired Design

� Biomimetics

Biological Sensors

� Impedimetric Biosensors for Nano- and Microfluidics

Biomedical Microdevices

� Integrated Microdevices for Medical Diagnostics
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Bio-MicroElectroMechanical Systems
(BioMEMS)

� Droplet Based Lab-on-Chip Devices

Biomicrofluidics

� Electrokinetic Transport with Biochemical Reactions

Biomimesis

� Biomimetics

Biomimetics

DUSTIN HOUSE , DONGQING LI

Department of Mechanical Engineering,
Vanderbilt University, Nashville, TN, USA
dustin.l.house@vanderbilt.edu

Synonyms

Biomimicry; Bionics; Biognosis; Biotechnology; Bioengi-
neering; Biophysics; Bio-inspired design; Biomimesis

Definition

Biomimetics is the study of how to apply the methods
and principles found in nature to modern science and
engineering.

Overview

Biomimetics has become a more modern approach in var-
ious fields of engineering design. Advocates of the field
believe optimized solutions for ecological systems result-
ing from thousands of years of natural evolution can pro-
vide today’s engineers with limitless applicable technolo-
gies. Julian Vincent, a well-established researcher and
the director of the Centre for Biomimetics and Natural
Technologies proclaims that there is only a 10% overlap
between biology and technology in terms of the mech-
anisms used [1]. This vast technological potential has
resulted in many innovative creations throughout history.
Possibly the most well-known application of biomimet-
ics was by a Swiss inventor, George de Mestral, who
observed the efficient manner in which cockleburs adhered
themselves to clothing and fur and designed a material
capable of mimicking the plant’s trait, ultimately lead-
ing to the patent of VELCRO® [2]. Another familiar

application can been seen in the parallel field of bion-
ics which focuses heavily on the anatomy and physiology
of humans and animals in the design of robotic compo-
nents to obtain stable fluid-like motions while reducing
energy expenditure [3, 4]. In the area of computer sci-
ence, many forms of imitating nature to optimize engineer-
ing systems are utilized. Genetic algorithms utilize evolu-
tionary theories formulated by Charles Darwin that force
a program to iterate toward optimal solutions. Often used
concurrently with genetic algorithms are artificial neu-
ral networks. Modeled after biological neural networks,
this form of software design can adapt to closely model
relationships between inputs and outputs of a system.
On a smaller scale, biomimetics is used in the area of
nanostructured materials as Wendell et al. observe cellular
processes and apply novel phenomena to synthetic poly-
mer membrane systems [5]. In the field of BioMEMS,
the physiological process of hemostasis is being recre-
ated chemically in a microfluidic system to design self-
repairing devices [6]. Another area that is having signif-
icant influences on microfluidics is electrowetting-based
actuation. The idea of optimizing the wetting properties of
a surface to control a fluid is utilized by the lotus plant to
self-clean itself as water droplets roll off the leaves [7].

Cross References

� Self-Assembly Fabrication
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Synonyms

Protein adsorption; Cell adhesion; Lab on a Chip

Definition

Biomolecular adsorption in microfluidics usually refers to
the nonspecific adsorption of biomolecules (amino acids,
peptides, DNA, RNA, proteins, and cells) onto the surfaces
of microfluidic devices. In this sense, this is often referred
as biofouling in microfluidics. This causes many problems
including reduced device sensitivity, poorer detection lim-
its and selectivity, and diminished device lifetime. Among
the above adsorbing species, proteins (including protec-
tive proteins of cells) cause the biggest problems resulting
from irreversible adsorption and subsequent denaturation.

Overview

The microfluidic device is probably the most popular
lab-on-a-chip, and major breakthroughs have been made
for its development over the last five years. Microfluidic
devices have been demonstrated for many chemical and
biological assays [1]. In the early 1990s, several problems
in microfluidic actuation were identified. One problem
was water stiction: the adhesion of water to microchan-
nel walls made of hydrophilic materials such as glass,
which perturbs the desired flow and prevents the chan-
nels from being rinsed for reuse [2]. This problem can be
solved by passivating the channel walls, typically through
modifications that alter the wettability of the surface [2].
Another serious problem is that biomolecules tend to
adsorb from solution onto many of the materials com-
monly used for microfluidic devices [3]. The adsorbing
species may include amino acids, peptides, proteins, DNA,
RNA, and cells. Among these species, proteins cause the
biggest problems, because they often denature and become
very difficult to remove [3].
This entry reviews the physicochemical properties of
microfluidic devices, mechanisms of biomolecular adsorp-
tion and denaturation at microfluidic device interfaces, and
methods to minimize or to prevent biomolecular adsorp-

Biomolecular Adsorption in Microfluidics, Figure 1 At pH 7.2, bovine
serum albumin (BSA) has negative net charge and is electrostatically
attracted to the positively charged top surface. At that pH, lysozyme has
positive net charge and is attracted to the negatively charged bottom sur-
face

tion. The trade-offs between methods to reduce water stic-
tion will also be discussed.

Basic Methodology

The interactions between protein molecules and solid sur-
faces can be classified into: hydrophobic interactions, elec-
trostatic interactions, hydrogen bonding (a special type
of electrostatic interactions), and van der Waals interac-
tions [4].

Van der Waals and Electrostatic Interactions

Van der Waals interactions are a combination of several
types of very weak, short-range interactions: dipole–
dipole, induced dipole–induced dipole (London disper-
sion forces), dipole–induced dipole, and the Born repul-
sion. Van der Waals interactions are weak compared
with electrostatic interactions, and are difficult to control
through the choice of experimental conditions [4]. Hydro-
gen bonds, a special type of dipole–dipole interaction,
are stronger and play important roles in protein folding,
solvation, and adsorption. Electrostatic interactions arise
from Coulombic attraction or repulsion between charged
groups. Portions of protein surfaces are positively charged
from terminal or side chain ammonium groups (colored
blue in Fig. 1), while other portions are negatively charged
from terminal or side chain carboxyl groups (colored red in
Fig. 1) [4]. Depending on the pH, the net charge on a pro-
tein molecule can be positive or negative, or neutral at the
isoelectric point (pI). Charged protein molecules adsorb
on surfaces having the opposite charge, as illustrated in
Fig. 1 [3].
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Hydrophobic Interactions

In general, nonpolar substances such as hydrocarbon
oils and polyethylene are considered hydrophobic. The
hydrophobic effect refers to the phenomena that such
species are more soluble in nonpolar solvents than in
water. The effect is at least partly due to the tendency
of water to form a hydrogen-bonded network structure
that excludes nonpolar or non-hydrogen-bonding moi-
eties. An attempt to transfer nonpolar moieties into the
hydrogen-bonded water structure results in a decrease
in entropy (	S < 0) and almost no change in enthalpy
(	H ≈ 0 at room temperature), thus leading to an increase
in Gibbs free energy (	G> 0), corresponding to a non-
spontaneous process. The hydrophobic effect is especially
important in biological systems. When a protein folds, the
interior consists predominantly of hydrophobic domains,
while the exterior is more hydrophilic.
In water, nonpolar and non-hydrogen-bonding moieties
associate through hydrophobic interactions. Hydropho-
bic interactions can cause protein molecules to aggregate
(even to the point of precipitating out of solution), and
also play a major role in protein adsorption from water
onto hydrophobic surfaces. At room temperature, protein
molecules in solution diffuse by Brownian motion. When
they come in contact with hydrophobic surfaces, they
tend to remain there, adsorbing, unfolding, and eventually
denaturing. Protein aggregation in solution and protein-
surface hydrophobic interactions are maximized at the iso-
electric point of a protein (pI), while electrostatic interac-
tions with water are minimized at that pH [4].

Surface Wettability of Materials
Used for Microfluidic Device Surfaces

Whether a surface is hydrophilic or hydrophobic, sur-
face wettability can be assessed by measuring the contact
angle, θ , of a sessile water droplet on a smooth surface.
The contact angle is a consequence of the surface tensions
(γ ) at the liquid–vapor (LV), solid–vapor (SV), and solid–
liquid (SL) interfaces, as shown by the Young equation,

γSL = γSV − γLV cos θ . (1)

Figure 2 illustrates how static, advancing, and receding
contact angles are defined. A larger contact angle indicates
the surface is more hydrophobic than a reference surface.
Table 1 summarizes contact angles for water on vari-
ous materials that are frequently used in direct contact
with liquids for microfluidic devices. The values shown in
this table are not definitive, as surface treatments such as
plasma etching can dramatically change the contact angle.
The advancing contact angle θadvancing, obtained by tilting

Biomolecular Adsorption in Microfluidics, Figure 2 Static, advancing,
and receding contact angle as measures of surface wettability

the surface, by adding more liquid to a droplet, or by using
the Wilhelmy plate method, is generally larger than the
static contact angle θstatic; the difference depends on the
surface homogeneity and roughness (Fig. 2). In general,
on etching or roughening a surface, the contact angle θ
typically increases, but it may decrease.
Glass, silicon dioxide (SiO2), and poly(ethylene glycol)
(PEG) are hydrophilic. Their static water contact angles
are � 30◦ as shown in Table 1. Many clean metal surfaces,
including gold, show contact angles close to 0◦ [5]. Ordi-
narily, metal surfaces are contaminated, resulting in higher
contact angles (∼ 60◦ for gold) [6]. Polystyrene (PS),
alkane-terminated self-assembled monolayers (SAMs),
polydimethylsiloxane (PDMS), and Teflon are hydropho-
bic, with static water contact angles � 90◦. All the other
materials shown in Table 1, including ordinary gold, pro-
tein films, polyesters such as poly(methyl methacrylate)
(PMMA), and polycarbonate (PC), can be considered as
intermediate between hydrophilic and hydrophobic.

Nonspecific Protein Adsorption on the Surfaces
of Microfluidic Devices

Proteins such as antibodies and enzymes can be deliber-
ately anchored on microfluidic device surfaces by cova-
lent bonds or molecular recognition in order to fabricate
array biosensors. Nonspecific adsorption is the (usually)
undesirable adsorption of molecules on the surface, and
it ends up with loss of analyte. In nonspecific adsorption,
the molecule–surface interactions are initially weaker, so
the adsorption process is both slower and more difficult to
control. Subsequent denaturation leads to stronger adhe-
sion [7], as well as to changes in the surface hydrophilicity
and roughness [8]. It is important to understand the mech-
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Biomolecular Adsorption in Microfluidics, Table 1 Advancing and
static water contact angles on common materials used for microfluidic
device surfaces [18–43]

Materials θstatic (deg) θadvancing (deg)

Glass (clean) 0 0

Glass (ordinary) 14–51 60

Gold (clean) 0

Gold (ordinary) 61–65

Si wafer 22

SiO2 27

Poly(ethylene glycol) (PEG) 18 39–46

Albumin film 64–70

Lysozyme film 58

Polycarbonate (PC) 70 86

Poly(methyl methacrylate)
(PMMA)

70–74

Polystyrene (PS) 87–91 97

Alkanethiolate or alkylsilane
self-assembled monolayers
(SAMs)

108–115 110–116

Polydimethylsiloxane (PDMS) 108–113 118

Fluorohydrocarbon 115

Teflon 112–118

anisms of nonspecific protein adsorption in order to mini-
mize the problems it can create.

Analyzing Protein Adsorption

Although protein adsorption from aqueous solutions onto
various types of surfaces has been studied for several
decades, no models accurately describe the process in
detail [4]. Protein adsorption is typically analyzed by mea-
suring a series of surface coverage data (�, usually in
mg ·m−2) against either the equilibrium protein concen-
tration (Ceq, usually in mg ·mL−1) or the time elapsed (t).
� can be evaluated by measuring the amount of pro-
tein remaining in solution in contact with a particulate
surface in a series of test tubes or in a stirred cell. Alterna-
tively, the amount of protein adsorbed to an ordinary (non-
particulate) surface can be measured directly by total inter-
nal reflection fluorescence (TIRF), surface plasmon reso-
nance (SPR), ellipsometry, optical waveguide lightmode
spectroscopy (OWLS), or a thickness shear mode (TSM)
resonator.
A plot of � vs. Ceq is an adsorption isotherm. Data for pro-
tein adsorption are frequently modeled by the Langmuir
equation, although the validity of using this equation for

Biomolecular Adsorption in Microfluidics, Figure 3 A typical
Langmuir-type adsorption isotherm, for bovine hemoglobin adsorbing from
10 mM phosphate buffer (pH 6.8) onto sulfonated polystyrene microparti-
cles: �= 0.14 sulfonate groups nm−2, �= 2.1 sulfonate groups nm−2

protein adsorption remains an open question:

� = �m
KCeq

1+ KCeq
. (2)

This isotherm is characterized by the linear rise at low
concentrations (slope = K, the equilibrium constant for
adsorption) and the subsequent plateau (�m = the satu-
rated surface coverage of protein), as shown in Fig. 3. K is
associated with the ratio of the adsorption to desorption
rates, and is related to the work of adhesion: the energy
required to desorb the protein from the surface. A larger
K indicates slower desorption than adsorption, leading to
irreversible adsorption.
To get some control over protein adsorption, one has to
understand the protein-surface interactions in advance. To
this end, adsorption isotherms have been obtained for
a wide variety of surfaces, from hydrophilic to hydropho-
bic. Techniques for controlling the surface wettability
include varying the terminating groups of SAMs or the
ratio of monomers in copolymers. The effects on protein
adsorption of factors such as liquid polarity, temperature,
pH, solute type (e. g. electrolyte), and solute concentration
have been widely studied [4].
Several adsorption isotherm studies [9] have shown that K,
associated with the ratio of the adsorption to desorp-
tion rate, is larger for hydrophobic surfaces than for
hydrophilic surfaces, indicating proteins adsorbs irre-
versibly to hydrophobic surfaces. This irreversibility is
closely associated with the extent of structural changes of
proteins adsorbed on surfaces, which will be discussed in
the following section.
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Structural Changes of Protein Molecules
at Water–Solid Interfaces

Once a protein molecule makes contact with a hydropho-
bic surface, conformational fluctuations at the outside
of protein molecule cause hydrophobic residues to be
exposed, some of which adhere to the surface, ultimately
leading to unfolding and/or flattening [4]. This conforma-
tional change is a spontaneous process (	G< 0), driven
in part by entropy gain (	S > 0). This unfolding has been
shown through circular dichroism (CD) experiments to
involve a decrease in α-helix and increase in β-sheet and
unordered conformations [7]. This denaturation is, for the
most part, responsible for the irreversibility of adsorption
through hydrophobic interactions. Protein adsorption leads
to the formation of a bumpy layer, or even to the formation
of irregular aggregates of protein molecules adsorbed on
the surface. For example, Locascio et al. have identified
large, irregular aggregates of protein molecules adsorbed
on the microchannel surface in a capillary electrophoresis
system [8].
Association and dissociation of protein molecules on
hydrophobic surfaces may also take place. Small pro-
teins comprised of a single polypeptide chain, such as
lysozyme, associate to form dimers upon adsorption on
hydrophobic surfaces, especially near the pI of 11. Pro-
teins that have a quaternary structure, such as hemoglobin,
can dissociate into subunits upon contacting a hydrophobic
surface, as the subunits are held together by hydrophobic
interactions.
However, such structural changes have also been found
for hydrophilic surfaces, when the surface is fully covered
with proteins [7] and when the proteins are in contact with
the surface for a long period of time (more than several
hours) [3], indicating the participation of other interactions
towards structural changes.

Key Research Findings

Small Solute, DNA, and Cell Adhesion
to Microfluidic Device Surfaces

DNA is a negatively charged polyelectrolyte, and so sticks
to positively charged surfaces, but not hydrophobic sur-
faces. Ions and water-soluble polymers also do not stick to
hydrophobic surfaces.
The adhesion of cells to surfaces is different from that
of proteins and DNA. Cell adhesion and spreading are
believed to depend primarily on the hydrophobicity of both
cells and surfaces. Cell surface hydrophobicity is usually
associated with the presence of fibrillar structures on cell
surfaces and specific cell wall proteins. Adhesion, spread-
ing, and growth of mammalian cells are generally pro-

moted on hydrophilic surfaces (θstatic ≈ 30− 40◦) [10],
while those of bacterial cells are generally promoted on
hydrophobic surfaces [11]. The latter can be distinguished
from mammalian cells by the existence of fibrils and
a large number of cell wall proteins. Other factors that
affect cell adhesion include surface topography [10] and
the presence of certain proteins (especially albumin and
fibrinogen) that may interact with cell wall proteins.

Surface Materials Used in Microfluidic Applications

To prevent biomolecular adsorption and water stiction,
the surface materials for a microfluidic device should
be carefully chosen with consideration of the actuation
method (hydrodynamic or electrokinetic) and analytes
to be manipulated (small solutes, DNA, proteins, and/or
cells). Tables 2 and 3 summarize the surface materials that
have been used in microfluidic applications.

Minimizing Biomolecular Adsorption
with Hydrodynamic Actuation

Hydrodynamic actuation methods include pressurizing
a microchannel with a syringe pump or from a nitro-
gen tank (pumping), applying different pressures for
inlets and outlets of microchannels (	P), centrifuging
the microchannel tubes, and utilizing gravity or osmosis.
In the absence of externally applied electrical potentials,
hydrophobic interactions become dominant over electro-
static interactions, unless the surface is highly polarized.
Since charged analytes (ion, dye, water-soluble polymer,
and DNA) and mammalian cells do not have hydrophobic
interactions, all types of surfaces, including hydrophilic
(glass, SiO2, and PEG), intermediate (PC and PMMA),
and hydrophobic surfaces (PDMS), can be used for hydro-
dynamic actuation of these species, as shown in Table 2.
Among these surfaces, PDMS can prevent water stiction
that leads to fluctuation in the flow rate in microchannels.
However, PDMS is not the optimal choice for the solu-
tions of proteins or bacterial cells, because they adsorb on
PDMS surfaces through hydrophobic interactions. PDMS
also has some swelling issues, especially with nonpolar
solvents.

Minimizing Biomolecular Adsorption
with Electrokinetic Actuation: Electroosmotic Flow

The most common method of electrokinetic actuation is
capillary electrophoresis (CE), in which electrophoresis of
analytes and electroosmotic flow (EOF) of bulk fluid usu-
ally occur at the same time. Figure 4 illustrates the work-
ing principle of CE. The surface of fused silica capillar-
ies is negatively charged at the pH values commonly used
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Biomolecular Adsorption in Microfluidics, Table 2 Surface materials used for hydrodynamic actuation

Actuation method Analyte Surface materials References

Dye PDMS Anal. Chem. 75, 967–972

SiO2 Sens. Actuators B 82, 111–116
Water-soluble polymer

Glass Anal. Chem. 74, 3972–3976

PEG Anal. Chem. 74, 3372–3377

Glass Anal. Chem. 74, 3972–3976

PC Anal. Biochem. 311, 40–49
DNA

PDMS Talanta 55, 909–918

PEG Electrophoresis 23, 799–804

Protein
PDMS Anal. Chem. 73, 165–169

Anal. Chem. 74, 5243–5250
Anal. Chem. 74, 379–385
Anal. Chim. Acta 468, 143–152

	P / pumping

Mammalian cell PDMS Anal. Chem. 74, 3991–4001

Ion PMMA Anal. Chem. 73, 3940–3946
Centrifugation / gravity

Protein PDMS Sens. Actuators B 72, 129–133
Anal. Chem. 73, 5207–5213

PEG Langmuir 17, 4090–4095
Self-filling / capillary osmosis Protein

PDMS Science 276, 779–781

Note. References taken from the period 2000–2003.

in CE. A diffuse double layer of cations is attracted to
the stationary negative changes on the wall. EOF occurs
when an electric field is applied, which causes the outer
layer of cations to migrate towards the cathode, drag-
ging along the bulk buffer solution. In many cases, the
electroosmotic force is stronger than the electrophoretic
force, which causes all analytes to migrate toward the cath-
ode, regardless of their charge. Under these conditions, as
shown in Fig. 4, analyte molecules are separated according
to their charge.
Because the surfaces of microchannel walls have to be
ionized for EOF, they may have electrostatic interac-
tions with charged analytes. That is, charged protein
molecule could adsorb through Coulombic interactions.
Because EOF scales with the charge density on the chan-
nel walls, biomolecular adsorption originating from elec-
trostatic interactions also depends on the rate of EOF [12];
whether the surface is originally hydrophilic or hydropho-
bic is less important. This explains why many materi-
als ranging from glass (hydrophilic) to PDMS (hydropho-
bic) can be used for chip-based CE systems, as shown in
Table 3.
CE-based methods that do not utilize electrophoresis
include capillary electrochromatography (CEC) or micel-
lar electrokinetic chromatography (MEKC). In CEC, EOF
acts as a pump to move analytes past a stationary phase;
analytes partition into the stationary phase with different

affinities, enabling separation. Other CE-based methods
that do not utilize EOF include capillary isoelectric focus-
ing (CIEF) or capillary gel electrophoresis (CGE). CIEF
works on the same basic principle as IEF. The capillary is
treated with polyacrylamide or methylcellulose, so there
is no EOF, ensuring that the relative movement of proteins
depends solely on differences in their pI values. There are
no electrostatic interactions between charged analytes and
the microchannel surface, so hydrophobic interactions are

Biomolecular Adsorption in Microfluidics, Figure 4 Capillary elec-
trophoresis (CE). Cations on a microchannel wall are pulled toward the
anode, generating electroosmotic flow (EOF); positively and negatively
charged analytes are separated by their differences in their electrophoretic
mobilities. Depending on the rate of EOF, analytes may be attracted to
a microchannel wall through electrostatic attraction, shown as dashed
arrows
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Biomolecular Adsorption in Microfluidics, Table 3 Surface materials used for electrokinetic actuation

Actuation method Analytes Surface materials References

Dye PC Anal. Chem. 74, 2556–2564

Ion PMMA Anal. Chem. 74, 2407–2415
Anal. Chem. 74, 1968–1971

Glass Sens. Actuators B 81, 369–376

PC Anal. Chem. 74, 2556–2564

Amino acids and sugar PDMS Electrophoresis 23, 3558–3566
Analyst 127, 1021–1023
Electrophoresis 23, 2347–2354
Electroanalysis 14, 1251–1255

SiO2 Fresenius J. Anal. Chem. 371,
112–119

PEG Anal. Biochem. 311, 40–49

PC Anal. Chem. 74, 2556–2564
Electrophoresis 21, 165–170
Electrophoresis 23, 2477–2484
Electrophoresis 22, 3939–3948

PMMA Electrophoresis 21, 165–170
Electrophoresis 22, 3939–3948
Sens. Actuators B 75, 142–148
Microsyst. Technol. 7, 265–268
Lab Chip 2, 88–95
Anal. Chim. Acta 470, 87–99

DNA

SAM Anal. Chem. 74, 1436–1441

Protein film Anal. Chem. 73, 4181–4189

PC Anal. Chem. 74, 2556–2564

PMMA Electrophoresis 22, 3972–3977

CE (electrophoresis and EOF)

Protein

PDMS Anal. Chem. 73, 4491–4498
Anal. Chem. 74, 1772–1778
Electrophoresis 23, 740–749

Gold Anal. Chem. 73, 1627–1633
Anal. Chem. 73, 658–666
Electrophoresis 23, 3638–3645CIEF (electrophoresis only) Protein

PMMA Electrophoresis 23, 3638–3645

PC Anal. Chem. 74, 45–51
Dye PDMS Sens. Actuators A 102, 223–233

Glass Anal. Chem. 73, 3400–3409

PMMA J. Chromatogr. A 857, 275–284

PS J. Chromatogr. A 857, 275–284

CEC or other EOF-based
microfluidics (EOF only)

Protein
PDMS Sens. Actuators A 102, 223–233

Anal. Chem. 73, 5645–5650

Ion Teflon Appl. Phys. Lett. 77, 1725–1726Electrowetting
Protein Teflon Lab Chip 2, 19-23

Note. References taken from the period 2000–2003.

the dominant factor for separation. Materials commonly
used for CIEF include polyacrylamide, cellulose, gold, and
PMMA, as shown in Table 3. These materials are either
hydrophilic or intermediate, and are capable of minimiz-
ing protein adsorption through hydrophobic interactions.

Surfaces of intermediate hydrophobicity, such as PC,
PMMA, and protein film, are most commonly used for
CE-based microfluidic chips, as they minimize water stic-
tion as well as protein adsorption through hydrophobic
interactions to some extent. The popularity of PDMS is
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attributable to its ease of fabrication. However, PDMS has
several problems for electrokinetic actuation. One is that
CE in a PDMS channel supports lower EOF than glass or
quartz because there is little negative charge on the surface.
A more serious problem is that PDMS is gas permeable,
allowing water vapor formed by Joule heating to permeate
into the bulk material, changing the buffer concentration
and the EOF rate. Salts may precipitate in PDMS chan-
nels, and affected devices have to be discarded. Another
significant problem is that proteins adsorb to hydrophobic
PDMS through hydrophobic interactions, leading to unsta-
ble EOF, peak tailing, and loss of sample [13].
To summarize, there is no definitive surface to be used
for all types of analytes. Surfaces should be carefully cho-
sen or modified, depending on the type of analyte and the
method of actuation.

Modifying Surfaces to Prevent Biomolecular Adsorption
and Water Stiction

Several microfabrication processes limit the choice of
materials, and sometimes one is forced to use hydropho-
bic materials such as PS and PDMS. These hydrophobic
surfaces can be made more hydrophilic by copolymeriz-
ing with hydrophilic monomers or coating with PEG or
poly(ethylene oxide) (PEO) films [14]. The common fea-
ture of these hydrophilic modifications is the absence of
functional groups that can act as hydrogen bond donors.
Coating with protein films that resist certain biomolecules
has also been demonstrated [15].
Water stiction on hydrophilic materials such as glass or
silicon wafers can also be prevented. The surfaces can be
passivated by depositing thin hydrophobic layers such as
hydrocarbon/perfluorocarbon SAMs or Teflon. The non-
stick nature of Teflon coatings found in many household
products refers to the prevention of water stiction; the coat-
ings do not prevent protein adsorption. Micropatterning
these passivated hydrophobic layers can also be utilized to
achieve microfluidic actuation of water. Zhao et al. [2] and
Kataoka and Troian [16], for example, have patterned the
hydrophobic surface to have a gradient from hydrophobic
to hydrophilic, or alternating surfaces of hydrophobic and
hydrophilic structures, to let the liquid flow over these sur-
faces. This surface-directed flow has thus far been demon-
strated only for pure water. There are potential problems
with protein solutions since proteins adsorb preferentially
on rough rather than smooth surfaces.

Preventing Protein Adsorption in Electrowetting-Based Actuation

In several types of microfluidic actuation, hydrophobic
surfaces have been used to control the rate of EOF or
to manipulate droplets [3]. As noted earlier, however,

Biomolecular Adsorption in Microfluidics, Figure 5 Electrowetting-
based actuation. Illustration of fluid motion induced by applying an electri-
cal potential across dielectric-coated electrodes below a liquid droplet. By
switching on the voltage at an electrode adjacent to the droplet, the surface
tension is lowered, causing the droplet to move to the right. Biomolecules
with neutral net charge may be attracted to electrodes while no voltage
is applied. Biomolecules with positive (or negative) net charge may be
attracted to electrodes while voltage is applied

it has not been possible to prevent protein adsorption
that occurs through hydrophobic interactions. One way
around this problem is to make the surface hydropho-
bic to prevent water stiction, while utilizing electro-
static repulsion to prevent biomolecular adsorption. We
have recently demonstrated this strategy in electrowetting-
based microfluidic actuation [3].
Electrowetting-on-dielectric (EWOD) is a new method for
moving liquids in biofluidic chips through electrical mod-
ification of the surface hydrophobicity (Fig. 5) [3]. We
have demonstrated prevention of protein and DNA adsorp-
tion by minimizing hydrophobic interactions through care-
ful choice of the bias, magnitude, and duration of the
applied voltage, and by introducing electrostatic repul-
sions between charged proteins and the device surfaces.

Future Directions for Research

Summary of Current Approaches

The surfaces of microfluidic devices can be classified
into three groups based on their surface wettability: glass,
gold, Si wafer, SiO2, and PEG as hydrophilic; PS, SAM,
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PDMS, and Teflon as hydrophobic; and protein films,
PMMA, and PC as intermediate. The common analytes
in microfluidic devices can be classified into two groups
based on their type of interactions with surfaces: small
charged solutes and DNA interact primarily through elec-
trostatic interactions, while proteins exhibit both elec-
trostatic and hydrophobic interactions. In hydrodynamic
actuation, biomolecules adsorb on surfaces largely through
hydrophobic interactions. Hence small charged solute and
DNA solutions are relatively easy to manipulate, as they
have negligible hydrophobic interactions. For actuating
protein solutions, the surface should be modified so as
to be hydrophilic. In electrokinetic actuation, however,
hydrophilic modification cannot be used since there are
both hydrophobic and electrostatic interactions. An inter-
mediate surface can be one possible solution, but a better
way appears to be faster actuation (e. g. high EOF rate),
utilizing electrostatic repulsion or changing device config-
uration, which have been demonstrated for electrowetting-
based actuation.

Future of Biomolecular Adsorption in Microfluidics

The above summary addresses the adsorption of individ-
ual biomolecules in microfluidics. Biomolecular adsorp-
tion from real-world liquid samples such as blood will
be much more complicated and probably almost impos-
sible to prevent or control. However, we need to remem-
ber that biomolecular adsorption is not a problem unique
to microfluidics; people have been working on antifoul-
ing coatings since the 1950s [17]. The future direction of
this research will be related to or inspired by the research
on biomaterials (e. g., prosthetic devices). Collaborations
with orthopedic surgeons, dentists, and cell biologists are
expected, which scientists are not really exploiting at this
stage [17].

Cross References

� Surface Tension Driven Flow
� Capillary Electrophoresis (CE)
� Electroosmotic Flow (DC)
� Electrowetting
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Synonyms

Synthesis of biological molecules in microfluidics;
Microfluidic reactor for biomolecular synthesis; Micro-
reactor for synthesis of biomolecules

Definition

Biological molecules, such as proteins and peptides,
oligosaccharides, nucleic acids, lipids and their related
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compounds are widely used for biomaterial and phar-
maceutical applications. These compounds are expensive,
not so stable for long-term storage and do not require
extremely large-scale synthesis. Also, the use of haz-
ardous compounds is required in many cases. Therefore,
the microreaction process is considered as a new approach
which can overcome these restrictions in the synthesis of
biomolecules. Several organic and biochemical syntheses
have been performed using the microfluidic platform.

Overview

Biomolecules, fine chemicals and pharmaceuticals are
high-value products that are produced in modest quanti-
ties. They are usually seasonal products that are customer
specific and have a short shelf life. These characteristics
usually place significant constraints in their production,
such that it is not uncommon to see labor-intensive batch
processes being used instead of the more efficient con-
tinuous process. This usually leads to a significant waste
generation during the scale-up from the laboratory to pro-
duction scale. In addition, the use of hazardous and often
toxic homogeneous catalysts makes product purification
and waste disposal important issues as regards today’s
stringent environmental regulations.
The microfluidic reaction system for biochemical synthe-
sis was developed as miniaturization system of conven-
tional synthetic chemistry. The development of microre-
action processes has been much slower than that of μTAS.
Lab-on-a-chip for synthetic applications is still a young
research field as compared to the mature μTAS. To date,
a number of gas- and liquid-phase reactions have been
carried out in microfluidic systems and such microfluidic-
based reactions are increasing tremendously. In this arti-
cle, typical examples of biochemical syntheses within
a microfluidic reactor are presented and discussed.

Peptide and Protein Synthesis

Peptide synthesis using a microfluidic reactor was reported
by Watts et al. [1]. The synthesis of β-peptides has
been successfully performed using a borosilicate glass
microreactor (Fig. 1), in which a network of channels
was produced using photolithographic and wet etching
methods. The reagents were mobilized by electroosmotic
flow (EOF). The microreactor was initially evaluated using
a carbodiimide coupling reaction to form a dipeptide.
The methodology has been extended such that the pep-
tides may also be produced via the pentafluorophenyl ester
derivatives of amino acids. It was found that performing
the pentafluorophenyl ester reactions in the microreactor
resulted in an increase in the reaction efficiency over the
traditional batch method. Watts et al. postulated that the

enhancement in the rate of reaction is an electrochemical
phenomenon, due to the reaction being performed in an
electric field, which is unique to microreactor systems. It
has also been demonstrated that selective deprotection of
the resultant dipeptides can be achieved. This approach has
been used in the synthesis of a tripeptide.
Synthesis of another β-peptide was also performed. See-
berger et al. performed the synthesis of oligo β-amino acid
using amino acid fluoride in a silicon microreactor [2].
They developed a method for high-efficiency synthesis
that is capable of large-scale production.
Miyazaki et al. reported possible use of a microreactor
as an active reaction vessel for carrying out biochemical
reactions [3]. An important feature of the microchannel
systems is their superior controllability of fluids, which
cannot be achieved in the batchwise reactions using large
reaction apparatus. The effects of a microfluidic system
on chemical reactions of two different miscible solutions
were examined using amino acid substitution as a model
reaction. Substitution of phenylalanine in a microreaction
system using separate solutions was more efficient than
the batchwise reaction and microchannel reaction using
a homogeneous solution. Substitution of other amino acids
showed that this enhancement is caused by localization
of hydrophobic amino acids at the dimethylformamide
(DMF)−H2O interface. By using the rapid Michael addi-
tion reaction of the SH group of cysteine to a maleimide
group, it was demonstrated that such reaction involving
hydrophilic compounds diminished in a microfluidic sys-
tem. These results show that the microreaction system
is a novel apparatus for regulating chemical reactions,
depending on the structure of the reactant molecules, by
controlling the mixing of two different solutions.
In addition to these organic syntheses, biochemical pro-
duction of compounds in microreactors has also been
performed. A microreactor array which enables high-
throughput cell-free protein synthesis was developed [4].
The microreactor array is composed of a temperature con-
trol chip and a reaction chamber chip. The temperature
control chip is a glass-made chip on which temperature
control devices, heaters and temperature sensors are fabri-
cated with an indium tin oxide (ITO) resistive material.
The reaction chamber chip is fabricated by micromold-
ing of polydimethylsiloxane (PDMS), and is designed to
have an array of reaction chambers and flow channels
for liquid introduction. The microreactor array is assem-
bled by placing the reaction chamber chip on the temper-
ature control chip. The small thermal mass of the reac-
tion chamber resulted in a short thermal time constant
of 170 ms for heating and 3 s for cooling. The perfor-
mance of the microreactor array was examined through
experiments on cell-free protein synthesis. By measuring
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Biomolecular Synthesis in Microfluids, Figure 1 (a) Schematic representation of a chemical reaction circuit used in the production of 2-deoxy-
2-fluoro-D-glucose (FDG). Five sequential processes are shown: (i) concentration of dilute fluoride ion with the use of a miniaturized anion exchange
column located in a rectangle-shaped fluoride concentration loop, (ii) solvent exchange from water to dry MeCN, (iii) fluorination of the D-mannose
triflate precursor 1, (iv) solvent exchange back to water, and (v) acidic hydrolysis of the fluorinated intermediate 2a (or 2b) in a ring-shaped reaction
loop. Nanogram amounts of FDG (3a, 3b) are the final product. The operation of the circuit is controlled by pressure-driven valves, with their delegated
responsibilities illustrated by their colors: red for regular valves (for isolation), yellow for pump valves (for fluidic metering circulation) and blue for sieve
valves (for trapping anion exchange beads in the column module). (b) Optical micrograph of the central area of the circuit. The various channels have been
loaded with food dyes to help visualize the different components of the microfluidic chip; colors are as in (a), plus green for fluidic channels. The inset
shows an actual view of the device; a penny (diameter 18.9 mm) is shown for comparison. (Reproduced from [5])
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the fluorescence emission from the products, it was con-
firmed that green fluorescent protein (GFP) and blue fluo-
rescent protein (BFP) were successfully synthesized using
Escherichia coli extract.

Synthesis of Sugar and Oligosaccharides

Synthesis of radiolabeled glucose has been achieved
(Fig. 2) [5]. Quake et al. reported the synthesis of
an [18F]fluoride-radiolabeled molecular imaging probe,
2-deoxy-2-[18F]fluoro-D-glucose ([18F]FDG), in an inte-
grated microfluidic device. Five sequential processes –
[18F]fluoride concentration, water evaporation, radiofluo-
rination, solvent exchange and hydrolytic deprotection –
proceeded with high radiochemical yield and purity and
with shorter synthesis time relative to conventional auto-
mated synthesis. Multiple doses of [18F]FDG for positron
emission tomography imaging studies in mice were pre-
pared. These results, which constitute a proof of princi-
ple for automated multistep syntheses at the nanogram to
microgram scale, could be generalized to a range of radi-
olabeled substrates. Synthesis of oligosaccharides is one
of the challenges in the field of synthetic organic chem-
istry. Generally, glycoside formation depends on the con-
formation, sterics and electronics of both reaction part-
ners. The challenge in accurately predicting the reactiv-
ity of the coupling partners makes it difficult to fore-
see the outcome of the reaction. In addition, reaction
variables such as concentration, stoichiometry, tempera-
ture, reaction time and activator play indisputable roles
in the outcome of a given glycosylation. Jensen and See-
berger used continuous flow microreactors to systemati-
cally study the glycosylation reaction as an example of
a challenging organic transformation (Fig. 3) [6]. A five-
port silicon microreactor was designed with three primary
inlets to mix and react glycosylating agent, nucleophile
(acceptor) and activator (Fig. 4). Glycosylation reactions
were performed rapidly over a wide range of conditions
using this microreaction system. This microfluidic sys-
tem enables easy handling of hazardous reagents such
as trimethylsilyl trifluoromethanesulfonate at microliter
scale.
In a different approach, transgalactosylation, which is the
reverse reaction of the hydrolysis reaction by �glyco-
sidase, was carried out in organic solvent–buffer system as
a reaction solvent to reduce the water concentration, and
consequently the equilibrium of the reverse reaction was
shifted [8]. The reaction was performed in a poly(methyl
methacrylate) microreactor with two different inlets. The
enzyme and reagents were loaded from these inlets by
simple syringe pumping, and the reaction was terminated
by heating. The reaction gave three kinds of stereoiso-

mers, i. e. p-nitrophenyl-2-acetamide-2-deoxy-3-O-(β-D-
galactopyranosyl)-β-D-glucopyranoside, p-nitrophenyl-2-
acetamide-2-deoxy-4-O-(β -D -galactopyranosyl)-β - D-
glucopyranoside and p-nitrophenyl-2-acetamide-2-deoxy-
6-O-(β -D-galactopyranosyl)-β -D-glucopyranoside. The
ratios between those isomers in the products were not
determined, but the total amount of the disaccharide mix-
ture (galactosylated p-nitrophenyl-2-acetamide-2-deoxy-
6-O-(β-D-galactopyranosyl)-β-D-glucopyranoside; Gal-
GlcNAcPNP) gave better yield when the reaction was con-
ducted in the microreaction channel compared with that in
the micro-test tube. This result suggests that the microreac-
tor is an effective device for enzymatic transglycosylation.

Oligonucleotide Synthesis

The polymerase chain reaction (PCR) is the most
widely used technique for oligonucleotide synthesis.
Microchips/microdevices for PCR are studied extensively,
and thus great progress has been made in the development
and scope of microchip components of microchip-based
PCR analyzers such as on-chip micromachining (fabri-
cation, bonding and sealing), choice of substrate materi-
als, surface chemistry and architecture of reaction vessel,
handling of necessary sample fluid, control of three- or
two-step temperature thermocycling, detection of ampli-
fied nucleic acid products, integration with other analyti-
cal functional units such as sample preparation, capillary
electrophoresis (CE), DNA microarray hybridization, etc.
The two general strategies for microchip-based PCR are
flow-through and stationary chamber formats. The topic
of microchip-based PCR, however, is well summarized in
another article.
Chemical synthesis of oligonucleotide was also performed
using a microfluidic platform. A microfluidic DNA oligo-
nucleotide synthesizer made of PFPE which performs
reaction cycles adopted from the widely used phosphor-
amidite method was reported [8]. PFPE is an elastomer
with excellent chemical compatibility which makes it pos-

Biomolecular Synthesis in Microfluids, Figure 2 Schematic of the
microreactor used in carbodiimide coupling reactions performed in [1].
(Reproduced from [1])



80 Biomolecular Synthesis in Microfluids

Biomolecular Synthesis in Microfluids, Figure 3 (a) Sample glycosylation of glycosyl donor 2 and nucleophile (acceptor) 1 to fashion disaccharide 3.
Formation of orthoester 4 is also often observed. (b) Glycosylation reaction involving glycosylating agent 2 (mannosyl donor) and nucleophile 5 (acceptor)
to fashion disaccharide 6. Formation of orthoester 7 is also often observed. (Reproduced from [6])

Biomolecular Synthesis in Microfluids, Figure 4 (a) Silicon microfluidic microreactor. (b) Schematic of microreactor system, comprised of three
primary inlets, a mixing and reaction zone, a secondary inlet for quench and an outlet for analysis/collection. (c) Soldered joints of the microreactor; also
perspective of the device from the side. (Reproduced from [6])
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Biomolecular Synthesis in Microfluids, Figure 5 Schematic of the
microreactor for polyketide synthesis. (a) biochip design used in this study.
(b) Biosynthesis of flaviolin 4 and pyrone-based polyketides 2 and 3 from
THNS with different starter CoA esters. (Reproduced from [11])

sible to perform organic chemical reactions. The device is
capable of synthesizing 60 pmol of DNA oligonucleotides
while consuming less than 500 nL of 0.1 mol L−1 phos-
phoramidite solution in each reaction cycle. The reduc-
tion of reagent consumption is significant: a 60-fold
reduction over conventional automation. This approach
demonstrates the usefulness of integrated micromechan-
ical valves for complicated multistep organic synthetic
reactions and enables automated chemical experiments
with a wide variety of solvents.

Synthesis of Prodrugs and Other Bioactive Compounds

A microfluidic reaction system has also been used for
the production of prodrugs. A multichannel membrane
microreactor was fabricated and tested for �Knoevenagel
condensation of benzaldehyde and ethyl cyanoacetate to
produce α-cyanocinnamic acid ethyl ester, a known inter-
mediate for the production of an antihypertensive drug [9].
Knoevenagel condensations of carbonylic compounds and
malonic esters yield several important key products such
as nitriles used in anionic polymerization, and the α,β-
unsaturated ester intermediates employed in the synthe-
sis of several therapeutic drugs that include niphendip-
ine and nitrendipine. Unlike most condensation reactions,

Knoevenagel condensation is base-catalyzed. Strong bases
such as sodium and potassium hydroxides and piperidine
are traditionally used for these reactions. However, basic
zeolites such as Cs-exchanged faujasite NaX and fauja-
site GeX, as well as amino-modified mesoporous silica
are also able to catalyze these reactions. The use of het-
erogeneous catalysts significantly simplifies product sepa-
ration and purification. It also eliminates the need for sol-
vents. However, the water formed by the reaction is a poi-
son for zeolite catalysts, and its removal is a must if we
are to expect optimum catalyst performance. The removal
of water has the added benefit of increasing the conver-
sion for this equilibrium-limited reaction. By using Cs-
exchanged faujasite NaX as the catalyst, the membrane
microreactor could achieve supra-equilibrium conversion
at higher product purity.
Another prodrug synthesis using a microfluidic reac-
tion system is that of the antibiotic ciprofloacin [10].
A microreaction system developed by CPC sys-
tems (CYTOS) was used as a reaction apparatus. This
system is the size of a videotape with a hold-up of 1.8 ml.
The high surface-to-volume ratio for the mixing section as
well as for the temperature-controlled reaction channels
allow heat transfer coefficients of up to 2000 Wm−2K−1.
The synthesis has demonstrated the potential for faster
development, particularly in the preparation of relevant
quantities for development studies, such as clinical trials,
using the microreaction systems.
Enzymatic syntheses within the microfluidic platform
were also reported. The construction and novel compound
synthesis from a synthetic metabolic pathway consist-
ing of a type III polyketide synthase (PKS) known as
1,3,6,8-tetrahydroxynaphthalene synthase (THNS) from
Streptomyces coelicolor and soybean peroxidase (SBP)
in a microreactor were performed (Fig. 5) [11]. THNS
immobilized to Ni-NTA agarose beads was prepacked into
a microfluidic channel, while SBP was covalently attached
to the walls of a second microfluidic channel precoated
with a reactive poly(maleic anhydride) derivative. The
result was a tandem, two-step biochip that enabled synthe-
sis of novel polyketide derivatives. The first microchan-
nel, consisting of THNS, resulted in the conversion of
malonyl-CoA to flaviolin in yields of up to 40% with
a residence time of 6 min. This conversion is similar
to that obtained in several-milliliter batch reactions after
2 h. Linking this microchannel to the SBP microchannel
results in biflaviolin synthesis. During the course of this
work, we discovered that the substrate specificity of THNS
could be manipulated by simply changing the reaction pH.
As a result, the starter acyl-CoA specificity can be broad-
ened to yield a series of truncated pyrone products. When
combined with variations in the ratio of acyl-CoA and



82 Biomolecular Synthesis in Microfluids

Biomolecular Synthesis in Microfluids, Figure 6 Microreactor setup used in the reaction of amino acid with active ester [3]

malonyl-CoA (extender substrate) feed rates, high yields
of the pyrone products could be achieved, which is fur-
ther structurally diversified from self- and cross-coupling
in the SBP microchannel. The ability to rapidly evaluate
the effects of reaction conditions and synthetic multien-
zyme pathways on a microfludic platform provides a new
paradigm for performing metabolic pathway engineering,
such as reconstruction of pathways for use in new com-
pound discovery.
A monolith entrapped enzyme process was also applied
to the microfluidic platform [12]. Several 10 cm long cap-
illary tubes (made of poly(ether ether ketone) (PEEK))
with inside diameters of 0.1 – 2.0 mm were filled with
silica monolith-immobilized protease derived by in situ
sol–gel transition from a 1 : 4 mixture of tetram-
ethoxysilane and methyltrimethoxysilane. �Transesterifi-
cation between 20 mM (S)-(−)-glycidol and 0.4 M vinyl
n-butyrate in an organic solvent was used as the test reac-
tion. The substrate solution flowed through the column at
a flow rate of 0.0004 – 5.0 ml min−1. The substrate con-
version in the microbioreactor was higher than that in the
batch reactor at high liquid flow rate. When three tubes
were connected in series, the conversion at a fixed ratio
of the mass of the enzyme to the liquid flow rate was
increased by approximately 50% because of the tripling of
the flow rate as compared to the setup with only a single
tube. Changes in the tube diameter had no influence on the
conversion at a fixed superficial liquid velocity. Further,
the conversion increased with a decrease in the enzyme
content. These results were ascribed to the apparent effect
of liquid–solid mass transfer and were analyzed quantita-
tively using a simple mathematical model.

Basic Methodology

Basically, biomolecular synthesis reaction in a microreac-
tion system was performed by organic synthesis or bio-
chemical conversion. The reaction was performed by sim-
ple loading of substrate and enzyme solutions into separate
inlets using syringe pumps.

Preparation of Microreaction Device

A brief overview of device fabrication was summarized to
help readers, particularly the would-be microreactor users.
Details can be found in other articles of this encyclopedia.
From hard lithographic techniques to soft lithography and
in-house-built devices, a concise description is given, and
readers should refer to the appropriate articles for more
details.
The foundations of microfluidic fabrication techniques lie
in the well-established field of semiconductor microelec-
tronics. For instance, the microfabrication tools of litho-
graphy, resist layers and wet and dry etching have been
instrumental in the fabrication of many microfluidic sys-
tems. These methods have been used to create microflu-
idic systems through both direct and indirect ways. In
the direct method, the microfabricated component is used
directly as a channel in a device. Direct methods have the
disadvantage of producing only one device for one com-
pleted fabrication. However, if the fabrication is fast, this
can allow rapid prototyping of many designs. On the other
hand, indirect methods use the microfabricated component
as a master to transfer the design to a secondary material
in a replication step. This molded material is then used as
the final device. Indirect methods have the advantage of
needing only one master to create many (up to hundreds)
of final devices. In biomolecular synthesis, the reactions
are mainly performed in organic media; therefore, silicon
or glass has been widely used as the material for device
preparation. These are mainly fabricated by direct method
such as lithography or milling.

Performing a Microreaction

Generally, chemical syntheses using microreaction
devices are performed by simple loading of reagents
into the microchannel. Biomolecular synthesis depends
on the molecular conformation, steric hindrance and elec-
tronics of both reaction partners. The challenge in accu-
rately predicting the reactivity of the coupling partners
makes it difficult to foresee the outcome of the reaction.
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In addition, reaction variables such as concentration, stoi-
chiometry, temperature, reaction time and activator play
an indisputable role in the outcome of a given synthesis.
In this article, the reaction of amino acid with active ester
is shown as an example [3]. This reaction was a simple
condensation reaction between amino group of amino acid
and carboxyl group of active ester.
A ceramic microreaction device with a microchannel
(width 400 μm×depth 400 μm× length 40 cm) was fabri-
cated by micromachining. From two separate inlets, the
solutions of active ester in DMF and amino acid with tri-
ethylamine (added for deprotonation of amino group of
amino acid) in water were loaded separately by syringe
pumping (Fig. 6). The resulting solution was collected
and directly analyzed by HPLC to estimate the conver-
sion rate. Each peak obtained by HPLC was confirmed by
ESI-TOFMS. In the case of reaction between phenylalan-
ine with N-(4-maleimidobutyloxy)succinimide (GMBS),
the reaction did not proceed at higher flow rates (< 1 min,
> 50 ml min−1). However, the reaction yield increased at
slower flow rate and even exceeded 90% in a 10 min reac-
tion time. This result indicates that the reaction rate in
the microdevice is improved dramatically over batchwise
reaction which gave 80% yield after 12 h.

Key Research Findings

In the last decade, many reactions for biomolecular syn-
thesis were performed within microfluidic reactors. The
use of microreactors provides several advantages over con-
ventional reaction systems. A microfluidic reactor allows
control of mixing reagents and reaction time. This can be
achieved by controlling the length of the microchannel or
integrating a micromixing device. Such control of fluid
enables regulation of reaction by mixing. Generally, rapid
micromixing enhances the reaction yield in a microfluidic
system. However, some biomolecules such as peptides are
amphiphilic, and these molecules prefer the interface of
organic solvent and water. In a laminar flow system, mix-
ing of two miscible solutions occurs gradually in a straight
microchannel. Construction of mixing devices enhances
mixing. Also, creation of repeating tight turns produces
Dean vortices and disrupts the interface. Addition of these
structures in a microreaction system strongly affects the
reaction yield in the synthesis of biomolecules, as in the
amino acid substitution [3]. Therefore, a proper design of
the microchannel structure and precise fluid control are
essential for the development of efficient microreaction
systems for biomolecular synthesis.
Control over thermal or concentration gradients within
the microreactor allows new methods for efficient chem-
ical transformations with high space–time yields. PCR

for oligonucleotide synthesis is a typical case. Also, in
most cases, chemical reaction is sensitive for factors like
temperature and concentration of reactant molecules. The
narrow dimension of microfluidics brings attractive mass
transfer and heat flow advantages. These attributes con-
tribute to achieving efficient chemical synthesis. Often,
reactions performed within a microreactor invariably gen-
erate relatively pure products in high yield, in compari-
son to the equivalent bulk reactions, in much shorter times
and in sufficient quantities to perform full structural char-
acterization. These are advantageous for the optimization
of reaction conditions, especially biomolecular synthesis,
which is expensive in most cases. Overall, microfluidic
reactors are perceived as a useful tool for the synthesis of
biomolecules.

Future Directions for Research

As noted above, the great advantages of microfluidic tech-
nology have been identified as ability to achieve higher
yields and selectivities, more effective use of resources
and much enhanced reaction control compared with con-
ventional systems. Most biomolecules are expensive, and
therefore high reaction yield and efficiency are desired for
their synthesis. To achieve this, the technology of microre-
action synthesis offers a wide range of solutions. Some
biomolecules and their related compounds are bioactive
molecules which are important for drug development. The
development of a single microreactor enables small-scale
production by numbering-up; therefore, the development
of synthetic microreaction processes may become a popu-
lar area of research for drug development.
In addition, a microreaction device can be constructed by
an integration of various components for chemical reac-
tions such as synthesis, analysis, extraction, separation
and concentration. This possibility opens access to ele-
gant combined reactor arrangements. The development of
integrated microreaction devices is an emerging field in
biomolecular synthesis.
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Definition

Bioprinting on chip concerns the fabrication of so-called
�microarrays or �biochips. It comprises the deposition
of a multitude of fluidic or dissolved biological agents
onto solid substrates with subsequent coupling, i. e. fix-
ation, of the organic molecules on the substrate surface.
The biological substances are arranged as hundreds to
hundreds of thousands of small chemical reaction areas,
so-called spots, in a predetermined spatial order (rang-
ing from the hundreds of micrometre down to the sub-
micrometre range) to provide a 2D array. Bioprinting on
chip involves printing techniques, microarrayers and cri-
teria that comply with the requirements for high-quality
microarray fabrication.

Overview

Generally, microarrays can be regarded as highly paral-
lel sensors used in biomedical applications, chemical sci-
ences, life sciences or drug discovery for studying a mul-
titude of complex biological interactions simultaneously
to determine the presence and/or amount of nucleic acids
(e. g. oligonucleotides, genes, gene fragments) or pro-
teins (e. g. antibodies, antigenes) in biological samples,
e. g. in blood, cell extract or tissue extract, to investi-
gate, for example, gene expression levels or for proteomics
studies [1, 2]. Key technical challenges in creating high-
content microarrays include advances in array fabrication.
Additionally, to address those versatile applications, high-
quality microarrays as well as high-quality microarray
processing and data analysis are crucial to produce mean-
ingful results. Quality control is needed for the whole pro-
cess, including definition of microarray content, biological
sample preparation, sample purification, sample quality,
printing, coupling, washing, microarray quality, hybridi-
sation, scanning, data acquisition, image analysis and data
analysis [3–5]. This article focuses only on the transfer of
biological molecules onto substrates.
The basic idea of all microarrays is a spatially, minia-
turised arrangement of a multitude of different unique
immobilised capture molecules on a two-dimensional sub-
strate. Figure 1 shows the typical life cycle of a microar-
ray experiment. One microarray contains hundreds to
hundreds of thousands of spots. Typical substrates are
glass, membranes or silicon wafers. The arranged multi-
tude of biological agents acts as capture probes to bind
molecules out of a complex biomedical sample to be
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analysed in a high-throughput and parallel manner. The
complex biological interactions are identified by map-
ping the binding event at a certain location to the specific
capture molecules that were previously immobilised at
that place. After hybridisation of labelled complementary
molecules, i. e. binding of sterically compatible molecules,
a scanning microscope detects the bound, labelled sample
and measures the visualised probe to ascertain the pres-
ence and/or amount of the specific type of complemen-
tary molecule in the complex sample. Detection methods
are mainly fluorescence based, but chemiluminescence,
radioactivity, mass spectrometry or electrochemistry are
also used.
In principle there are three main types of microarrays:
DNA, protein and cell microarrays. Historically DNA
microarrays were the first focus of research and gained
a key position in medical and biological research. Typ-
ical applications are gene expression profiling, genotyp-
ing, sequence analysis and further gene investigations on
their localisation, structure, modifications, interactions and
function [6]. The proteome is the functional entity of
encoded proteins by the genome. Proteins are the true tar-
gets of medicine and thus the pharmaceutical industry.
Thus protein microarrays are powerful tools to provide
quantitative data on a large number of samples to perform
proteomics studies. The third type of microarrays, cell
microarrays, provides additional functionalities not avail-
able through protein arrays where full protein functionality
is only given in living organisms, e. g. through posttransla-
tional modifications or for transmembranal proteins. Cell
microarrays are intended to detect environmental toxins, to
identify potential drug targets or to evaluate the specificity
of drug leads by functionally characterising large numbers
of gene products in cell-based assays.
The high impact of microarrays as a large-scale and
high-throughput tool for biomedical applications in basic
research, diagnostics and drug discovery as well as their
commercial success have led to enormous efforts of differ-
ent companies to provide the most suitable microarrayer
system. Because of the extensive and time-consuming
preparation of the precious printing agents, the reliable and
effective processing of microarrayer systems is imperative.
The bases for high-quality microarray printing are stan-
dardised biological and technological processes to guar-
antee robust biochip printing and with it reproducible
microarray fabrication. Additionally, the multitude of sam-
ples shows different liquid properties which greatly influ-
ence the deposition behaviour. In contrast to the com-
mercialized ink-jet technology, where the ink as printing
medium is adapted to the printer, an ideal microarrayer
would be able to deposit any liquid sample with arbitrary
liquid properties. Not only the samples but also the solid

substrates onto which the samples have to be deposited
vary in a wide range.
Depending on the specific application, the general needs
that a microarrayer should fulfil are
• to enable uniform, identical and reproducible spots in

a regular array pattern with exact controllability of
microarray position,

• reliable exclusion of cross-contamination (between
samples) and carry-over (between successive printing
processes),

• fast microarray production (speed, frequency, paral-
lelism of printing, automation capability, short machine
down times for washing steps and machine move-
ments),

• flexibility of printing (chip layout, medium property
independence, adjustability of spot size),

• minimum consumption of sample and of substrate area,
• cost-effective microarray production,
• avoid damaging of microarrayer, sample and surface

chemistry of substrate,
• integrated quality control and
• robust, automated systems that are easy to handle and

to maintain.
Preconditioned that the microarrayer printing properties
lead to optimal results, other characteristics are crucial for
high-quality microarray production. High coupling effi-
ciency and homogeneity of the biological agent on the
substrate are essential. To obtain high-quality microarrays
with homogeneous spots, a further feature is homogeneous
surface modification of the substrate. Environmental oper-
ation requirements include dust-free fabrication, control of
temperature and relative humidity whilst printing and sub-
sequent drying process. Associated with the wide variety
of different microarray types in combination with very het-
erogeneous biological agents (e. g. nucleic acids, proteins,
cells) there is a vast complexity of coupling types depend-
ing on coupling chemistries for the fixation of diverse
biological molecules. For each application all interact-
ing parameters have to be optimised to each other. For
high binding efficiency of printed molecules onto different
microarray surfaces the printing buffer has to be adapted to
the kind of biological molecules and to the substrate sur-
face chemistry. When an adequate parameter set is found,
standard operating procedures enable robust microarray
fabrication.

Basic Methodology

For the production of different types of microarrays a wide
variety of microarray production techniques and spe-
cialised microarrayers are available. This article will focus
on the three basic techniques commonly used: on-chip
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Bioprinting on Chip, Figure 1 Principle of microarray experiment. The microarray life cycle shows the five main steps needed for a microarray
experiment [2]. (1) The biological question is the first step followed by (2) sample preparation including printing of the biomolecules onto the substrate.
(3) The coupling of the capture molecules localised at predefined positions – so-called spots – finalises the microarray fabrication followed by the
microarray reaction. A complex analyte liquid (sample) is brought into contact with the fixed capture molecules where hybridisation of matching molecules
takes place. (4) In most instances the microarray analysis is fluorescence-based detection. (5) The last step includes data analysis and modelling by
employing bioinformatic tools

synthesis and contact and non-contact printing techniques.
In the following, currently available microarray production
methods are presented, but the discussion does not claim
to be exhaustive.

On-Chip Synthesis of Biomolecules

For the on-chip approaches the features of the microar-
ray are synthesised directly on the substrate (Fig. 2).
Oligonucleotides are assembled using sequential print-
ing of oligonucleotide precursors or by photolithography
approaches. On-chip approaches using printing are used
exclusively by Agilent Technologies and called SurePrint
technology [7]. Instead of printing the readily synthe-
sised oligonucleotides onto the microarray surface, they
are actually synthesised base by base in repeating print

layers using standard phosphoramidite chemistry. An ink-
jet print cartridge with four heads is used, each one filled
with one of the four different phosphoramidite nucleotides
(A, C, G, T), the building blocks of in situ nucleic acid
synthesis. The iterative oligonucleotide synthesis loop
starts when the first nucleotide of each oligonucleotide
is printed onto an activated glass surface. The protective
5′-hydroxyl group of the printed nucleotide is removed
chemically and oxidised to activate it enabling it to react
with the 3′-group of the nucleotide printed in the next
print layer. The excess of unbound nucleotides is washed
away so that they will not randomly react later in the
synthesis. The process of printing a nucleotide followed
by de-protection, activation and washing is repeated 60
times resulting in 60 mer oligonucleotide arrays. Available
microarray formats on 1 in. by 3 in. microarray glass slides
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include various content microarrays, e. g. whole genome
microarrays of different model organisms, as well as fully
customised microarrays. Microarray densities range from
1.9 K to 244 K (K means kilo features) per array; microar-
ray formats for multiplexed arrays on single slides include
1× 244 K, 2× 105 K or 4× 44 K, 4× 22 K, and 8× 15 K
features. The printing process involves multiple real-time
quality control feedback mechanisms of each printed layer
of nucleotides. This guarantees the proper synthesis of the
desired oligonucleotide sequence.
In an on-chip approach using photolithography Affymetrix
uses a process to produce high-density oligonucleotide
microarrays by a combinatorial on-chip approach. Af-
fymetrix floods the phosphoramidites and uses light-acti-
vated deprotection by the use of masks. For each oligonu-
cleotide synthesis step another photolithographic mask is
needed. Oligomers with a length of up to 25 bases and
a minimum feature size of 5 μm can be produced. Up
to 100 masks have to be used for the fabrication of so-
called GeneChips. Affymetrix offers a multitude of high-
density microarrays for whole genome, targeted genotyp-
ing, sequencing analysis, quantification and regulation of
gene expression and clinical applications. The product
catalogue includes microarrays from various species like
human, mouse, rat, and non-mammalian model species
(e. g. yeast, plants, worms). Customised arrays are also
available.
For higher flexibility NimbleGen and Febit use control-
lable micromirror arrays instead of masks for selective
deprotection. The NimbleGen system is based on the Digi-
tal Micromirror Device (DMD), a solid-state array of
micromirrors, which are able to pattern up to 786,000 indi-
vidual pixels of light, enabling minimum feature sizes of
17 μm. These flexible virtual masks replace the physi-
cal chromium masks of the Affymetrix approach. This on-
chip approach enables a more flexible production of small
batches of high-density microarrays with different array
layouts. NimbleGen was taken over by Affymetrix that now
is offering both technologies.
Another company called Febit has integrated the DMD
approach providing a highly versatile platform using a set
of eight microchannel structures called DNA processor™.
A freely user designable oligonucleotide microarray is
built up inside these meandering microfluidic channels
overnight in their Geniom device. After the oligomer
building process, the hybridisation and analysis by fluores-
cence detection is also done in the same device. It allows
the synthesis of up to eight times 6000 oligonucleotides.
The major applications of Geniom are SNP genotyping
(single nucleotide polymorphism) and gene expression
profiling. Others include sequencing by hybridisation, de
novo genotyping and epigenetic analysis.

Advantages of the on-chip approaches are that the sys-
tems are well established and very uniform processing
is practicable. But these approaches can only be applied
for the production of oligonucleotide microarrays. So far,
only scientific but no commercial approaches hav been
undertaken to produce peptide microarrays by an on-chip
approach. Additionally, depending on the specific appli-
cation, low-density microarrays and only low microar-
ray numbers are sufficient to answer particular biological
questions; thus, often small batches (hundreds) of microar-
rays with low density (a few hundred spots) are needed. In
research applications the array layout needs to be flexible.
The production of protein or cell microarrays is in high
demand as well.

Contact Printing

The more commonly used approach for microarray fabri-
cation is the deposition of pre-synthesised molecules by
a microarray printer onto substrate, so-called contact and
non-contact microarray printing (Fig. 3a,b). Contact array-
ers use different shaped steel pins for direct deposition of
droplets onto the substrate by touching the surface with
the pins. Non-contact arrayers are similar to commercial
piezo-driven ink-jet printers and deposit a droplet onto
the substrate without coming into contact with the sub-
strate surface. Microarrayers which use other technical
approaches are also commercially available and will also
be discussed.
Contact printing technologies were used from the begin-
ning of microarray technology. They are based on pin
tools, which are dipped into the sample solution and take
up a small volume of sample. Then they are brought in
contact with the slide surface where they deliver the sam-
ple as a small spot. Whilst moving the pins away from
the surface, the adhesion forces between sample and sub-
strate lead to retention of small volumes on the substrate.
In this system the spot volume metering is determined
by the interaction between the pin, the transferred fluid
and the substrate. TeleChem International is one of the
major pin suppliers for contact printing [8]. The catalogue
includes pins and printheads of different brands like Chip-
Maker, Stealth, ArrayIt and printheads for BioRobotics,
Robodesign, Genetix and NanoPrint robots. Their pins
deliver spot volumes from 0.5 nl to 12 nl, resulting in spot
diameters from 62.5 μm up to 600 μm. After each depo-
sition solid pins need to be re-dipped for sample load-
ing. Thus, specially shaped pins were developed to allow
several depositions with one dipping action, e. g. capillary
tubes, tweezers, microspotting pins or split pins. They are
available with reservoir capacities from 0.25 μl to 1.25 μl
of sample solution. Another way to circumvent re-dipping



88 Bioprinting on Chip

Bioprinting on Chip, Figure 2 On-chip synthesis of oligonucleotide microarrays using SurePrint technology of Agilent Technologies [7]. A schematic of
the general mechanism via ink-jet printing shows (a) the first layer of nucleotides being deposited on the activated microarray surface. (b) The growth of
the oligonucleotides after multiple layers of nucleotides have been precisely printed. (c) A close-up of one oligonucleotide as a new base is being added
to the chain, which is shown in (d). (e) The general cycle of oligonucleotide synthesis via phosphoramidite chemistry (courtesy of Agilent Technologies)

is the pin-and-ring technology. A small ring is dipped into
the sample solution. The surface tension of sample is used
to form a fluid layer within the ring. A solid pin is pushed
through the fluid layer and the trapped sample is deposited

onto the surface. After retraction of the pin the fluid film is
still intact and fluid is replenished from the ring. Commer-
cially available contact printers are offered, for example,
by Genemachines.
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The contact printing technology is currently most com-
monly used to produce DNA microarrays. The advantage
of pin-based printing technologies is the robust transfer of
liquid by direct contact of the tip of the pin with the sur-
face to be printed on. But this implies the risk of damag-
ing the substrate surface by mechanical load during print-
ing. To avoid this, the microspotting pins deposit samples
without touching the pin to the substrate. Spots are pro-
duced with a 25 μm distance between pin and substrate
surface. To produce a high number of arrays in a reason-
able time, it is necessary to use many pins in parallel, typi-
cally up to 48. An accurate and precise volume deposition
depends on the interaction between the pins, the sample
and the slide surface. Therefore only mechanically very
precisely produced pins will deliver the same volume con-
sistently and reliably. Additionally, a careful pre-selection
process of the pins combined with an accurate adjustment
is needed to obtain a set of pins that are uniform in size,
shape and height. Due to the adhesion force dependence of
the contact printing process the printing media should be
similar in media properties to produce equal spot sizes.

Non-Contact Printing

In non-contact printing techniques the liquid metering is
not determined by the complex interplay of the pin, the
liquid and substrate, but is separated from the substrate,
because no contact between the printing tool and the sub-
strate occurs (Fig. 3c–e). The fluid is ejected as a fly-
ing droplet or jet towards the surface from a certain dis-
tance, which makes metering more precise in many cases.
Usually the dispensing units of non-contact printers come
with a reservoir, enabling the dispensing of thousands of
droplets without the need of interim refilling. Capillary
forces or active pumping mechanisms are used to transport
the liquid through microchannels or tubes from reservoirs
to the dispensing orifices.
One concept of non-contact printing is based on syringe–
solenoid-driven printers. In the syringe–solenoid concept
a reservoir and a high-speed microsolenoid valve are con-
nected to a high-resolution syringe (e. g. synQUAD system
provided by Genomic Solutions). Within the synQUAD
dispensing platform PreSys 4040XL containing an eight
channel dispense head the system is filled with system
liquid. Operating the syringe causes the sample to move
into the tip. The syringe pressurises the system and if the
microsolenoid valve is opened, droplets are dispensed out
of the tip. This system delivers volumes from 20 nl to 20 μl
per ejection process.
Further non-contact microarrayers are piezoelectrically
driven. Companies like MicroDrop, PerkinElmer, Sci-
enion and GeSim use a technology that is similar to

ink-jet printer technology. The printers of MicroDrop,
PerkinElmer and Scienion are based on glass tips. Each
glass tip is surrounded by a piezo actuator. The dispenser
tip of GeSim consists of bonded silicon and glass layers.
A piezo actuator is fixed at the top of the dispenser tip. In
all piezo tip systems the samples are aspirated into the tip
by applying a slight vacuum at the back end of the capil-
lary. The squeezing of the tip forced by the piezo actua-
tion induces droplet ejection out of the capillary. The fast
response time of the piezoelectric crystal permits fast dis-
pensing rates (kilohertz range). The small deflection of the
crystal generates droplet volumes from hundreds of pico-
litres to a few nanolitres.
For higher throughput, parallel systems were built with
four (PerkinElmer Piezorray) and sixteen piezo tips
(GeSim Nano-Plotter NP 2.0). Horizontal alignment of all
tips to the substrate surface is not as critical as for contact
printers. However, each tip has its own specific piezo actu-
ator necessitating calibration of each tip to enable homo-
geneous droplet ejection. Usually the tips are produced in
small batches in a handmade process, so an accurate qual-
ity control of tips is needed to ensure the high precision
of tip geometries. Overall non-contact printing approaches
provide less spot-to-spot and chip-to-chip variability than
contact printing methods.
Another non-contact microarrayer using the TopSpot tech-
nology is offered by Biofluidix [9]. This technology
enables high-throughput printing of microarrays. The
TopSpot technology can be applied to the production of
custom made low- to mid-density microarrays containing
up to several thousands of different probes on a substrate.
A key element of the TopSpot technology is the micro-
machined printhead which can be loaded with 24, 96, or
up to 384 different samples. The reservoirs comprise one
to several microlitres of printing medium. All liquids are
printed onto a substrate simultaneously by a micronozzle
array contained in the printhead. The microarray is then
formed by the individual droplets on the substrate hav-
ing a pitch of 500 μm. For each droplet only about one
nanolitre of liquid is consumed. Therefore a printhead can
create several thousand microarrays with one filling. The
printhead is operated in the so-called print module, which
is designed to apply a pressure pulse to the printhead via
a piston such that droplet generation is initiated. For this
purpose the piston is driven with a high velocity by a piezo
actuator. The major advantage of the TopSpot technology
over other nanolitre dispensing systems (e. g. an ink-jet
printer) is that each nozzle can be supplied with another
printing medium. The inherent parallelisation of the print-
head increases the speed without the need of complicated
automation systems. By using only one actuator unit to
generate the pneumatic driven droplet dispensing out of
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Bioprinting on Chip, Figure 3 Contact and non-contact printing. Contact printing mechanism of TeleChem International Inc. [8]. (a) Micro-spotting pins
enable high-speed manufacture of microarrays. The pins have flat tips and defined uptake channels, which allows a thin (25 μm) layer of sample to form
at the end of the pin, and printing to proceed by gentle surface contact. Printing occurs as a simple three-step ink-stamping process as follows: (left)
downstroke, (centre) contact, and (right) upstroke. (b) Printing with 48 pins in parallel using the ArrayIt® microarray technology equipped with a Stealth
48 printhead fitted with 48 SMP3 microarray spotting pins ((a), (b) by courtesy of TeleChem). Non-contact printing of microarrays using TopSpot®
technology of Biofluidix GmbH. (c) Core of the TopSpot® technology [9] is the microfabricated printhead ((top) top view, (bottom) bottom view of a 96
position printhead) allowing highly parallel microarray fabrication. (d) The benchtop TopSpot® machine operating one printhead within a print module.
(e) Schematic cross-section of the operating principle in four steps starting with filling of the printhead reservoirs. Via a piezostack actuator an air pressure
is generated within the actuation chamber above the nozzle array that simultaneously affects all nozzles resulting in droplet ejection of 96 droplets ((c),
(d), (e) by courtesy of Biofluidix )

all nozzles simultaneously, no calibration of multiple actu-
ator units is needed. Several printheads can be lined up to
generate microarrays with higher content.

Other Deposition Methods

In addition to on-chip approaches and contact and non-
contact printing of agents onto microarrays there are fur-
ther methods for microarray fabrication. Two examples are
the protein profiling chips offered by the company Zyomyx
and the electronic microarrays offered by the company
NanoGen.
Zyomyx offers an all-in-one system for protein profil-
ing. The system is provided as a comprehensive pack-
age that includes an assay workstation, a biochip scanner,
data analysis software, assay reagents containing the cali-
bration analytes and internally validated biochips. Each
biochip is designed to assay up to 200 different proteins
in each one of six separate flow cells. Every flow cell
can be run with a sample volume of 25 μl. The chips
are provided ready-to-use, and fully loaded with specified
capture antibodies. The protein profiling biochips are fab-
ricated by silicon micromachining. Every flow cell con-
tains an ordered array of 200 micropillars, each one with
a height of 150 μm and a diameter of 50 μm. Specific cap-
ture agents are directionally bound to the top of each pillar.

The core of NanoGens technology is the NanoChip Elec-
tronic Microarray. It consists of a silicon chip capa-
ble of rapid identification and analysis of biological
molecules. The technology utilises the natural positive
or negative charge of most biological molecules. Apply-
ing an electric current to individual test sites on the
NanoChip enables rapid movement and concentration
of the molecules. Molecular binding onto the test sites
is accelerated 1000 times compared to traditional pas-
sive methods. Currently NanoChips with 100 or 400 test
sites for DNA and RNA analysis are commercially avail-
able. The sites have diameters of 80 μm and a pitch of
200 μm. The NanoChip microarray technology provides
an open platform that allows customers to run common
assays as well as customise their own assays. Applications
include SNP analysis, and insertion, deletion and mutation
analyses.
Another deposition method for fabricating microarrays
containing functional proteins for surface immunoas-
says is so-called microcontact printing. The Delamarche
group [10] uses a microfluidic chip that comprises a num-
ber of independent capillary systems, each of which is
composed of a filling port, an appended microchannel
and a capillary pump. Each capillary system fills spontan-
eously driven by capillary forces, the flow through the
channels being driven by evaporation employing Peltier-
controlled cooling and heating. The sandwich fluores-
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cence immunoassay takes place on the surface of a poly-
dimethylsiloxane (PDMS) slab, which is placed across the
microchannels. After precoating of the PDMS surface with
capture antibodies the binding sites of analyte molecules
are localised by using the chip, then the captured ana-
lyte molecules are bound to a second fluorescently labelled
antibody using a second chip that is directed orthogonally
to the first chip. The assay results in a mosaic of fluores-
cence signals on the PDMS surface which are measured
using a fluorescence scanner.

Coupling of Capture Biomolecules

An indispensable factor for high-quality microarray fab-
rication performed with contact or non-contact printing
is the efficient and homogeneous fixation of biological
molecules on the substrate surface, so-called coupling.
The printing system in combination with other interact-
ing parameters like substrate surface chemistry, type of
biological agents, printing buffer composition, immobili-
sation protocols and washing procedures have to be opti-
mised to each other. It is important to distinguish between,
for example, nucleic acid or protein or cell microarrays.

Nucleic Acid Microarrays

Within the above mentioned microarray categories further
partition into sub-categories makes it even more com-
plex. Nucleic acids comprise various configurations and
lengths, e. g. oligonucleotides, cDNA, RNA and plas-
mids, with diverse properties leading to different cou-
pling requirements. First of all the choice of substrate
combined with adequate surface chemistry is relevant
to couple nucleic acids onto the substrate surface. For
high-sensitivity measurements an important precondition
is the low autofluorescence of substrate and coating and
the absence of non-specific background to ensure high
signal-to-noise ratios. Most commonly used are glass sub-
strates on which functional aminosilanes are deposited
to form layers on the substrate to which the capture
molecules can be bound. Some examples of such func-
tionalised organosilane compounds are APTES (3-amino-
propyltriethoxysilane), AEA (N-(2-aminoethyl)-3-amino-
propyltrimethoxysilane), AEEA (3-(2-(2-aminoethyl)-
ethylamino)-propyltrimethoxysilane) and GOPS (3-gly-
cidoxypropyltrimethoxysilane). These monovalent and
multivalent cations are known to condense DNA into
higher ordered structures. Another glass substrate modifi-
cation is the NHS ester modification to couple the proteins
by EDC-NHS chemistry (EDC is N-(3-dimethylamino-
propyl)-N ′-ethylcarbodiimide; NHS is N-hydroxysuccin-
imide). Thereby NHS-esters react with amines to form
amide bonds. EDC is a cross-linker that effects direct

coupling between carboxylates (−COOH) and primary
amines (−NH2). A third method is the coating of glass
substrates with functional epoxy groups to react with
amino-functionalised biomolecules. Substrates other than
glass are nitrocellulose, nylon or cellulose acetate mem-
branes, and polymer substrates such as COC (cyclo-olefin
copolymer) or PMMA (poly(methyl methacrylate)). As
for all kinds of microarrays, the coupling chemistry used
has to be optimised relating to all interacting parameters
like capture molecules, substrate, printing buffer, immo-
bilisation protocol, etc. Besides a stable, reproducible and
established production process, strict internal manufactur-
ing controls are crucial for low batch-to-batch variations.
The quality of biomolecule coupling onto the slide surface
depends on coupling chemistry of the substrate surface
and the reproducibility of the surface properties.
Parameters that have to be adapted to the specific appli-
cation are printing buffer, including buffer system (e. g.
phosphate, carbonate, borate based; corresponding acid–
base pair; salt components), concentration, pH value and
additional supplements such as DMSO (dimethylsulfox-
ide) and betaine. The printing buffer composition has
to be optimised according to the printing molecules, the
substrate surface and the immobilisation protocol used.
Within this protocol varying parameters that have to be
adapted are, for example, incubation times, temperature
curves and relative humidity. Commonly used approaches
for immobilisation are incubation in a heated water bath or
in an oven. Additionally the washing procedure to remove
unbound molecules after coupling has to be adapted.

Protein Microarrays

Proteomic profiling will yield more direct answers to the
current biological and pharmacological questions, because
the majority of known biological effector molecules, diag-
nostic markers and pharmaceutical targets are proteins, not
mRNA or DNA. Protein microarrays are expected to sig-
nificantly expedite the discovery of new markers and tar-
gets of pharmaceutical interest, and to have the potential
for high-throughput applications. In particular, antibody
and cell lysate microarrays have the potential to revolu-
tionise protein expression profiling. Where functionality is
only given in living cells, also cell microarrays become rel-
evant. The main precondition for protein and cell microar-
rays is that the capture proteins or cells are kept in a func-
tional state after being immobilised to the microarray sub-
strate by exclusion of protein denaturation or cell lysis.
Protein microarrays can be classified into three general
categories regarding their applications: expression profil-
ing, interaction profiling and functional identification. Pro-
tein expression profiles reflect the concentration profile
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of proteins depending on the cell or tissue status (e. g.
cell type, age, environmental conditions, disease state).
Antibody arrays are the main tool to perform protein
expression profiling. Protein interaction profiling is most
critical to drug discovery since many drugs and toxins
affect protein–protein interactions. With so-called pro-
teome arrays, which are microarrays with the whole pro-
teome or a subset of it immobilised to the substrate surface,
protein interactions can be categorised at a large scale.
At the same time more precisely specific domain–domain
interactions can be identified. Besides purified proteomes
and proteome subsets, interaction profiling can be based
on various other immobilised capture molecules, e. g. anti-
bodies, antibody fragments, engineered binding proteins
or even aptamers. Also microarrays of immobilised anti-
gens have been developed, e. g. for profiling the reactivity
of antisera. The spots of protein microarrays can also con-
sist of complex samples, such as blood sera or cell lysates,
which can be probed, for example, against a single anti-
body. The microarrays of this approach are termed reverse
phase microarrays. The most seminal field is the decoding
of protein function. At present only for a small popula-
tion of proteins is the function known. The identification
of the particular function for each protein connected with
manifold interactions among each other is the goal of pro-
teomics studies and to utilise the knowledge gained about
regulatory processes for the healthcare and pharmacologi-
cal industry.
In contrast to DNA microarrays, production of protein
microarrays is an immense technological challenge. The
first challenge derives from the limited availability of
proteins for the fabrication of vast amounts of protein
microarrays. Whereas for DNA with the polymerase chain
reaction (PCR) a routine method exists to enormously
increase the number of DNA copies and automated pro-
cesses are established for oligonucleotide synthesis, for
proteins such methods are missing; hence, proteins are
produced in very small quantities. Furthermore, the bio-
chemistry of proteins is orders of magnitude more com-
plex than DNA biochemistry, so that the production of
protein microarrays is much more difficult. Whereas DNA
is a relatively simple polyanion and can be modified and
easily immobilised on solid surfaces based on electro-
static interactions or covalent bonding, protein bonding is
much more delicate. The complexity derives from a multi-
tude of biochemical properties. Protein molecules possess
particular three-dimensional structures, varying chemical
and physical properties (e. g. hydrophilic and hydropho-
bic domains, ionic interactions) and the activity and func-
tion as well as the partial charge of domains depend on
the local physical and chemical microenvironment. Addi-
tionally, complexity is further increased by posttranscrip-

tional modifications of protein conformation; hence the
well-established on-chip approaches of oligonucleotide
microarrays are not applicable to protein microarrays. For
protein microarray production four major requirements
have to be fulfilled:
• speed of protein production and accurate purification,
• minimisation of background caused by unspecific pro-

tein binding to obtain high signal-to-noise ratios,
• native protein conformation and orientation on sub-

strate surface and
• protein detection and identification.
A protein interacts with other molecules through specific
functional domains. Hence, native conformation and ori-
entation of the immobilised capture molecules are indis-
pensable for meaningful results from protein microar-
rays. The most problematic factor is the potential of inad-
vertent masking or degradation of epitopes of antibod-
ies, active sites of enzymes or binding sites of receptors.
Thus surface chemistry plays a critical role in protein
microarrays where the surface chemistry should provide
an inherently inert surface that resists non-specific bind-
ing in combination with integrated functional groups that
ensure facile, highly specific and oriented immobilisation
of native proteins.
For protein immobilisation the most commonly used
method is the EDC–NHS affinity ligand coupling chem-
istry as described for DNA bonding to glass substrates.
An advanced surface coating method for protein microar-
rays was developed by the company MicroSurfaces.
A poly(ethylene glycol) (PEG) surface coating, arranged
as a high-density brush to provide a zero background
surface, is functionalised with molecules that mediate
biomolecular binding. The kind of molecules depends on
the interaction mode and the application. Surfaces are
functionalised with biotin or streptavidin, chelated cop-
per, epoxy functional groups or NHS to mediate binding
of streptavidin- or biotin-labelled proteins, polyhistidine-
tagged proteins (with Cu2+). The epoxy functional groups
are used to covalently attach proteins in purified form via
amine groups.

Cell Microarrays

For cell microarray printing additional elementary
demands have to be addressed by the printing technology.
A highly reproducible number of living cells per spot on
microarray slides and an optimised printing process that is
qualified for reproducible production of cell microarrays
along with keeping their vitality and function for analysis
are essential. There are two fundamental methods to pro-
duce cell microarrays. The indirect method was developed
by J. Ziauddin and D.M. Sabbatini (2001) [11]. To produce
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transfected cell microarrays a mixture of gelatine, acting as
an anchor, containing different DNA molecules for trans-
fection purposes is printed onto a glass substrate using
a standard pin printing arrayer. After drying of gelatine–
DNA spots the substrate is incubated with a cell suspen-
sion containing the transfective agent. This induces incor-
poration of DNA into the cells, resulting in cell microar-
rays of differently transfected cells. In the direct method
the different cell types themselves are printed onto the sub-
strate. In some publications contact-based microarrayers
are used, but more often non-contact-based devices like
modified ink-jet printers or piezo-driven tips are used.
The construction of chemically modified solid supports
is of particular importance in cell-based microarrays. For
cell immobilisation on substrates the most commonly used
method is the binding to poly-L-lysine-coated slides. Bind-
ing of cells results from ionic interactions between the cell
membrane and the positively charged poly-L-lysine sur-
face. This method is most effective for adherent cell types.
To promote cell adhesion, surfaces coated with extracellu-
lar matrix (ECM) proteins such as collagen or fibronectin
have also been employed. In some cases, polymer-treated
surfaces are used in conjunction with the above mentioned
compounds to reduce non-specific adhesion.
Companies that offer microarrays and associated services
are Affymetrix, Agilent Technologies, GE Healthcare Bio-
Sciences, Applied Biosystems Applera, BD Biosciences
Clontech, BF-BIOlabs, BioCat, Biomol, Biozym Scien-
tific, Cambrex Bio Science, Chemicon, Chipron, CLON-
DIAG chip technologies, Clontech Laboratories, Eppen-
dorf, Gene Expression Center, Genetix, Greiner Bio-One,
Hypromatrix, Invitrogen, KFB, Merck Biosciences, Mil-
tenyi Biotec, MoBiTec, MWG Biotech, Panomics, Randox
Laboratories, Schleicher&Schuell BioScience, Scienion,
Sigma-Aldrich Chemie, SIRS-Lab and VBC-GENOMICS,
to name just a few.

Key Research Findings

Accelerated Molecule Interaction Research

After more than fifteen years of microarray research the
technology holds a momentous position ranging from
fundamental screening to clinical diagnostics. The first
paper reporting the use of microarrays was published in
1989 by Ekins and co-workers. The microarray technol-
ogy has since undergone numerous refinements, iterations
and adaptations regarding the steadily increasing number
of applications. The number of interactions to be measured
and with it the variety and diversity of microarrays steadily
increases. Fields of application include the investigation
and treatment of various diseases (e. g. cancer, infec-
tious diseases, autoimmune responses) to improve diag-

nostic accuracy and to predict treatment efficiency. This
is supported by advanced elucidation of regulatory pro-
cesses including cell signalling pathways, molecular inter-
action studies and regulation of transcription and replica-
tion where malfunction may also lead to disease develop-
ment. Advanced identification of biomarkers and pharma-
cological target discovery accelerates pharma research and
development.

Gene Expression Profiling, Deciphering Whole Genomes
and the First Clinically Accredited Arrays

Most early microarrays provided gene expression profiling
studies in order to identify genes of interest that may be
over- or underexpressed in some defined biological con-
dition. Fabrication of those microarrays required cloning
of complementary DNA (cDNA) sequences copied from
isolated messenger RNA (mRNA) out of cells or tis-
sues, followed by subsequent amplification by PCR. The
PCR product from each clone was then deposited on
microarrays. The subsequent concept of oligonucleotide
arrays allowed scientists a higher degree of flexibility
for microarray design because of the independence of
available clone sequences. Further advantages of oligonu-
cleotide arrays vs. cDNA arrays are better reproducibility,
streamlined workflow and lower fabrication costs. In com-
bination with the complete mapping of the human genome
early in 2001 (further refining of sequencing is still ongo-
ing) and other genomes of various model organisms (e. g.
the bacterium Escherichia coli, the yeast Saccharomyces
cerevisiae, the roundworm Caenorhabditis elegans, the
fruitfly Drosophila melanogaster, the laboratory rat Rat-
tus norvegicus and the laboratory mouse Mus musculus)
the microarray technology has opened new perspectives.
Nowadays several companies (e. g. Agilent Technologies,
Affymetrix, TeleChem/ArrayIt, Applied Biosystems) offer
products that enable scientists to probe gene expression
from entire genomes on one single microarray. The knowl-
edge gained improves DNA diagnostics, genotyping, pro-
teomics as well as pharmacogenetics studies. By data anal-
ysis using clustering tools, the resulting signatures allow
typing of genes linked with, for example, cancer pathogen-
esis and metastasis and with it to guide treatment options
and to avoid ineffective treatment. Agendia (based on Agi-
lent Technologies’ custom microarray) is the first com-
pany worldwide to be granted the ISO 17025 accredita-
tion (2005) for its MammaPrint gene expression service
to classify breast cancer patients as at low or high risk of
developing distant metastasis in a ten-year period. In 2006
a further accreditation for Agendias CupPrint, to identify
cancer of unknown primary that concerns 4% of all cancer
diseases, was granted.
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Encoded Proteins Manifest Gene Function

Additionally, research has greatly benefited from the post-
genomic era. Despite the success of DNA microarrays in
gene expression profiling or mutation mapping, it is the
activity of encoded proteins that directly manifests the
gene function. So protein microarrays have been applied
in biomarker discovery, protein profiling, protein–protein
interaction analysis and peptide mapping applications. It
seems that especially antibody microarrays have the poten-
tial to revolutionise the progress in protein expression pro-
filing. With it, for example in drug discovery, one seeks to
develop a biological or chemical entity that will improve
the disease symptomatology or actually treat the under-
lying pathophysiological basis of the particular disease
state. Protein expression profiling in cell or tissue extracts
enables one to elucidate pathways and to identify mech-
anisms involved in gene regulation. Antibody arrays are
available from various companies (e. g. Sigma-Aldrich,
Invitrogen, Genetix, Clontech Laboratories, Hypromatrix,
Chemicon, Panomics).
To identify splicing variants of mRNA by exon-level
expression profiling, exon microarrays are offered by, for
example, Affymetrix, ExonHit Therapeutics together with
Agilent Technologies. This approach takes into account
that one gene encodes for multiple different proteins
by alternative splicing, i. e. small blocks of transcribed
mRNA can be rearranged in multiple various combinations
to form different transcripts from the same gene. Splicing
variants of proteins cannot be detected on the DNA level
and are supposed to be involved in several diseases.

Cell Arrays for Interaction Studies in Life Processes

In similar fashion to DNA and protein microarrays the
ability to create arrays of cells and even tissues at high-
density offers the potential for the development of cell-
based sensors with extremely high throughput and multi-
plex capability. Research on biomolecular interactions on
the genomic, the proteomic and the cellular level paves
the way for advanced understanding of the function of the
human genome and to unravel the complexity of biological
pathways and cellular networks that control life processes.

Progress in Microarray Fabrication Techniques

These advances in life science research using the highly
parallel microarray technology would not have been pos-
sible without enormous progress in bioprinting on chips.
For microarray fabrication the on-chip approach to syn-
thesise capture molecules on chips is well established and
highly reproducible. But it is only applicable to oligonu-
cleotide arrays. The deposition of cDNA by contact and

non-contact printing is also highly developed, and inte-
grated quality control mechanisms guarantee high-quality
microarray fabrication. The higher complexity of pro-
tein microarrays compared to nucleic acid microarrays
leads to greater demands regarding bioprinting on chip.
This implies correct folding of the capture molecules on
the microarray surface to achieve reproducible results.
Binding sites of bound proteins need to be accessible
and in native conformation to act as functional capture
molecules to deliver valid results. Additionally, posttrans-
lational modifications, e. g. phosphorylation, methylation
or farnesylation, might play an important role for reliable
molecular interactions with other proteins as well as with
nucleic acids.
Cell microarray printing implies the exclusion of shear
forces during the printing process to keep the cells on
the chip alive. Additional specific supplements within the
printing buffer can prevent cells from breaking during the
printing process. There are different approaches to couple
living cells on a substrate surface. First of all – for adherent
cells – the cellular adhesion can be used to keep the cells
at the spot positions. This could be aided or mediated by
binding of discrete areas of poly-l-lysine or extracellular
matrix protein acting as kind of adhesive agent within the
spot areas. An application of recent cell microarray studies
is the parallel investigation of cell adhesion forces of dif-
ferent permanent cell lines on different polymer substrates.
To couple non-adherent cells to generate a microarray con-
taining living cells could be mediated by specific anchor
molecules that are located within spots on the surface. One
end of these anchor molecules binds to the substrate sur-
face and the other end is a transmembranal region that
incorporates into the cell membrane, connected by a spacer
in between.

Future Directions for Research

Clinical Diagnosis and Treatment Prediction

With the progressive development of the capabilities that
microarrays provide, comprehensive investigations lead to
new insights into regulatory processes within cells to elu-
cidate cellular processes like transcription and replication
as well as protein expression. With the complete sets of
genes of organisms available, studies of gene regulation
and interactions are available for scientists. Using this
technology, coherences of cellular processes and health
can be discovered and used to develop new drugs and
to improve healthcare by advanced diagnostics and treat-
ment prediction by assessing related gene signatures. The
first steps towards diagnostic microarrays and treatment
prediction are being taken with the ISO accreditation of
MammaPrint and CupPrint arrays by Agendia. Another
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step forward into the clinic was the approval of AmpliChip
(Roche Diagnostics) by the FDA (US Food and Drug
Administration) in 2005. The pharmacogenetic AmpliChip
helps physicians to tailor patient dosages of drugs that are
metabolised differentially by cytochrome P450 enzyme
variants. These real medical applications of microarrays
will lead to a gathering of momentum towards the wide
field of medical applications that was anticipated years
ago. Commercialisation towards real medical application
beyond pure research breaks into new markets.

Reliability of Microarray Data, Standardisation and Terminology

Currently the progress to utilise microarray studies for
clinical practice is further supported by the FDA. Under
the auspices of FDA scientists, combined community-wide
efforts are ongoing within the MAQC project (MicroArray
Quality Control) dealing with the objective assessment of
seven microarray platforms to experimentally address the
key issues surrounding the reliability of DNA microarray
data. The project aims at the set-up of guidelines for using
microarrays in clinical practice and regulatory decision-
making. Studies aiming at intraplatform reproducibility
and analytical consistency across microarray platforms
that are indispensable to translate the technology from
pure research to clinical application are the main subject.
An important starting point to perform reliable microar-
ray experiments and to gain meaningful information is
the biological question and with it choosing the opti-
mal microarray type (nucleic acid vs. protein vs. cell
vs. any other kind) and information content (low-, mid-,
high-density array) together with an adequate platform
for each experiment. Furthermore a range of quality con-
trol for all successive processes and protocols is required.
In the very beginning of making sense out of microar-
ray experiments enormous discrepancies between microar-
ray results appeared. Furthermore standard formats for
microarray data to share data and results were missing.
One effort towards standard generation in microarray data
handling started in 2001. Brazma et al. published in 2001
the Minimum Information About a Microarray Experiment
(MIAME) that describes the minimum information that is
needed to enable the interpretation of the results of the
experiment unambiguously and potentially to reproduce
the experiment and is aimed at facilitating the dissemina-
tion of those data [12]. The Microarray Gene Expression
Data Society (MGED) further refined those efforts in 2002
with a publication of Spellmann et al. [13] with the design
and implementation of MicroArray Gene Expression
Markup Language (MAGE-ML), followed by the set-up
of standards and ontologies for microarray databases and
for high-throughput data sharing. Those efforts towards

standardisation and community-wide usability of gener-
ated data and results lead to the accord that with careful
experimental design and appropriate data transformation
and analysis, microarray data can indeed be reproducible
and comparable among different formats and laboratories.
One major outcome is that statistical analysis in regula-
tory submissions and clinical diagnostics is likely to be
different from that used in basic research and discovery.
This study can be used as a solid foundation for combin-
ing other microarray studies to realise the comprehensive
potential by accumulating microarray results to enlarge
understanding of biological processes and with it pave the
way for new healthcare uses.

Microarray Evolution

DNA sequencing is another challenge to unravel coher-
ences between DNA sequence and DNA function. Deci-
phering the whole genome of organisms leads to new
possibilities by comparison of sequence differences inter-
acting with their resulting phenotypes. The differences
between human beings are small and the unique DNA
sequences differ by only about 0.1%, regardless of ethic
origin. These genetic differences encode for how humans
look and to what diseases they are susceptible. Further-
more they can be used for evolution studies as well as for
historical migration patterns of humans across the world.
The numerous different types of microarrays in combi-
nation with the widespread fields of applications claim
for advanced microarray fabrication technologies that are
adapted to the specific needs regarding speed and flexi-
bility. For all technologies reproducibility and robust pro-
cessing as well as accuracy and printing precision should
be taken for granted. With the ongoing and shifting usage
of this tool further innovative platforms will appear.
Taken together these various capabilities that microarrays
provide make high demands on bioprinting on chip tech-
nologies and therewith coupling chemistries. The impor-
tant conclusion is that the microarray technology will
continue to dramatically change over time as our picture
of regulatory processes becomes more sophisticated and
complete. With it the relevant microarray fabrication tech-
nologies and microarray platforms have to develop further
associated with the increasing requirements.

Cross References

� Capillary Filling
� Cell Culture (2D and 3D) on Chip
� Cell Patterning on Chip
� DNA Micro-arrays
� Droplet Dispensing
� Droplet Evaporation
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� Evanescent-Wave Sensing
� Fluorescence Measurements
� Fluorescent Labelling
� Hydrophilic/Hydrophobic Patterning
� Methods for Surface Modification
� Supersonic Micro-Nozzles
� Proteomics in Microfluidic Devices
� Surface Tension Driven Flow
� Capillarity and Contact Angle
� Van der Waals Interaction Forces
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Biorecognition

Definition

Biorecognition is the ability of a biologically derived
entity (molecule or pathway) to reproducibly identify an
analyte target and to generate a predictable response com-
mensurate with that recognition reaction.
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� Lab-on-Chip Devices for Biodefense Applications
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Synonyms

Sample pre-fractionation; Preparatory separation; Micro-
fluidic devices; Microsystems

Definition

Sample preparation is usually defined as a series of
molecular separation/fractionation steps required or rec-
ommended in order to obtain higher sensitivity and selec-
tivity of downstream biosensing or bioanalysis.

Overview

Given the complexity of most biological samples, sam-
ple preparation has been, and will be, one of the criti-
cal challenges in bioanalysis. Typically, most biosensing
involves detection of low-concentration target molecules
over molecular backgrounds with much higher concen-
trations. In genomic biosensing, this problem is largely
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resolved by polymerase chain reaction (PCR), which can
be used to increase the number of nucleotides with a spe-
cific sequence by several orders of magnitudes. However,
in proteomic biosensing and bioanalysis, the issue of sam-
ple preparation still remains as a serious technical bottle-
neck, since there is no PCR equivalent for proteins and
other biomolecules. For example, blood plasma or serum
from any source is valuable for proteomics-based discov-
ery of biomarkers for diseases or for discovery of novel
drug targets. Detection of these proteins has potential diag-
nostic values; however, the major challenge is the com-
plexity of common biomolecule samples. It is estimated
that there are more than 10 000 protein species present in
a serum sample. Moreover, most biomarker proteins are
generally present at very low concentrations (� pg/ml),
while others, such as albumin and immunoglobulins, are
present in very large amounts (	 mg/ml). This large
concentration variation poses a formidable challenge to
currently existing biomolecule detection techniques, most
of which do not have low enough detection sensitivity
and large enough dynamic range. It is expected, there-
fore, that the detection of low-abundance protein species
or biomarkers would be possible only by better sample
preparation and sorting. Conventionally, two dimensional
(2D) protein gel electrophoresis, coupled with mass spec-
trometry (MS) has been the norm of proteomics research
for decades, while multidimensional liquid chromatogra-
phy coupled with MS is getting wider use due to ease of
automation. Both techniques demonstrate similar separa-
tion peak capacity (up to ∼ 3000) and dynamic range of
detection (∼ 104) when coupled with MS.
Microfluidic engineering has the potential to improve the
proteomic sample preparation processes significantly, by
the automation and integration of many, laborious fraction-
ation steps on a chip. While microfluidic devices for 2D
protein separation [1] have already been demonstrated, the
following technical issues still need to be addressed before
the wider application of microfluidic 2D protein separation
devices.
1. Preparatory separation should be able to process large

sample volume. While small sample consumption is
beneficial for some applications (such as single-cell
analysis), most proteomic samples (blood, for example)
are available in the volume larger than ∼ 1μL. Most
microfluidic separation systems are based on minia-
turized capillary electrophoresis, which is essentially
an analytic (not preparatory) technique. Therefore, the
overall sample throughput and the detection sensitivity
in such separation are limited.

2. Any preparatory separation device should be designed
with the downstream sensing in mind. Many capil-
lary electrophoresis separations utilize polymeric siev-

ing media or reagents like carrier ampholytes, which
are detrimental to most downstream detection systems
(such as MS) by causing huge background and nonspe-
cific binding.

3. Since there is no PCR-like signal amplification process
for proteins or peptides, there must be efficient sample
pre-concentration steps in the overall process. The low-
abundance molecules could be efficiently separated, but
in order to cover several-order-of-magnitude concen-
tration ranges, one needs to concentrate these purified
dilute, low-abundance species into higher concentra-
tion.

4. Usually, more than one separation strategy would be
needed to deal with the complexity of proteome. How-
ever, there is a need for developing separation tech-
niques by pI (isoelectric point) or size (kD), rather than
other properties such as hydrophobicity. One reason is
that size-based separation would be an ideal method
to eliminate most abundant proteins (albumin/globulin)
from a given sample, which are typically larger than
signaling molecules. Also, fractionation based on size
(kD) or pI values will significantly reduce database
searching time at the end of MS (or tandem MS)-based
proteomic analysis.

The above issues come from the fact that technical require-
ments for preparatory separation are quite different from
those of analytic separation. For the last decade, many
microchip-based separation processes have been devel-
oped, demonstrating high resolution and speed. However,
the requirement for preparatory separation/fractionation
is different from that of analytical separation. Generally
speaking, resolution is less stressed while sample through-
put becomes more important. Accordingly, to meet the
demand for high throughput, continuous-phase separation
(free-flow electrophoresis, transverse electrophoresis) has
been gaining increasing popularity. In this continuous-
flow mode separation, molecules are fractionated contin-
uously into different streams, based on different molecular
properties (size, charge, electrophoretic mobility, etc.). As
a result, the biomolecules are separated and flow to dif-
ferent output channels at the end of the main separation
chamber, where the fractionated samples can be collected
continuously, as shown in Fig. 1. This eliminates the need
for careful sample loading and ensures higher throughput.
Typical biosample analysis could involve many (up to
∼ 10) steps, which are currently of manual operation.
Therefore, integration of different separation and frac-
tionation steps is highly important, in order to build
meaningful sample preparation microsystems. Two main
challenges are buffer exchange and flow rate (volume)
matching between each component. Some of the tech-
niques that are very useful for analytical separation are
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Biosample Preparation by Lab-on-a-Chip Devices, Figure 1
Comparison between (a) batch-mode capillary electrophoresis and (b)
continuous-mode free-flow electrophoresis

not adequate for preparatory separation, because of spe-
cific buffer requirements or reagents to be used. Efficient
buffer exchange methods in a microfluidic system have not
been fully explored yet, as well as desalting of the sample
(required for MS-based biosensing).

Basic Methodology

Filtration and Size-Based Separation

Gel filtration chromatography and gel electrophoresis are
the two most commonly used techniques for separa-
tion of biologically relevant macromolecules (such as
nucleic acids and proteins) based on size. Both techniques
use gelatinous materials consisting of cross-linked three-
dimensional pore networks, where the sieving interactions
with the migrating biomolecules determine the separation
efficiency. Depending on the relative size of the macro-
molecule compared with the gel mean pore size (e.g.,
the ratio of the radius of gyration Rg of the molecule to
the gel mean pore size a), three basic separation mech-
anisms [2] have emerged to explain how flexible macro-
molecules migrate though a constraining gel medium –
Ogston sieving (Rg/a < 1), entropic trapping (Rg/a ∼ 1),
and reptation (Rg/a > 1). In Ogston sieving, the macro-
molecule is smaller than the gel pores or constrictions,
and the molecular sieving occurs because of steric inter-

actions of the macromolecules with the gel pore network.
Since Rg/a < 1, the molecules move rather freely through
the gel matrix, assuming their unperturbed conformations.
Entropic trapping applies when Rg/a ∼ 1, and the con-
formation of the flexible macromolecule must deform or
fluctuate to pass through the gel medium’s spatial con-
strains. At each point, the number of accessible conforma-
tions defines the molecule’s local entropy. Entropy differ-
ences derived from the gel medium’s spatial heterogene-
ity drive molecules to partition or localize preferentially in
less constrictive spaces, where their enhanced conforma-
tional freedom raises entropy. Reptation can be envisioned
as a long flexible macromolecule occupying multiple pores
threading its way through the gel in a snake-like fash-
ion, which is very similar to the reptation in a tube pro-
cess proposed by deGennes for entangled synthetic poly-
mers. In reptation, only the end segments can escape as the
molecule undergoes random curvilinear motion along the
tube axis.
Both gel filtration chromatography and gel electrophore-
sis represent the current standard for size-based separa-
tion of biomolecules in laboratories. However, poor sep-
aration resolution in gel filtration chromatography and dif-
ficult sample recovery with gel electrophoresis make nei-
ther method optimal in separating complex mixtures for
downstream analysis. Various microchip-based separation
systems have been developed by using liquid or solid poly-
meric materials as sieving media contained in microchan-
nels, and such systems have demonstrated fast separation
of various biomolecules (e.g., DNA, proteins and carbohy-
drates) with rather high resolution [3, 4]. However, the for-
eign sieving matrices pose intrinsic difficulties for the inte-
gration of automated multistep bioanalysis microsystems.
Furthermore, these microchip-based systems are limited
to analytical separation of biomolecules, due to the diffi-
culty of harvesting purified biomolecules for downstream
analysis.
Recently, there has been great interest in switching from
disordered porous gel media to patterned regular siev-
ing structures, in the hope of achieving more efficient
separation than gels in terms of separation speed and
resolution [5]. While there are many different tech-
niques to fabricate micrometer- or nanometer-sized siev-
ing pores, it is sometimes more important to consider
and understand the detailed molecular interaction with
micro- or nanopore sieves before designing a molecular
filter. Biomolecule interaction with molecular filters or
sieves can be quite complicated, especially for the case of
biopolymers such as long DNA. Intuitions based on filtra-
tion process of macroscopic objects can be quite mislead-
ing for the interaction between nanosized molecular sieves
and nanometer-sized biomolecules in liquid environments.
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Charge-Based (pI-Based) Separation

The charge density of biomolecules is related to their elec-
trophoretic mobility; therefore electrophoresis in a free
solution (capillary zone electrophoresis (CZE)) can be
a method to separate biomolecules based on the charge
density. The free solution electrophoretic mobility μe is
a characteristic feature of each analyte, which is deter-
mined by the complicated balance among the electrical
driving force on the analyte, electrical driving force on
the counterions within the Debye layer on the analyte
backbone and the frictional force from the surrounding
fluid. Therefore, it is not a trivial matter to determine
or calculate the electrophoretic mobility of a given pro-
tein/peptide a priori from the sequence information. Also,
electrophoretic mobilities of many proteins among a given
proteome can be similar. Therefore, the CZE is not an ideal
technique for separating a very complex protein mixture
for sample preparation purposes.
The most powerful variant for charge-based separation is
isoelectric focusing (IEF). To perform this separation tech-
nique, a linear pH gradient has to be established first either
in the gel or in the microchannel. Once the pH gradient has
been established, the biomolecules such as proteins and
peptides migrate to the position where the pH equals their
specific isoelectric point (pI). At this specific position,
the net charge of the molecules becomes zero and they
stop migrating. Molecules with different pI values focus
at different positions with the pH gradient, thus allow-
ing an effective charge-based separation of the molecules.
This is a powerful fractionation technique because pI of
a given target protein can be easily and accurately esti-
mated from amino acid sequences; therefore one can col-
lect and analyze only the pI region of interest. This could
significantly cut down database searching time after MS
detection, which can be quite time-consuming.
Because of its utility, IEF has been employed in many dif-
ferent forms even at macroscopic scales. Miniaturization
of IEF would have benefits of employing small potentials.
In IEF, the separation resolution does not depend of the
length of the channel. The focused peak width σ can be
given as the following equation:

σ =
√

D
(
dx
/

d(pH)
)

E
(
dμ
/

d(pH)
) ∼ L√

V
(1)

Here, D is the diffusion constant of the protein, E (=
V/L, L is the channel length) is the electric field and μ is
the mobility of the protein. While dμ/d(pH) is an inherent
property of the protein, dx/d(pH) (pH gradient in length)
scales as ∼ L for a given pH range determined by the
ampholyte used in the experiment. The separation reso-

lution Rs is given as ∼ d/σ , where d is the separation dis-
tance in the microchannel between the two peaks of inter-
est. Since d also scales as ∼ L, Rs is only proportional to
V1/2, independent of the length of the channel L. In other
words, for a given applied potential, the separation reso-
lution does not change as the channel length is decreased,
because of increased field strength in the channel makes
the focused peak narrower. However, the time it takes to
achieve IEF in the channel is decreased, because of shorter
channel length as well as higher electric field strength.
One important consideration for the miniaturization would
be the ways to achieve a pH gradient. The best res-
olution can be achieved by immobiline gel, where
ampholyte chemical groups are polymerized into a gel.
The other method to obtain a pH gradient is to use carrier
ampholytes in solution form. The ampholytes are small
buffer molecules with a wide range of isoelectric points
that form a pH gradient when an electric field is applied.
Typically, the electric field is generated between a basic
solution (catholyte) such as ammonium hydroxide at the
cathode and an acidic solution (anolyte), e.g. phospho-
ric acid, at the anode. It is possible to establish a natu-
ral pH gradient, relying on reduction–oxidation process
near the electrode [6]. However, such a natural pH gradi-
ent is not stable enough for practical applications. Instead,
adding carrier is preferred, in order to obtain more sta-
ble pH gradient. This is true even when immobiline gel is
used. More stable separation is achieved by adding carrier
ampholytes to the gel solution. Therefore, the use of carrier
ampholytes has been the method of choice for microfluidic
IEF devices. This, however, can interfere with subsequent
analysis such as MS.
Isotachophoresis utilizes two different buffer systems, one
as the leading electrolyte and the other as the trailing
electrolyte. The leading electrolyte has a higher mobility
than that of the analytes while the trailing electrolyte has
a lower mobility. When an electric field is applied, the ions
of the leading electrolyte migrate fastest and those of the
trailing electrolyte slowest. Then, the ions of the analytes
spread into the gradient of the electrical strength set by
the mobilities of the terminating electrolytes. However, for
practical applications, it is often difficult to find the appro-
priate terminating electrolytes with the required mobili-
ties. The other limiting factor for this separation technique
is that the ions have to be of the same polarity in order to
be separated.

Affinity-Based Separation

The affinity-based sample preparation method on
microchips is another powerful tool for separation of
biomolecules. Conventional affinity-based separation
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methods such as liquid chromatography or affinity chro-
matography have been successfully implemented in
microfluidic chip format. The way the chromatography
works in the microchannel is essentially the same as in
the conventional method. In capillary electrochromatog-
raphy (CEC), which combines the separation power of
both liquid chromatography and capillary electrophoresis,
the analyte is forced through a column of the stationary
phase by electroosmosis instead of pressure. After this
step, the gradient elution with a varying solvent composi-
tion, for instance 5% to 50% methanol, flows across the
column and separates the analyte mixture depending on
how well it mobilizes the analyte. The more hydropho-
bic component will elute first if the methanol content is
high. However, when the methanol concentration is low,
the hydrophilic analyte will elute more readily. The affin-
ity chromatography is based on the specific interaction
between an immobilized ligand and the target protein to
be separated.
The last two variants of affinity-based separation are
micellar electrokinetic chromatography (MEKC) and
electrochromatography (EC). MEKC uses surfactants
which form micelles as pseudo-stationary phase in the
microchannel. During electrophoresis, the analytes parti-
tion into the micelles depending on their hydrophobicity.
Through the interaction with the micelles, the retention
time of the molecules can be increased. In this way, even
neural molecules can be separated. Electrochromatogra-
phy utilizes an electrokinetic flow instead of pressure-
driven flow to bring the mobile phase through a packed bed
consisting of silica with a large negative surface charge.
This induces an electro-osmotic flow (EOF) which drives
the separation. A plug-like velocity profile brings a higher
efficiency than HPLC.

Signal Amplification and Preconcentration

Several research groups have reported ways to precon-
centrate samples in “Lab-on-a-Chip” devices. While most
on-chip preconcentration approaches evolve from conven-
tional capillary electrophoresis and chromatographic col-
umn techniques, these preconcentration techniques play
an increasingly important role in chip-based system. The
basic preconcentration strategies applied on microfluidic
devices can be classified into three large categories: elec-
trokinetic preconcentration, chromatographic preconcen-
tration and membrane preconcentration.

Electrokinetic Preconcentration

Field-amplified stacking (FAS) (Fig. 2a) is a technique with
a long history, first introduced by Mikkers et al. in the late
1970s [7].

The mechanism relies on manipulating buffer concen-
tration to achieve local field amplification. The relation
between the electrical field (E) and buffer concentration
(C) can be defined by the relative conductive (γ ) as:

γ = cL

cH
= σL

σH
= Ebuffer

Esample
(2)

As a result, when we introduce low conductivity (σL) sam-
ple plug into capillaries or microfluidic channels with high
conductivity running buffer, most of the potential drop will
be applied onto the injected sample. This locally amplified
field will therefore drive/stack sample to the ends of the
plug by electrophoretic force. With a given plug size, one
can increase the enhancement factor by increasing the rel-
ative conductivity. Even though FAS is one of the simplest
preconcentration schemes to implement on microchips,
the band broadening at the stacking boundary caused by
hydrodynamic mixing from both flow injection and mis-
matched EOF makes it difficult to have highly focused
peak.
Transient isotachophoresis and micellar electrokinetic
sweeping can be viewed as extensions of the stacking
concept of FAS. In the case of isotachophoresis, with
the understanding of a sample’s electrophoretic mobili-
ties, the sample plug is sandwiched by leading electrolyte
(LE) and terminating electrolyte (TE) instead of the same
high conductivity buffer. Based on the order of descend-
ing mobilities, the constituents will separate into distinct
zones between high mobility LE and low mobility TE (rel-
ative to sample constituents) upon the application of the
separation voltage. Moreover, once the steady-state gra-
dient is achieved, the boundaries between samples can
be maintained by a self-focusing mechanism which alle-
viates the dispersion problem from which FAS suffers.
Both FAS and isotachophoresis use buffer manipulation to
achieve local field enhancement that helps sample stack-
ing. Micellar electrokinetic sweeping, on the other hand,
works on changing the electrophoretic mobilities of sam-
ples by labeling them with micelle compounds (surfac-
tants). Once the correct compound is chosen, one can use
a small plug of fast moving micelle compounds to sweep
samples rapidly out of the sample zone by hydrophobic
interaction. The enhancement factor of micellar electroki-
netic sweeping can be further improved by coupling with
FAS, however, it is still limited by analytes’ affinity to the
micellar compounds.
While FAS and its related techniques are well-established,
their merit for sample preparation device is limited since
these techniques usually require special buffer arrange-
ments or reagents in the system. Electrofocusing (Fig.2b)
is another class of techniques used to collect and concen-
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Biosample Preparation by Lab-on-a-Chip Devices, Figure 2 Various types of preconcentration strategies. (a) Field amplified stacking, (b) electrofo-
cusing (various types), (c) electrokinetic trapping (both anodic and cathodic side), (d) chromatographic preconcentration and (e) membrane preconcentra-
tion

trate analytes by manipulating both hydraulic and elec-
trophoretic driving forces in the microchannel. Electro-
focusing can occur whenever the net molecular velocity
profile is converging, as shown in Fig.2b, by either con-
trolling the flow and/or electric field of the two zones.
Such a condition can be obtained by changing channel
geometry, electric field of each zone or temperature of
each zone. Electrofocusing can be achieved in a contin-
uous fashion (collection of molecules until enough con-
centration is reached), and does not require any special
buffers or ionic strength arrangements. However, the col-
lection would be critically dependent on the specific elec-
trophoretic mobility of the target.
Another novel electrokinetic preconcentration technique
is electrokinetic trapping (Fig.2c), utilizing unique elec-
trokinetic properties of perm-selective membranes. As
a perm-selective membrane, one can use traditional mem-
branes (such as Nafion®), nanochannels or charged poly-
mer monoliths. When a current is applied through such
a perm-selective membrane/nanochannel, concentration
polarization of ions can occur (even at moderate buffer
concentrations), causing the ion concentration of anodic
side to decrease (ion depletion) and that of cathodic side

to increase (ion enrichment). Both phenomena can be (and
have been) utilized for concentrating biomolecules. In the
cathodic side, biomolecules and ions can be enriched due
to the ion enrichment process. In the anodic side, ion
depletion region can be used in a similar manner as a stack-
ing boundary, although the physical mechanism in this
case is different from FAS. Unlike FAS, both cations and
anions are collected at the same boundary. This is because
both ionic species are repelled by concentration polariza-
tion process from the membrane/nanochannel. The advan-
tage of electrokinetic trapping is that the preconcentration
can be less sensitive to specific molecular electrokinetic
properties (such as electrophoretic mobility), therefore
providing a generic way for various types of molecules.
However, concentration polarization and related phenom-
ena are generally poorly understood, and the linearity and
stability of the trapping is sometimes an issue.

Chromatographic Preconcentration

Chromatographic preconcentration (Fig.2d) is also called
solid-phase extraction. It usually involves two steps. First,
analytes are retained by affinity binding force onto an
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appropriate stationary subject. Then, with the application
of elution buffer, the analytes can be eluted into a more
concentrated form. Non-microfluidic examples of this
strategy are widely used, such as commercially available
trap column for mass spectrometry and SELDI (surface-
enhanced laser desorption and ionization)-MS. Affinity
reagents and bead systems are well-developed for trapping
proteins and peptides and commercially available, which
makes its implementation to microfluidic format rather
straightforward. Also, chromatographic preconcentration
techniques can also desalt biosamples, which is another
important benefit especially for MS. One of the draw-
backs of chromatographic preconcentrations, however, is
that the preconcentration can be biased (hydrophobic vs.
hydrophilic), and the washing (elution) step could poten-
tially re-dilute the concentrated plugs. In addition, chro-
matographic preconcentration can be limited by the num-
ber of binding sites (binding surface area) in the systems.

Membrane Preconcentration

In membrane preconcentration (Fig.2e), gel or porous
membranes are used to concentrate molecules bigger than
the size of the pores. By adjusting the pore size, one
can allow the passage of buffer ions and small molecules
but exclude larger molecules of interest. With the forma-
tion of nanofilters or nanoporous membranes within the
microfluidic systems, this strategy can be implemented
easily. Membrane (filtration)-based preconcentration will
not have any chemical bias (mainly dependent on the size
of the molecule), but continuous membrane filtration could
generate eventual clogging of the system, which is one of
the main problems in this technique.

Key Research Findings

Filtration and Size-Based Separation

For size-separation of biomolecules, it is imperative to
have a molecular sieving structure incorporated in the sys-
tem. Formation of polyacrylamide gel in a microchannel is
one viable option, but solid-state, artificial sieving systems
are much preferred due to their mechanical and chemi-
cal stability. Artificial molecular sieving systems can be
fabricated using a variety of techniques [8–13], such as
colloidal templating, anodized alumina pore fabrication,
packed nanospheres, superparamagnetic particle arraying,
standard photolithography and e-beam lithography.
Regular arrays of micrometer- or nanometer-sized pillars
have been fabricated by different groups with either pho-
tolithography (with pillar diameter and spacing down to
1 μm) or e-beam lithography (with pillar diameter and
spacing down to 100 nm) on silicon substrates. The advan-

tages of such microlithographically fabricated devices
include the precise control over the sieving matrix geome-
try and the design flexibility. By applying two alternating
electric fields of different directions and different magni-
tudes, Huang et al. recently devised a DNA prism device
that can continuously separate long DNA molecules with
high speed [14]. In this design, the longer DNA molecules
only follow the strong electric field component while the
shorter ones migrate in the direction of the sum electric
field vector. However, their application was largely limited
to rather large biomolecules (long DNA).
The concept of Brownian ratchets has been applied to
construct asymmetric obstacle courses that provide a spa-
tially asymmetric steric potential for biomolecule sep-
aration [15, 16]. The basic idea is to use such asym-
metric obstacles to rectify the Brownian motion laterally
and thereby to deflect diffusing biomolecules based on
their sizes. So far, the Brownian ratchet systems have
been successfully demonstrated for long DNA and phos-
pholipids [15, 16], even though the separation resolution
reported so far was not ideal.
More recently, a microfabricated nanofilter array system
was developed, which can be used for separating various
biomolecules such DNA molecules and proteins [17, 18].
The unique feature of this class of molecular filters is
that only standard photolithography is needed to create
∼ 10 nm sized molecular filters. Using the same system,
one can employ different sieving mechanism. For long
DNA molecules, entropic trapping mechanism is used,
while small DNA and proteins can be separated by Ogston
sieving mechanism. These devices demonstrated speed
and resolution comparable to or better than the conven-
tional techniques (i. e. pulsed field gel electrophoresis for
long DNA, and capillary gel electrophoresis for proteins).
One important advantage of a nanofilter array system is
that the separation efficiency could be further improved by
increasing the nanofilter density, by using advanced high-
resolution (photo or e-beam) lithography techniques.
In terms of sample preparation, continuous-flow separa-
tion is also highly desirable for micro-/nanofluidic devices
because of the low sample throughput. We choose two
recent developments here that we believe represent the cur-
rent advance of this particular exciting area: the Tango
device (or the bump array) (by Huang et al. [19]) that
separates long DNA molecules by asymmetric bifurcation
of laminar flow [19], and the anisotropic nanofilter array
(ANA) (by Fu et al.) that separates DNA and proteins
based on the different sieving characteristics along two
orthogonal directions within the ANA structure [18]. The
Tango device employed arrays of micrometer-sized pillars
and spacing, with each pillar column slightly shifted with
respect to the previous one in a direction perpendicular to
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the flow direction. Longer DNA molecules are displaced
as they flow through the pillar array while shorter DNA
molecules remain in the feeding streamlines (i. e. the deter-
ministic lateral displacement), leading to efficient separa-
tion. It is believed that as the gap size of pillar array is
reduced using nanofabrication, the Tango device can be
used to fractionate biologically relevant molecules. The
design of the ANA consists of a 2D periodic nanofil-
ter array, and the designed structural anisotropy in the
ANA causes different sized biomolecules to follow rad-
ically different trajectories leading to separation. So far,
continuous-flow Ogston sieving-based separation of short
DNA and proteins as well as entropic trapping-based sep-
aration of long DNA molecules have been demonstrated
with the ANA structure. The design of the structural
anisotropy is the key for the continuous-flow biomolecule
separation, and it can be applied to any sieving mechanism
across the nanofluidic sieving structure along the orthog-
onal direction (size-, charge- or hydrophobicity-based)
that can lead to differential transport across the nanofil-
ters. Highly efficient, continuous-flow molecular separa-
tion would be possible as long as one can create a separa-
tion system that is anisotropic in nature.

Charge-Based Separation

IEF-based sample fractionation devices have been devel-
oped and commercialized, but miniaturizing them into
a microfluidic format is being studied actively. Espe-
cially, there have been tremendous efforts to increase
the throughput of charge-based separation by operat-
ing the microfluidic device in a continuous mode. The
Yager group from the University of Washington fabricated
a multi-stacked Mylar continuous-flow separation device
with palladium electrodes in direct contact with the solu-
tion. Since the electrodes were in direct contact with the
solution, only a small voltage, 2.3 V, could be applied
over a 1.27 mm wide channel [6]. Because of the small
distance, however, it generated sufficient electric field,
∼ 18 V/cm, for the separation of a binary mixture of pro-
teins. The same group used the electrolysis of the buffer,
H+ at the anode and OH− at the cathode, to generate a nat-
ural pH gradient across the microchannel without using
any carrier ampholytes [6]. This low-voltage approach,
however, requires a significant amount of time for sepa-
ration at around 4 minutes. To reduce the separation time,
Zhang et al. developed a high-voltage μ-FFE (free flow
electrophoresis) device by isolating the separation channel
from the electrode reservoirs using narrow (4 μm wide)
microchannels [20]. Their FFE microchip with 10 μm
deep channels in a polydimethylsiloxane (PDMS) sub-
strate allowed an electric field up to 270 V/cm and they

could successfully separate two fluorescent dyes, rho-
damine 110 and fluorescein, as well as two amino acids in
2 s. However, the high voltage induced a strong EOF which
deteriorated the separation result. The μ-FFE device devel-
oped by Kohlheyer incorporates two new improvements
compared to the previous ones [21]. First, it is a multi-
functional μ-FFE device which can perform free-flow zone
electrophoresis and free-flow IEF. Depending on the sepa-
ration method to be used, the only parameter to be changed
is the width of the sample by hydrodynamic focusing. This
can be performed easily on the run by changing the flow
rates in the two side channels. Second, they implemented
a polymerized acrylamide as the salt bridge between the
main separation channel and the electrode reservoirs. This
proved to be more effective in suppressing the EOF than
the microchannel as the salt bridge. Isotachophoresis (ITP)
has been also realized in microchip format for the free-
flow electrophoresis [22]. A sample mixture of fluores-
cein, eosin G and acetylsalicylic was separated in less than
a minute. Song et al. developed a novel ampholyte- and
gel-free pI-based continuous-flow sorting technique [23].
Their method differs from previous approaches in that
this continuous sorting process involves no external power
supply and no special ampholytes. Instead, they utilized
the diffusion potential generated by the diffusion of differ-
ent ionic species in situ at the laminar flow junction.
Free-flow electrophoresis has also been successfully
applied to separate subcellular particles such as organelles
(mitochondria) [24]. This is facilitated by the fact
that these particles contain many different proteins and
amphoretic molecules. The sorting in microscale devices
offers obvious advantages compared to the conventional
ones. Less heat is generated by using only ∼ 2 V com-
pared to 2000 V of conventional devices and this causes
less damage of organelles. The result shows that free-flow
electrophoresis can be applied to various organelles, even
for organelles that are larger and do not have uniform pI
values.

Affinity-Based Separation

While the technology for affinity-based separation is
very well developed for capillary-based separation, chro-
matography in microchips has not been as popular as
electrophoresis, mainly due to the difficulty in packing
microchannels with beads. In particular, if the channels
are not straight but are curved into serpentine configura-
tions, it is quite a challenge to achieve a uniform packing
of the channels. Instead of packing affinity beads, creating
a polymer monolith [25, 26] is much preferred, with con-
trolled, relatively uniform pore sizes, variety of chemical
groups one can incorporate into the system, and covalent
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linkage to the channel wall (therefore no need of frits to
hold the monolith stationary).
Often, fittings for microfluidic systems cannot handle the
high pressure required for chromatographic separation,
and electrokinetic flow can be used in lieu of pressure-
driven flow. Using the microchip chromatography, driven
either by elecroosmosis or pressure, a separation of low-
molecular-weight neutral and basic compounds and acidic
proteins has been demonstrated. He et al. demonstrated
CEC of peptides in a microfabricated system [27]. They
mimicked the packed bed by etching an array of sup-
port structures into a quartz substrate, the so-called collo-
cate monolith support structures. These columns were pre-
pared with polystyrene sulfate for stationary phase. A mix-
ture of tryptic peptides from ovalbumin was separated in
the CEC isocratically as opposed to the gradient elution
mode.
In capillary-based separations, technologies based on
microbeads with specific chemistry are well-developed
and mature, and utilizing such bead systems in microflu-
idic channels would be of tremendous value. Oleschuk
et al. developed a design that allows exchange of pack-
ing materials [28]. This can be utilized for solid-phase
extraction (SPE) and CEC. Using CEC, a separation of
BODIPY and fluorescein could be achieved with a mobile-
phase composition of 30% acetonitrile / 70% aqueous
50 mM ammonium acetate. The BODIPY is hydropho-
bic and has a higher affinity for the column than the flu-
orescein, causing slower elution of BODIPY. In addition
to affinity-based separations, microchannels with packed
beads could provide other functionalities for microflu-
idic sample preparation systems, such as peptide diges-
tions [29, 30], removal of majority proteins and extraction
of DNA from cells [31]. It was shown that peptide diges-
tion reaction can be significantly expedited (∼ 10 min)
compared with solution-phase digestion process.

Signal Amplification and Preconcentration

Given the importance of sample preconcentration in
many biosensing applications, several sample preconcen-
tration techniques, including field-amplified sample stack-
ing (FAS), isotachophoresis (ITP), electrokinetic trapping,
micellar electrokinetic sweeping, chromatographic pre-
concentration, electrofocusing (various types) and mem-
brane filtration preconcentration have been developed.
Each technique has its own advantages and disadvantages.

Field-Amplified Stacking and Other Related
Techniques

FAS can be implemented on microchips in a very similar
manner as capillary electrophoresis. However, the require-

ment of low ionic strength sample buffer for FAS puts
limitation on its use as general preconcentration tech-
nique. Variations of the technique, such as transient iso-
tachophoresis and micellar electrokinetic sweeping, have
been more successfully used. Jung et al. reported on-chip
transient isotachophoresis by introducing TE and LE into
a T-junction simultaneously to achieve fast sample load-
ing, preconcentration and separation [32]. Micellar elec-
trokinetic sweeping, pioneered by the Terabe group, com-
bines field-amplified stacking with affinity concentration
using micelles [33], and provides very high concentra-
tion factors. These techniques were originally developed
for capillary electrophoresis; therefore they are well suited
for enhancing the sensitivity of microchip-based separa-
tion and detection. However, they require special arrange-
ments of buffers with different ionic concentrations, which
makes the coupling to the downstream biosensing chal-
lenging, limiting their use as sample preparation devices.
For example, micellar electrokinetic sweeping relies on
a detergent additive (sodium dodecyl sulfate), which has
a negative impact on the downstream analysis.

Electrofocusing and Electrokinetic Trapping

Newer techniques such as electrofocusing and electroki-
netic trapping could be ideal alternatives for proteomic
sample preconcentration. One of the benefits electrofocus-
ing offers is that the collection can be run continuously,
and therefore, concentration can be arbitrarily increased
(with a limitation imposed by crystallization and other
technical issues). Electrofocusing can continuously collect
molecules by applying two different (electrophoretic and
hydraulic, typically) driving forces in the opposite direc-
tion in a microchannel or capillary to trap molecules. Var-
ious types of electrofocusing [34–37], which differ in the
method to generate a gradient in electrophoretic mobility
(temperature, electric field, etc.), have been demonstrated
in microfluidic and capillary systems. Depending on the
focusing time, these techniques can achieve typically up
to ∼ 105-fold concentration enhancement.
Electrokinetic trapping techniques [38–41] have been
recently demonstrated as an efficient way of concentrat-
ing protein samples. Different membrane materials can
be used, such as polymer monolith (Singh and cowork-
ers), Nafion® (Swerdlow and coworkers), nanochannels
(Han and coworkers) and even PDMS (Kim et al.). These
techniques demonstrate impressive concentration factors
(up to ∼ 106) as well as the flexibility to be coupled to
downstream analysis. These techniques are dependent on
the ion depletion and concentration polarization, which as
a generic process are quite common to most nanoporous
membrane systems. Therefore, there is no specific buffer
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requirement, as long as the ionic strength is moderate
(∼ 10 mM or less).

Chromatographic Preconcentration/Membrane
Preconcentration

Several groups [42, 43] have demonstrated affinity-based
molecular preconcentration systems in a microfluidic for-
mat. Affinity chemical groups can be directly coated to
the surface of the glass microchannel, although techniques
using microbeads (Harrison and coworkers) and polymer
monoliths (Frechet and coworkers) provide better func-
tionality, larger binding surface area and flexibility in fab-
rication and integration. The concentration factor in these
systems is eventually determined by the surface binding
area. For efficient capturing from larger sample volume
(∼ 1 μL or more), a larger microchannel is required.
Membrane preconcentration [44, 45] is a microscale ver-
sion of membrane filtration and dialysis, which is well
established. Typically gel or other polymeric materi-
als (Singh and coworkers) as well as nanofluidic chan-
nels/solid membranes (Ramsey and coworkers) are used
as a molecular filter. An advantage of this technique
is that one can combine preconcentration with filtra-
tion/separation in a single step. A disadvantage of this
technique would be that it becomes progressively more
difficult for smaller proteins and peptides, and it is also
limited by the ambiguity of the molecular weight cut-
off of the nanoporous filter membrane materials. Even in
the case of regular nanofilters, molecular size filtration of
biomolecules can be quite complicated due to conforma-
tion changes of biomolecules.

Future Directions for Research

The importance of sample preparation in bioanalysis is
expected to draw more attention in the future, since this
is currently one of the major bottlenecks in biosensing.
For preparatory separation, continuous-flow fractionation
is much preferred over elution-type separation, due to
the flexibility of integration and higher sample process-
ing rates. More and more fractionation techniques would
be made into a continuous-flow format, possibly by adopt-
ing anisotropic sieving system designs. Since typical sam-
ple preparation could easily involve many (up to ∼ 10)
different separation/reaction/preconcentration processes,
integration of these individual steps on a single device
would be highly desirable for practical application. Recent
developments in sample preconcentration devices have the
potential to enhance any new and existing biosensors in
terms of sensitivity and selectivity, if properly integrated
with preparatory separation steps.

Cross References

� Isoelectric Focusing
� Electrokinetic Flow and Ion Transport in Nanochannels
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Biosecurity

� Lab-on-Chip Devices for Biodefense Applications

Biosensor

Definition

A biosensor is a device for the detection of an analyte that
combines a biological component with a physicochemical
detector component.
It consists of 3 parts:
• the sensitive biological element , including biological

material (eg. tissue, microorganisms, organelles, cell
receptors, enzymes, antibodies, nucleic acids etc) and
a biologically derived material or biomimic).

• the transducer in between (associates both compo-
nents)

• the detector element (works in a physicochemical way;
optical, piezoelectric electrochemical, thermometric, or
magnetic.)

Cross References

� Biosensor
� Acoustics Based Biosensors
� Impedimetric Biosensors for Nano- and Microfluidics

Biosensors
Using Atomic Force Microscopes

SUIJIAN QI, CHANGQING YI, MENGSU YANG

Department of Biology and Chemistry, City University
of Hong Kong, Kowloon Tong, Hong Kong SAR
bhmyang@cityu.edu.hk

Synonyms

Biosensors using scanning force microscope; Cantilever
biosensors; Force-based biosensors; AFM biosensors;
Force biosensors

Definition

Biosensors using �atomic force microscopes (AFMs) are
devices which employ an atomic force microscope for
biological recognition events. The principle of biosensors
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using atomic force microscopy is mainly based on the
mass-sensitive detection of binding events that change the
deflection of a �cantilever whose surface is modified with
immobilized bioreceptors.

Overview

A �biosensor, which exploits a biological detection or
recognition system for target molecules, typically con-
sists of three components: the transducer, the detector and
the signal output. The core of a biosensor is the physico-
chemical transducer which converts the biological recog-
nition event into a useable output signal. There are numer-
ous studies that integrate various detection schemes with
biosensors, which can be categorized into optical detec-
tors (for example, UV-Vis absorption, fluorescence, and
chemiluminescence), electrochemical detectors (for exam-
ple, amperometry, potentiometry, and conductometry) and
mass spectrometric (MS) detectors according to the differ-
ent detection principles. Recently, state-of-the-art AFMs
have also entered into the biosensing area as highly sensi-
tive detectors.
AFM is a type of scanning probe microscope with very
high resolution, and is one of the foremost tools for imag-
ing, measuring and manipulating matter at nanoscale level.
An AFM mainly consists of a microscale cantilever (with
a sharp tip), an optical deflection system and a sample
stage (Fig. 1a). AFM has basically been used as a high-
resolution imaging tool to “feel” the topography of a sam-
ple and it has the ability to visualize the atomic and molec-
ular structure of sample surfaces. In the imaging mode
of AFM, the sharp tip at the end of the cantilever is
raster-scanned over the surface of a sample. As the tip
approaches the surface, the cantilever deflects as a result
of the interaction forces between the tip and the surface
of the sample, and its deflections are monitored by a laser
and a photodiode and then used to reconstruct the topogra-
phy of the sample [1, 2]. Besides its imaging mode, AFM
is also a powerful tool for measuring the force between
a single bio-molecule pair interaction with nanometer res-
olution, as AFM is able to measure intermolecular forces
as small as a few piconewtons (as weak as a single hydro-
gen bond interaction). As a biosensor AFM is able to
directly probe the adhesion or rupture (unbinding) force
interactions between molecules, such as ligands and recep-
tors, antibody and antigen pairs; and strength of chemical
bonds, such as hydrogen bonds [3].
When AFM operates as a force sensor, the interaction
force between the tip and the substrate surface can be
measured by moving the tip perpendicular to the sur-
face while measuring the force on the tip. The working
principle is as follows: one type of molecule, i. e., an

Biosensors Using Atomic Force Microscopes, Figure 1 (a) Basic com-
ponents and working principle of AFM. A sharp tip fixed at the end of a flex-
ible cantilever is raster-scanned over the surface of a sample. As the tip
interacts with the surface, the cantilever deflects and its deflections are
monitored by a laser and a photodiode and then used to reconstruct the
topography of the sample. (b) A schematic diagram of AFM as a biosensor
in detecting the force interaction between biological molecules. (c) Force–
distance curve. During the tip (immobilized with one type of molecule, i. e.,
antigen) of the cantilever approaches to the substrate (immobilized with
the counterpart of molecule, i. e., antibody), the line 1–3 is followed. By
retracting the tip back, the cantilever bends downward as a function of the
unbinding force between the two molecules, the line 4–6 (dash) is followed
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antibody is attached to the tip of the cantilever and its
counterpart molecule, i. e., an antigen is attached on the
substrate surface. When the tip and substrate approach
to each other, the two molecules interact and bonds are
formed. Thus, their adhesion force can be measured. By
retracting the tip back, the cantilever bends downward
as a function of the unbinding force between the two
molecules. Thus, the unbinding force, defined as the max-
imum force at the point of separation of the samples, can
be recorded and measured. The force is monitored by the
deflection of the cantilever and the deflection is directly
proportional to the force. The schematic diagram of such
an experiment and the force–distance curve are illustrated
in Fig. 1b and 1c.
There have been several other powerful techniques for
probing the molecular interaction between biosurfaces,
including the use of shear flow detachment, surface force
apparatus, biomembrane force probe, and optical tweez-
ers [4]. The main advantages of using AFM are its high
resolution, easy sample preparation, and its ability to
manipulate in aqueous medium. AFM is currently the only
force technique that makes mapping and analyzing single
receptors with nanoscale lateral resolution possible [4]. Up
to now, researchers have successfully used this system to
measure interaction force between biotin and streptavidin,
avidin and biotin, antibodies and their antigens, and single
pairs of DNA nucleotides.

Basic Methodology

The first studies using AFM as a detection tool for intra-
or intermolecular force can only measure discrete force.
As the techniques for tip and sample preparation improve,
single molecular interaction force detection will become
the focus of AFM biosensors.

Major Factors for Single Molecular Interaction Force Detection

For real measurements of interactions between single
molecules, very strict conditions are needed. Several
important factors should be considered. First, the density
of molecules distributed on both tip and sample should be
sufficiently low to allow the formation of single molecu-
lar interactions. Second, to prevent unwanted detachment,
covalent bonding of the molecules to the tip and the sam-
ple is critical. Generally, the binding between the surfaces
and the molecules should be much stronger than the inter-
molecular force being studied. Third, a suitable molec-
ular crosslinker (spacer) is a good choice to attach the
molecules to the surfaces so that the molecules can inter-
act with their counterparts with sufficient mobility. Forth,
unspecific adsorption on the modified surfaces should be
blocked to minimize the contribution of unspecific adhe-

sion to the measured forces. Fifth, for oriented systems,
site-directed coupling in which the molecule has a defined
orientation may be desired [4]. Moreover, the rupture
forces measured in an interaction force experiment are
highly dependent on the conditions of the experiment, i. e.,
the spring constant of the cantilevers and the retraction rate
of the cantilevers, and these factors will affect the result of
the measurement.

Basic Procedures for Preparing AFM Tips and Samples

The coupling of biomolecules to the tip and to the sur-
face has proved to be essential in the measurement of
single molecular interaction force. The quality and repro-
ducibility of the functionalization steps are the key factors
leading to the success and reliability of a single-molecule
experiment.

Preparing AFM Tips

Two types of surface chemistries have been developed for
the functionalization of tips, they are based either on the
strong chemisorption of thiols on gold surfaces or on the
covalent attachment of silanes or alcohol on silicon oxide
surfaces [4].

Strong Chemisorption of Thiols on Gold Surfaces
The gold coating techniques can be used to function-
alize the tip. When the tip has been coated by a thin
adhesive layer of gold (gold tip), proteins, oligonu-
cleotides or carbohydrates that bear thiol groups can
be attached directly onto the gold surfaces. We can
also functionalize the gold tip with alkanethiols which
can attach biomolecules by self-assembled monolayers
(SAMs). SAMs are easily obtained by immersing gold
surfaces in dilute (typically 1 mM) ethanol solutions of
the interested alkanethiols. The alkanethiols may be ter-
minated by carboxyl group or amino group. The for-
mer can be reacted with amino groups of proteins using
1-ethyl-3-(3-dimethylaminopropyl) carbodiimide (EDC)
and N-hydroxysuccinimide (NHS) in aqueous solution.
This method can provide both firm attachment and molec-
ular mobility, but is restricted by the multiple attachment
points which lead to broad unbinding force distributions.
The latter can also be used to attach proteins [4].
When the gold tip is functionalized with alkanethiols ter-
minated with nitrilotriacetate (NTA) group, recombinant
histidine-tagged proteins can attach to it via their carboxy
or amino group. This method allows the optimal exposure
of the C-terminal or N-terminal domains. Moreover, it can
orient the attached molecules in the same way and mini-
mize nonspecific protein adsorption and allows low den-
sity coupling to ensure single molecule recognition. But
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the binding strength between NTA and histidine-tagged
protein is ten times lower than that of the covalent bond.
Therefore this method is not suitable for studying strong
receptor–ligand bonds [4].

Covalent Attachment of Silanes or Alcohol on Sil-
icon Oxide Surfaces The method does not require
a gold coating tip, and can be applied directly to sili-
con tips. Proteins can be linked to the silicon tip through
a crosslinker which carries heterobifunctional group,
for example, a polyethylene glycol (PEG) crosslinker
with an amine-reactive NHS group on one end and
2-pyridyldithiopropionyl (PDP) on the other end. The
NHS group reacts with amines on the silicon tip form-
ing a stable amide bond while the PDP group reacts
with free thiols presented by cysteines in the protein
forming a stable disulfide bond.

Preparing Samples

The receptors or ligands recognized by the functionalized
tip need to be firmly attached to a solid support using
appropriate, nondestructive approaches. Mica, glass and
silicon have proved to be excellent supports for immo-
bilizing purified receptors. The surface of mica is nega-
tively charged at neutral pH, positively charged proteins
can adsorb to it forming a strong enough binding to with-
stand the pulling force during the force detection experi-
ments. The surface chemistries that are often used to pre-
pare the samples are the same as those for preparing the
tips, including strong chemisorption of thiols on gold sur-
faces and covalent attachment of silanes or alcohol on
silicon oxide surfaces [4].
Besides molecules and biomolecules, cells can also be
attached to the tips or sample supports. It makes the detec-
tion of cell–cell, cell–support interactions possible. The
most important factor when attaching cells is that the
attaching methods should retain the integrity and viabil-
ity of the cells while at the same the binding between the
cell and tip, cell and support should firm enough. Chemi-
cal fixation using crosslinking or attaching through adhe-
sive coating proteins (collagen, fibronectin) can be applied
to the cell attachment.

Other Features
for the Single Molecular Interaction Force Detection

When the tips and samples have been functionalized, the
quality of the tip and sample modifications should be eval-
uated. A control experiment is necessary to ensure that
the bonds being formed during the tip or sample prepara-
tion processes will not break during the force experiment.
A block experiment is important to address the specificity

of the interaction force being detected. A block experiment
can be performed by masking the receptor sites with free
ligands.

Key Research Findings

Detection of the Forces of Discrete Bonds

Several investigations have demonstrated the measurement
of inter- or intra-molecular interactions using AFM. Lee
and co-workers were the first to use AFM to measure
discrete and biologically specific rupture forces between
biotin and streptavidin which are one of the strongest
�noncovalent interactions in nature. The schematic dia-
gram was similar to Fig. 1b. First, the force probe (a glass
microsphere glued to a cantilever) and the surface were
coated with bovine serum albumin (BSA) by nonspecific
adsorption; then, biotin was covalently coupled to BAS-
coated force probe and surface; subsequently, the biotin-
functionalized surface was incubated with the counterpart
molecule, streptavidin, resulting in a monolayer of strepta-
vidin bound to the biotinylated BSA on the glass surface.
When the force probe and surface approached each other,
the biotin on the probe could interact with the streptavidin
and bonds were formed. When retracting the cantilever,
the bonds formed could be disrupted. This rupture occurs
when the gradient of the cantilever potential exceeds the
highest gradient in the unbinding pathway of the ligand–
receptor interaction potential. By registering the deflec-
tion of the cantilever at rupture, the rupture force could be
measured. After blocking the streptavidin by free biotin,
no rupture force was measured, which showed the speci-
ficity of the interactions.

Detection of Single Molecular Interaction Force

Lee’s work was very useful for measuring the unbinding
forces of discrete bonds, but not for measuring the sin-
gle molecular interaction force. To successfully detect the
single molecular interaction force, several techniques have
been developed to modify the tips and the samples, e. g.,
crosslinker system, intrilotriacetate (NTA)-Ni2+-His sys-
tem. Whatever technique is used, the key point is to make
the density of the molecules distributed on both the tip and
the sample sufficiently low to allow the formation of sin-
gle molecular interactions. Kienberger et al. [5] have suc-
cessfully detected the single molecular interaction force
between abotin and avidin.

Detection of the Force Interactions of DNA
in the Aqueous Medium

The most significant point of AFM is that it can be applied
to detect the force interactions in aqueous medium. The
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measurements are not as straightforward as those between
the tips and the solid surfaces. Cengiz and co-workers [6]
have constructed a biosensor for quantitative measure-
ments of molecular nucleic acid in aqueous medium. Only
an AFM head with a cantilever, a sensitive approaching
unit (to control the approach of the target solution to the
AFM tips) and a CCD camera were needed in such a sys-
tem. The sensitive approaching unit was in fact an inch-
worm motor that provides precise approach positioning in
the Z-direction with high stiffness and holds position even
with the power turned off. This type of motor has a reso-
lution of 1 nm and a speed range of 1 nm/s to 0.5 mm/s
when used as its own controller. When using this sys-
tem, a model single strand DNA (ssDNA) molecule was
covalently attached onto the tips (cantilevers) of the AFM
as a specific ligand. Buffer solutions with and without
free ssDNA molecules were approaching to the tip (+Z-
direction) by the inchworm motor until the tip touched to
the solution. The tips interacted with the target ssDNAs in
the buffer solution for about 10 min to complete hybridiza-
tion and then the buffer solution was driven at the oppo-
site direction (−Z-direction) and meanwhile the separa-
tion distance (L, in nm) that the tip got rid of the solution
was measured to follow the interaction between the ligand
molecules attached on the cantilever (the tip) and the tar-
get molecules in the buffer solution. The percentage sep-
aration distance (PSD) was calculated from the following
equation and used as the main variable:

(PSD)(%) = {(L2 − L1)
}× 100 (1)

Where L1 is the separation distance for the buffer solu-
tion without ssDNA (nm), and L2 is the separation distance
for the same buffer solution containing the target ssDNA
(nm). Note that the negative value shows the decrease in
the interaction between the AFM tip and the liquid phase.
And in order to show the specificity of these AFM sensors,
buffer solutions with the non-complementary ssDNA were
also measured. The results showed that after hybridization
with its complementary ssDNA, the PSD values were sig-
nificantly increased when compared with the PSD values
for the buffer solutions, while the PSD values for the non-
complementary ssDNA increased slightly (specificity of
the method). The PSD values also decreased with the con-
centration of the target ssDNA in the medium. It seemed
that there was a correlation between the concentration of
the complementary target ssDNA in the medium and the
PSD value, although it was not linear.

Force Amplified Biological Sensor (FABS)

AFM biosensors have been used by researchers to measure
binding or rupture forces between biological molecules.

Biosensors Using Atomic Force Microscopes, Figure 2 Detection of
antibody–antigen interaction forces with AFM and with FABS. (a) In AFM,
a piezoceramic translator moves an antibody-derivitized surface away from
a cantilever until a single antibody–antigen bond breaks. (b) In FABS,
a magnetic field pulls on antibody-derivitized magnetic particles. The can-
tilever can bear thousands of particles, although the figure only shows one.
(reproduced from [7])

However, they have a few drawbacks, for example, the
nonideal geometry of AFM can produce artifacts, the
result of measurement is affected by many factors and in
order to obtain good results, very strict experimental con-
ditions are required. Improvements of the AFM biosensors
are being studied.
A FABS, whose working principle was very similar to that
of the AFM biosensor, was a cantilever-based immunosen-
sor [7]. However, its configuration was much simpler than
that of the AFM. Rather than using a piezoceramic transla-
tor to pull on intermolecular bonds, it used magnetic parti-
cles, which eliminated the need to manually position a tip
and sample next to each other with picometer precision
and stability. The cantilever-beam force transducer was the
only element of the AFM retained by the FABS.
Here, the measurement of antibody–antigen interactions
was used to illustrate the working mechanism of a FABS
(Fig. 2): one or more cantilevers with attached antibodies
will capture antigen from a sample solution; 2 μm mag-
netic particles that also have attached antibodies will then
bind to the captured antigen (at this stage the particles
are not magnetized); after they have bound to the can-
tilever, a large magnetic field will magnetize the parti-
cles while a modulated field gradient exerts force on them.
This force will cause particles bound via antibody–antigen
bonds to pull on and bend the cantilever, while dislodg-
ing nonspecifically bound particles (force discrimination).
The amount that the cantilever bends will indicate the
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number of particles bound to the cantilever and, there-
fore, the concentration of analyte (antigen) in the sample.
The FABS is capable of detecting a single bound particle,
potentially corresponding to a single antigen molecule.
A second detection mode might involve gradually increas-
ing the force on the magnetic particles and determining the
number of particles that detach at the expected antibody–
antigen interaction force.
As can be seen from above, the magnetic particles, the
Helmholtz coils, and cantilevers are the critical compo-
nents of the FABS. The force generated by each magnetic
particle is

F = 0.524Md3(dB/dZ) (2)

Where M is the volume magnetization of the magnetic
material, d is the particle diameter, and dB/dZ is the field
gradient generated by the Helmholtz coils.
With its ability to detect a single bound molecule and to
distinguish specific from nonspecific interactions, FABS
could potentially have 6 – 8 orders of magnitude more sen-
sitivity than commonly used immunoassays. This ability
would be of value for environmental monitoring. Test-
ing for airborne bacteria or viruses, for example, can
presently require several days of air collection to accumu-
late detectable amounts of analyte. The high sensitivity of
FABS could dramatically reduce sampling times and speed
the detection of dangerous microorganisms or chemicals.

Combination of AFM and Other Techniques:
AFM-Tip-Integrated Biosensors

Kueng et al. [8] have developed an AFM-tip-integrated
biosensor to map molecular transport across mem-
branes. Actually, this biosensor was a combined AFM-
SECM (scanning electrochemical microscopy) probe
which retained the integrity of both techniques and could
be applied in dynamic-mode operation on soft biological
samples. The combined AFM-SECM probe was fabricated
as shown in Fig. 3a. An electroactive area with defined
geometry, which was recessed from the apex of the AFM
tip, allowed integration of the SECM functionality into
AFM by correlating the current measured at the integrated
electrode with the topographical information obtained by
the AFM tip. Biological recognition elements, such as
enzymes were then immobilized to the combined AFM-
SECM probe as shown in Fig. 3b. In this integrated biosen-
sor, AFM worked in its imaging dynamic mode, which was
different from the above described biosensors which used
AFM in a nonimaging mode.
To demonstrate the ability of this AFM-tip-integrated
biosensor to study glucose membrane transport, a porous

polycarbonate membrane (200 nm pore size) was mounted
in a vertical diffusion cell that separated aqueous solutions
in the donor and receptor compartments to mimic glu-
cose transport through cellular membranes (Fig. 3c) and
the glucose oxidase containing polymer layer was immobi-
lized onto the probe (Fig. 3b). The combined AFM-SECM
glucose oxidase electrode acted as a sensor that estab-
lished concentration profiles of individual species near
the sample surface. When the AFM tip was scanning in
the X-direction above a synthetic membrane with 200 nm
pores, the expected qualitative height and current signals
were recorded (Fig. 3c). At the position of the pores,
the height signal decreased, and glucose diffused through
the pores toward the immobilized glucose oxidase layer,
which catalyzed the conversion of glucose into glucono-
lactone (Fig. 4a). The current recorded at this glucose
biosensor during the imaging of the pores increased as
a result of the localized production of H2O2 when glu-
cose diffused from the donor into the receptor compart-
ment. Fig. 4c and 4d show AFM topography, SECM cur-
rent images in the presence and absence of glucose in
the donor compartment and exemplary line scans of the
height and current response, respectively. The glucose sig-
nal response in the electrochemical image corresponded to
the topography measured simultaneously with the AFM
tip. The SECM current image of the porous membrane
represented a contour map of the glucose concentration
after emergence of the aqueous solution of glucose from
the membrane pore and free diffusion into the receptor-
compartment solution. While in the control experiment
without glucose in the donor compartment, the measured
current was negligible (Fig. 4f).
The glucose transport rate could be obtained by using
Fick’s law at appropriate boundary conditions, assuming
that the pore opening was hemispherical. The concentra-
tion profile C(r) at a radius r above the hemispherical pore
opening could be described by Eqs. (3) and (4).

C(r) = (r0/r)CS (3)

r0 = 2a/π (4)

Where CS was the molecule concentration at the surface
of the pore opening.
Earlier results showed that the radial divergence of the dif-
fusive flux from a microscopic pore, regardless of its real
shape, results in the pore appearing as if it were hemispher-
ical in shape. For a disk-shaped pore with radius a, the
radius of the corresponding hemispherical pore r0 could
be described by Eq. (4) [8].
Based on this approach, the theoretical glucose concen-
tration at a distance (r) of 310 nm, which corresponds to
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Biosensors Using Atomic Force Microscopes, Figure 3 (a) SEM image and schematic top view of an AFM-tip-integrated frame electrode; (b)
schematic cross-section of an AFM-tip integrated biosensor. Enzymes can be immobilized at the surface of the scanning-probe tip-integrated elec-
trode through self-assembled thiol monolayers with functionalized headgroups (A) or through electrochemical deposition of enzyme-containing polymer
films (B). (c) Schematic cross-section of the experimental setup for imaging glucose transport through a porous membrane during simultaneous AFM
mapping. (reproduced from [8])

the reshaped AFM tip height, above a pore opening with
a radius (a) of 100 nm was estimated to be 0.62 mM for
a 3 mM glucose solution. The evaluation of the current
response in the SECM image (Fig. 4d) resulted in an aver-
age peak current of 1.5± 0.3 pA. According to the linear
regression of the glucose calibration obtained at the inte-
grated electrode (Fig. 4b), the measured glucose concen-

tration was estimated to be 0.66± 0.13 mM. This semi-
quantitative value corresponded well to the theoretically
estimated concentration of 0.62 mM.
Glucose biosensors fabricated with this technology exhibit
excellent sensitivity, response time, reproducibility, and
long-term stability. This technology has a wide range of
applications for biological specimens and processes.
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Biosensors Using Atomic Force Microscopes, Figure 4 (a) Reactions for glucose detection with a biosensor based on glucose oxidase (GOD).
(b) Glucose calibration of an AFM-tip-integrated biosensor (edge length: 800 nm) fabricated by entrapment of glucose oxidase within a polymer film.
Simultaneously recorded (c) height and (d) current images of glucose diffusion through a porous polycarbonate membrane (pore size: 200 nm); images
recorded in AFM dynamic mode. (e) Exemplary corresponding line scans of height and current. (f) Current image recorded without glucose in the donor
compartment. (reproduced from [8])

Future Directions for Research

The development of AFM and its use in detecting
molecular interactions has led to the understanding of
molecular recognition on a variety of biological sur-
faces. Researchers will continue to find more suitable
surface chemistries to functionalize the AFM tip for
the more precise measurement of single molecule inter-
action force and individual bond strength, and even-
tually use the AFM as a biosensor in the medical

profession to screen samples for a particular chemical
or biological agent. Second, the ability of the AFM
to acquire movies (sequential images) under aqueous
environments can be used to follow biological pro-
cesses, dynamics and macromolecular assembly occur-
ring in real time. Finally, the combination of AFM and
other techniques to develop multifunctional, highly sen-
sitive, easy operating devices for the purpose of molec-
ular interactions study will be among future research
interests.
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Synonyms

Laser-based biosensors

Definition

Biosensors using lasers are defined as sensors for bio-
logical applications which are based on laser technology.
There is a series of biosensors which use laser-based detec-
tion methods such as: surface plasmon resonance, fiber
optics, waveguides, microcantilevers, and so on. Due to
their high sensitivity and precision, laser-based biosen-
sors have been widely used in many fields, including
immunoassays and drug screening.

Overview

Biological sensing is a process which obtains selected
information about biological macromolecular interactions
in real time. Biosensors are miniaturized analytical devices
based on biological sensing technology, which commonly
comprise a biorecognition molecular layer immobilized
on the interface between the analyte solution and a signal
transducer (Fig. 1) [1]. The main part of a typical biosensor
is this biologically sensitive layer that converts the biolog-
ical change into a detectable signal, which is subsequently
translated into a digital electronic result. The sensitive sub-
stances on the interface, which can include enzymes, anti-
bodies, DNA segments, peptides or even a microorgan-
ism, provide the biosensor with its selectivity for the tar-
get analyte so that the molecule that is of interest can be
picked out by the biosensor from a mixture of many dif-
ferent molecules. The extent of the biorecognition event
is determined by the signal transducer and converted into
an electronic signal for the end user. Popular transducers
in biosensors include electrical, optical, or piezoelectric
devices.
Optical biosensors are the most popular because of their
high sensitivity, fast response time, in situ monitoring,
and the absence of electrical interference. Due to its out-
standing advantages in monochromaticity, coherence, low
beam divergence, and strong irradiance, the laser is widely
used as the light source in optical biosensors. For a wide
range of biological systems, biosensors using lasers can be
used to provide qualitative information, such as whether or
not two molecules interact, and quantitative information,
such as kinetic and equilibrium constants for macromolec-
ular interactions. In a typical experiment, one molecule
is attached to a surface and the other molecule, which
is in solution, flows over the surface. Their interaction is
transferred to a recognizable optical signal under the laser
irradiation and converted to an electronic signal by opto-
electronic components such as the charge coupled device
(CCD) and the photomultiplier tube.
Many laser-based biosensors are derived from traditional
detection methods. For example, traditional enzyme-based
biological sensing analyses use the photometric detection
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Biosensors Using Lasers, Figure 1 The biosensor comprises
a biorecognition molecular layer immobilized on the interface of a sig-
nal transducer. Biological change on this interface is converted into
a detectable signal and subsequently translated into a digital electronic
result. Many types of sensitive molecules including enzymes, antibodies,
a DNA segment, peptides or even a microorganism can be immobilized on
the interface

method, where the enzyme reaction is linked to a colori-
metric or fluorescent indicator. Some of these assay meth-
ods can be miniaturized and converted to solid-state sys-
tems, which were the early laser-based biosensors. This
concept is now being applied to absorbance measure-
ments by using evanescent wave detection, where the opt-
ical fiber, or in more general terms, the waveguide, itself
forms the sensor surface. The binding of the immobilized
biorecognition molecule and the analyte has an impact on
the light propagating through the waveguide. The evanes-
cent wave decays exponentially away from the surface of
the waveguide, so that recognizable molecular interaction
is limited to the layer immediately adjacent to the sensor
surface, which is not affected by changes in the bulk solu-
tion.
Direct reading unlabeled immunoassay has also been
sought through laser-based optoelectronics. In order to
monitor the physico-chemical change produced by the
interaction between an antibody and an antigen, with-
out the secondary labels which are used in traditional
biochemical assay methods, exploration of new detection
techniques is required. Surface plasmon resonance (SPR)
is the most outstanding of these techniques, with a sen-
sitivity as high as 10−8 g/l [2]. The SPR biosensor is
now the most popular optical biosensor. The microcan-
tilever is another laser-based biological sensing method
for the detection of analyte without labeling, where bio-
logical changes are monitored by using a laser optical
beam deflection technique which detects the reflection of
a microcantilever induced by biological interaction.

Several popular laser-based biosensors, SPR, optic fibers,
waveguides, and microcantilever biosensors, will be sum-
marized below.

Basic Methodology

Surface Plasmon Resonance

As a laser-based optical biosensor technique, SPR can
measure molecular binding events at a metal surface
by detecting changes in the local refractive index. The
depth probed at the metal–aqueous interface is typically
200 nm, making SPR a surface-sensitive technique ideal
for studying interactions between immobilized biological
molecules and a solution-phase analyte.
SPR is an optical phenomenon that arises under condi-
tions of total internal reflection of p-polarized light at an
interface between a metal film and a liquid/gas phase,
where a prism or grating is used as a coupling compo-
nent (Fig. 2) [2]. Total internal reflection of light occurs
when light traversing a medium of high refractive index
(commonly a glass prism) encounters an interface with
a medium of lower refractive index (usually an aqueous
or gaseous environment). During total internal reflection,
the energy and momentum of incident light can be trans-
ferred into the surface of the metal to create a surface
plasmon. This excitation of plasmons generates an evanes-
cent wave which propagates along the glass–metal surface,
but decays exponentially over about one wavelength from
the interface. For a fixed excitation wavelength, variation
of the incident angle (θ ) allows detection of the optimal
angle associated with SPR, where most incident light is
absorbed by the surface plasmon wave. This unique angle
for minimal reflected light intensity is called the SPR angle
(θSPR). Measurement of the intensity of reflected light as
a function of the incident angle generates a SPR spectrum
(Fig. 3a), which depends upon the refractive index and the
thickness of the dielectric medium in the immediate vicin-
ity of the interface. Although the evanescent field extends
some 300 nm into the medium of low refractive index, the
exponential decay of its amplitude gives rise to a rapidly
decreasing sensitivity of response with increasing distance
from the metal surface. As the detection method based on
SPR angle, for a fixed incident angle, variation of the exci-
tation wavelength allows the wavelength associated with
optimal conditions for SPR to be detected. The incident
angle and excitation wavelength scan are commonly used
as detection methods in SPR biosensors.
The incident angle (or wavelength) where the resonance
occurs strongly depends on the refractive index close to the
metal surface. In a SPR biosensor, the interaction between
immobilized biomolecules on the surface and analytes in
solution changes the local refractive index, which results
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Biosensors Using Lasers, Figure 2 Schematic representation of a SPR
biosensor. Laser and prism are used as the emitted light source and cou-
pling component, respectively. Receptor molecules immobilized on the gold
surface interact with analytes in solution, which induce the change in the
refractive index in the immediate vicinity of the interface. This change can
be detected by the SPR signal monitoring on the gold surface

Biosensors Using Lasers, Figure 3 (a), SPR curve of a detection method
based on incident angle scan. SPR angle shifts with the change in refractive
index. (b), monitoring the shift of SPR angle in real time

in a shift in the SPR angle. By monitoring changes in the
shift process of the SPR angle, it is possible to measure
the interaction on the surface in real time (Fig. 3b). Here
no label is needed. Typical biological systems examined
using these instruments include antibody–antigen, ligand–
receptor, and protein–nucleic acid interactions.
Traditional SPR spectroscopy biosensors, which measure
the entire SPR curve as a function of the angle or wave-
length, have been widely used, but offer limited through-
put. The development of SPR imaging (microscopy
(SPM)) allows for the simultaneous measurement of thou-
sands of biomolecular interactions [3]. Typically, a SPM
consists of a highly coherent p-polarized light source
expanded by a beam expander and consequently reflected
from an SPR active medium (sensing surface) to a detec-
tor. The CCD camera is frequently used as the detector
in this system, which collects the reflected light inten-
sity in an image. SPM imaging measurements are per-
formed at a fixed incident angle that falls within a linear
region of the SPR curve, so that changes in light intensity

are proportional to the changes in refractive index caused
by the biomolecular interaction on the surface. Thus, the
gray-level intensity of the SPM image correlates with the
amount of material bound to the sensing region. When
combined with protein arrays, SPM imaging technology
has the potential to become an invaluable tool for a broad
range of applications that require high-throughput analysis
of biomolecular interactions, such as proteomic analysis,
drug screening, and immunoassay.
SPR offers several advantages over conventional tech-
niques such as fluorescence or enzyme-linked immuno-
sorbent assay. Here the analyte does not require any spe-
cial characteristics or labels and can be detected directly;
the measurements can be performed in real time to col-
lect kinetic data; it is a versatile technique, capable of
detecting analytes over a wide range of molecular weights
and binding affinities. Because of its unique features, SPR
has become a powerful tool for studying biomolecular
interactions.

Fiber Optics

Fiber optic biosensors, which often use a laser as the
light source are based on several different detection prin-
ciples. Most existing laser-based detection methods used
in large-scale instruments can be miniaturized by using
optical fibers. For example, fluorescence and absorbance
detection have been miniaturized by this way. In the case
of absorption, the detector measures the reduction in the
intensity of light from the source. This reduction is caused
by an absorbent product arising from the reaction between
the immobilized substance and the analyte. Absorption
measurements are generally made using monochromatic
wavelength light, and both the incidence and emitted
beams have the same wavelength. At least two fibers are
necessary in this system, one for the inward beam and
one for the outward beam, because the intensities of these
two beams cannot be separated at the same wavelength
(Fig. 4a). The use of white light, however, can yield a com-
plete absorption spectrum with the help of photodiode
matrices or arrays. The wavelength of the rescence emis-
sion is different from its excitation wavelength, and a sin-
gle fiber is sufficient to transport both the excitation and
the emission radiation (Fig. 4b). A single fiber can also
be used to measure fluorescence quenching, which occurs
when a compound that absorbs in the same spectral region
as the emission is present.
Some optical phenomena (e. g., evanescent waves) within
the microscale optical environment are used to construct
fiber optic biosensors [4]. In fiber optic biosensors for
photometric detection, the light between the sample and
the source or detector is transported along the interior of
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Biosensors Using Lasers, Figure 4 Fiber optic biosensors based on (a)
absorbance, and (b) fluorescence detection methods

the fibers following the principle of total reflection. The
total reflection in a fiber is not perfect and some elec-
tromagnetic radiation penetrates the sheath covering the
fiber. This is called the evanescent wave, and its intensity
diminishes exponentially with the perpendicular distance
from the interface as the surface wave in SPR. It can be
used to detect the variations in optical properties of chem-
ical and biological films placed around the fiber [5]. The
laser optical detection method based on evanescent waves
is widely used in biosensors. For example, a tapered opti-
cal fiber is used to analyze the total internal reflectance
fluorescence. As light is propagated down the fiber, an
evanescent wave excites fluorescent tracers bound to the
fiber surface. Because the evanescent wave decays expo-
nentially with the distance from the fiber surface, the exci-
tation radius only extends about 100 nm into the buffer
medium. A portion of the emission is captured and propa-
gated back through the fiber to the detector.

Waveguides

A waveguide works on a similar principle to optical fibers,
so most fiber optic detection methods can be transplanted
to waveguide-based biosensors [6]. Compared with optical
fibers, the waveguide is more easily integrated with other
optical components (e. g., grating, interferometer) and can
be integrated into miniaturized detection devices such as
microfluidic chips.
The fiber optic biosensor, based on an evanescent wave, is
the most popular of the biosensors using waveguides. In
the early stage, a capillary is used as the waveguide to col-
lect free propagating fluorescence [7]. For biosensor appli-
cations, probe molecules can be covalently bonded to the
interior surface of the capillary to detect target molecules
flowing through the capillary. Placing the probe coating
on the interior surface also facilitates handling and pro-
tects against accidental damage. One detection method is

Biosensors Using Lasers, Figure 5 A capillary is used as an optical
waveguide for evanescent wave-based biological sensing detection. The
waveguide is perpendicularly illuminated by laser light, and the detection
signal is subsequently collected from one end of the waveguide

achieved by illuminating the capillary (waveguide) at a 90◦
angle relative to the length of the waveguide and subse-
quently collecting the emitted fluorescence from the end
of the waveguide (Fig. 5).
A waveguide can be integrated with a ating to form an opti-
cal waveguide grating coupler sensor, which responds to
the change in optical refractive index of the liquid or gas
cover medium. As in SPR detection, the optical refractive
index in the immediate vicinity of the interface is directly
related to the adsorption or binding of molecules on the
surface. The optical waveguide grating coupler sensor chip
is based on a fine optical grating prepared on a thin waveg-
uide layer on a glass substrate. The optical grating cou-
ples the light of a laser at a given resonance angle into the
waveguide layer. This resonance angle is very sensitive to
the presence of adsorbed molecules and to any change in
the refractive index of the medium covering the surface of
the chip.
A planar waveguide with a corrugated surface, which can
be tuned to be a resonant Bragg reflector, is also a laser-
based biosensor (Fig. 6) [8]. The reflection coefficient of
the light propagating through the waveguide depends on
the depth of the corrugation as well as on the length of the
corrugated region. A specially prepared layer, which selec-
tively adsorbs the target biomolecules, is only covered on
the surface of higher parts of the corrugation. When solu-
tion flows over this corrugation, some target biomolecules
bind with the cover layer, the corrugation depth rises and
the reflection coefficient changes. This change is propor-
tional to the difference between the dielectric permittivi-
ties of the analyte and solution, and can be used to moni-
tor the dynamics of the surface reaction. The presence and
concentration of the target biomolecules in the solution
can also be inferred by this method.
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Biosensors Using Lasers, Figure 6 Schematic of a laser-based biosen-
sor using the resonant Bragg reflector principle. A receptor molecular layer
covers the surface of some corrugation that is used as sensing materials.
After some target molecules bind with the receptor molecular layer, the
corrugation amplitude rises and coupling coefficient changes

Biosensors Using Lasers, Figure 7 Scheme of the optical read-out
method for a microcantilever bending evaluation. The displacement of the
free end of the cantilever is measured by monitoring the optical deflection
of an incident laser beam on a position-sensitive detector

Microcantilevers

Biosensors using microcantilevers have attracted consid-
erable interest in the last few years [9, 10]. The micro-
cantilevers transduce the recognition event from their
receptor-coated surface into a mechanical deflection. As
the ligands interact with the receptors, the adsorption stress
leads the bending of the cantilever toward or away from
the receptor side depending on the nature of the chemi-
cal bonding of the molecules. The deflection of the micro-
cantilever can be measured using the optical beam deflec-
tion technique, which is highly sensitive and widely used
in atomic force microscopy. The displacement of the free
end of the cantilever is measured by detecting the optical
deflection of an incident laser beam on a position-sensitive
detector (PSD), which allows the absolute value of the can-
tilever displacement to be calculated (Fig. 7). This method
provides sub-angstrom resolution and can easily be imple-
mented. High sensitivity biological sensing thus becomes
possible.
The defection (δ) of a microcantilever, which is caused by
the surface stress difference of the top (receptor-coated)
and the bottom surfaces, can be estimated according to

Biosensors Using Lasers, Figure 8 Working principle of the microcan-
tilever atomic force biosensor

Stoney’s formula:

δ = 3 (1− v) (σ1 − σ2)L2

Ed2

where v is the Poisson ratio of the cantilever material; σ1
and σ2 represent the surface stress of the top and bottom
surfaces, respectively. L and d are the length and the thick-
ness of the cantilever, respectively, and E is Young’s mod-
ulus of the cantilever material.
The microcantilever atomic force biosensor is another type
of microcantilever-based biosensor. Its working principle
is similar to that of the microcantilever biosensor. How-
ever, receptor molecules are covered on a planar other than
the surface of cantilever. Biological changes are also moni-
tored using an optical beam deflection technique. The laser
illuminates the end of the microcantilever and changes in
position are detected using a matching PSD. This sensor
works like a profilometer by moving a microfabricated
tip held at the end of a microcantilever across the sample
while recording the x-, y-, and z-coordinates of the prepara-
tion being scanned (Fig. 8). The z-coordinate is calculated
by detecting the laser beam reflected off the surface of
the cantilever. These microcantilever biosensors are able
to detect many biological systems such as single-strand
DNA hybridization, and protein–protein/DNA binding, pH
variations.

Future Directions for Research

In recent years, laser-based biosensors have become
important tools in many fields such as analytical bio-
chemistry, pharmaceutical research and development, and
food/environmental monitoring. However, the volumes
of the optic components in these biosensors limit their
application in portable microdevices. In order to obtain



B

Biosensors Using Magnetics 119

more powerful, miniaturized, and cheaper biosensors
using lasers, novel biological sensing principles, detec-
tion means and fabrication methods need to be sought.
The integration of biosensors and microfluidic chips will
be an important direction for developments in laser-based
biosensors. Biosensors can be used as microscale detection
tools in lab-on-a-chip for the research and development of
miniaturized detection devices, i. e., micro-total analysis
systems.
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Synonyms

Magnetic biosensors; Magnetic-based biosensors

Definition

Biosensors are analytical devices incorporating biologi-
cal or biologically derived sensing elements with physic-
ochemical transducers to produce digital electronic sig-
nals [1]. These biosensors determine the concentration of
substances and other parameters of biological interest. The
detecting elements of biosensors work in different physic-
ochemical ways: optical, piezoelectric, electrochemical,
thermometric, and magnetic. Biosensors using magnetics
utilize the magnetic field created by magnetic particles that
bind to target molecules in a biological assay (Fig. 1).

Overview

There is an increasing need for higher sensitivity and
specificity of detection for biosensors. Magnetic parti-
cles, by the use of the magnetoresistive (MR) effect, have
been developed as labels for biosensing. These magnetic
biosensors have several advantages compared to optical
and electrical biosensors. The properties of magnetic par-
ticles are not affected by reagent chemistry so that they
are very stable over time. Magnetic fields are also not
screened by aqueous reagents or biomaterials. In addition,
magnetism may be used to remotely manipulate the mag-
netic particles [2]. Therefore, magnetic biosensors using
MR materials have been proposed as a new technology to
detect low concentrations of targets in biofluids [3].
The target biomolocules in a biofluid are attached on
magnetic particles. When these magnetically labeled

Biosensors Using Magnetics, Figure 1 Schematic of magnetically
labeled biomolecule detection in a biosensor. Target biomolecules bound
with a magnetic particle interact with magnetoresistive sensor-bound
counter biomolecules to be detected
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target biomolecules pass over the magnetic biosensor
with counter biomolecules bound on its surface, these
biomolecules interact with each other and the biosensor
generates detecting electronic signals (Fig. 1).
A number of sensitive magnetic field detection devices
have been developed as biosensors: giant magnetoresis-
tive (GMR) sensors [4], piezoresistive cantilevers [5],
inductive sensors [6], superconducting quantum interfer-
ence devices (SQUIDs) [7, 8], anisotropic magnetoresis-
tive (AMR) rings [9], and miniature Hall crosses [10].
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Synonyms

SERS-based biosensors

Definition

Devices for the highly sensitive detection of biological
analytes using surface enhanced Raman scattering (SERS)
spectroscopy. SERS is a highly sensitive optical detection
technique in which lasers are used to excite vibrational
transitions in molecule adsorbed on a metal nanoparticle
surface. As a result of large optical fields, the Raman cross
section for a molecule on a surface is enhanced by factors
of 106 – 1010.

Overview

Microfluidic technology has recently been developed to
perform a variety of biological or environmental trace
analyses. These devices have several advantages compared
with conventional techniques, such as minimal sample
requirement, reduced reaction time, ease-of-use, improved
product conversion, and reduced waste generation. It has
long been realized that the system used for detection of
the progress of the reaction is a key issue in determin-
ing the applicability of the microfluidic system. Because
of the extremely small volume in a microfluidic channel,
a highly sensitive detection method is essential in order to
monitor the progress of the reaction. At the early develop-
ment stage of a microfluidic detection, off-chip detection
methods, such as high performance liquid chromatography
or mass spectrometry, have been widely used to detect the
small volumes of chemical species in a microfluidic chan-
nel. However, off-chip detection is very inconvenient for
continuous monitoring of reactions since the sample must
be removed from the reservoir of a chip on each detection
occasion.



B

Biosensors Using Surface-Enhanced Raman Scattering 121

Biosensors Using Surface-Enhanced Raman Scattering, Figure 1 In situ Raman monitoring of imine formation reaction in a glass microfluidic sensor.
The change in Raman spectra corresponds to the peak changes caused by the imine formation at various points along the channel

On the other hand, spectroscopic detection methods, such
as laser induced fluorescence (LIF), UV/Vis absorption,
chemiluminescence and thermal lens microscopy (TLM),
have been used for on-chip detection. Among these meth-
ods, the fluorescence detection method has been most
widely used because of its high sensitivity and low detec-
tion limits for biologically relevant species. However, the
fluorescence detection technique has some disadvantages.
Many chemical species do not fluoresce and so need to
be treated with fluorescence tags to allow on-chip detec-
tion. Furthermore, it may have drawbacks such as a pho-
tobleaching and overlapping peaks caused by broad fluo-
rescence emission profiles in multiplexed biological detec-
tion. Raman spectroscopy is another well-known analyt-
ical method, which offers great advantages for probing
the biological and structural properties of a compound on
a microscopic scale. The detection and identification of
non-fluorescent samples is possible using this technique.
Photodecomposition is reduced compared with fluorescent
samples since the excited states are rapidly quenched and
the excitation energy does not have to be in resonance with
electronic transitions.
However, Raman scattering is an extremely inefficient pro-
cess with low scattering cross-sections that are approx-
imately fourteen orders of magnitude smaller than the
absorption cross sections of fluorescent dye molecules. In
order to achieve a high sensitivity of a biological sam-
ple, the scattering intensity should be greatly increased.

Surface enhanced Raman scattering (SERS) spectroscopy,
using silver nanoparticles, has shown promise in over-
coming the low sensitivity problems inherent in Raman
spectroscopy. Using the SERS technique, the detection
sensitivity is enhanced up to 6 – 10 orders of magnitude
over conventional Raman spectroscopy. As a result, the
SERS technique provides a comparable sensitivity with
fluorescence detection. In order to understand the enhance-
ment mechanisms, it is instructive to refer to the following
equation:

P = αE (1)

where P is the induced dipole moment, α is the molecu-
lar polarizability, and E is the incident electric field. The
Raman scattering intensity (I) is proportional to the square
of the induced dipole moment (P).

I = P2 (2)

Raman enhancement can take place by either increas-
ing the electric field (E) experienced by the molecule
(electromagnetic enhancement) or by changing the molec-
ular polarizability of the adsorbate (chemical enhance-
ment). The electromagnetic enhancement mechanism is
explained by a phenomenon known as surface plasmon
resonance. Surface plasmons are oscillations of conduc-
tion band electrons at a metal surface. At the surface
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Biosensors Using Surface-Enhanced Raman Scattering, Figure 2
Schematic diagram of the experimental set-ups comprising a PDMS
microfluidic channel and a microstage: (a) A schematic view of a 3D ser-
pentine PDMS channel and four measurement spots along the channel dis-
tance: (a) at 0.15 mm, (b) at 28.5 mm, (c) at 68.4 mm, and (d) at 105.7 mm.
(b) the optical arrangements for focusing the laser on the PDMS channel on
the stage of confocal Raman microscope

plasmon resonance frequency, conduction band electrons
move easily producing a large oscillation in the local elec-
tric field intensity. The surface plasmon frequency strongly
depends on surface morphology (size and shape of parti-
cles), the dielectric properties of the metal, and the wave-
length of the incident light. Electromagnetic effects are
known to be decreased as a function of 1/r3 distance from
the surface. Chemical enhancement involves the bond for-
mation between the analyte and the metal surface. This
bond makes it possible to transfer charge from the metal
surface to the adsorbate molecule and this effect increases
the molecular polarizability of the molecule. There have
been many experimental evidences that both effects play
a key role on the SERS effects. However, it is gener-
ally believed that electromagnetic enhancement may have
a greater part to play than chemical enhancement. The
main analytical advantages of SERS are enhanced sensi-
tivity, surface specificity, and fluorescence noise reduction.
Furthermore, it is possible to simultaneously detect multi-
plex analytes using SERS since its signals are much nar-
rower than fluorescence bands.

However, the quantitative application of SERS is known
to be very difficult because it is very hard to control the
experimental conditions such as the degree of aggrega-
tion, the particle sizes of metal colloids, and the inhomo-
geneous distributions of molecules on the metal surface.
As a result, under ordinary sampling conditions, the pre-
cision expected from a SERS experiment is very poor.
On the other hand, a highly precise quantitative mea-
surement can be obtained if continuous flow and homo-
geneous mixing conditions between analytes and silver
nanoparticles are maintained. For this purpose, a func-
tional microfluidic channel for the efficient mixing of
analytes and aggregated silver colloids. Under the opti-
mum conditions of using an an efficiently designed mixing
channel and flow velocity, the quantitative SERS detec-
tion of analytes can be achieved under flowing condi-
tions. This analytical method provides fast and repro-
ducible results for the quantitative measurement of ana-
lytes at low detection levels. For example, the GC/MS
or HPLC analysis requires longer than ten minutes for
the sample pretreatments and measurements. On the other
hand, only thirty seconds are needed when the SERS
detection technique is applied. The SERS detection, in
combination with microfluidic technology, can applied to
the highly sensitive biological/environmental trace analy-
ses.

Basic Methodology

Fabrication of an Alligator Teeth-Shaped PDMS Channel

Microfluidic channels are fabricated by stacking two
PDMS layers that have upper and lower teeth patterns.
These layers are produced by the pattern replication from
mould masters. Two epoxy-based photoresist (EPON)
mould masters, including upper and lower teeth patterns,
were fabricated. By pouring the mixture of PDMS pre-
polymer and curing agent in a 10 : 1 ratio onto the lower
mould master and by curing for 2 h on the hot plate at
80 ◦C, the patterned thick layer (thickness: 1.0 cm) with
a lower pattern is constructed. The layer with upper teeth
pattern is fabricated by the compression micro-moulding
of PDMS elastomer. The PDMS pre-polymer is poured
onto the mould master and compressed with transparent
film and an aluminum disk. Then it is cured for 2 h. The
thin upper layer (thickness: 200 μm) is produced by sepa-
rating it from the mould master. For the bonding of upper
and lower layers, the surfaces of both layers are activated
in the oxygen plasma. Then it is aligned using the house-
made aligner. Methanol is used as a surfactant between
both layers. Finally, the cover glass is stacked onto the
upper layer.
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Biosensors Using Surface-Enhanced Raman Scattering, Figure 3 Raman profiling spectra and corresponding peak area changes for the
C−O/C−C stretching modes of an ethanol-isopropanol mixture in a 3D serpentine channel. The upper number denotes the channel distance beyond
the T-junction spot of the channel

Preparation of Silver Nanocolloids

Silver colloids are prepared by the method, as is recently
reported by Leopold and Lendl. Here silver nitrate is
reduced by hydroxylamine hydrochloride. The advan-
tages of the hydroxylamine hydrochloride-reduced silver
colloid are in its fast preparation at room temperature
and its immediate applicability for SERS. First, 5 mL of
hydroxylamine hydrochloride (3.0× 10−2 M) is dissolved
in 84 mL of triply distillated water and then 1 mL of
sodium hydroxide (1.7× 10−3 M) is added to maintain an
alkaline pH condition. Next, 10 mL of silver nitrate solu-
tion (1.0× 10−3 M) is added dropwise to the solution with
continuous stirring. The solution is continuously stirred for
additional 20 min. UV/Vis spectroscopy and TEM were
used to characterize the particle size of produced col-
loids. Figure 1 shows the TEM, AFM images and UV/Vis
absorption and Raman spectra of SERS-active colloidal
nanoparticles.

SERS Detection

SERS measurements are performed using a Raman
microscope system. An argon ion laser operating at
λ= 514.5 nm is generally used as the excitation source.
The Rayleigh line is removed from the collected Raman
scattering by a holographic notch filter located in the col-
lection path. Raman scattering signal is detected using

a charge-coupled device (CCD) camera or photomultiplier
tube (PMT). In Raman microscope, an additional CCD
camera is fitted to an optical microscope to obtain opti-
cal images. A two-slit confocal arrangement is used to
reduce the background Raman scattering from the unfo-
cused laser beams. Although the laser beam is focused on
the middle of the micro channel, i. e., the section between
the top and the bottom in the z direction, the Raman sig-
nal from a small volume of chemicals in the micro channel
cannot be completely separated from the signals originat-
ing from the surrounding PDMS material. To resolve this
problem, all the Raman spectra are measured in the con-
focal mode. In the Raman system, the function of the pin-
hole is replaced by the cooperation of the entrance slit and
the pixels in the CCD detector. Using the confocal tech-
nique, the background stray light, due to any out-of-focus
regions of the PDMS, is effectively removed. The silver
colloids and biological analytes are introduced into the
channel from microsyringes connected by tubes to the inlet
pipettes. The flow rate is controlled by using a microsy-
ringe pump. The confocal SERS is measured after the ana-
lytes are effectively adsorbed on the silver nanoparticles
by traveling the upper and lower alligator teeth-shaped
microfluidic channel. Confocal SERS microscopy can be
used as a highly sensitive sensing technique for the detec-
tion of non-fluorescent biological samples in a PDMS
microfluidic channel.



124 Biosensors Using Surface-Enhanced Raman Scattering

Biosensors Using Surface-Enhanced Raman Scattering, Figure 4 Schematic illustration of the alligator teeth-shaped microfluidic channel. The
confluent streams of silver colloids and trace analytes were effectively mixed in the channel through the triangular structures, which are located on the
upper and lower surfaces of the channel in a zigzag manner. The flow rate was 5 μL/min. (a) SER spectra for increasing concentrations of cyanide ion in
the microfluidic channel: (a) 0 ppb, (b) 1 ppb, (c) 5 ppb, (d) 50 ppb, (e) 100 ppb, (f) 200 ppb, and (g) 300 ppb. (b) Variation of C ≡ N stretching peak area
as a function of cynide ion concentration. (correlation coefficient, R = 0.991)

Key Research Findings

In situ Monitoring of Chemical Reaction
Using Raman Microscopy

Laser-induced Raman microscopy can be used to moni-
tor a chemical reaction in a microfluidic channel. In situ
monitoring of imine formation reaction in a glass microflu-
idic chip was previously performed. In order to moni-

tor the diffusion process in a microfluidic channel, the
Raman spectra are measured at various points along the
channel with a constant flow rate. Time-dependent Raman
spectra are also measured without flow in order to mon-
itor the variation of Raman peaks to a complete conver-
sion. The disappearance of the C= O stretching peak at
1700 cm−1 of the reactant, benzaldehyde, and the appear-
ance of the Raman peak for the product, an imine, at
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Biosensors Using Surface-Enhanced Raman Scattering, Figure 5 (a) Confocal SER spectra of 1 : 1 duplex DNA oligomer mixtures (Cy3-labeled SRY
and TAMRA-labelled SPGY1) measured at different concentrations. The flow velocity was 74.08 mm/sec. (b ) Confocal SER spectra of different molar
ratios of duplex DNA oligomer mixtures. The molar ratio between Cy3-labeled SRY and TAMRA-labelled SPGY1 is (a) 1 : 3, (b) 1 : 2, (c) 1 : 1, (d) 2 : 1, and
(e) 3 : 1, respectively. The flow velocity was 74.08 mm/sec. The insert shows the variation of peak area ratio (I1469/I1650) as a function of SRY/SPYG1
molar ratio

1628 cm−1 have been successfully monitored. In addition,
the intensity increases of three phenyl-stretching modes
in the 1550 – 1630 cm−1 region have also been observed.
The increase of Raman intensity for this vibrational mode
is caused by an effective π electron conjugation between
two phenyl rings through the −C= N− bridging group
of the product. Laser-induced Raman microscopy enables
us to monitor in situ product formation as well as to get
detailed structural information in a microfluidic channel.
Laser-induced Raman microscopy is considered as a very
sensitive detection technique with a high spatial resolution
for the in situ monitoring of organic reaction in a microflu-
idic channel system. Figure 1 shows in situ Raman mon-
itoring of imine formation reaction in a microfluidic sen-
sor and the optical arrangement for laser focusing on the
microfluidic channel of the channel.

Analysis of Passive Mixing Behavior in a PDMS Microfluidic
Channel Using Confocal Raman Microscopy

A rapid mixing of the fluids flowing through a microflu-
idic channel is very important for various applications of
microfluidic systems, and a number of devices have been
designed to enhance the mixing on the microscale. To
use this channel as a microchemical reactor, it is very
important to continuously monitor the chemical changes
of reaction mixtures in the channel. Confocal Raman
Microscopy (CRM) offers a promising route to achieve
this goal, since it provides a direct measurement of the

conversion process from reactant to product. The appli-
cability of CRM for effective evaluation of the mixing
efficiency in a recently developed 3D serpentine chan-
nel has been studied. Figure 2a shows a schematic view
of a 3D serpentine PDMS channel and four measure-
ment spots along the channel distance. Figure 2b shows
the experimental set-up for the confocal Raman measure-
ments on the confluent streams in the microfluidic chan-
nels. These two streams were introduced into the PDMS
channel from micro syringes connected by tubes to the
inlet pipettes. The flow rates were controlled simultane-
ously using a KD Science micro syringe pump. For the
confocal Raman spectroscopic measurements, no fluores-
cence dye was used during the signal measurements. Fig-
ure 3 shows the changes of profiling Raman spectra along
the channel distance in the 3D serpentine channel. Ethanol
and isopropanol were used for the test of mixing process
in the Raman spectroscopy. The results show that the fast
mixing behavior of the confluent laminar streams in the
3D serpentine channel that are driven by chaotic advection
can be successfully evaluated using the confocal Raman
profiling technique.

Ultra-Sensitive Trace Analysis of Cyanide Ion Water Pollutant
in a PDMS Microfluidic Channel Using SERS Microscopy

Cyanide ion is one of the most hazardous toxic pollutants
in ground waters. It is mainly discharged from the indus-
tries such as gold mining, electroplating, printing, tex-
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tiles and leather manufacturing. Thus, it is very important
to develop a highly sensitive detection system for mon-
itoring trace amounts of cyanide ion in ground waters.
SERS spectroscopic technique for a rapid and sensitive
trace analysis if cyanide ion water pollutant in an alligator-
teeth shaped PDMS microfluidic channel. The confluent
streams of silver colloids and trace analytes were effec-
tively mixed in the channel through the triangular struc-
tures, which are located on the upper and lower sur-
faces of the channel in a zigzag manner. The flow rate
was controlled using a microsyringe pump. In this work,
an alligator teeth-shaped PDMS channel has been fabri-
cated and the SERS detection method has been used to
achieve highly sensitive analyte detection. SERS detec-
tion, in combination with Lab-on-a-Chip technology, has
been applied to the trace analysis of cyanide ion water pol-
lutant. Compared with other methods for the trace analysis
of cyanide ions, the detection sensitivity was enhanced by
several orders of magnitude. Figure 4 shows the adsorp-
tion process of cyanide ions on the silver nanoparticles
in a PDMS microfluidic channel. The limit of detection
(LOD) is determined to be in the 0.5 – 1.0 ppb range from
three standard deviations above the backgrounds.

Quantitative Analysis of Methyl Parathion Pesticides
Using Confocal SERS

A quantitative analysis of the methyl parathion pesticides
is performed based on the measured SERS peak height at
1246 cm−1. This method has a detection limit of 0.1 ppm.
This value satisfies the requirement recommended by the
Collaborative International Pesticides Analytical Coun-
cil (CIPAC) for the determination of methyl parathion
in pesticide formulations. This study demonstrates the
feasibility of using confocal SERS for the highly sensi-
tive detection of methyl parathion pesticides in a PDMS
microfluidic channel. Raman peak, centered at 1246 cm−1,
is used as a quantitative evaluation of methyl parathion
pesticides. A very good linear response is found in the con-
centration range 0.1 – 1 ppm. The limit of detection (LOD)
is determined to be 0.1 ppm assessed from five standard
deviations above background. Compared to other meth-
ods for the trace analysis of methyl parathion pesticides,
the LOD is enhanced by several orders of magnitude.
We expect this analytical technique can be successfully
applied to highly sensitive bioanalysis as well as to other
trace analysis.

Quantitative Analysis of Duplex Dye-labelled DNA Oligonucleo-
tides in a PDMS Microfluidic Sensor Using Confocal SERS

Rapid and highly sensitive detection of duplex dye-
labelled DNA sequences in a PDMS microfluidic chan-

nel is investigated using confocal SERS microscopy. This
method does not need either an immobilization procedure
or a PCR amplification procedure, which are essential for
a DNA microarray chip. Furthermore, Raman peaks of
each dye-labelled DNA can be easily resolved since they
are much narrower than the corresponding broad fluores-
cence bands. To find the potential applicability of confocal
SERS for sensitive bio-detection in a microfluidic chan-
nel, the mixture of two different dye-labelled (TAMRA
and Cy3) sex determining Y genes, SRY and SPGY1, is
adsorbed on silver colloids in the alligator-teeth shaped
PDMS microfluidic channel and its SERS signals are mea-
sured under flowing conditions. Its major SERS peaks
were observable down to the concentration of 10−11 M.
In the present study, we explore the feasibility of con-
focal SERS for the highly sensitive detection of duplex
dye-labelled DNA oligonucleotides in a PDMS microflu-
idic channel. Figure 5a shows the confocal SERS spectra
of 1 : 1 DNA oligomer mixture adsorbed on colloidal sil-
ver at the constant flow velocity. According to our spectral
data, the LOD of duplex oligomer mixture is estimated to
be 10−11 M. Figure 5b also illustrates the confocal SERS
spectra for different molar ratios of two oligonucleotides in
a microfluidic channel. Different amounts of Cy3-labeled
SRY (from 1.65× 10−10 to 1.5× 10−9 M) are added to
the constant concentration of TAMRA-labelled SPGY1
(5.0× 10−10 M) to control the molar ratio between SRY
and SPGY1 to be 1 : 3, 1 : 2, 1 : 1, 2 : 1, and 3 : 1, respec-
tively. The TAMRA peak at 1650 cm−1 is used as an inter-
nal standard and the variations of Cy-3 Raman peaks at
1588, 1469 and 1393 cm−1 are monitored for their dif-
ferent molar ratios. The intensities of those Raman peaks
increase concomitantly with the increase in the concentra-
tion of Cy3-labeled SRY. In particular, the Raman peak at
1469 cm−1 can be used for the quantitative evaluation of
SRY since it does not overlap with any Raman peaks of
SPGY1. The insert in Fig. 5b shows the linear response
of peak area ratio (I1469/I1560) with the changes in the
molar ratio of duplex DNA oligonucleotides. This means
that the highly sensitive quantitative detection of duplex
DNA oligonucleotide mixtures in a microfluidic channel is
possible using the confocal SERS microscopic technique.

Future Directions for Research

In order to apply the SERS sensor to biological analysis,
the problem for high throughput screening (HTS) should
be solved. In the case of DNA microarray, the throughput
is around 16 h for 1 mill oligonucleotide hybridizations.
There are two possible ways to apply the microfluidic sys-
tem to a high-throughput screening (HTS) of biological
analysis. First, a multi-parallelization microfluidic channel
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can be used for this purpose. Second, a biological assay
can be performed in series by rapidly injecting the sample
solutions one after the other. In this case, several thousand
assays are possible within a period of a few hours if the
injection time is less than 1 s.
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� Nanoparticles
� Microfluidic Optical Devices

References
1. Ruperez A, Laserna JJ (1996) Surface Enhanced Raman Spec-

trocopy. In: Laserna JJ (ed) Modern Techniques in Raman Spec-
troscopy. Wiley, Chichester

2. Pelletier MJ (1999) Introduction to Applied Raman Spec-
troscopy. In: Pelletier MJ (ed) Analytical Applications of Raman
Spectroscopy. Blackwell Science, Oxford

3. Smith E, Dent G (2005) Surface Enhanced Raman Scattering and
Surface Enhanced Resonance Raman Scattering. In: Smith E (ed)
Modern Raman Spectroscopy. Wiley, Chichester

4. Zhao J, Zhang XY, Yonzon CR, Haes AJ, Van Duyne RP
(2006) Localized Surface Plasmon Resonance Biosensors.
Nanomedicine 1:219–228

5. Zhang XY, Young MA, Lyandres O, Van Duyne RP (2005)
Rapid Detection of an Anthrax Biomarkers by Surface-enhanced
Raman Spectroscopy. J Am Chem Soc 127:4484–4489

6. Lee M, Lee JP, Rhee H, Choo J, Chai YG, Lee EK (2003) Appli-
cability of Laser-Induced Raman Microscopy for In-Situ Moni-
toring of Imine Formation in a Glass Microfluidic Chip. J Raman
Spectrosc 34:737–742

7. Lee D, Lee S, Seong GH, Choo J, Lee EK, Gweon DG,
Lee S (2006) Quantitative Analysis of Methyl Parathion Pesti-
cides in a PDMS Microfluidic Channel Using Confocal Surface-
Enhanced Raman Spectroscopy. Appl Spectrosc 60:373–377

8. Yea GH, Lee S, Kyong JB, Choo J, Lee EK, Joo SW, Lee S
(2005) Ultra-Sensitive Trace Analysis of Cyanide Water Pollu-
tant in a PDMS Microfluidic Channel Using Surface-Enhanced
Raman Spectroscopy. Analyst 130:1009–1011

9. Yea GH, Lee S, Choo J, Oh CH, Lee S (2006) Fast and Sensitive
Analysis of DNA Hybridization in a PDMS Microfluidic Chan-
nel Using Fluorescence Resonance Energy Transfer. Chemical
Communication of RSC, UK 1509–1511

10. Park T, Lee S, Seong GH, Choo J, Lee EK, Kim YS, Ji WH,
Hwang SY, Gweon DG, Lee S (2005) Highly Sensitive Sig-
nal Detection of Duplex Dye-labelled DNA Oligonucleotides in
a PDMS Microfluidic Chip: Confocal Surface-Enhanced Raman
Spectroscopic Study. Lab Chip 5:437–442

Biotechnology

� Biomimetics

Bioterrorism

� Lab-on-Chip Devices for Biodefense Applications

Biothreat

� Lab-on-Chip Devices for Biodefense Applications

Biotransducer

Definition

The biotransducer is the functional heart of a biosen-
sor system. The biotransducer comprises the molecular
biospecificity of the biorecognition membrane layer and
the signal generating capability of the physicochemical
transducer. The reproducible, intimate linking of these two
parts across an interface is a key distinguishing quality of
biotransducers.
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Bipolar Membrane

Definition

An ion-exchange membrane that consists of a layered ion
structure. This typically consists of a cation exchange layer
and an anion exchange layer. The use of a bipolar mem-
brane enables many functionalities to be used such as anti-
fouling, water dissociation, and the separation of ions.
Bipolar membranes are typically unstable in high current
environments.

Cross References

� Ion Exchange Membranes

Bistability

Definition

Capability to remain, without an external control action, in
either one of two different stable states.
Bistability is a useful property in diverter valves with two
outlets when operating in two alternative regimes, the sup-
plied fluid leaving in each regime mainly through one of
them. If the microfluidic valve operates at Reynolds num-
bers – related to the conditions in the inlet – higher than
∼ 1000, the bistability may be obtained without use of any
movable components in the valve, using the Coanda effect
of alternative attachment of a fluid jet to one of two mutu-
ally opposed attachment walls. The bistable valves may be
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a very useful part of sampling units used in microfluidic
systems for combinatorial chemistry testing.

Cross References
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Blending

� Microfluidic Mixing

Block Copolymerization

Synonyms

Block heteropolymerization

Definition

Polymerization reaction of blocks of different polymerized
monomers.

Cross References
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Boiling and Evaporation in Microchannels
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Synonyms

Flow boiling in microchannels; Flow boiling in narrow
channels

Definition

Flow boiling in a microchannel refers to the boiling of
a liquid, caused by the addition of heat through the chan-
nel walls, as it flows through a microchannel resulting in
a net vapor generation at the exit.

Overview

�Microchannels are defined on the basis of the following
definition by Kandlikar and Grande [1]:

Conventional channels: D > 3 mm
Minichannels: 3 mm � D > 200 μm
Microchannels: 200 μm � D > 10 μm
Transitional channels: 10 μm � D > 0.1 μm
Transitional microchannels: 10 μm � D > 1 μm
Transitional nanochannels: 1 μm � D > 0.1 μm
Nanochannels: 0.1 μm � D

where D is the minimum channel dimension. This article
deals with the change of phase of a liquid due to heat
transfer from the channels walls while it flows through
a microchannel.
The boiling process refers to nucleation of vapor bubbles
and their growth resulting from heat transfer from a heated
wall. Evaporation refers to change of phase from liquid
to vapor at the liquid–vapor interface. Boiling is further
classified as pool boiling, which refers to boiling in a pool
of liquid, and flow boiling, which refers to boiling with an
impressed flow.
Flow boiling in microchannels is essentially similar to
the flow boiling process in �conventional sized channels.
Some differences are noted due to the effect of small chan-
nel dimensions on the flow boiling process resulting in
a large surface area to flow volume ratio [2]. The sur-
face tension forces become important at these scales as
compared to the gravitational forces. This makes the boil-
ing process in microchannels less dependent on gravity
and orientation. Flow boiling in microchannels is therefore
seen as a desirable heat transfer mode in �microgravity
environments.
Applications of microchannel boiling process using low-
pressure water [3] or a dielectric hold great promise for
chip cooling applications. The high heat transfer coeffi-
cients coupled with large heat-carrying capacity due to
latent heat removal present an attractive cooling option.
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The smaller channel dimensions also shift the flow towards
lower Reynolds number. In general, there is a lack of avail-
able experimental data for heat transfer in microchannels
and a need exists to generate new experimental data to
cover the overall shift in the Reynolds numbers, heat flux
and mass flux in practical applications.

Basic Methodology

Flow boiling in microchannels is currently at the research
stage. The experimental methods employed are evolv-
ing as temperature and pressure measurements in the
microchannels require deployment of sensors that are
microfabricated. For this reason, silicon microchannels
with embedded pressure and temperature sensors are being
pursued. This is an area where further research is needed to
establish the measurement techniques. Metal and ceramic
heat exchanger devices are also being fabricated using
advanced micromachining and chemical/laser etching and
machining processes.

Key Research Findings

Heat Transfer During Flow Boiling in Microchannels

A limited number of experimental studies are available on
flow boiling in microchannels using copper and silicon as
the substrate over a limited range of heat and mass fluxes
for a few fluids (water being the most widely used work-
ing fluid), e. g. Pokharna et al. [3], Lee and Mudawar [4],
Kosar et al.[5], Hetsroni, et al.[6]. Early studies indicated
that the heat transfer at lower mass flux and lower quality
conditions is dominated by the nucleate boiling process as
in the case of pool boiling. As more data become avail-
able, it is seen that the heat transfer exhibits the nucleate
boiling dominant mode under low mass flux, low quality
conditions, while it appears to be dependent on mass flux
and independent of heat flux at higher mass fluxes and
higher qualities, as in the case of the convective boiling
dominant mode. However, the experimental data are seen
to have a larger uncertainty band as compared to the flow
boiling data in conventional sized channels due to difficul-
ties in measuring local temperature, pressure and channel
dimensions accurately. As the instrumentation, measuring
techniques and experimental procedures are refined, more
reliable data are expected to become available in the com-
ing years. Further information on the research needs in this
area is given by Kandlikar [2].

Heat Transfer Correlations for Flow Boiling
in Minichannels and Microchannels

The flow boiling process in microchannels and minichan-
nels has been studied over a limited range of heat and

mass fluxes (mostly at the lower ends of their respective
ranges employed in macroscale channels). In this range,
some authors have found pool boiling type correlations to
work well, while others have found the influence of con-
vective effects. The following correlation is an extension
of the Kandlikar correlation for large-diameter tubes that
is derived from the low mass flux data available in the lit-
erature. In the higher mass flux regions, corresponding to
the higher all-liquid Reynolds number, the correlation is
expected to follow the trends in larger diameter tubes. The
overall correlations for microchannels in different regions
are given below [7].

Terminology

hTP – two-phase heat transfer coefficient, x – quality, q –
heat flux, G – mass flux, hLV – latent heat of vaporization,
ρ – density, k – thermal conductivity, Dh – hydraulic diam-
eter, and Co= [(1− x)/x]0.8[ρV/ρL]0.5, Bo= q′′/(GhLV),
ReLO = G(1− x)Dh/μL, FrLO = G2/(ρ2

LgDh) and
NuLO = (hLODh/k). Subscripts CBD and NBD refer to
nucleate boiling dominant and convective boiling domi-
nant regions respectively, and L and V refer to liquid and
vapor, respectively.
For flow boiling in microchannels and minichannels, heat
transfer correlations in the NBD and CBD regions are
given below:

hTP,NBD = 0.6683 Co−0.2(1− x)0.8f2(FrLO) hLO

+ 1058 Bo0.7(1− x)0.8 hLOFFL (1)

hTP,CBD = 1.136 Co−0.9(1 − x)0.8f2(FrLO) hLO

+ 667.2 Bo0.7(1− x)0.8hLOFFL (2)

The flow boiling heat transfer coefficient hTP is then
related to hTP,NBD and hTP,CBD depending on the flow
regions under all-liquid flow conditions as described
below.

Region I

Turbulent flow region: ReLO � 3000

hTP = larger of
(
hTP,NBD, hTP,CBD

)
(3)

hLO is given by:
For 104 � ReLO � 5×106, Petukhov and Popov correla-
tion:

hLO = ReLO PrL( f /2)(kL/D)

1+ 12.7
(

Pr2/3
L −1
)
( f /2)0.5

(4)
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For 3000 � ReLO < 104, Gnielinski correlation:

hLO = (ReLO−1000) PrL( f /2)(kL/D)

1+ 12.7
(

Pr2/3
L −1
)
( f /2)0.5

(5)

The friction factor f in the above equations is given by

f = [1.58 ln(ReLO)− 3.28
]−2 (6)

Region II

Transition region: 1600 � ReLO < 3000

hTP = larger of (hTP,NBD, hTP,CBD) (7)

With hLO taken from linear interpolation between the tur-
bulent value using the Gnielinski correlation (given under
Region I above) and the appropriate laminar value (for
q′′ = C or T = C) using hLO = (NuLOk/Dh).

Region III

Laminar flow region: 100 � ReLO < 1600

hTP = larger of (hTP,NBD, hTP,CBD) (8)

With hLO taken from the appropriate laminar value (for
q′′ = C or T = C) using hLO = (NuLOk/Dh).

Region IV

Deep laminar flow region: ReLO < 100

hTP = hTP,NBD (9)

Fluid-Surface Parameter, FFL

The fluid surface parameters in Eqs. (1) and (2) are given
in Table 1, with hLO taken from the appropriate laminar
value (for q′′ = C or T = C) using hLO = (NuLOk/Dh).

Critical Heat Flux

During the flow boiling process, the walls of the channel
are generally covered with liquid or a liquid film, occa-
sionally exposing the walls to the vapor phase followed by
rewetting with the liquid. At certain conditions, the liquid
fails to rewet the walls leading to the condition of dryout.
Since the vapor is unable to cool the wall as effectively as
a liquid-covered wall, the local wall temperature may rise
uncontrollably with further addition of heat.
The heat flux at this condition is referred to as the
�critical heat flux, or �CHF. It depends on the
flow conditions, channel geometry, local quality, fluid
properties, channel material and flow history. Bergles

Boiling and Evaporation in Microchannels, Table 1 Values of FFl (fluid-
surface parameter) in the flow boiling correlations (Eqs. (1) and (2))

Fluid FFl

Water 1.00

R-11 1.30

R-12 1.50

R-13B1 1.31

R-22 2.20

R-113 1.30

R-114 1.24

R-134a 1.63

R-152a 1.10

R-32/R-132 3.30

R-141b 1.80

R-124 1.00

Kerosene 0.488

and Kandlikar [8] discuss the CHF in microchannels
from a systems perspective. It is important to estab-
lish CHF condition as a function of the mass flux and
quality for a given system to ensure its safe opera-
tion. Qu and Mudawar [9] presented CHF data with
water in 21 parallel minichannels of 215 μm× 821 μm
cross-section over a range of G = 86− 268 kg/(m2s)
and q′′ = 264− 542 kW/m2, x = 0.0− 0.56, and Pin =
121.3− 139.8 kPa. Kosar et al. [5] present low-pressure
water data in microchannels enhanced with reentrant cav-
ities. Also, the correlation by Katto [10] developed for
large channels may be applied for approximate CHF esti-
mation in the absence of an established CHF correlation
for microchannels.

Future Directions for Research

Flow boiling in microchannels is currently in the research
phase. Its applications include high heat flux removal in
advanced computer chips and high-power electronics and
electrical systems, pulsed power weapons systems, solid-
state lasers and phased-array radars and sensor arrays.
Microchannel heat exchangers for phase change applica-
tions offer the advantages of very compact design with
large volumetric energy transfer densities. It is especially
suited for the future 3D computer chip architecture by
incorporating the microchannels in multiple parallel con-
figurations. Other cooling arrangements which rely on the
surface cooling techniques, such as spray or jet cooling,
may not be suitable to the 3D configuration. Hot spot cool-
ing and integration with the device architecture is also
a possible application.
Another area that is expected to benefit by incorpora-
tion of microchannels is the refrigeration industry where
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the potential benefits resulting from material and space
savings will be quite significant. The high heat transfer
coefficients and compact design makes flow boiling in
microchannels very attractive in air liquefaction and cryo-
genic industries as well. It is expected that significant inno-
vations and new developments will occur in this field in the
near future.
One of the challenges faced in microchannel flow boiling
systems is the limit posed by the critical heat flux (CHF).
Establishing the CHF limits of the plain microchannels
and developing new enhanced geometries with higher
CHF limits is a priority that needs to be addressed in the
future before widespread application of microchannel flow
boiling systems can be considered.
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Boltzmann Equation

Definition

Boltzmann equation determines the evolution of the veloc-
ity distribution function and reads as where Q(ff ) is the
collision integral.
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Boltzmann’s Constant

Definition

A constant that relates temperature of a body to the thermal
energy retained within it; k = 1.3806504×10−23 J/K.
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Synonyms

Boundary element method; Boundary integral approaches

Definition

The boundary element method is a numerical method for
solving integral equations. These integral equations are the
integral representations of the governing equations of the
underlying physical problems, often formulated based on
the fundamental solutions of the problems.

Overview

The boundary element method (BEM) has been estab-
lished as a powerful numerical method for solving engi-
neering problems. Applications include, but are not limit
to, electromagnetics, elasticity, acoustics, potential and
viscous flow. In contrast to other numerical techniques, the
governing equations are cast into a set of integral equations
that are solved by collocation or Galerkin discretization.
A detailed description of this method can be found in [1].
One major advantage of the BEM is that it reduces the
dimensionality of the problem by one. Thus for the major-
ity of practical cases the simple boundary discretization
leads to a much smaller system of algebraic equations than
any domain method. Another advantage of the BEM is that
it can handle rapid transitions and steep gradients of fields
since the formulation only involves unknowns on sur-
faces. Given the reduced complexity of data preprocessing
(meshing) and smaller size of the resulting systems, the
BEM is an efficient method for solving many engineering
problems, especially for exterior problems and problems
with free surfaces or moving boundaries.
One disadvantage of the conventional BEM is that it gen-
erates a fully populated system matrix. Also, the compu-
tation of matrix entries involves singular and nearly sin-
gular surface integrals, which are difficult to compute.
This offsets some of the computer time saved by the
much reduced matrix size. The recently developed accel-
erated BEM approaches have overcome this difficulty by
combining matrix sparsification techniques, such as the

fast multipole method (FMM) [2] and the precorrected-
FFT technique [3], with iterative solvers. A central idea
in acceleration techniques is to approximate the matrix-
vector product by some computationally efficient means.
In the FMM, multipole and local expansion is used to
calculate the long-range interactions. In the precorrected-
FFT method, a uniform grid is used to represent the long-
range interactions. This grid representation allows the
fast Fourier transform to be used to efficiently perform
the computation. With these accelerated techniques, the
BEM has emerged as one of the most efficient numer-
ical methods for large-scale problems particularly those
with complex 3D geometry. Fast BEM codes have been
developed and applied successfully in a variety of applica-
tions including the modeling of complex MEMS devices,
for example, the prediction of air damping in micro-
resonators [4].

Basic Methodology

Boundary Integral Formulation

The BEM starts with an integral formulation of the gov-
erning equation. As an illustration, consider the potential
problem governed by the Laplace equation:

∇2u = 0 (1)

An integral formulation of the Laplace equation reads

c(x)u(x) = −
∫

∂�

G(x, y)
∂u(y)
∂n(y)

dS(y)

+
∫

∂�

∂G(x, y)
∂n(y)

u(y)dS(y) (2)

where

c(x) =
⎧
⎨

⎩

1, x ∈ �
0, x /∈ (� ∪ ∂�)
α, x ∈ ∂�

In Eq. (2), � is the domain of the problem with boundary
∂�, n(y) is the outward normal vector at the field point y,
x is the evaluation point and α is the solid angle at x (it
equals 1/2 when x is a smooth surface point). G(x,y) is the
Green’s function of the Laplace operator which, in a 3D
space, is given by

G(x, y) = 1

4πr
, where r = |x− y| .

Note that all integrals in Eq. (2) are boundary integrals,
i. e., they involve only the boundary values of the depen-
dent variable and its derivatives. As such, this integral
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equation can be employed to obtain the unknown bound-
ary quantities based on the given boundary conditions. For
example, for Dirichlet problems, the unknown boundary
values are the normal derivatives of the potential, which
can be calculated by solving Eq. (2) with evaluation points
being on the boundary. Once all the boundary quantities
are obtained, the potential at any point inside the domain
is calculated again using Eq. (2) but with c(x) = 1.

Discretization

To numerically solve Eq. (2), one can employ either
the Galerkin scheme or the collocation scheme. In the
Galerkin scheme, Eq. (2) is satisfies in a weighted inte-
gral sense while in the collocation scheme, the integral
equation is satisfied at the chosen collocation points. For
simplicity, the collocation scheme is used to illustrate the
numerical implementation of the BEM.
First, the boundary of the problem domain is discretized
into a collection of elements. On each element, quanti-
ties are assumed to be simple functions, often polynomi-
als, which are fully determined by their nodal values. For
example, a constant element has only one node located at
its centroid. Over this element, quantities are assumed to
be constant determined by their values at the centroid. For
a general case at the i-th element

u =
p∑

j=1

Nju
(i)
j (3)

q = ∂u

∂n
=

p∑

j=1

Njq
(i)
j (4)

where Nj is the interpolation function, p is the number of

nodes of this element and u(i)j and q(i)j are the nodal values
at the j-th node of the i-th element. Substituting Eqs. (3)
and (4) into the integral formulation (2) and enforcing
Eq. (2) is satisfied at each node, a set of discretized equa-
tions in the form of Eq. (5) can be obtained:

c(xk)u(xk) = −
n∑

i=1

∫

�i

G(xk, y)
p∑

j=1

Nj(y)q
(i)
j dS(y)

+
n∑

i=1

∫

�i

∂G(xk, y)
∂n(y)

p∑

j=1

Nj(y)u
(i)
j dS(y) ,

k = 1, 2, · · ·m
(5)

In Eq. (5), n is the number of elements, �i denotes the i-th
element and m is the total number of nodes. This set of
equations can be rearranged into a matrix form:

[G] {q} − [H] {u} = 0 (6)

where G, H are matrices with entries being the element-
wise integrals of the product of the kernel function (G
and ∂G/∂n) and the interpolation functions, and u and q
are vectors comprised of nodal values of the potential and
its normal derivative respectively. Equation (6) is a linear
system that can be solved to obtain the unknown bound-
ary values at each node. These values together with the
given boundary conditions can be substituted into Eq. (2)
to obtain potentials at interior points.

Key Research Findings

Air Damping of Laterally Oscillating Micro-Resonators

Air-packaged micro-resonators are widely used in a vari-
ety of low-frequency applications such as accelerometers,
gyroscopes and sensors. In many of these applications, the
quality factor of the resonator, defined as the ratio of total
energy to energy dissipated per cycle, is a key performance
variable but is very difficult to predict. The problem is that
the dominant loss mechanism for many air-packaged res-
onators is viscous drag, and to predict drag it is necessary
to accurately determine the detailed air flow in these typi-
cally very complicated three-dimensional resonators.
A number of approximate analytic models for drag have
been developed, typically based on one-dimensional Cou-
ette or Stokes flow [5]. Such models give a good rough
estimate of the drag force but they can be insufficiently
accurate to correctly predict geometrical sensitivities. In
particular, these one-dimensional models do not account
for important finite size and edge effects. To account
for these effects accurately, a detailed 3D analysis of air
flow surrounding the resonators is necessary. This leads to
a problem with a domain which is bounded by the com-
plex resonator at one end and extends to infinity at the
other end. For such a problem, domain methods such as
the finite element method and the finite volume method,
etc., could be very inefficient and are not suitable. The
accelerated BEM, on the other hand, is a perfect method
for handling this problem.

Micro-Resonator

The comb drive micro-resonator used for this study is
shown in top and side view in Fig. 1. The main compo-
nents of the resonator are a shuttle structure comprised of
the connected back-to-back combs, two suspended folder
beams with one end anchored to the substrate, and fixed
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Boundary Element Method and its Applications to the Modeling of
MEMS Devices, Figure 1 Schematic view of a laterally oscillating res-
onator

comb drives. Table 1 lists some key dimensions of the res-
onator.
The shuttle structure can be moved to the left or right using
electrostatic forces generated by creating a potential dif-
ference between the shuttle and either the left or the right
fixed combs (shown in dark blue in Fig. 1). Once the shut-
tle moves away, the folded beams, acting as springs, bring
it back to its equilibrium position. This results in an oscil-
lating motion.

Macro Model

Based on its operation principle, the resonator can be mod-
eled as a simple spring–mass–dashpot system, as shown in
Fig. 2, with the shuttle being the proof mass, folder beams
being the spring and the surrounding air being the dashport
damper. The displacement of the proof mass can then be

Boundary Element Method and its Applications to the Modeling of
MEMS Devices, Table 1 Resonator dimensions

Finger gap 2.88 μm

Finger length 40.05 μm

Finger overlap 19.44 μm

Beam length 151 μm

Beam width 1.1 μm

Center plate
Side plate1 × 2
Side plate2 × 4

54.9× 19.26 μm2

28.26× 89.6 μm2

11.3× 40.5 μm2

Thickness 1.96 μm

Substrate gap 2 μm

Truss length 78 μm

Truss width 13 μm

Boundary Element Method and its Applications to the Modeling of
MEMS Devices, Figure 2 Spring–mass–dashpot model of a resonator

obtained by solving the second-order differential equation

meffẍ+ cẋ+ kx = Fapplied (7)

where x is the mass displacement measured from the equi-
librium position, meff is the effective mass, c is the damp-
ing coefficient, k is the stiffness of the spring and Fapplied
is the externally applied electrostatic force.
The frequency and the quality factor of the resonator are
related to the parameters as

f0 = 1

2π

√
k

meff
(8)

and

Q =
√

kmeff

c
(9)

The effective mass for the micro-resonator is easily deter-
mined from the geometry, given fabrication process infor-
mation and the density of the structure material which is
polysilicon in this case. Uncertainties in polysilicon’s elas-
tic material properties and manufacturing-induced resid-
ual stress make it difficult to predict the spring con-
stant, though the measured resonant frequency data can be
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combined with the computed effective mass to determine
a spring constant. What has been most difficult to deter-
mine from geometry and process information is the loss
in an air-packaged micromachined device, or equivalently
the dashpot constant for the spring–mass–dashpot model.
The difficulty is that loss in air-packaged microresonators
is primarily due to viscous drag, which in turn depends
on a very complicated air flow pattern. These issues will
be considered in more detail in subsequent sections, with
particular emphasis given to the issue of loss prediction.

Determination of Parameters

The effective mass for a spring–mass–dashpot model of
the resonator is related to geometry and the density of
the polysilicon. In particular, energy considerations and an
application of beam theory lead to a resonator effective
mass given by

meff = mp + mf + 12

35
mb + 1

4
mt (10)

where mp, mf are the masses of the shuttle and the mov-
ing fingers respectively, mb is the mass of the beams and
mt is the mass of the connecting truss. With the dimen-
sions shown in Table 1 and the density of ρ = 2300 kg/m3

for polysilicon, the effective mass of the system is
5.61× 10−11 kg.
A simple approach to computing the spring constant for
the resonator is to assume that the trusses joining the
folded beam segments (shown in light blue in Fig. 2) are
rigid. If there is no residual stress, beam theory predicts
a spring constant of

k = 4Eh
(w

L

)3
(11)

where E is the Young’s modulus of polysilicon, and h, w
and L are the thickness, the width and the length of the
beam respectively. If E is chosen to be 150 GPa, the calcu-
lated stiffness of the beam in our resonator is 0.454 N/m.
This value, together with the effective mass, would pre-
dict a natural resonant frequency of 14,321 Hz which is
far from the measured value of 19,200 Hz. This indicates
that either the stiffness or the mass was predicted wrong.
Because stiffness is more sensitive to measurement error
than mass (mass is linearly proportional to the beam width,
but stiffness is proportional to the cube of width) and it
also depends on residual stress and Young’s modulus of
polysilicon that are difficult to predict, it is reasonable to
assume that mass is more accurate than the prediction of
the stiffness. In addition, since the focus is on the issue of
modeling damping, the semi-empirically determined value
of 0.816 N/m, obtained from Eq. (8) using the effective

mass from Eq. (10) and the measured resonant frequency,
was used as the stiffness in this work.
The damping coefficient, c, caused by the drag force
exerted on the resonator by the air, can only be determined
if the air flow velocities are known. This requires the mod-
eling of the fluid field surrounding the resonator. In the fol-
lowing section several of the flow models that have been
used to compute resonator drag are discussed.

Flow Models

The frequency of operation is so slow that the open
air surrounding the resonator can be regarded as an
incompressible fluid. In addition, the characteristic length
(micrometers) and oscillation amplitude (35 nm) are both
small, resulting in a small Reynolds number (8× 10−5,
Re= ρUL/μ, where ρ and μ are the density and viscosity
of the fluid, U is a characteristic velocity and L is a char-
acteristic length, 2 μm in the resonator under study), so the
nonlinear inertial force will be negligible compared to the
viscous force. Finally, rarefaction effects are unlikely to be
significant, as the Knudsen number (Kn) for this resonator
is small (0.03, Kn= λ/L; λ is the mean free path of the gas
molecules, 0.065 μm). Thus, the fluid behavior is expected
to be accurately described by solutions of the incompress-
ible Stokes equations with no-slip boundary conditions.
For the oscillating resonator, the velocity is in sinusoidal
steady state and therefore the velocity u and the pressure
P of the fluid satisfy the frequency domain Stokes equa-
tion. The Stokes equation consists of the continuity equa-
tion and the linear momentum equation

i2π fρu(f ) = −∇P(f )+ μ∇2u(f ) (12)

∇ · u (f ) = 0 (13)

where u(f ) and P(f ) are complex amplitudes. For nota-
tional convenience, in the following the dependence on
frequency will be assumed, and not stated explicitly.
Note that in the case of steady flow, the only frequency-
dependent term, the inertial term on the left side of Eq. (8),
is zero.
To solve Eqs. (12) and (13) with oscillating velocity
boundary conditions, simple models such as the Couette
flow model and 1D Stokes model have been used. These
models ignore the finite size and edge effects, as both
of them model the device as two infinitely large parallel
plates with one (the proof mass) oscillating on the top of
the other (substrate). The Couette model further assumes
a steady flow, resulting in a linear velocity profile between
the plates. As shown later, the quality factor obtained by
these two models is over-predicted by a factor of two, indi-
cating the importance of 3D effects.
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To account properly for all the edge and finite size effects
and possible pressure gradients created by the motion of
plates, a full 3D analysis is required. With the infinite
domain and rather complicated resonator geometry, the
BEM accelerated with the precorrected-FFT technique is
chosen to numerically solve the 3D Stokes problem. To do
so, an integral formulation must be introduced first:

uj(x) = − 1

8πμ

∫

∂�

Gij(x, y)fj(y)dS(y) (14)

where ∂� is the surface of the resonator, and the Greens
function is given by

Gij(x, y) = δij

r
A(R) + x̂ix̂j

r3
B(R) (15)

A(R) = 2e−R(1+ 1

R
+ 1

R2
)− 2

R2

B(R) = −2e−R(1 + 3

R
+ 3

R2
)+ 6

R2

R = λr .

In Eq. (14), uj(x) is the j-th component of the velocity vec-
tor at the evaluation point x, f is the Stokeslet density func-
tion, and the real part of f corresponds to the real part of
the surface traction if there is a single moving object that
rigidly moves in the fluid, x̂i is the i-th component of the
relative position vector between the evaluation point and
the field point, i. e., x̂i = yi − xi, and λ is the frequency
parameter which is defined as

λ2 = i
2π fρ

μ

Numerical Solution of 3D Stokes Model

The surface of the resonator is discretized into n small ele-
ments. A collocation scheme and constant elements were
employed. A system of equations for the unknowns is
derived by insisting that the integral Eq. (4) is satisfied
exactly at each element centroid. The result is a linear sys-
tem which relates the known quantities (velocity u) to the
unknown quantities (traction force f ), as in

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

u1

u2

...
un

⎫
⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎭

= P(ω)

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

f1

f2

...
fn

⎫
⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎭

(16)

where ui and f i are the velocity and traction force for the
i-th element, and P is a 3n× 3n dense matrix whose ele-
ments are given by

Pij
kl =
∫

�j

[
δklA(R)

r
+ (x

i
k − yk)(xi

l − yl)B(R)

r3

]

ds

k, l = 1, 2, 3 . (17)

Here, xi denotes the centroid of the i-th element and �j

denotes the surface of the j-th element.
The dense linear system in Eq. (16), without any sparsi-
fication, could be very expensive to solve for large-scale
systems. The computational time of a direct solver, for
example, the Gaussian elimination, grows as the cube
of the number of unknowns. For the resonator exam-
ple, there are near 60,000 unknowns in the discretization
shown in Fig. 3. Gaussian elimination would require more
than 300,000 gigaflops to solve. In addition, the mem-
ory required to store the matrix grows as the square of
the number of unknowns, and for the resonator example
it would require more than 40 gigabytes.
Even with an iterative method which does not use the
entries of the matrix P explicitly, but only requires matrix-
vector products, the cost of computing dense matrix-
vector products grows with the square of the number of
unknowns. So just using an iterative method still results
in a computationally expensive algorithm. However, there
are a number of techniques for quickly computing approx-
imate matrix-vector products for matrices associated with
discretized integral equations.
The FastStokes program [6, 7] was used to compute
the drag forces on the micro-resonator shown schemati-
cally in Fig. 2. FastStokes combines the iterative method
GMRES [8] with the precorrected-FFT [3] technique for
computing fast matrix-vector products. The discretized, or
meshed, structure is shown in Fig. 3. Note that both the

Boundary Element Method and its Applications to the Modeling of
MEMS Devices, Figure 3 The meshed resonator
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Boundary Element Method and its Applications to the Modeling of MEMS Devices, Figure 4 A convergence plot of the simulated drag force

Boundary Element Method and its Applications to the Modeling of
MEMS Devices, Table 2 A comparison of drag force

Drag (pN) Bottom Side Top

Couette 424.37 57.33 0

1D Stokes 437.93 57.37 52.67

FastStokes 510.72 294.50 142.80

polysilicon structures and the substrate are discretized, for
a total of 20,148 panels.
The viscous drag forces on the resonator oscillating at
f = 19,200 Hz were computed using progressively finer
discretizations, to ensure that the discretization error was
sufficiently small. Figure 4 is a plot of how the drag force
converges with discretization refinement. As is clear from
the plot, the results have converged to within 1% with
as few as 10,000 panels. For these simulations, the kine-
matic viscosity and the density of air were assumed to be
0.157 cm2/s and 1.177 kg/m3 respectively.
Table 2 shows the distribution of drag forces obtained from
FastStokes (with a total of 36,700 panels) together with
results obtained from the Couette model and the 1D Stokes
model.
The contribution to the drag from the fluid between the
resonator and the substrate (denoted as the bottom force)
is predicted reasonably well by two simple 1D models. It
is not surprising that the two 1D models are in such close
agreement. The small gap (g = 2 μm) and slow motion

imply that the penetration depth, defined as the distance
over which the motion amplitude has dropped to 1% of
its maximum value, is 37 times larger than the gap. This
indicates that the flow between the resonator and the sub-
strate is fully developed and the velocity profile will be
reasonably predicted by the Couette model. That the two
1D models are so close also suggests that the difference
between the drag forces obtained from the 1D and 3D
models is mostly due to the finite size effects.
Both 1D models seriously underestimate the drag force
coming from the side. Due to the infinite-long plate
assumption, only drag coming from the fluid between fin-
gers is included in the 1D models. Result from the 3D cal-
culation indicates that side forces are a significant contrib-
utor to resonator drag.
In the Couette model, in order to satisfy zero velocity
at infinity, the velocity gradient at the top plate is zero.
Thus there is no drag force from the top flow. By includ-
ing the inertial term, the 1D Stokes model predicted about
52.67 pN of drag due to the fluid on the top. However, this
value is much smaller than the drag predicted from the 3D
Stokes model. This fact, again, indicates the significance
of the finite size effects on the drag force.

Results

Quality Factor The quality factor, Q, of the resonator
was calculated based on the computed drag force, the
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Boundary Element Method and its Applications to the Modeling of MEMS Devices, Figure 5 Drag force distribution on the resonator, bottom view

effective mass and the spring stiffness (9). Results are
shown in Table 3 together with the measurement data.
It is clear that both the Couette model and the 1D Stokes
model fail to predict the quality factor correctly. They
overestimated the value of the quality factor by a factor
of two. On the other hand, results from the 3D analysis
agree well with the experimental result, with an error of
10%. This indicates that 3D effects are profound in this
resonator. Figure 5 shows the detailed drag force distribu-
tion for the resonator. The drag force from the ambient air
on the top of the resonator contributes 15.7% to the total
drag, and the drag force from the air between the resonator
and the substrate contributes 55% to the total drag. Side
forces contribute almost 29.3%.

Impact of Frequency on Drag Force It is of inter-
est to find out if the unsteady Stokes solver is neces-
sary for computing drag forces on resonators because the
unsteady Stokes solver is more expensive than a steady

Boundary Element Method and its Applications to the Modeling of
MEMS Devices, Table 3 Quality factor of the resonator: simulation
results and experimental data

Method Total drag (pN) Q

Couette 481.70 58.9

1D Stokes 547.97 51.8

FastStokes 948.02 29.7

Measurement 27

Stokes solver. The integrals in the matrix elements in
a unsteady Stokes solver are more expensive to evaluate
and both the matrix and vectors are complex. To study
the impact of frequency on the drag force, a plot of drag
force versus the frequency is shown in Fig. 6. The num-
ber of elements used in this simulation is 20,148. At
f = 19,200 Hz, the difference in drag force obtained from
the steady Stokes solver and the unsteady Stokes solver is
under 6% (see Table 4). As an examination of Table 4 indi-
cates, ignoring the inertial term results in under-predicting
top force by nearly one third. Therefore, even at these
low frequencies, it is necessary to include the inertial
term.

Sensitivity of Drag Force on the Film Thickness
A sensitivity test has been performed by varying the film
thickness and simulating the drag force on the resonator.
Results (obtained by using 20,148 panels) are shown in
Table 5.

Boundary Element Method and its Applications to the Modeling of
MEMS Devices, Table 4 Distribution of drag force: steady versus
unsteady

Drag force (pN) Steady Unsteady

Bottom 508.75 510.72

Side 284.84 294.50

Top 102.31 142.8

Total 895.9 948.02
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Boundary Element Method and its Applications to the Modeling of
MEMS Devices, Table 5 Sensitivity of drag force on the film thickness

Film thickness
(% change
compared with 2 μm)

Drag force (nN)
(% change
compared with that of 2 μm)

2 μm (0%) 948.02 (0%)

2.01 μm (0.5%) 945.26 (0.28%)

2.02 μm (1%) 942.70 (0.56%)

2.04 μm (2%) 937.57 (1.1%)

2.06 μm (3%) 932.59 (1.6%)

2.2 μm (10%) 900.10 (5.1%)

Boundary Element Method and its Applications to the Modeling of
MEMS Devices, Figure 6 Drag force as a function of frequency

It has been found from the simulations that the perturba-
tion of the drag force is roughly proportional to the per-
turbation of the film thickness times a factor of 0.55 for
small perturbations. This can be explained using the Cou-
ette model because
• the bottom force (drag force coming from air between

the resonator and the substrate) is affected the most by
changes in gap and

• the Couette model predicts the bottom force pretty well
for small gaps (as indicated in Table 2).

In the Couette model, the bottom force is inversely pro-
portional to the gap. Thus, the relative change in bottom
force is the same as the relative change in gap. However,
the bottom force contributes only 55% of the total drag
force. Therefore the relative change in total drag force is
0.55 times the relative change in gap.

Future Directions for Research

To date, most successful applications of the BEM are lim-
ited to linear and homogeneous problems. The extension

to nonlinear problems is hindered by the existence of the
volume integrals in the integral formulations of nonlin-
ear problems. The evaluation of these volume integrals
requires a volume discretization of the nonlinear region if
standard methods are employed. As such, the boundary-
only nature of the method is lost and the BEM loses
its advantage in mesh generation as compared to domain
methods. An efficient treatment of volume integrals would
greatly expand the application scope of the BEM as many
practical problems such as those encountered in MEMS
devices and systems are inherently nonlinear. Research
efforts have been made [9, 10] in this direction, but need
to be continued and expanded.
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Synonyms

Perfect slip; Apparent slip; Boundary condition at inter-
face

Definition

The Navier–Stokes equation is one of the basic governing
equations for study of fluid flow related to various disci-
plines of engineering and sciences. It is a partial differen-
tial equation whose integration leads to the appearance of
some constants. These constants need to be evaluated for
exact solutions of the flow field, which are obtained by
imposing suitable boundary conditions. These boundary
conditions have been proposed based on physical obser-
vation or theoretical analysis. One of the important bound-
ary conditions is the no-slip condition, which states that
the velocity of the fluid at the boundary is the same as
that of the boundary. Accordingly, the velocity of the fluid
adjacent to the wall is zero if the boundary surface is sta-
tionary and it is equal to the velocity of the surface if the
surface is moving. This boundary condition is successful

Boundary Slip of Liquids, Figure 1 Schematic representation of the no-
slip, partial slip and perfect slip boundary conditions. Under no-slip bound-
ary condition the relative velocity, Vs, between the fluid and the solid wall
is zero at the wall. When slip occurs at the wall Vs is finite. The extent of
slip is characterized by the slip length Ls (see text)

in representing a wide range of fluid flow problems. How-
ever, it has been observed that the no-slip boundary condi-
tion is not valid for all situations and there is a difference
between velocity of the surface and the fluid particles near
the boundary. This boundary condition is termed as slip
condition.

Overview

Three possible velocity profiles near a solid boundary are
shown in Fig. 1. Figure 1a shows that the velocity of fluid
particles near the stationary solid wall is equal to zero
and represents the no-slip boundary condition. Figure 1b
shows that the velocity near the stationary solid wall is
non-zero with a relative velocity between the two and rep-
resents the slip boundary condition. Figure 1c shows the
perfect slip condition, for which there is no influence of
the boundary surface on the velocity profile. The veloc-
ity when extrapolated towards the wall matches that of the
wall at some distance Ls away from it (Fig. 1b), which
is known as the slip length and is used as a measure of
the slip. The slip length is a fictitious distance below the
surface at which the velocity would be equal to zero if
extrapolated linearly. The velocity difference between the
boundary surface and the adjacent fluid particles is known
as the slip velocity, Vs, and is related to the velocity gradi-
ent (δV/δy) near the solid boundary as [1]

Vs = μ

Cs

δV(y)

δy
(1)

where Cs is the coefficient of slip and μ is the coefficient
of viscosity of the fluid. The slip length Ls is the ratio of
coefficient of viscosity (μ) to the coefficient of slip (Cs).
The no-slip boundary condition is equivalent to Cs =∞
and the perfect slip condition is equivalent to Cs = 0.
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The slip flow near the boundary surface can be analysed
based on the type of fluid, i. e. gas, Newtonian and non-
Newtonian liquids. The slip flow in gases has been derived
based on Maxwell’s kinetic theory. In gases, the concept
of mean free path is well defined. Slip flow is observed
when characteristic flow length scale is of the order of the
mean free path of the gas molecules. An estimate of the
mean free path of ideal gas is lm ≈ 1/(

√
2πσ 2ρ), where ρ

is the gas density (here taken as the number of molecules
per unit volume) and σ is the molecular diameter. The
mean free path lm depends strongly on pressure and tem-
perature due to density variation. The Knudsen number
is defined as the ratio of the mean free path to the char-
acteristic length scale, i. e. Kn= lm/L. The characteristic
length scale (L) can be the overall dimension of the flow or
scale of a macroscopic quantity (L= ρ / |δρ/δy|). The slip
velocity is expressed as a function of the Knudsen number
and the velocity gradient at the wall as

Vs = 2− σv

σv

(

Kn
(
δV

δn

)

s
+ Kn2

(
δ2V

δn2

)

s

+ . . .

)

(2)

where σv is the momentum accommodation coefficient,
which is a function of the wall and gas interaction. The slip
velocity is zero when the Knudsen number is small, i. e. the
no-slip boundary condition is valid. The slip condition is
valid for large Knudsen number, i. e. when Kn � 0.1.
Liquid slip has implications to various macroscopic appli-
cations, i. e. flow through porous media, particle aggre-
gation, liquid coating and lubrication, etc., in addition
to small-scale, i. e. MEMS and bio-MEMS, applications.
The movement of a three-phase contact line between two
immiscible fluids and solid on a substrate during the
advancing or receding film motion indicates the impor-
tance of the slip flow boundary condition. The visible
contact angle from measurement differs from that pre-
dicted using the Young–Laplace equation. The buoyancy
and Marangoni effect due to temperature and composi-
tion distribution is attributed to the slip flow nature of
contact line movement. The conventional hydrodynamics
with classical no-slip condition on the substrate generates
multi-valued velocity and infinite drag force near the con-
tact line. The imposition of slip condition eliminates this
viscous stress singularity at the contact line. Molecular
dynamics simulation has also confirmed the local slip near
the contact line. Similarly, flows of polymer solutions also
show significant apparent slip. Therefore, for liquids, the
slip flow characteristics are different from those of gases
and need a different explanation.
The liquid slip phenomenon is presented in the follow-
ing sections. The experimental investigation quantifying
the liquid slip is discussed to begin with followed by

the results from molecular dynamics simulation. Subse-
quently, the factors responsible for liquid slip and possible
mechanism responsible for liquid slip are discussed.

Basic Methodology

The applicability of slip flow is not well accepted to date
by the academic community. One of the problems is the
small length scale of the slip flow regime (if present) in
comparison to the length scale of the flow or system. The
hydrodynamic boundary condition appears to be one of
no-slip, unless the flow is examined on a length scale
comparable to the slip length. Hence, very accurate tech-
niques with high spatial resolution capable of interfacial
flow measurements are required to detect the effects of
slip. Some of the experimental techniques for quantifica-
tion of liquid slip are presented in the following sections.

Flow Rate

Macroscopic quantities, i. e. flow rate and pressure drop
measurement, can be used for indirect determination of
liquid slip. In this approach, a known pressure gradient
	P is applied between the two ends of a capillary or
a microchannel and the flow rate Q is measured. The flow
rate for the slip flow condition is higher than that predicted
from the no-slip boundary condition. For Poiseuille flow of
fluid with viscosity μ through a narrow cylindrical chan-
nel of radius R and length L, the flow rate assuming no-slip
boundary condition is

Qth =
(
	PπR4

8μL

)

(3)

If there is slip at the walls of the channel, the Poiseuille
flow velocity profile will be modified to

u(r) =
(
	P

4μ

) [
(R+ Ls)

2 − r2
]

(4)

The flow rate can be obtained using the above slip flow
boundary condition, and (assuming Ls/R� 1) it can be
derived that

Qslip = Qth

(
1+ 4Ls

R

)
(5)

For any particular slip length of fluid flow, the slip flow rate
increases with decreasing radius of the cylindrical channel.
For the slip length Ls = 200 nm, the flow rate with slip
(Qslip) is about 6% and 23% higher than the theoretical
flow rate with no-slip (Qth) for capillary radii of 13.3 μm
and 3.48 μm respectively.
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Boundary Slip of Liquids, Figure 2 Comparison of slip velocity and slip length between hydrophilic and hydrophobic surfaces as a function
of shear rate

Choi et al. [4] presented the slip velocity and slip length of
hydrophilic and hydrophobic microchannels (1 and 2 μm
depth) based on flow rate and pressure drop measurements.
Sample results from their study are compiled in Fig. 2. The
flow rate for the hydrophobic surface is higher than that for
the hydrophilic surface. The corresponding slip velocity
and slip length for the hydrophobic surface are also higher
than those for the hydrophilic surface. The slip velocity
and slip length increase with strain rate.
Cheng and Giordano [5] reported the slip length data
for different Newtonian fluids, i. e. silicone oil, hexane,
decane and hexadecane (fluids having different molecu-
lar diameter), as a function of channel height (see Fig. 3).
They observed the no-slip condition to be valid when
water is the working fluid. However, the slip length is
definite for other working fluids. The slip flow effect is
insignificant for channel size greater than about 140 nm.
Their study indicates the dependence of slip flow on the
molecular diameter of the fluid and the fluid–channel wall
interaction.

Hydrodynamic Force

The motion (steady or oscillatory) of a sphere towards
a flat surface experiences a resistance to the motion. This
resistance is due to the combined contribution from Stokes
drag on the sphere, the drainage force and the drag force
on the cantilever attached between the sphere and the force
measuring apparatus, i. e. atomic force microscopy (AFM)
or surface force apparatus (SFA). The exact hydrodynamic
solutions of this resistance force for a sphere of radius a,

approach velocity V, viscosity μ and closest separation
distance h can be derived as [3]

F = fslip
6πμa2V

h
(6)

For the no-slip boundary condition, fslip = 1. Otherwise
when there is slip, fslip < 1, i. e.

fslip = h

3Ls

[(
1+ h

6Ls

)
ln

(
1+ 6Ls

h

)
− 1

]
(7)

Thus the hydrodynamic force for the slip flow case is
smaller in magnitude than that for the no-slip case.
Figure 4a shows a schematic of the device for drainage
force measurement. Fig. 4b shows the hydrodynamic force
versus inverse separation distance for fluids of different
viscosity based on the measurements by Neto et al. [3].
The predicted drainage force based on the no-slip flow
condition is also compared in Fig. 4b. It is clearly evident
that the no-slip boundary condition is unable to describe
the experimental data. The slip length obtained based on
Eq. (6) and (7) is equal to 4 nm and 12 nm for lower and
higher viscosity values respectively. Figure 4c shows the
slip length as a function of the approach velocity and fluid
viscosity indicating that slip length is a function of both the
fluid type, i. e. viscosity, and strain rate, i. e. the approach
velocity.

Particle Image Velocimetry (PIV)

Micrometre-resolution particle image velocimetry (PIV)
can also be used for direct observation of slip length by
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Boundary Slip of Liquids, Figure 3 (a) The ratio of experimental flow rate (Qexp) to theoretical flow rate (Qth) based on no-slip boundary condition and
(b) the slip length as a function of channel height for different fluids (water, silicone oil, decane, hexane and hexadecane)

measuring the velocity profile in the near-wall region.
Figure 5a shows a typical µ-PIV setup for microchan-
nel velocity measurement. The velocity measurement in
hydrophilic (uncoated glass) and hydrophobic (octadecyl-
trichlorosilane (OTS) coating) channels adopted from
Trethway and Meinhart [6] is shown in Fig. 5b. Fluo-
rescently dyed polystyrene particle of 300 nm diameter
absorbs green (532 nm) Nd:YAG laser light which emits
red (575 nm) light. The emitted light from the particles is
collected by a CCD camera through an epi-fluorescent fil-
ter. The cross correlation between pair of particle images
provides the velocity field information. The near-wall
velocity field measurement of the microchannel (30 μm
deep and 300 μm wide) shown in Fig. 5b indicates dif-
ferent velocity profile behaviour between the hydrophilic
and hydrophobic channel. The hydrophobic channel shows
a shifting of the velocity profile towards higher value and
a finite non-zero velocity near the bottom wall, i. e. at
about 450 nm from the wall surface, indicating slip flow
behaviour.

Other Techniques

Sedimentation velocity and streaming potential measure-
ments also provide indirect information about the slip
length.
The sedimentation velocity of particles under gravity can
be measured and compared with the predicted values based
on no-slip and slip flow boundary conditions. The ratio of
the sedimentation velocity as a function of slip length can

be derived as

Vslip

VNS
= 1+ 3Ls/a

1+ 2Ls/a
(8)

For small particles with radius a, the sedimentation veloc-
ity with slip (Vslip) for slip length Ls is larger than that with
no-slip (VNS). The comparison of actual velocity with the
predicted velocity based on no-slip condition provides the
slip length.
Streaming potential measurement of electrolyte flow
inside a capillary depends on the slip length. The surface
of the capillary acquires a net charge in contact with the
electrolyte. The pressure-driven flow of the capillary cre-
ates an advection of charges resulting in surplus ions at one
end of the capillary compared to the other end. If the two
ends of the capillary are not short-circuited, a net steady-
state potential difference, termed the streaming potential,
develops. The streaming potential depends on the extent of
slip. The ratio of streaming potential for slip (	Vslip) and
no-slip (	VNS) is given by

	Vslip

	VNS
= 1+ Lsκ (9)

where κ is the Debye screening parameter, which
gives the typical distance close to the surface where
there is a net charge density in the liquid and κ−1 =
(
εrε0kBT/2e2n0

)1/2
. Here εr is the dielectric constant of

the liquid, ε0 the permittivity of the vacuum, kB Boltz-
mann’s constant, T the temperature, e the electron charge
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Boundary Slip of Liquids, Figure 4 (a) Schematic of the arrangement for
slip length characterization, (b) the normalized hydrodynamic force versus
inverse of separation for fluid of different viscosities and comparison with
no-slip flow calculation and (c) slip length as a function of viscosity and
driving rate

and n0 the number density of ions in the bulk of the
solution.

Molecular Dynamics Simulation

Molecular dynamics (MD) simulation is a useful tool for
studying small-scale fluid flows. Numerical integration of
Newton’s law of motion for particles (atoms or molecules)
is carried out:

mi
d2ri

dt2
=
∑

j

Fij (10)

where mi is the particle mass, ri the position of particle
i and Fij the interatomic or intermolecular force between
particles i and j (Fij = −∇iVij). The Lennard-Jones two-
body potential (Vij) between particles is frequently used
which is given by

Vij = ε
[(
σ

rij

)12

− cij

(
σ

rij

)6
]

(11)

where ε is an energy scale, σ the particle size and rij

the distance between particles i and j. The constants cij

allow variation of the relative intermolecular attraction
between liquids and solids, which therefore represents
wetting behaviour.
Barrat and Bocquet [7] carried out the molecular dynam-
ics simulation of Couette and Poiseuille flows. In Couette
flow, the upper wall is moved with a constant velocity and
in Poiseuille flow an external force drives the flow. Sam-
ple results from molecular dynamics simulation are repro-
duced in Fig. 6. The application of no-slip boundary con-
dition leads to the expected linear and parabolic velocity
profile respectively for Couette and Poiseuille flow. How-
ever, the velocity profile obtained from molecular dynam-
ics simulation shows a sudden change of velocity in the
near-wall region indicating slip flow. The velocity profile
for Couette flow away from the solid surface is linear with
slope different from that of the no-slip case. The veloc-
ity for the slip flow case is higher than that observed for
the no-slip case for Poiseuille flow. For both Couette and
Poiseuille flow, the partial slip boundary condition at the
wall predict similar bulk flow as that observed by molecu-
lar dynamics simulation. Some discrepancy in the velocity
profile is observed in the near-wall region.

Physical Parameters Affecting Slip

The results reported in the previous section have estab-
lished the occurrence of slip flow from both experi-
mental and simulation studies. It is important to know
various physical parameters affecting slip. The physical
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Boundary Slip of Liquids, Figure 5 (a) Experimental arrangement for µ-PIV measurement and (b) velocity profile for hydrophobic and hydrophilic
surfaces obtained from µ-PIV measurement

parameters affecting slip are summarized in the following
sections.

Surface Roughness

Roughness influences the behaviour at liquid–solid inter-
faces. Roughness induces flow around it that leads to dis-
sipation of the mechanical energy. Therefore, there is an
increase in the overall resistance to flow and the tendency
of slip decreases due to surface roughness. The rough-
ness also influences the dewetting behaviour of the liq-
uid. A high contact angle is indicative of a weak interac-
tion between liquid and solid, and thus causing the fluid
molecules to slide across the solid. Roughness can increase
the tendency to produce a gas–liquid interface at the solid
boundary. The surface behaves like a super-hydrophobic
surface and the slip tendency increases.
However, systematic study of surface roughness is not easy
to implement. It is difficult to produce suitable surfaces
of controlled roughness. Most efforts to alter the surface
roughness result in additional undesired changes to the
interface properties.

Surface Wettability

It is generally believed that a liquid has a larger slip ten-
dency for poorly wetted surfaces. Higher contact angle
indicates weak interaction between the solid and liquid
and therefore is easy to overcome. Many experiments and
molecular dynamic simulations have confirmed that the
level of hydrophobicity is one of the primary factors deter-
mining the level of slip.

Shear Rate

The slip length also depends on the shear rate imposed on
the fluid particles. Thompson and Troian [2] have reported
the molecular dynamics simulation of Couette flow at dif-
ferent shear rates. At lower shear rate, the velocity profile
follows the no-slip boundary condition. The slip length
increases with increase in shear rate. The critical shear
rate for slip is very high for simple liquids, i. e. 1011 s−1

for water, indicating that slip flow can be achieved experi-
mentally in very small devices at very high speeds. Exper-
iments performed with SFA and AFM have also showed
shear dependence slip in the hydrodynamic force measure-
ments.

Dissolved Gas and Bubbles

Dissolved gases or bubbles near a solid also influence the
slip flow behaviour. It has been observed experimentally
that the amount of slip depends on the type and quantity
of dissolved gas in the fluid. From sedimentation studies
it has been reported that slip is not observed in vacuum
conditions while there is a clear slip when a liquid sample
is in contact with air. Slip in non-wetting systems depends
strongly on the environment in which the experiment is
performed. Dissolved gases or nano-bubbles in the near-
wall region are thought to create localized defects increas-
ing the possibility of slip.

Polarity

For electrolyte solutions and polar liquids, the amount of
slip depends on the electrical properties of the liquid. Sed-
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Boundary Slip of Liquids, Figure 6 Velocity profile for (a) Couette and (b) Poiseuille flow. Comparison between molecular dynamics simulation, no-slip
boundary condition and partial slip boundary condition

imentation experiments report that slip is only observed
for polar liquids. Drainage force experiments report slip
to increase with increase in the dipolar moment of the liq-
uid when liquids are polar. This phenomenon is attributed
to the super-lattice structure in liquids due to the dipole–
dipole interactions.

Possible Liquid Slip Mechanism

Slip flow phenomena can be explained by some possi-
ble mechanism. The fluid slip can be described as true or
apparent slip. The true slip occurs at a molecular level,
where liquid molecules are effectively sliding on the solid
surface. The apparent slip occurs not at the solid–fluid
interface but at the fluid–fluid interface where a thin layer
of liquid/gas molecules is tightly bound to the solid sur-
face. For apparent slip the velocity gradient close to the
solid surface is so high that the bulk molecules beyond the
layer of liquid/gas molecules appear to slide on the sur-
face.
The true slip phenomena can be attributed to the liquid–
liquid and liquid–solid interaction. If the viscous fric-
tion between liquid molecules at the interface is stronger
than between molecules of the liquid and molecules of
the solid, then the molecules can slide on the surface.
This is true for hydrophobic surfaces but might also hold
for hydrophilic surfaces. If the dimensions of the liquid
molecules are of comparable size as the corrugation on the
solid surface, then the molecules are trapped in the pits on
the surface giving no-slip boundary conditions. But if their
size is much smaller or much larger, they can slide on the
surface.

For apparent slip, thin gas/liquid layers with a modified
viscosity and/or mobility are created near the solid surface.
At room temperature and pressure, there is always some
residual gas dissolved in a liquid. Critical level of shear
might induce cavitations in a liquid and the generated gas
bubbles might adhere to the solid surface forming a thin
gas layer at the solid surface onto which the liquid can
slip. The other factor can be the critical shear rate at which
a microscopic surface roughness or corrugation can favour
the generation of turbulent flow layer at the interface, and
thus modify the viscosity of this layer with respect to the
bulk, even if the overall flow is laminar.

Key Research Findings

The correct specification of boundary condition of fluid
flow near an interface or solid boundary is essential to
obtain the analytical and numerical solution of fluid flow
problems. The no-slip boundary condition is successful in
describing a class of fluid flow problems. The applicabil-
ity of the slip flow condition and the condition at which
the no-slip boundary condition is invalid is of both aca-
demic interest and of practical interest. The recent devel-
opments of small-scale microfluidic systems have raised
the importance of the specification of the correct boundary
condition.
Barrat and Bocquet [7] reported slip in Couette and
Poiseuille flow using molecular dynamics simula-
tion (Fig. 6). Tretheway and Meinhart [6] reported
a micrometre-resolution velocity profile in hydrophilic
and hydrophobic microchannels of cross-section
30× 300 μm2 using the µ-PIV technique (Fig. 5). Their
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results showed significant fluid velocity near a hydropho-
bic (octadecyltrichlorosilane or OTS coated) microchan-
nel wall and no-slip for a hydrophilic surface. Cheng and
Giordano [5] reported pressure-driven flow of several clas-
sical fluids (hexane, decane, hexadecane and silicon oil)
through lithographically produced channels. The results
for water agree well with the theoretical prediction of
no-slip boundary condition, for a channel height as small
as 40 nm. However, for hexane, decane, hexadecane and
silicone oil slip flow is observed when channel separation
is reduced below about 100 nm (Fig. 3).
Choi et al. [4] examined the apparent slip effects of water
in hydrophobic and hydrophilic microchannels experimen-
tally using precision measurements of flow rate versus
pressure drop. They compared their experimental results
to that from analytical solution of flow through a channel
with slip velocity at the wall. There was a clear difference
between the flow of water on a hydrophilic and hydropho-
bic surface indicating the effect of slip flow (Fig. 2). Craig
et al. [3] have reported clear evidence of boundary slip
for a sphere–flat geometry from drainage force measure-
ments using atomic force microscopy. The degree of slip
is observed to be a function of both liquid viscosity and
shear rate (Fig. 4).
Yang and Kwok [8] presented the analytical solution
of fully developed electrokinetic flow subjected to sinu-
soidal pressure gradient or sinusoidal external electric
field. The combined effect of slip flow and electrokinet-
ics was demonstrated on the velocity profile in confined
geometries. The velocity profile was observed to be a func-
tion of both slip coefficient and external electric field. They
observed that both these effects play important roles for
flow inside microchannels.
Ou and Rothstein [9] developed an ultra-hydrophobic
surface with micrometre-sized ridges (20 – 30 μm wide)
placed 20 – 120 μm apart aligned in the flow direction.
They demonstrated maximum 25% drag reduction for flow
inside these channels. From µ-PIV measurements, they
showed the existence of slip flow at the air–water interface
between the ridges, while the flow over the ridges obeys
the no-slip condition. They attributed the existence of slip
flow for drag reduction.

Future Directions for Research

The studies carried out so far have explained the slip flow
phenomena to a great extent. However, the use of slip phe-
nomena for analysis of different fluid flow problems is lim-
ited. The effect of various flow parameters, i. e. roughness,
wettabilty, polarity and presence of nanobubbles or resid-
ual gases, on slip flow phenomena needs to be conclusively
and systematically studied. The effect of temperature and

concentration gradient on slip flow parameters needs to be
properly characterized based on both molecular dynam-
ics simulation and experiments. The effect of slip flow on
turbulence production mechanism needs to be established.
The development of advanced micro-/nano-manufacturing
and measurement technology is expected to facilitate the
systematic study of these parameters.
Manipulation of conditions required for generation of slip
flow can have many practical applications. This will be
beneficial in development of drag reduction and mix-
ing enhancement technologies. This is particularly impor-
tant for micro- and nanotechnologies, where the pressure
penalty is very high and mixing is difficult due to the dif-
ficulty in generation of turbulent flow.

Cross References

� µ-PIV
� Molecular Dynamics Simulation
� Atomic Force Microscope (AFM)
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Bragg Diffraction Equation
or Bragg’s Law

Definition

If a crystal is irradiated with x-ray radiation most of the
radiation passes through unhindered. But some part of
the radiation will be deflected by the crystal, which is
called Raylight scattering and can be visualized on pho-
tographic plates. But the equation can only be achieved
(and thereby the reflection be observed), if the pitch length
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(which is although the phase shift of the radiation before
and after the deflection) is an integer multiple of the
wavelength. The Bragg diffraction equation was developed
by William Henry Bragg and his son William Lawrence
Bragg in 1912.

Bridging Instability

� Interfacial Instability

Brownian Diffusion

� Brownian Motion

Brownian Dynamics

� Simulating Migration of Polymer Chains, Methods

Brownian Motion

Synonyms

Brownian diffusion

Definition

Brownian motion refers to the random thermal diffusion
of a particle suspended in a fluid due to collisions between
the particle and the fluid molecules that are in continual,
random motion.

Cross References

� Temperature Measurement, Methods

Brownian Noise

� Micro-PIV-Based Diffusometry

Bubble Actuated Microfluidic Switch
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Synonyms

Microflow switch; Multi-channel micro switch pumping;
Capillarity-driven stop valve and sample injection switch;
Multi-channel micro liquid dosing system

Definition

The bubble actuated microfluidic switch is actuated
by either thermal bubble or electrolysis bubble. The
microfluid is driven by capillary force and stop by design
of hydrophobic property in the microchannels. The switch
function of the microfluidic system is to control the fluid
sample into the individual desired outlet reservoir for
the applications such as selective on-chip sample dosing,
microfluidic/bio-sample on-chip transportation and Lab-
on-a-Chip microsystem integration.

Overview

Some design concepts and prototypes of microfluidic
switches have been demonstrated over the past decade.
Doring et al. [1] demonstrated that a laminar flow could
be steered into one of two outlet ports using a thermal
bimorph cantilever, which was made by a bimetal struc-
ture and used as an active component for flow switch-
ing. Blankenstein et al. [2] reported that the differen-
tial hydrodynamic pressures, which were generated by
external pumps, between the inlet ports were used to
guide specific fluid sample stream into the desired out-
let port. The sample injection into one of the five out-
let ports has been demonstrated in their study. Gebhard
et al. [3] demonstrated a fluidic oscillator employing a V-
shaped fluidic circuit with feedback micro channels, in
which a part of the output flow was fed back into the
inlet region to control the main flow to be redirected to
the other desired microchannel. Gebhard’s work demon-
strated that the fluid could be switched between two out-
put microchannels via their design. Lee et al. [4] reported
that M×N pre-focused microfluidic switches have been
successfully demonstrated with several external pumps to
switch continuous liquid from an inlet channel to any
desired outlet channel in multi-ported outlet microchan-
nels. In their studies, the theoretical model based on the
potential flow theory was built to predict the performance
of single and multiple flow switching. Also, Lemoff and
Lee [5] reported an AC magnetohydrodynamic (MHD)
microfluidic switch, in which the Lorentz force was used
to propel an electrolytic solution. Their switch took advan-
tage of integrating two AC MHD pumps into different
arms of a fluidic Y-channel to make the fluid switch into
or out of either arm. In these proposed research stud-
ies, various microfluidic switches have been successfully
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demonstrated. Anyway, most proposed studies still suffer
from the disadvantages such as the need of several exter-
nal pumps and mechanical moving parts inside the fluidic
chip. In addition, most of them could not perform precise
fluidic switch into tiny microchannels due to leakage prob-
lems.
Some MEMS technologies have been drawn toward tak-
ing advantage of surface tension, which becomes a dom-
inant force in microscale. The continuous electrowetting
(CEW) requires a liquid metal in a filler liquid, limiting
the medium that can be driven. A droplet movement of
aqueous liquid based on electrical control of surface ten-
sion has been demonstrated with an electrolyte droplet in
a filler fluid [6], still requiring two liquids in the system.
In addition, the electrowetting (EW) [7] and electrowetting
on dielectric (EWOD) [8] can be used to handle aqueous
liquid in microscale without any second liquid medium. In
these cases, the change in contact angle or the wettabil-
ity shift is caused by the change in the solid-liquid surface
tension.
A novel microfluidic switch based on surface tension
and distributed hydrophobic-patch design was just devel-
oped and reported in our group [9]. Both the capillary
force and the barrier pressure are utilized in our pro-
posed design to achieve the switching function. The trigger
driving actuator in our reported concept-proof prototype
relies only on the embedded heater, which generates ther-
mal actuation bubbles, with time-sequence power control.
The bubble actuator could be replaced by the electrolysis
bubble actuator in a modified chip design. This kind of
proposed fluidic switch devices could resolve the disad-
vantages in early proposed various microfluidic switches,
such as the complicated electrical connections, the need
of several external pumps, the mechanical moving parts
inside the fluidic chip, and the leakage problems. Com-
pared with other actuation mechanisms, the bubble actu-
ator has the features of simple structure, no moving parts
and being easy to be integrated with the control circuitry.
However, for bio-applications by using thermal bubble
actuation, the bio-samples might be broken or degraded
either by the shear-stress acting on them due to the hydro-
dynamic movement of the fluids when the bubble grows
and collapses, or by the local high temperature induced
by the transient generation of the thermal bubble. It has
been found that some pretreatment of the bioactive sam-
ples could lower these kinds of damage. For example,
Okamoto et al. [10] successfully ejected DNA segments
in a DNA micro-array device by using the thermal bub-
ble jet-printing technology. To avoid the high tempera-
ture and high shear-stress damage from the thermal bub-
ble, they optimized the DNA ejection solvent to improve
volatility, solubility, wettability, viscosity and surface ten-

sion of DNA solution, and to promote spot separation by
adding some additional chemicals. Maxwell et al. [11] also
reported a microbubble bioparticle actuator that uses the
micro thermal bubble actuation to manipulate the biopar-
ticles. So far, they have demonstrated that bubble actua-
tion could be used to actuate cell-sized particles and will
use the bioparticle actuator to capture living cells. Besides,
our group also successfully demonstrated cell sorting fea-
ture for liver cells by using electrolysis bubble actuator to
actuate MEMS T-shape structure [12]. The MEMS design
gets rid of PH value actuation to get high survival rate for
delicate sorted liver cells. All of these results demonstrate
promising research efforts for the MEMS bubble actuation
technique to be integrated in biochips for bio-applications.
In the following sections, we focus on the thermal-bubble
actuated microfluidic switch based on surface tension and
distributed hydrophobic-patch design. This device is taken
as an example to understand the details about design con-
cept, basic theory, operation principle as well as take a look
at the function demonstration.

Basic Methodology

Design Concept of Bubble Actuated Microfluidic Switch

To introduce the concept and design details, a schematic
representation of the 1×4 microfluidic switch with one
inlet port and four outlet ports as shown in Fig. 1 is
taken as a case study here. This case-study device, as
shown in Fig. 1, consists of an embedded heater, a capil-
lary system with hydrophilic microchannels, and a specific
arrangement of hydrophobic patches. This device could
be expanded to 1×N microfluidic switch via the similar
design. Also the embedded heater could be replaced by
electrolysis electrodes. In Fig. 1, Li represents the length
of each hydrophobic patch in the microchannel #i. From
microchannel #1 to #4, Li decreases with an increase
of patch number in each microchannel. For the device
design shown in Fig. 1, there are 1, 2, 3, and 4 sepa-
rated hydrophobic patches in microchannel #1, #2, #3, and
#4, respectively. These distributed patches have the same
length in each microchannel.
In the 1×N microfluidic switch design, the switch mecha-
nism among different microchannels is dominated by con-
trolling the format and the timing of power input that
generates thermal bubble actuation. During the growing
process of the thermal bubble, the meniscus of the liquid in
each microchannel stopping at the edges of the hydropho-
bic patches will be pushed forward as shown in Fig. 2.
When the thermal bubble begins collapsing, the meniscus
of the liquid in each microchannel will flow back till leav-
ing the hydrophobic patch due to the barrier pressure if
it stays on a hydrophobic patch. On the contrary, it will
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Bubble Actuated Microfluidic Switch, Figure 1 The design con-
cept of the microfluidic switches where Li>Li+1, i. e. L1>L2>L3>L4.
Li represents the length of each hydrophobic patch in microchannel #i .
All other regions in the microchannels are hydrophilic

flow forward till reaching the edge of the next hydropho-
bic patch region due to the capillary force if it stays on
a hydrophilic region.
Figure 2 illustrates the operation principles of a 1×4
microfluidic switch based on the proposed design con-
cept by using specific separated hydrophobic patches in
microchannels. As a fluid sample is first introduced into
the inlet from the left, the fluid is driven forward to the
right by the capillary force and then stops at the edges
of the first hydrophobic patches of each microchannel as
shown in Fig. 1. For instance, if we want to control and
guide the continuous liquid into the microchannel #1, the
volume control of the actuating bubble is required to push
the fluid to pass through the first hydrophobic patch region
of the microchannel #1 but not to pass through all the sec-
ond hydrophobic patches in other microchannels. Because
the length of the hydrophobic patch in microchannel #1 is
the longest, the fluid could pass through all the first patches
of all microchannels if the volume of the actuating bubble
could push the fluid to pass through the first hydropho-
bic patch region in the microchannel #1. Then, the con-
tinuous liquid could be driven along the microchannel #1
by the capillary force, and stopped at second patches of
other microchannels by the barrier pressure, as shown in
Fig. 2a. One challenge on this capillary system design, for
this case, is to drive the fluid through the microchannel #1
and precisely stop the fluid before the second hydrophobic
patches in the other microchannels via the micro design of
the separation gaps between hydrophobic patches and the
time-sequence control of bubble volume.
For another example, if we want to control the liquid
to flow into the microchannel #3 only, we could con-

trol the bubble volume via heater power control to over-
come the barrier pressures of all the hydrophobic patches
in microchannel #3 step by step. As soon as the fluid
passes through each one of hydrophobic patches of the
microchannel #3, the thermal bubble immediately begins
collapsing via the voltage control on the heater. At this
moment, the meniscuses of fluid staying on the hydrophilic
region will flow forward due to capillary force till reach-
ing the next hydrophobic patch in the microchannel #3 and
#4. However, the meniscuses staying on the hydrophobic
patches will flow back due to barrier pressure till leav-
ing the hydrophobic patch in the microchannel #1 and #2.
After we generate the growth and collapse of the thermal
bubble three times, the continuous liquid could be driven
through the microchannel #3 due to the capillary force,
as shown in Fig. 2b. Based on the similar operation prin-
ciples, the fluid could be controlled and guided into any
desired microchannel or multiple microchannels based on
the needs. As shown in Fig. 2c, the fluid is simultaneously
switched into two desired outlet ports, the microchannel #2
and #4. Firstly, we generate the large bubble twice to make
the fluid pass through all hydrophobic patch regions of
microchannel #2. Afterwards, we generate the small bub-
ble twice to make the fluid pass through the last two of
the hydrophobic patch regions in microchannel #4. Based
on the hydrophobic-patch design and programmed time-
sequence bubble actuation, the fluid could be switched into
desired outlet ports in the capillary system without the
need of external pumps and complicated MEMS moving
parts.

Microfabrication of Case-Study Microfluidic Switch Prototype

The micro fabrication of our capillary system with micro-
fluidic switch function is a four-mask process, as illus-
trated in Fig. 3. A standard p-type <100> silicon wafer
is grown with 5000 Å thermal oxide that is patterned and
etched as the oxide mask, and then etched by KOH solu-
tion to define 20 μm-depth microchannels. Then, this sili-
con substrate is grown with another 7000 Å thermal oxide
to form the hydrophilic layer. Next, the 1% Teflon solution
is spin-coated on the oxide layer to define our designed
hydrophobic patch regions by a lift-off process. On the
Pyrex glass substrate, photoresist and HF solution are used
to define the patterns and form the recesses of 1 μm-
depth. A 5000 Å aluminum layer is, then, evaporated and
patterned as the heater and electrodes by another lift-off
process. Next, another 1% Teflon solution is also spin-
coated on the Pyrex glass to define the hydrophobic pat-
tern regions by another lift-off process. Finally, the silicon
wafer and Pyrex glass are aligned for the anodic bonding
process.
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Bubble Actuated Microfluidic Switch, Figure 2 Illustration of design concept and operation principles for a 1×4 microfluidic switch via bubble actuator
control, capillary force and hydrophobic patch distribution design. The liquid is controlled and switched into (a) microchannel #1, (b) microchannel #3, (c)
microchannel #2 and #4 simultaneously

Background and Theory

Barrier Pressure Analysis

To study and design the capillary system with 1×N
microfluidic switches, a theoretical model based on early
literatures is proposed. The liquid actuation and control
in the capillary system with microfluidic switch function
is dominated by both barrier pressure and capillary force.
Here, we model the liquid motion by using the total surface
energy approach [13]. The surface energies are related to
the equilibrium contact angle θc by Young’s equation

γsa = γsl + γla cos θc (1)

The total interfacial energy of the system could be mod-
eled as

UT = Aslγsl + Asaγsa + Alaγla

= (Asl + Asa)γsa − Aslγla cos θc + Alaγla

= U0 − Aslγla cos θc + Alaγla (2)

where Asl, Asa and Ala are interface areas of solid-liquid,
solid-air, and liquid-air, respectively, and γsl,γsa, and γla
are the surface energies per unit area. The sum of (Asl+
Asa) is invariant, so U0 is a constant value.
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Bubble Actuated Microfluidic Switch, Figure 3 Microfabrication pro-
cesses for the capillary system

Bubble Actuated Microfluidic Switch, Figure 4 The meniscuses of the
liquid stay at position x1, x2 , x3, x4 in microchannel 1, 2, 3, 4, respectively,
for a transient state. This is a general case for the analysis of pulling force
and backward barrier pressure in the capillary system

When a liquid sample is introduced into the capillary sys-
tem with a 1×4 microfluidic switch as shown in Fig. 1,
it wicks by the capillary force and stops at the edges
of hydrophobic patches due to the barrier pressure. To
study the pulling force and backward barrier pressure in
each microchannel, Fig. 4 illustrates a general case for
the transient state with the liquid positions at x1, x2, x3,

and x4 in microchannel #1, #2, #3, #4, respectively. The
width of each outlet microchannel is much larger than
the microchannel height, h, in the device, so the menis-
cus shape could be simplified as a one dimension prob-
lem. The effect of gravity is neglected because of shal-
low microchannels in the device. The meniscus is assumed
to be a circular arc with a 2α angle where α is equal to
π/2− θc, as shown in Fig. 5. The total energy UT is a func-
tion of the injected liquid volume VL. The total energy UT
and the pressure P could be derived as follows [13].

UT = U∗0 +
4∑

i=1

[
−2Dixiγla cos θc,i + γla

Dihαi

sin αi

]
(3)

VL = D0x0h+
4∑

i=1

[

Dixih− Dih2

4 sin αi

(
αi

sinαi
− cos αi

)]

(4)

where U∗0 is a constant value, Di is the width of the
microchannel #i, xi is the meniscus in the microchannel #i,
and θc,i is the contact angle between liquid and microchan-
nel wall in microchannel #i. The pressure on the liquid is
hence

P1 = ∂UT/∂x1

∂VL/∂x1
= −2γla cos θc,1

h
,

P2 = ∂UT/∂x2

∂VL/∂x2
= −2γla cos θc,2

h
,

P3 = ∂UT/∂x3

∂VL/∂x3
= −2γla cos θc,3

h
,

P4 = ∂UT/∂x4

∂VL/∂x4
= −2γla cos θc,4

h
(5)

P = dUT

dVL
=

4∑

i=1

Pi =
4∑

i=1

[
∂UT/∂xi

∂VL/∂xi

]

= −
4∑

i=1

2γla cos θc,i

h
(6)

where P1, P2, P3, and P4 are the individual forward/back-
ward pressure in the microchannel #1, #2, #3, and #4,
respectively. P is the total pressure applied to the fluid due
to capillary force and barrier pressure. When all the fluid
in each microchannel stays at the hydrophobic regions,
P1=P2=P3=P4 with the same contact angle θc.
In the device design, the sample liquid is DI water, the
height is 20 μm and the width of each microchannel is
100 μm. According to Eq. (5), the internal liquid pres-
sure is a function of the contact angle, which is related
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Bubble Actuated Microfluidic Switch, Figure 5 The definition for the
angles of meniscus shape stayed at (a) hydrophilic region (b) hydrophobic
region

to the meniscus positions, x1, x2, x3 and x4. The contact
angle θc=20◦ of hydrophilic microchannels could pro-
duce a negative pressure of nearly 7 kPa to make the liquid
flow forward. The contact angle θc=120◦ of hydropho-
bic patches could generate a positive barrier pressure of
nearly 4 kPa to stop the liquid. Figure 6 shows the pres-
sure distribution in each microchannel of the device based
on the above contact angle parameters. The positive sign
on the pressure means a backward barrier pressure on the
hydrophobic patch regions. The negative sign means a for-
ward pulling pressure on the hydrophilic region in the cap-
illary microchannels.
Based on the above, we could extend 1×4 microfluidic
switch system to 1×N microfluidic switch system with
similar derivation to obtain the mathematical models for
the injected volume, the total energy and the total pressure
as follows.

UT = U∗0 +
N∑

i=1

[
−2Dixiγla cos θc,i + γla

Dihαi

sin αi

]
(7)

VL = Dx0h+
N∑

i=1

[

Dixih− Dih2

4 sin αi

(
αi

sinαi
− cosαi

)]

(8)

P = dUT

dVL
=

N∑

i=1

Pi =
N∑

i=1

[
∂UT/∂xi

∂VL/∂xi

]

= −
N∑

i=1

2γla cos θc,i

h
(9)

Thermal Bubble Nucleation

The growth and collapse of a micro-bubble via a micro-
heater actuator, with the applications to ink-jet printers,
have been studied extensively in the decades. It has been
demonstrated that the pressure inside the bubble could
reach several MPa during the initial bubble growth period,
with the heating duration of within several microseconds.
It should be highlighted that most previous researches
regarding the bubble generation under a pulse heating
show a nearly symmetric bubble growth and collapse peri-
ods, where the width of heating pulse was kept at several
microseconds. In other words, the bubble growth velocity
is nearly equal to the bubble collapse velocity, so there will
be no net fluid flow after one cycle of bubble growth and
collapse period. Recently, P. Deng et al. [14] have stud-
ied the bubble behavior under pulse heating with pulse
width in the range from microseconds to milliseconds.
They report that a relatively long pulse heating duration
could change the near-symmetric bubble growth-collapse
pattern by prolonging the vapor bubble condensation pro-
cess.

Thermal Bubble Volume

The thermal bubble growth could be mainly classified into
two modes in macro-scale bubble nucleation experiments,
as described in an early literature report [15]. The first
mode occurs at the initial stage of bubble growth that
is hydrodynamically controlled and dominated by liquid
inertia. For this first mode, the bubble diameter increases
proportionally with heating time. The second mode occurs
at the later stage of bubble growth that is dominated by
the heat diffusion. The bubble grows at a slower rate and
is proportional to the square root of heating time in this
second mode. Recently, Tsai et al. [16] have investigated
the transient bubble formation experiments on polysilicon
micro-resistors. These studies demonstrate that the micro
bubble nucleation processes could be classified into three
groups depending on the input current. When the input
current is low, no bubble is nucleated. For the middle range
of the input current, a single spherical bubble is nucleated
with a waiting period up to 2 s depending on the magnitude
of the input current. After the resister temperature rises and
reaches a steady state, the bubble growth rate is found pro-
portional to the square root of heating time that is similar
to the heat diffusion dominant model as proposed for the
macro scale boiling experiments. From the experimental
data, it is found that the bubble diameter, D, could be rep-
resented as D= 2Ct1/2, where t is the heating time, and C
is the bubble growth rate constant and determined by the
heating rate.
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Bubble Actuated Microfluidic Switch, Figure 6 Hydrophobic barrier pressure distribution versus meniscus positions x1, x2, x3 , x4 along
(a) microchannel #1 (b) microchannel #2 (c) microchannel #3 (d) microchannel #4, respectively. The positive sign on pressure means a backward
barrier pressure. The negative sign means a forward pulling pressure on the hydrophilic region in the capillary microchannels

Furthermore, a further assumption of a perfectly spherical
bubble is made for the shape of the vapor layer generated
on a thin-film heater surface, the bubble volume, V, could
be modeled as [17]

V(t) = πD3

6
= 4π

3
C3t3/2 (10)

In the design, the width of each microchannel is much
larger than its height, so the bubble volume could be sim-
plified as a two-dimension problem.

V(t) = πD2

4
h = πhC2t (11)

The bubble volume increases linearly with time in the
case, so we could control the bubble volume via the time
of applied voltage to control the liquid positions through
hydrophobic patches of different length. In addition, the
bubble growth rate is also affected by the amplitude of the
applied regulation voltage, so we could shorten the heating
duration by increasing the amplitude of the applied volt-
age. Thus, the bubble volume could be controlled by the
heating duration and the applied-voltage amplitude.

Thermal Energy

In fact, the heating rate is not fixed even if the heater is
applied with a constant voltage. The power input to the

heater is not constant because the heater resistance is con-
tinuously increasing with the temperature during the appli-
cation of the heating pulse. For the square electrical volt-
age pulse with a time period, the thermal energy, Q, which
is produced via a thin-film micro heater, could be derived
by the following equation.

Q =
∫ tN

0
VeIe(t)dt =

∫ tN

0

V2
e

R(T)
dt

=
∫ tN

0

V2
e

R0(1 + αT(T(t) − T0))
dt (12)

where Ve, Ie, R and T are the applied voltage, the applied
current, the heater resistance and temperature, respec-
tively, αT is the temperature coefficient of the Al wire
resistor, tN is the duration of the applied voltage pulse, and
R0 is the heater resistance at a reference temperature T0. In
the concept-proof prototype devices, the micro-heaters, as
shown in Fig. 12a, are 30 μm wide Al wires with different
resistances. In the following experimental demonstration,
the micro-heater that we use for thermal bubble generation
is characterized and has the resistance of 64.6� at room
temperature.
The relationship between thermal energy and the pulse
duration would change due to the temperature effect. How-
ever, the thermal energy would increase with the applied
heating duration. To characterize heater temperature, the
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Bubble Actuated Microfluidic Switch, Figure 7 The characterized
resistance for the micro heater versus the heater temperature. The Al micro
heater has a nominal resistance of 64.6� at the room temperature

relationship between the electric resistance and the tem-
perature of the micro Al heater is studied. First, the heater
is calibrated to obtain the temperature coefficient, αT. The
fluidic chip with the Al wire resistor is placed on a hot
plate, whose temperature is controlled by a controller, and
then the pad of the heater are connected to the input ports
of a HP3457A multimeter. The resistance of the heater
versus the temperature is characterized and recorded, as
shown in Fig. 7. The temperature coefficient of the heater
αT=0.0041 K−1is obtained by a linear fitting of the meas-
ured data which could help us to approach the real-time
heater maximum temperature during the pulse heating
process.

Mechanical Work

While a bubble expands or contracts in a liquid, mechan-
ical work is transferred between the bubble and the sur-
rounding liquid. The kinetic energy transferred from the
expanding vapor microlayer on a thin-film heater surface
could be used, in principle, to drive electromechanical
microdevices such as micro actuators and micro pumps.
The useful work converted from the thermal energy on the
surface of a microheater is critical for these applications.
The mechanical work, Em, done by a vapor volume expan-
sion on the surrounding liquid is [16]

Em =
∫

Pv dV =
∫ t

0
Pv

dV(t)

dt
dt (13)

where Pv is the pressure within a bubble and V(t) is the
bubble volume. The microfluidic switch is activated to
drive fluid forward when the bubble pressure overcomes
the total barrier pressure, Pv>P. Therefore, the mechan-
ical work is used to overcome the barrier pressure and to
increase the bubble volume. For reliability and controlla-
bility, we have to keep the total barrier pressure constant
before the thermal bubble is activated each time, to make

Bubble Actuated Microfluidic Switch, Table 1 Fifteen operation modes
for the capillary system with a 1×4 microfluidic switch

Number of Desired outlet ports

outlet ports on (microchannel #i ) on

One 1; 2; 3; 4

Two 1,2; 1,3; 1,4; 2,3; 2,4; 3,4

Three 1,2,3; 1,2,4; 1,3,4; 2,3,4

Fthe 1,2,3,4

the mechanical work completely dominated by the bub-
ble volume. The best way to keep the total barrier pres-
sure constant is that the fluid must simultaneously pass all
last hydrophobic patches at the desired turn-on microchan-
nels. This is related to the operation principles that we will
address next.

Operation Principles

There are 15 operation modes for the capillary system with
a 1×4 microfluidic switch, which could simultaneously
switch the liquid into the desired outlet ports, as listed in
Table 1. The operation modes could be divided into two
parts, namely single and multiple output modes. We will
discuss the required time-sequence power control for the
bubble nucleation to function the fluidic switch appropri-
ately for the capillary system as follows.

Single Output Modes

The sample liquid is assumed to be able to be pushed
and pass the lengths of hydrophobic patches L1, L2, L3 and
L4 in each microchannel, as shown in Fig. 1, with the
voltage pulse widths T1, T2, T3 and T4 on the heater in
capillary micro system. According to Eq. (11), the bub-
ble volume increases proportionally to the heating time
under a constant applied voltage. Thus, the relationship
T1>T2>T3>T4 is reasonably predicted. Therefore, we
could control the fluid into one of microchannels by con-
trolling the format and timing of heater power input, as
shown in Fig. 8. For a 1×N microfluidic switch, if we
desire to guide the liquid into the microchannel #i, the
voltage pulse width t applied on the heater to generate
actuating bubble must be Ti � t < Ti−1 and the times
of the bubble nucleation, i, is required to pass through
all hydrophobic patches of microchannel #i. Also, the
design on the separation gap between adjacent hydropho-
bic patches must be far enough to prohibit the fluid from
passing through the microchannel #i− 1 when we only
intend to turn on microchannel #i.
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Multiple Output Modes

Appling the similar principles, we could control the fluid
into multiple microchannels based on the needs. For such
multiple output modes, there are three different operation
methods, as shown in Fig. 9, to control the fluid into the
microchannel #2 and #4, for example, in the capillary sys-
tem with a 1×4 microfluidic switch. The time-sequence
actuation as shown in Fig. 9a, we would generate the
growth and collapse of the thermal bubble six times to
control the fluid to pass through the microchannel #4 and
#2. The bubble pressure overcomes the barrier pressure
to make the fluid pass through all hydrophobic patches of
microchannel #2 and #4. Then, the capillary force pulls the
fluid through to turn on microchannel #2 and #4. However,
Fig. 9b demonstrates the same switch function with only
four-time thermal-bubble actuation. These two methods
have the common point which is firstly to control the fluid
to pass through one of desired microchannels. According

Bubble Actuated Microfluidic Switch, Figure 8 Pulse widths and
the times of bubble nucleation management in a single output mode
(a) for the power control to turn on microchannel #1 only (b) for the power
control to turn on microchannel #2 only (c) for the power control to turn
on microchannel #3 only (d) for the power control to turn on microchan-
nel #4 only

to Eq. (6), the total barrier pressure would decrease due
to the effect of the capillary force which would produce
a negative pressure. Hence, the magnitude of the total bar-
rier pressure would be affected after the fluid pass through
one of the microchannels. The total barrier pressure would
decrease with the number of the turn-on microchannels
which the fluid has passed through via capillary force.
To ensure the controllability and reliability of the microflu-
idic switches, the same total barrier pressure is set as
the requirement in the design when the thermal bubble
is activated each time. This means that the fluid has to
be steady-state and stop at hydrophobic patches of each
microchannels before each bubble starts being generated.
For example, if we desire to control the fluid into the
microchannel #2 and #4 simultaneously, we could follow
the third method, as illustrated in Fig. 9c, which makes the
microchannel #2 and #4 turned on simultaneously on the
last time of bubble growth actuation. This procedure could
also minimize the times of the bubble nucleation for the
same fluidic switch purpose.
For a 1×N general microfluidic switch, we want the
fluid liquid to be controlled into five specific outlet ports,
for example, which are connected with microchannels
#X, #Y , #Z, #V and #W . The lengths of hydrophobic
patches in these five microchannels have the relation-
ship of LX > LY > LZ > LV > LW . Here, LX, LY, LZ, LV

and LW represent the length of hydrophobic patches in
microchannel #X, #Y , #Z, #V and #W , respectively. Then,
we could design the required time-sequence power control
logics to control the thermal bubble actuator via the con-
trol of voltage pulse width and bubble-actuation times. The
control logics for the voltage pulse width and the bubble
actuation times is described and optimized as follows.

Step 1: TX � t1 < TX−1, and (X− 1) times bubble actua-
tion with the voltage pulse time width t1.

Step 2: TY � t2 < TY−1, and [(Y − 1)− (X− 1))] = (Y −
X) times bubble actuation with the voltage pulse time
width t2.

Step 3: TZ � t3 < TZ−1, and [(Z− 1)− (Y − 1)] = (Z−
Y) times bubble actuation with the voltage pulse time
width t3.

Step 4: TV � t4 < TV−1, and [(V − 1)− (Z− 1)] = (V −
Z) times bubble actuation with the voltage pulse time
width t4.

Step 5: TW � t5 < TW−1, and [(W − 1)− (V − 1)] =
(W −V) times bubble actuation with the voltage pulse
time width t5.

Step 6: TX � t6 < TX−1, and one more time bubble actua-
tion with the voltage pulse time width t6,

where ti represents the required voltage pulse time width
at each step; Ti is the required voltage pulse time width
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Bubble Actuated Microfluidic Switch, Figure 9 The three different time-sequence power control logics to turn on microchannel #2 and #4 in the
capillary system with the 1×4 microfluidic switch function

Bubble Actuated Microfluidic Switch, Figure 10 The optimized control logics to turn on microchannel #X , #Y , #Z , #V and #W . The ti represents the
required power pulse time width at each step. Ti is the required voltage pulse width on the heater to push the fluid to pass the first hydrophobic patch
region in microchannel #i

on the heater to make the fluid pass through the first
hydrophobic patch region in microchannel #i; X, Y , Z,
V and W represent the desired turned-on microchannels.
Therefore, we could simultaneously guide the fluid into
specific desired microchannels by controlling the format
and timing of power input based on the above general-
ized optimal operation steps, which are also summarized
and shown in Fig. 10. The control logics could be applied
to the capillary system with 1×N microfluidic switch
function.

Experimental Results

Experimental Setup

The experimental setup which is utilized to observe the
switch function is schematically represented in Fig. 11a.
The volume of thermal bubble is controlled by the input
pulse power of the heater with a preset duration which
is programmed by the controller, composed of the Com-
plex Programmable Logic Devices (CPLD) card, a buck
circuit, and adaptors, as shown in Fig. 11a. In Fig. 11b, the
programmable CPLD card is utilized to control the dura-
tion of the heating and to regulate the voltage amplitude

by means of a buck circuit and a pulse width modulation
(PWM) method. An optical microscope with a CCD cam-
era is utilized to observe and record the switching process
of the capillary system with 1×N microfluidic switches.

Experimental Demonstration

There are 15 operation modes, as shown in Table 1, for
the controller design to operate the capillary system with
a 1×4 microfluidic switch. In Fig. 12, two kinds of opera-
tion modes were recorded to demonstrate the fluidic switch
functions for the capillary system with a 1×4 microflu-
idic switch. In Table 2, these designed dimensions of the
hydrophobic patches are shown. The dyed DI water is
introduced into the inlet, as shown in Fig. 12a, driven
forward by the capillary force and finally stops at the
edge of first hydrophobic patch in each microchannel, as
shown in Fig. 12b. Figures 12c–f shows the results of
the single-output mode demonstration – the continuous
liquid is switched into the single desired outlet port via
the control of the programmed bubble volume and the
time sequence power control. Figure 12g demonstrates
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Bubble Actuated Microfluidic Switch, Figure 11 (a) Schematic dia-
gram of the experimental setup (b) the control circuit of the micro heater
for a square voltage pulse with a preset duration

Bubble Actuated Microfluidic Switch, Table 2 Geometry parameters
of the 1×4 microfluidic switch (unit: µm)

Geometry parameters

Hydrophobic length L1 = 120; L2 = 90; L3 = 60; L4 = 30

Microchannel width D1 = D2 = D3 = D4 = 100

Microchannel depth h = 20

the result of the multiple-output modes – the continuous
liquid is simultaneously switched into two desired outlet
ports, microchannel #1 and #4. This operation mode in the
controller breaks the barrier pressures of all hydrophobic
patches in microchannel #1 and #4 to continuously drive
liquid forward by the capillary force.
According to Eq. (11), the relationship between bubble
volume and heating duration is linear for the case. Here,
the bubble volume is characterized via the captured images
by a CCD camera, and recorded along with the heating
time under two different applied voltages, 5 V and 10 V, on

the 30 μm wide micro heater, as shown in Fig. 13. The bub-
ble growth rate constant, C, could be experimentally deter-
mined by the slope of the fitting curve. The bubble growth
rate constants are characterized to be 56 and 105 μm/s1/2

for the applied voltage of 5 V and 10 V, respectively. These
experimental results imply that the bubble volume could
be controlled by the heating duration and the applied-
voltage amplitude. Therefore, the bubble volume can be
controlled via the time of applied voltage to control the
liquid positions through hydrophobic patches of different
length in the device design.
The experimental results in Fig. 14a show the pulse
width versus the length of hydrophobic patches in a 1×4
microfluidic switch under different applied voltages, 5 V
and 10 V. The required voltage pulse width could be
shortened by the lager voltage or the shorter hydropho-
bic patches. Thus, the magnitude of the applied voltage
on heater and the dimension design of the hydropho-
bic patches would dominate the operation speed of the
microfluidic switches. Besides, the relationship between
the length of hydrophobic patch and the required voltage
pulse width is nearly linear. However, the required pulse
width must be increasing with the length of hydrophobic
patch. Therefore, the bubble volume can be controlled to
push the fluid through the hydrophobic patches with dif-
ferent length by managing the voltage pulse width, and
then to drive the continuous fluid into specific outlet ports
based on the operational rules and control logics. Also,
the maximum temperature of the heater during the heating
period can be derived by means of measuring the resis-
tance of the heater at the end of heating based on the curve
shown in Fig. 7. The relationship between the heating-
pulse width and the maximum temperature is shown in
Fig. 14b.
The design in this case-study prototype device remains
an issue for the reversible motion of the liquid. This
case-study prototype device could be effectively used
for the one shot of liquid in both single-output and
multi-output modes on demand. For continuous random
switch function, another problem appears if we turn on
microchannel #X first and desire to next turn on only
microchannel #Y where X>Y . In this continuous switch
function, the microchannel #(X+ 1) will be also turned
on in this case-study prototype device. Anyway, above
issues could be resolved via the two-way bubble actu-
ator design [18, 19], which could make the fluid flow
backwards in the unwanted microchannel. In addition,
this micro fluidic switch has the potential to be inte-
grated into a wider fluidic network system with stop
valves or micro flow discretizers which could be used
for separation of liquid segments from a continuous
source.
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Bubble Actuated Microfluidic Switch, Figure 12 Experimental demonstration for different switch modes. (a) The 1×4 microfluidic switch proto-
type device. (b) DI water starts being ejected. (c)–(f) show the single-output switch mode to single desired outlet, microchannel #1, microchannel #2,
microchannel #3 and microchannel #4, respectively. (g) shows simultaneous multiple- output mode to two desired outlets, microchannel #1 and #4

Key Research Findings

A capillary system with the appropriate design of bubble-
actuated 1×N microfluidic switches is successfully
demonstrated to control continuous liquid into the desired
outlets without the need of external pumps and MEMS
mechanical moving parts. Theoretical models are pro-

posed to study the liquid motion, which is dominated
by both the barrier pressure and the capillary force in
the device. This capillary micro-fluidic switch system is
a valveless switch by means of the triggering bubble-
actuator, the capillary force, the design of the distributed
hydrophobic patches in the microchannels, and the time-
sequence power control. The switch mechanism among
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Bubble Actuated Microfluidic Switch, Figure 13 The bubble volume
versus the heating period (pulse width) for a 1×4 microfluidic switch with
the applied voltage of 5 V and 10 V

Bubble Actuated Microfluidic Switch, Figure 14 (a) Heating-pulse
width versus length of hydrophobic patches (b) Maximum temperature ver-
sus heating-pulse width for the capillary system with a 1×4 microfluidic
switch with the applied voltage of 5 V and 10 V

different microchannels in the case-study device is dom-
inated by controlling the format and timing of power input
that generates actuation bubbles. The design, synthesis and
bubble control with its time-sequence control logics are
presented via a case-study example of 1×4 thermal-bubble
actuated microfluidic switches.

Future Directions for Research

This bubble actuated microfluidic switch could be effec-
tively used for the one shot of liquid in both single-
output and multi-output modes on demand. The reversible
motion of the liquid is one further research direction. The
long-term goal of this research work could be to develop
integrated bio-analytical devices with the functions for
specific flow guiding, specific flow injection, and precise
liquid volume control.
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Synonyms

Bubble growth; Explosive Boiling in Microchannels; Con-
fined bubble growth

Definition

Bubble dynamics in a microchannel refers to the nucle-
ation of a bubble on heated flow channel walls and its
subsequent interaction with the single-phase or two-phase
flow field. �Subcooled flow boiling refers to the boiling
process with the mean flow enthalpy below the saturated
liquid enthalpy at the local pressure, while �saturated
flow boiling refers to the boiling process with the mean
flow enthalpy at or above the saturated liquid enthalpy but
below saturated vapor enthalpy at the local pressure.

Overview

The formation and subsequent growth of a vapor bubble
on a heated wall covered with a liquid is controlled by the
forces arising from the excess pressure inside the bubble,
the surface tension forces at the liquid–vapor interface and
at the �contact line formed by the interface at the heater
surface, and the inertia forces resulting from the motion

of the flow as well as the interface. The resistance to the
phase change process at the liquid–vapor interface is quite
small in comparison to the conduction resistance in the
liquid surrounding a bubble and is generally neglected in
analyzing the bubble dynamics.

Basic Methodology

The bubble dynamics during flow boiling in microchan-
nels has been studied using high-speed video imaging and
numerical techniques. The �nucleation of a bubble and
its growth leading to a confined bubble, vapor plug and
annular flow have been analyzed under flow boiling stud-
ies. The research has primarily been conducted with water
and several refrigerants such as R-123 and FC72 as the
working fluids.

Key Research Findings

�Nucleation and bubble growth. Liquid enters a micro-
channel in a subcooled state and experiences a rise in tem-
perature, while the local pressure falls due to frictional
pressure drop along the channel in the flow direction. At
some point downstream, the local saturation condition is
reached. However, bubble nucleation will not occur imme-
diately at this location as a certain degree of wall superheat
is needed to activate a cavity according to the conditions
originally suggested by Hsu [1]. The effect of the receding
contact angle and the local flow field in front of a bub-
ble was incorporated and the following equation is recom-
mended [2] for nucleation of minimum and maximum cav-
ity radii, rc,min and rc,max:

{
rc,min, rc,max

} = δt sin θr
2.2

(
	TSat

	TSat +	TSub

)

·
[

1∓
√

1− 8.8σTSat(	TSat +	TSub)

ρVhLVδt	T2
Sat

]

(1)

where δt = k/h; k – thermal conductivity of the fluid,
W/(mK); h – single-phase heat transfer coefficient prior
to nucleation; θr – receding contact angle of the bubble
interface on the microchannel wall; 	Tsat – local wall
superheat (= Twall− Tsat), ◦C; 	Tsub – local liquid sub-
cooling (= Tsat− Tfluid), ◦C; σ – surface tension, N/m;
hLV – latent heat of vaporization, J/kg; and ρV – vapor
density, kg/m3.
The experimental studies of Zhang et al. [3] and Li et
al. [4], among others, confirm that the conventional nucle-
ation theories of nucleation and bubble growth are valid
for microchannel flows as well. The complex interactions
due to nucleation, bubble growth and local heat transfer in
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Bubble Dynamics in Microchannels, Figure 1 Flow boiling in
microchannels with rapid evaporation leading to reversed flow in (b) [2]

smooth circular and rectangular glass channels were stud-
ied by Yen et al. [5]. Their results showed that the corners
in a rectangular microchannel provided nucleation cavi-
ties that initiated the boiling process at lower qualities and
resulted in a higher heat transfer coefficient.
As a result of the very high single-phase heat transfer coef-
ficients in microchannels, combined with the small radii
of available nucleation cavities on the channel walls, the
local liquid subcooling could be very low at the inception
of nucleation. Under low flow conditions, it may even be
negative, indicating that the bulk liquid is in a superheated
state at the location of bubble nucleation [2]. The resulting
rapid evaporation at the bubble interface raises the local
pressure, creating a condition for fluid backflow. Exper-
imental and numerical studies available in the literature
indicate that the instability is predominant at the low heat
fluxes [6, 7]. Figure 1 shows the effects of the explosive
nature of the bubble growth under high liquid superheat
conditions at the onset of nucleate boiling. If the nucle-
ation occurs near the entrance region, the liquid vapor mix-
ture is pushed back into the inlet manifold causing flow
instabilities due to vapor condensation in the inlet mani-
fold. If the nucleation occurs near the exit of the channel,
the explosive growth propels the forward interface of the
expanding bubble into the exit manifold. Backflow is pre-
vented because of the inertia and frictional resistance in
the microchannel prior to the nucleation site.
The flow instabilities due to nucleation and explosive
bubble growth can be prevented by incorporating a flow
restrictor at the inlet to each channel [2, 8]. Mukher-
jee and Kandlikar [9] analyzed the bubble growth pro-
cess numerically. Their results, shown in Fig. 2, confirmed
that the backflow of the interface can be substantially
reduced by controlling the flow resistance at the inlet of
the microchannel.
The �flow patterns observed in the microchannels are
largely similar to those observed in the conventional sized
channels. However, the range of conditions and their
transitions are somewhat different in microchannels than
those observed in conventional sized channels. The influ-

Bubble Dynamics in Microchannels, Figure 2 Bubble interface move-
ment (a) without and (b) with a flow restrictor on the left side in a 200 μm
square microchannel [9]

ence of heat flux is more apparent during flow boiling
in microchannels as compared to the adiabatic two-phase
flows. As the bubbles are nucleated, they grow rapidly
because surrounding liquid is superheated and the volume
of the subcooled or lower temperature bulk core is lim-
ited due to small channel dimensions. The bubbly flow
therefore does not exist for any appreciable length. The
rapid growth of a bubble following its nucleation causes
a succession of expanding vapor plugs that are separated
by thinning liquid slugs. Eventually the flow assumes an
annular flow pattern. Kandlikar [10] modeled the heat
transfer process as an extension of pool boiling, in which
the microchannel surfaces act as a bubble base that is
periodically swept by rapidly moving liquid–vapor inter-
face. This model is supported by the strong dependence
of heat transfer coefficient on the heat flux experimentally
observed at lower mass fluxes. Several investigators have
applied the annular flow model, but prediction of the liq-
uid film thickness poses considerable difficulties. There
is a need for experimental data covering wider ranges of
heat and mass fluxes and channel geometries for validat-
ing these models before they can be successfully applied
to practical cases of interest.

Future Directions for Research

Bubble dynamics in microchannels is of great interest in
a number of applications, including microchannel evap-
orators, high-flux heat removal systems for chip cool-
ing applications, ink-jet printers, atomization nozzles and
bubble pumps. The high heat transfer coupled with mul-
tidimensional heat conduction in the channel wall, and
the rapid growth of the bubble at the microscale make it
difficult to verify the analytical models. Future research
is needed in understanding the heat transfer mechanism
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during bubble growth. In this regard, the presence of
a �microlayer, if present, and its thickness and evapo-
ration rate are areas where fundamental understanding is
lacking.

Cross References

� Boiling and Evaporation in Microchannels
� Bubble Actuated Microfluidic Switch
� Cavitation in Microdomains
� Droplet Dispensing
� Flow Boiling Instability
� Heat Transfer in Microchannel Flows
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Bubble Jet

Definition

The functional principle of a thermal bubble jet printhead
is based on a current pulse applied to a microheater which
leads to a very short heating pulse at the solid–liquid inter-
face. This heating pulse leads to a small vapor bubble
which expands explosively. The increasing vapor bubble
leads to a volume displacement of the ink towards the noz-
zle and finally to a droplet ejection. The detaching of the
vapor bubble from the hot surface results in a concurrent
cooling down of the bubble which results in condensation
and collapse of the bubble. The suction of the collapsing
bubble and the capillary forces inside the printhead lead
to refilling of the nozzle chamber that it is finished before
the next shot after approximately 10 μs. The fast explosion
of the bubble leads to a characteristic pressure behavior
inside the liquid. Starting instantaneously with a very high
pressure of about 7 MPa to 9 MPa right at the beginning
of the vaporization, the pressure decreases exponentially
during a few microseconds.
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Synonyms

Bulk micromachining of silicon; Anisotropic silicon
micromachining

Definition

Bulk micromachining (BMM) is a set of processes that
enable the 3D sculpting of various materials (mainly sil-
icon) to make small structures that serve as components
for MEMS devices. Bulk micromachining builds mechan-
ical elements by starting with a bulk material, and then
etching away unwanted parts, and being left with useful
mechanical devices. Typically, the substrate is �photo–
patterned, leaving a protective layer on the parts of the sub-
strate that are to be retained. The substrate is then etched
using a �wet chemical etch process, �dry chemical etch
process, reactive plasma etch process or photo-etch pro-
cess. The etch process “eats away” any exposed substrate
material on the substrate. Bulk micromachining is a rel-
atively simple and inexpensive fabrication technology to
fabricate a micromachined device. It is especially well
suited for applications that require only simple microstruc-
tures like microchannels, microcavities and free-standing
microstructures such as micro-pit or micro-tip.

Overview

Bulk micromachining makes 3D micromechanical devices
by etching deeply into a bulk material such as silicon,
quartz, glass, plastic or even metal, where silicon and glass
are the most common materials used in MEMS technol-
ogy. These processes have been broadly applied in the fab-
rication of micromachined sensors, actuators, transducers
and some functional structures. In practical applications,
single-crystalline silicon is the most popular substrate to
be used as the bulk material for bulk micromachining pro-
cesses. The excellent electrical and mechanical properties
of single-crystalline silicon make it a desirable material
in the MEMS field and semiconductor industry. On the
other hand, glass-based materials have also been exten-
sively used in fabricating microfluidic channels for bio-
analytical applications due to their low price and excellent
material properties. These two materials have become the

major materials for microfluidic and nanofluidic applica-
tions. They have also led to a focus on the development
of different machining technologies to fabricate functional
microfluidic devices in these two materials.
Table 1 summarizes the basic fabrication characteristics
for these materials. Because of the rapid growth of the
semiconductor industry, silicon has become one of the
best-known materials in the world and can be obtained
as a single-crystal structure at a reasonable price. The
rapid growth of the demand for miniaturized devices also
makes single-crystalline silicon the most popular material
for bulk micromachining processes. However, silicon sub-
strate is opaque in the UV-visible wavelength range such
that it is difficult to observe micro- or nanofluids inside
the fabricated microdevices. Also, the fabrication process
is comparatively delicate and expensive even though the
techniques for machining silicon substrates have been well
developed, and there are plenty of tools to machine silicon
into various kinds of structures.
Alternatively, silica-based devices are also important in
micro- and nanofluidics since they provide advantages
over other materials, including high chemical resistance
and mechanical strength, large optical transmission range
and good electrical insulation. Silica-based materials also
have good biocompatibilities for most living cells. These
materials in their native state have Si–OH functional
groups on their surface, which provide an easy way to
chemically modify the surface properties. However, silica-
based materials such as quartz and borofloat glass are rela-
tively expensive and rare in compare with general-purpose
glass slides. These materials also have a low etch rate in
hydrofluoric acid (HF)-based etchants. They also require
expensive etching masks such as metal/polysilicon/nitride
layer. Alternatively, soda-lime glass has several advan-
tages over borofloat glass and quartz. The cost is much
lower and the fabrication process is also much simpler and
cheaper. The only drawback is that the impurities in the
soda-lime glass is much more than the quartz and borofloat
glasses, which may produce insoluble precipitates during
etching process. In general, the amorphous structure of
glass-based results in an isotropic etching pattern during
wet chemical etching. As a result, the aspect ratio of the
patterned structures is typically less than 0.5, which could
limit their use for high-aspect-ratio microfluidic applica-
tions. Microfabrication of miniature analytical instruments
on glass substrates for chemical and biomedical applica-
tion has recently been widely studied. Various microfluidic
devices have been fabricated on planar glass and quartz
chips for µ-TAS such as capillary electrophoresis, elec-
trochromatagraphy, DNA separations and semen testing.
Planar glass chips fabricated by micromachining technolo-
gies meet the requirements of miniaturized total analysis
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Bulk Micromachining, Table 1 Characteristics of typical materials for bulk micromachining in MEMS field

Silicon Quartz Glass

Transparency No Yes Yes

Cost High High Low

Fabrication technique Delicate Cheap but difficult Cheap, easy

Bonding method Anodic, Fusion HF, Adhesive, Sodium silicate Fusion, Adhesive, Sodium silicate

Surface modification Moderate – Easy Easy Easy

Biocompatibility Fair Good Good

Surface property Hydrophobic Hydrophilic Hydrophilic

Structure aspect ratio Wide range Typically< 0.5 Typically< 0.5

systems. Considerable attention is now directed towards
how to simplify, reduce the cost and reduce the time of the
manufacturing processes.
In this article, bulk micromachining techniques for fabri-
cating microfluidic devices in silicon and glass materials
are summarized. The details of the fabrication characteris-
tics and fabrication protocols are described.

Basic Methodology

Bulk Micromachining of Silicon-Based Materials

Bulk micromachining of silicon uses wet- or dry-etching
techniques in conjunction with etch masks and etch-stop
techniques to sculpt a microstructure from the silicon sub-
strate. The purpose of silicon bulk micromachining is to
selectively remove significant amounts of silicon from
a substrate to fabricate 3D structures in bulk microma-
chined silicon. The available etching methods fall into
three categories in terms of the state of the etchant: wet,
vapor and plasma. Wet chemical etch is the most popular
method among these techniques due to the process being
cheap and easy. However, the geometries of etched fea-
tures using the wet chemical etching technique are usually
greatly corresponding to the crystal orientation of the sil-
icon substrate. The etch rate of dry etching may depend
on the selected etching recipe and the etching mechanism
of the equipment. In general, silicon wafers are usually
cut to give top surfaces that roughly correspond to the
main crystal planes in silicon given by the Miller indices
(100), (110) and (111). Figure 1 shows the geometrical
shape of a wafer and the crystal direction and polarity.
For microfluidic and nanofluidic purposes, (100) wafers
are the most popular because of the possibilities for the
crystallographic-dependent wet etching.
Wet bulk micromachining was first developed in the Bell
Telephone Laboratories in the mid-1960s. Anisotropic
etching of silicon was achieved in a wet chemical solution
composed of KOH, alcohol and water. Bulk micromachin-
ing using chemical and electrochemical etching processes

Bulk Micromachining, Figure 1 The geometrical shape of a wafer
reveals the crystal direction and polarity

was pursued and became an extension of IC technology for
the fabrication of 3D structures [1]. There are two major
strategies, isotropic etching (crystal orientation indepen-
dent) and anisotropic etching (crystal orientation depen-
dent), adopted for this process. Figure 2 illustrates the
possible features of the cross-section of a water substrate
created using isotropic (Fig. 2a) and anisotropic (Fig. 2b)
etching techniques. In general, the etched side wall is in
round feature for a channel fabricated using � isotropic
etching since the etch rates in all directions are equal.
However, a shallow dish-like feature would be obtained if
the agitation during etching process is poor. On the other
hand, the features created using �anisotropic etching typ-
ically exhibit perfectly flat surfaces and are well defined.
V-groove, U-groove and pyramidal pits can be fabricated
with this approach. One can also form a famous feature
of 54.74◦ sidewall while anisotropic etching (100) silicon.
Figure 3 presents the typical structures which can be fab-
ricated in (100) silicon using the anisotropic etching tech-
nique. The chemical reactions of wet etching rely on the
oxidation of silicon to form compounds that can be physi-
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Bulk Micromachining, Figure 2 The possible features of the cross-section of a water substrate created using isotropic (a) and anisotropic (b) etching
techniques

Bulk Micromachining, Figure 3 Typical structures which can be fabri-
cated in single-crystal silicon using the anisotropic etching technique

cally removed from the substrate. The etching characteris-
tics of the etching result are defined by the compositions of
the etching chemicals, the material exchange rate of reac-
tants and products, and some other minor factors. These
include the temperature of the etching solution, the exis-
tence of additives and the shapes of the masks used to
define the etched regions [2]. Table 2 provides a general-
ized comparison of the various etchants in terms of many
of these important properties [3]. An excellent review arti-
cle describing the techniques for silicon bulk microma-
chining can be found in Ref. [3].

Isotropic Etching of Silicon

HNA is the most popular etchant for silicon isotropic
etching. The etchant is usually composed of hydrofluo-

ric acid (HF)/nitric acid (HNO3)/acetic acid (CH3COOH)
with a volume ratio of 1:3:8. Regarding the chemical reac-
tion mechanism, silicon is firstly oxidized by nitric acid to
form silicon oxide which is then etched away by hydroflu-
oric acid. Acetic acid in the recipe acts as the diluent
which is essential for achieving the reaction. Water can
also be used to dilute the mixture of HF and HNO3, but this
leads to dissociation of nitric acid and significantly reduces
the etching speed. The rate-determining reaction of the
HNA etching process is the oxidation of silicon. There-
fore, increasing the ratio of nitric acid in the HNA solution
will increase the reaction rate of the process. However, the
surface will be slightly rougher in comparison with the
surface etched using a normal HNA solution. Some neg-
atively charged additives such as bromide, iodine or CrO−3
can be used to reduce the surface roughness. Note also that
the HNA isotropic etch is sensitive to the doping concen-
tration of the silicon substrate. The etch process is slowed
down in rate about 150 times by regions of light doping
(1017 cm−3 n- or p-type) relative to more heavily doped
regions [4, 5]. The overall reaction can be expressed as:

6HF+ HNO3 + Si → H2SiF6 + HNO2 + H2O+ H2

Anisotropic Etching of Silicon

The most often used etchant for silicon anisotropic etch-
ing is KOH. The recipe is often mixed with isopropyl
alcohol (IPA) to saturate the solution to increase the etch
selectivity for (111) versus (100) planes. Generally, the
etch selectivity on the (111) plane can be up to 400 times
slower than on the (100) plane while using alkali hydrox-
ide solutions as etchants for silicon anisotropic etching.
In addition, the etch rate for KOH anisotropic etching
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Bulk Micromachining, Table 2 Basic fabrication characteristics of typical materials in MEMS field

Comparison of Example Bulk Silicon Etchants

HNA (HF +
HNO3 +
Acetic Acid)

Alkali-OH EDP
(ethylene
diamine
pyrochate-
chol)

TMAH
(tetramethyl-
ammonium
hydroxide)

XeF2 SF6 Plasma DRIE (Deep
Reactive Ion
Etch)

Etch Type wet wet wet wet dry1 dry dry

Anisotropic no yes yes yes no varies yes

Availability common common moderate moderate limited common limited

Si Etch Rate μm/min 1 to 3 1 to 2 0.02 to 1 ∼ 1 1 to 3 ∼ 1 ∼ 1

Si Roughness low low low variable2 high3 variable low

Nitride Etch low low low 1 to 10
nm/min

? low low

Oxide Etch 10 to 30
nm/min

1 to 10
nm/min

1 to 80
nm/min

∼ 1 nm/min low low low

Al Selective no no no4 yes5 yes yes yes

Au Selective likely yes yes yes yes yes yes

P++ Etch Stop? no (n slows) yes yes yes no no (some
dopant
effects)

no

Electrochemical Stop? ? yes yes yes no no no

CMOS Compatible?6 no no yes yes yes yes yes

Cost7 low low moderate moderate moderate high high

Disposal low easy difficult moderate N/A N/A N/A

Safety moderate moderate low high moderate high high
1 Sublimation from solid source.

2 Varies with wt% TMAH, can be controlled to yield very low roughness.
3 Addition of Xe to vary stoichiometry in F or Br etch systems can yield optically smooth surfaces.
4 Some formulations do not attack Al, but are not common.
5 With added Si, polysilicic acid or pH control.
6 Defined as 1) allowing wafer to be immersed directly with no special measures and 2) no alkali ions.
7 Includes cost of equipment.

of silicon is highly dependent on the concentration and
the temperature of KOH. A concentration in the range of
40–[%wt]50 and temperature in the range of 70 – 80 ◦C
are typically adopted for the KOH etch process. Note that
concentrations below [%wt]20 are not used due to high
surface roughness and the formation of potential insoluble
precipitates.
The reaction mechanism of the etch process is not fully
clear. Several researchers proposed physical models for
silicon anisotropic etching from the viewpoints of energy
band gap [4, 5] and Gibbs free energy [6]. Over these mod-
els, one equation describing the simplified reaction mech-
anism is addressed as follow:

Si+ 2OH− + 2H2O → SiO2(OH)2−2 + 2H2

Impurity doping can also be applied for slowing down
the etch rate for silicon anisotropic etching in alkali

hydroxide solutions. The etch rate was drastically slowed
down in regions doped with boron to a concentration
of 2×1019 cm−3 [7]. However, fabricating microstruc-
tures of complex and arbitrary geometry is very difficult
since the geometry of the microstructure fabricated using
anisotropic etching process is limited by the crystal orien-
tation. In order to overcome this drawback, an advanced
deep etching technique utilizing high-density plasma and
a wafer bonding process were developed. Reactive ions
can perform consecutive etching of Si wafers up to a depth
of a few hundred micrometers, while maintaining smooth
vertical sidewall profiles. The other technology, wafer
bonding, permits a Si substrate to be attached to another
substrate, typically Si or glass. Three-dimensional com-
plex microstructures can be achieved with this combina-
tion [3].
Figure 4a presents photo images of a micro gas sensor
array fabricated using wet bulk micromachining, a typi-
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Bulk Micromachining, Figure 4 (a) Micro gas sensor array comprising micro-hotplates. (b) Etched mesa structures without convex corner compensation
mask. (c) Etched mesa structures with convex corner compensation mask

cal application of silicon bulk micromachining. A micro
gas sensor array comprising micro-hotplates with Pt resis-
tance heaters was fabricated on a suspension silicon nitride
film of 2 μm in thickness. The inset shows a close-up pic-
ture of a micro gas sensor. A wet bulk micromachining
process was used to sculpt the silicon structure under the
suspension micro-hotplates in order to eliminate thermal
conduction and reduce thermal budget during operation. In
addition to the cavity structure, mesa structures with con-
vex corners are usually fabricated using wet bulk micro-
machining. However, convex corners where (111) planes
meet are not stable during silicon anisotropic etching.
These convex corners are rapidly undercut along {212}
planes and other exposed unstable planes. Figure 4b shows
the etched mesa structures with convex corner attack-
ing features. This problem can be easily solved using
corner compensation masks which preserve convex cor-
ners during the wet etching process. Figure 4c shows
the etched mesa structures with the corner compensation
design. A sharp convex corner was preserved after the
etching process. On the other hand, undercut at convex
corners also permits the creation of suspended structures
such as cantilever beam and bridge structure. One special
case for undercut of silicon substrate in anisotropic etch
is mask misalignment. Mask misalignment with respect to
the crystal lattice will result in uneven undercutting since
the etching will proceed along crystal planes. The effect of
misalignment is to enlarge the etched region. In general, if

etched long enough, any mask-layer feature will result in
a rectangular V-groove pit beneath a rectangular shape that
is tangent to the mask features. Furthermore, the edges of
the formed rectangular are oriented along 〈110〉 directions.
A number of commercial and home-built computer simu-
lation software packages have been developed to predict
the etched pattern for silicon anisotropic etch [8].

Bulk Micromachining of Glass-Based Materials

Bulk micromachining of glass-based materials is a sim-
ple, fast and low-cost way to fabricate planar microflu-
idic devices. Here we present a fast process for bulk
micromachining the glass-based materials especially for
�soda-lime glass. Rather than using a time-consuming
vacuum deposition process to fabricate the mask required
to etch the plates in an HF-based etchant, a 3 μm thick
AZ4620 photoresist layer can be used as the masking
material in the wet chemical etching process. An excel-
lent surface quality can be obtained by an improved etch-
ing procedure. We also describe a shorter thermal bond-
ing process without sophisticated polishing and cleaning
procedures. A high bonding yield is obtained by using
sintered alumina flats as the upper and underlying sup-
ports. This simple fabrication method will enable fabri-
cation of microfluidic structures in an efficient way. The
major contributions of the method is a novel process to
remove the formed participant during the wet etching pro-
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Bulk Micromachining, Figure 5 A simplified overview of the fabrication process which was used to form planar microfluidic channels on glass
substrates

cess and a two-step baking process to prolong the survival
time of the photoresist etch mask in the etchant. In the fol-
lowing we describe the details of the proposed method.
Soda-lime glass is a multicomponent mixture of SiO2
(72.8%), Na2O (13.7%), CaO (8.8%), MgO (4.0%) and
small amounts of Fe2O3 (0.12%) and Al2O3 (0.1%).
Insoluble products will be present and crystalline precip-
itates will be formed while etching soda-lime glass in
HF-containing solution [10]. Since Ksp (solubility prod-
uct constant at 25 ◦C) values of CaF2 and MgF2 are
4.0×10−11 and 6.4×10−9, respectively, it is believed that
most insoluble products are mainly CaF2 and MgF2. In
order to solve the problem, 1 M HCl solution can be used
to turn the precipitates into soluble products of CaCl2
and MgCl2. The equation below describes the chemical
reaction for glass-based materials etched using HF-based
etchants. The etch rate is about 0.9 μm/min for soda-lime
glass etched in buffered HF solution (BOE, buffered oxide
etchant) at room temperature and, with undoubtedly, the
etching is isotropic inherently:

6HF+ SiO2 → H2SiF6 + 2H2O

In general, polished soda-lime glass or commercial micro-
scope glass slides are preferred for this process. Note that
the glass slides need to be annealed at 400 ◦C for 4 hours

to relieve the residual stress inside the slides prior to the
fabrication process. Otherwise, needle-like structures may
form on the etched surface due to the stress corrosion
effect, which may blur the glass and result in a rough sur-
face. The simplified schematic for the fabrication process
is shown in Fig. 5. The following describes the details of
the fabrication process for wet bulk micromachining of
microfluidic device in soda-lime glass [9].

Substrate Cleaning The glass substrates were
firstly cleaned in a boiling Piranha solution
(H2SO4 [%] : H2O2 [%] = 3 : 1; Caution: Piranha solu-
tion is a very strong oxidant and is severely exothermic
during reaction: it should be handled with extreme care)
for 10 min, then rinsed in DI water and blown-dry with
nitrogen gas or CDA (clean dry air). The dehydration
process was done by baking the glasses on a hot plate
(100 ◦C) for 3 min to remove residual water molecules.

Lithography The glasses were then spin-coated with
HMDS solution and baked on a hot plate (100 ◦C) for
3 min in order to improve the adhesion of the PR. The
primer-treated substrates were coated with AZ 4620 pos-
itive PR, and a novel two-step baking process was used
in this study. First, a soft-baking process was carried out
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Bulk Micromachining, Figure 6 SEM images of the fabrication results of the proposed method. (a) Etched glass surface with PR etch mask. (b) After
removing the PR mask. (c) Close-up view of a sharp corner. (d) Cross-sectional view of the sealed microfluidic channel after fusion bonding

at 100 ◦C for 1 min, 120 ◦C for 1.5 min, and then main-
tained at 100 ◦C for another 1 min. This two-step process
can reduce the thermal stress between the glass substrate
and the PR, resulting in longer survival time of the pos-
itive PR in BOE etchant. The thickness of the PR was
approximately 3 μm after soft-baking. The UV lithogra-
phy was carried out using a mask aligner and exposure
dose was 180 mJ/cm2. The developing of the PR was
accomplished in 70 s by immersing the exposed substrate
into the developer (one part AZ A400K developer : three
parts DI water). After rinsing with DI water and blown-dry
by N2 gas, hard-baking of the PR was carried out at 120 ◦C
for 1 min, 145 ◦C for 10 min, and then returned to 120 ◦C
for 1 min.

Glass Etching After baking of the PR, the glass sub-
strates were immersed in the BOE (6:1) etchant. The etch-
ing was done in an ultrasonic bath. In order to remove
precipitated particles, we interrupted the etching process
every 5 min and dipped the substrates in a 1 M HCl solu-
tion for 10 s during the etching process. After the HCl
dipping, the substrates were then cleaned by dipping in
DI water and then immersed into BOE etchant again. The
etching and de-precipitation processes were iterated until
the etching process was finished.

Glass Bonding The etched glass substrate and another
cover glass with drilled via-holes were cleaned using boil-
ing Piranha solution for 10 min and then rinsed by DI
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Bulk Micromachining, Figure 7 The surface profile of an etched glass substrate by using an atomic force microscope

water in ultrasonic bath for 3 min. The two glass flats
were then carefully aligned and clung to each other by DI
water. The atmospheric pressure will hold the two glasses
tightly prior to � thermal fusion bonding process. Bond-
ing was performed by fusing the two glass substrates in
a sintering oven at 580 ◦C for 20 min with a ramp rate of
5 ◦C/min. Polished alumina flats were stacked as upper
and underlying plates which prevented the formation of
fusion between glass substrate and alumina flats and kept
the glass surface smooth. A sealed microfluidic device
could be formed after bonding of the two glass plates.
Figure 6 shows SEM images of the fabrication results
of the proposed method. Figure 6a is the etched glass
substrate with PR etch mask. The feature of isotropic
etching with an undercut structure of the glass substrate
can be clearly seen. An etched microfluidic channel and
a reservoir structure after removing the PR etch mask are
shown in Fig. 6b. An etched microfluidic channel with
a sharp geometry and smooth etched surface structures
was observed. The close-up image of the inset in Fig. 6b is
shown in Fig. 6c. It indicates that the edge of the sidewall
is well defined due to good adhesion of PR on the glass
substrate. Figure 6d shows a cross-sectional view of the
bonded channel. The etched channel remained its original
shape and the interface between the two glass substrates

disappeared after the fusion bonding process. The bond-
ing process can seal microfluidic channels of up to 3 mm
in width without collapsing. It is also found that bond-
ing temperature and holding time are the major factors for
the fusion bonding process. Applied pressure and temper-
ature ramping procedure only have minor effects on bond-
ing quality. Temperature below 570 ◦C caused an incom-
plete bonding even though two plates were held for a long
period of time. While temperature was higher than 580 ◦C
and holding time was longer than 30 min, it resulted in
fusion of the glass substrates and the alumina plates, caus-
ing cracking of the device due to the difference of the
thermal expansion coefficients of the two materials. The
bonding process can reduce the operation time, and, more
importantly, preserve the original geometry of the etched
channel with large area.
The depth and the surface roughness of the etched glass
substrates were measured using a surface profilome-
ter (Alpha-step 500). Three different locations on each
glass substrate were measured. The average depth of
the etched channels is 35.95 μm and the standard devi-
ation is 0.39 μm for all 30 measured values. The etch
rate is about 0.9 μm/min at room temperature and the
etching is isotropic inherently. The high etch rate and
uniformity of the wet etching process was due to the
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Bulk Micromachining, Figure 8 Optical images of two microfluidic devices fabricated using the proposed fabrication process. (a) Microfluidic vortex
mixer. (b) Microfluidic chip for rapid DNA digestion and purification

fact that appropriate agitation was achieved by perform-
ing the etching process in an ultrasonic bath. Further-
more, ultrasonic agitation will make the insoluble precip-
itate, such as Al2O3, suspend in the solution instead of
being deposited on the glass substrates. Figure 7 shows
the surface profile of an etched glass substrate by using
a scanning probe microscope (Solver P7LS). The max-
imum peak-to-peak roughness is around 0.71 Å and the
average surface roughness (Ra) is less than 0.1 Å inside
a 3.0 μm× 5.0 μm scanned area. Figure 8 shows the opti-
cal images of two microfluidic devices fabricated using
the proposed fabrication process. Figure 8a is a microflu-
idic vortex mixer fabricated in a three-layer glass sub-
strate and Fig. 8b shows a microfluidic chip for rapid
DNA digestion and purification. It is observed that the
fabricated microfluidic devices have good surface flat-
ness and good optical transmittance which are benefi-
cial for optical detection afterwards. This simple fabri-
cation process is suitable for fast prototyping and mass
production of the microfluidic systems in low-cost glass
substrates.

Future Directions for Research

The anisotropic wet etching of silicon is a unique fabri-
cation process in the MEMS field. The need to develop
new processes to fabricate functional 3D microstructures
in various materials is urgent for progress in microflu-
idic systems, micro-sensors, micro-actuators and micro-
instrumentation. At present, to integrate surface micro-
machined devices and standard IC devices with bulk
micromachined structures to demonstrate a new functional

MEMS application is still a challenge for researchers who
work in this field. The cooperation of multidisciplinary
researchers will be required to develop miniature systems
with the most appropriate building philosophy and the best
operation performance.

Cross References

� Anisotropic Etching
� Isotropic Etching
� Laser Based Micromachining
� Micromolding
� Silicon Micromachining
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