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1 Introduction to the Handbook  
of Bioentrepreneurship 

Holger Patzelt1 and Thomas Brenner1,2 

1Max Planck Institute of Economics, Jena, Germany 
2Philipps University Marburg, Marburg, Germany 

Biotechnology is one of the most booming industries at the beginning of the 
twenty-first century. According to the 2006 Annual Biotechnology Report of Ernst 
& Young (one of the leading industry observers), the world’s publicly traded 

growth rates of 22% in Canada, 14% in the USA, and 14% in Europe, as 
compared with those in 2005. Moreover, biotech companies raised more than 

average premium pharmaceutical incumbents paid for acquiring biotech firms 

approved in the USA alone. Glen Giovannetti, Ernst & Young’s Global Biotech-
nology Leader, concludes: “The industry in the US has never been stronger and 
we’re seeing its success story spreading to other parts of the world – particularly 
Europe” (Ernst & Young 2007). 

modern biotech firm, was founded in 1976 in California. Genentech used 
recombinant DNA technology, a radically new biotechnological technique to 
genetically modify living organisms, to produce human insulin, which, after 
market introduction by its pharmaceutical partner Eli Lilly in 1982, formed the 
basis of Genentech’s overwhelming economic success. Motivated by this success, 

governmental regulations, missing societal acceptance, and an insufficiently 
developed capital market made it difficult for bioentrepreneurs in most countries 
to start a new firm before the 1990s. Thus, most biotech firms are still 
entrepreneurial ventures. For example, although the US sector is the most 
developed biotech industry worldwide, less than one quarter of all the 1,400 US 
biotech firms are traded at the stock markets. In Europe, only about 100 of more 

with values more than US $500 million was 60%. Biotech firms had 36 new drugs 

biotech companies had revenues greater than US $70 billion in 2006, representing 

US $27 billion at the global capital markets, an annual growth of 42%. The 

1 H. Patzelt and T. Brenner (eds.), Handbook of Bioentrepreneurship,  
doi: 10.1007/978-0-387-48345-0_1,  © Springer Science + Business Media, LLC 2008 

people founded thousands of bioentrepreneurial ventures in the USA in the 1980s.

These numbers are even more impressive when we consider that the biotech 

The European biotech industry is even younger than the US sector because 

industry is only 30 years old. Genentech, which is often referred to as the first 
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than 1,800 biotech firms are publicly traded, and the average firm employees are 
less than 60 people (Ernst & Young 2003a, 2003b). 

Although the development of the US industry and the individual firms such 
as Genentech demonstrate that biotechnology can be an extremely successful 
business, starting a biotech venture is among the most complex entrepreneurial 
tasks. Biotechnology firms are characterized by high knowledge intensity, long 
product development cycles, high technological and market uncertainties, and 
an extraordinary need for capital. For example, the development of biophar-
maceutical drugs takes, on an average, more than 12 years and several hundreds of 
millions of US dollars (DiMasi et al. 2003; Kellog and Charnes 2000), and only 
one of 5,000 initial drug candidates reaches market launch (Evans and Varaiya 
2003). Thus, particularly in the case of drug development, biotechnology is an 
extremely risky and money-consuming business, and many bioentrepreneurial 
firms fail before they bring any product to the market. Indeed, most existing 
biotech ventures do not earn any profits yet, and the sector as a whole is still not 
profitable (Ernst & Young 2007). 

The extraordinary success potential on one hand and the high failure rates of 
bioentrepreneurial firms on the other hand make biotechnology a fascinating field 
of study for academic research, and the sector has attracted considerable scholarly 
attention. For example, management researchers have analyzed the success factors 
and strategies of bioentrepreneurial ventures; sociologists have studied the exten-
sive web of collaborations between biotech firms, universities, and incumbent 
companies; and scholars from the disciplines of economics and political sciences 
have identified regional and political factors that promote or hinder the 
development of a local biotech industry. Indeed, biotechnology appears to be one 
of the most researched industries over the last decade. For instance, a Business 
Source Premier search for publications that match the word biotechnology and 
appeared in scholarly, peer-reviewed journals yielded more than 3,200 articles. 
While these articles have advanced our understanding of bioentrepreneurship at 
the firm, industry, and regional level considerably, the pure amount of research 
that has been conducted to date demonstrates that, particularly for scholars new 
to the field of bioentrepreneurship, it is difficult to gain an overview and 
understanding of what has been researched and within which discipline, where the 
field stands, and what the challenges are for the going forward researchers 
focusing on this fascinating industry. 

Based on these observations, the purpose of the Handbook of Bioentre-
preneurship is twofold. First, it provides an overview of the current state of the 
academic field. It was our goal to bring leading bioentrepreneurship researchers 
from various disciplines together and have them review and summarize past 
research in their fields. Second, based on these reviews, the scholars identify 
important gaps in our knowledge and suggest avenues how these gaps may be 
filled in by future bioentrepreneurship research. Thus, this book is not so much a 
guide for practitioners, but is mainly addressed to academic researchers. Since the 
efficient generation of new knowledge requires building on existing knowledge 
(Kuhn 1974), we expect that the book will not only help to inform those who have 
a general interest in academic bioentrepreneurship research, but will also serve as 
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a starting point for further studies, based on the research gaps identified by leading 
scholars in the field. 

The 11 chapters of this book are organized into four parts. These parts address 
(i) the geography of biotechnology and regional networks, (ii) strategic and 
managerial perspectives, (iii) university bioentrepreneurship, and (iv) legal 

introduction to its topic, a summary and assessment of past research, and closes 
with suggestions for future directions. 

contains three chapters. Chapter 2, by Phil Cooke, gives an overview on the spatial 
distribution of the biotech industry in the world. It starts by providing information 
and a number of tables about economic relevance and size of the biotech 
industries in the major countries in which biotech firms are active. The chapter 
then moves to a more detailed geographic perspective and describes a number of 
regions, namely Cambridge, Boston, San Diego, San Jose, and San Francisco 
(USA), Cambridge (UK), and Munich (Germany), that are strongholds in biotech-
nology. Information about the size, the focus, and the local interaction patterns 
among organizations is given for these regions, and the regions are compared. 
Furthermore, the state and dynamics of the biotech industry in Canada, Sweden, 
Switzerland, Singapore, and Israel are described. All this shows that biotechno-
logical activities are spatially concentrated and occur mainly in a few hot spots. 

The reasons for this geographic concentration of biotechnological activities are 
examined in Chap. 3. Two different explanations for the geographic concentration 
of industries are usually given in the literature: agglomeration externalities and the 
geographic characteristics of start-up processes. Dirk Fornahl and Olav Sorenson 
focus in their chapter on the latter explanations. They argue that social networks 
and relationships play an important role in this process. This argument is substan-
tiated by providing the reader with an overview on the scientific knowledge about 
a number of mechanisms that are involved. This is done in several steps. First, the 
influence of spatial aspects on social networks is discussed. Then, the role of 
social networks for entrepreneurship is examined. On the basis of these two 
discussions, it is investigated why this might lead to the concentration of 
biotechnological activities in space. In addition, some empirical evidence on this 
issue is discussed. Finally, policy implications are deduced. 

While networks are one topic among others in Chap. 3, Chap. 4 focuses 
exclusively on networks, especially innovation networks. Pier Paolo Saviotti and 
David Catherine give a comprehensive overview of the literature. This overview 
includes a discussion of the historic developments in which networks became a 
significant phenomenon in industrial organization as well as a reflection on the 
theoretical explanations – including a list of all the reasons that are claimed in the 
literature – and the methods that are used to analyze networks. The chapter also 
contains a description of the specific developments of networks in biotechnology 
and the role of universities therein. Furthermore, the chapter lists the empirical 
findings about how firms benefit from being part of an innovation network. The 
second part of Chap. 4 presents the results of an empirical study of networks in 

Part I focuses on geographic issues and networks in biotechnology and 

frameworks and bioentrepreneurship policy. Each chapter contains a separate 
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biotechnology. It focuses on how networking has changed within the last 20–
30 years in the biotechnology sector. 

chapters. In Chap. 5, Alan Carsrud, Malin Brännback, and Maija Renko inves-
tigate research on strategic thinking and strategy making in young biotech 
ventures. After providing an overview of the diversity of biotechnology business, 
intersections with other industries, and the meaning of innovation for bioventures, 
the authors identify components of strategy making in these firms. They identify 
proactive deeds and market foresight, a fit between (financial) resource 
availability and the market environment, reactiveness in case of diminishing 
financing opportunities, and the historic business model of the firm as important 
determinants of strategic choice. They conclude with how bioventures can gain 
and maintain competitive advantage. 

Chapter 6 concentrates on strategic alliances in the biotech industry. Maxim 

motives, governance, and outcomes. Their review of the literature shows that 
access to knowledge and other complementary resources as well as the desire to 
enhance legitimacy are main drivers of alliance formation. Moreover, they identify 
factors that influence alliance partner choice such as, for example, the partners’ 
resource endowments and the social capital of the biotech firms’ top managers. 
Sytch and Bubenzer also demonstrate how levels of behavioral, task, and 
technological uncertainties of alliance projects influence the modes of alliance 
governance. Finally, they illustrate both positive and negative potential conse-
quences of alliance formation for young bioventures. 

In Chap. 7, Lars Schweizer and Dodo zu Knyphausen-Aufsess summarize 
research on mergers and acquisitions (M&As) in the context of biotechnology. 
They take a different perspective to demonstrate the need for M&A activities in 
the biotech sector. First, from a scientific perspective, they analyze how the 
scientific advance and development in the industry motivate M&A activities. 
Second, the organizational perspective focuses on the bioventures’ needs for 

motivations. Finally, a financial perspective investigates how the biotech firms’ 
high financing needs triggers M&As. The authors then, in more detail, elaborate 
on M&A activities among biotech companies, and on M&As between biotech 
firms and pharmaceutical incumbents, and they identify motives and potential 
outcomes of these deals. Finally, they offer a host of interesting research questions 
for continuing with this underdeveloped field of research. 

out from the rest of the book, in which it addresses a topic where basically no 
research is available so far – the entrance of nonbiotechnology incumbent firms 
into the biotechnology sector via unrelated diversification. Consequently, Lynskey 
draws on a comprehensive case study of the Japanese Kirin Brewery, which 
decided to enter the market for biopharmaceuticals in the 1980s. The chapter 
describes the factors that motivated this decision and the early efforts of the 
company. Moreover, Lynskey highlights the central role of tacit knowledge, 
entrepreneurial individuals, and key collaborations – particularly Kirin’s joint 

Part II of this volume takes a managerial perspective and consists of four 

Sytch and Philipp Bubenzer provide a comprehensive overview of alliance 

Chapter 8 closes Part II and is written by Michael Lynskey. This chapter stands 

organizational resources and strategic flexibility and their effects on M&A 
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Subsequently, the chapter describes Kirin’s strategy in selecting research projects 

highlights implications for bioentrepreneurship research. 

Aldridge, and Marcus Perry focus on the process in which scientific research leads 

theoretical literature on entrepreneurial decision making to answer the question of 
why researchers become entrepreneurs. They discuss the two common views – the 
discovery and creationist view – and the influence of personal characteristics. 
They come to the conclusion that the context – whether the potential entrepreneur 
working in a firm is a user or a scientist – matters for the entrepreneurial decision. 
Then they focus on scientists and give a comprehensive overview on all the 
factors and circumstances that are found in the literature to influence the decision 
of the scientists to become entrepreneurs. 

marizes research related to university-based biotechnology spin-off companies. 
Oliver explores the role and properties of an entrepreneurial university in creating 
knowledge that can be transformed into private ventures, and she illustrates how 
changes in academic science over the last decades and the development of a triple 
helix approach connecting universities, industry, and governments impact the 
creation of spin-off companies. After distinguishing university spin-offs from 
university-based spin-offs, the chapter goes more into detail and discusses how 
characteristics of individual academic entrepreneurs, the network surrounding 
them, and the institutional framework impact the motivation of these entre-
preneurs to start a spin-off venture. Finally, Oliver highlights complexities that 
arise in the context of academic spin-off formation and discusses how future 
bioentrepreneurship research may advance our understanding of these 
complexities. 

The fourth and final part of this book contains two chapters that elaborate on 
legal frameworks and policy in the bioentrepreneurship context. Saradindu 
Bhaduri presents in Chap. 11 an overview on patent law and the meaning of 
patents for the biotech industry. The starting point of this chapter is a 
comprehensive discussion of the characteristics of biotechnological research and 
innovations and the historical development of patent laws in the field of 
biotechnology. Then, a number of issues are discussed, among them are the 
patentability of life forms, patent length, and patent scope. Besides a general 
economic discussion of the patent scope, the chapter also provides an examination 
of the implications of different patent scopes for the catch-up processes of 
countries and the hold-up problem. Finally, the controversy between biodiversity 
mainly found in southern countries and indigenous science mainly conducted in 
northern countries is discussed. 

The last chapter of the book is written by Dirk Engel and Oliver Heneric, 
who draw on the case of Germany to demonstrate the profound impact the 
legal framework and public support can have on the commercialization of 

related to different therapeutic fields and scientific techniques. Finally, the author 

Part III of the book addresses the issue of university entrepreneurship in bio-

venture with Amgen – for making the entry into the biotech sector successful. 

technology and consists of two chapters. In Chap. 9, David Audretsch, Taylor 

The second chapter of Part III (Chap. 10) is written by Amalya Oliver and sum-

to entrepreneurial commercialization. They start with an extensive review of the 
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biotechnological inventions. The authors review rationales for state intervention in 
the context of the biotech industry and summarize empirical studies that have 
analyzed the effects of such interventions and state funding on industry 
development. Subsequently, they provide a detailed description of framework 
changes that have occurred in the German context, which is followed by an 
empirical assessment of how these changes affected foundations of bioentre-
preneurial ventures. The chapter concludes by identifying blind spots of our 
understanding of the impact of policy tools on the development of the biotech 
industry. These blind spots constitute important areas for future bioentre-
preneurship research. 
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2 Biotechnology Dynamics at the Global Scale 

Philip Cooke 

Centre for Advanced Studies and Centre for Economic and Social Analysis  
of Genomics (CESAGen), Cardiff University, UK 

2.1 Introduction 

In this chapter, a new knowledge-based theory of economic geography is worked 
out utilising a variety of economic indicators regarding the medical biotechnology 
sector and bioscientific knowledge metrics. It will be shown that biotechnology 
has proved something of a pioneer sector that other industries emulate for its 
innovative industry organisation. The medical biotechnology sector is only one of 
the bioscientific ‘family’ that together account for a significant share of GDP in 
the advanced countries, and a growing share in countries such as India and China. 
Within such sectors, which include agro-food, energy and environmental bio-
technology, sub-sectors such as bioprocessing,1 bioengineering, bioinformatics, 
bioimaging and so on are also growing in significance in certain regional 
economies. It is a science-driven, knowledge-intensive and widely applicable 
group of interacting platforms that are already evolving certain pervasive charac-
teristics for different functions, including health and safety testing and 
standardisation (bioanalysis), civil and military security (DNA fingerprinting, 
biometrics) and applications in mechanical, electronic and civil engineering 
(nanobiotechnology) rather as ICT became pervasive during the 1990s. 

To that extent they have the character of platform technologies and even 
general purpose technologies as discussed by inter alia Helpman (1998). Traditional 
natural resource-based theories in economic geography explained the micro-
economics of agglomerative economic activity relatively well. However, know-
ledge-based economic growth is less easy to explain and predict, although there 
are some aspects of knowledge economy agglomerations that are less uncertain 
than others. Thus the chapter is able to point with reasonable confidence at the 
leading global bioregions and offer a rationale for their current prominence. 
However, such regions may be said to arise through a process not of direct 
                                                           
1 A broad term that describes the use of microbial, plant or animal cells for the production 

of chemical compounds. 

7 H. Patzelt and T. Brenner (eds.), Handbook of Bioentrepreneurship,  
doi: 10.1007/978-0-387-48345-0_2,  © Springer Science + Business Media, LLC 2008 
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comparative or even competitive advantage, not least because markets do not 
explain much of the rationale for their existence. Rather, bioregions are exemplars 
of a modern tendency for regional accomplishment to be a product of ‘constructed 
advantage’ (Smith 1776; Foray and Freeman 1993). Constructed regional 
advantage occurs in substantial measure because of the influence of public goods 
upon a region.2 Thus, in bioscience, a university and medical school is a key 
factor, not only for its role in the production of talent, but the innovative research 
and entrepreneurial businesses it sustains. Similarly, large research hospitals, for 
patient trials of new treatments, add to regional constructed advantage. Notably, 
most of these facilities are the product of initial public provision and are sustained 
by public teaching and research subventions. Thereafter, nearby pharmaceuticals 
and agro-chemicals facilities may provide intermediate markets as they adjust to 
meet the new exigencies of ‘open innovation’ (Chesbrough 2003). 

In this chapter, the first section discusses recent industry dynamics in medical 
biotechnology at a global scale. A global bioscientific market analysis is 
performed, followed by an in-depth analysis of the UK sector, Europe’s leading 
and the world’s second biotechnology economy. Of importance here are such 
issues as the lengthy lead times to actual products reaching the market, efforts to 
moderate the regulatory regime to hasten drug-trialing, and the relative and 
continuing laggardliness of European biotechnology in generating therapeutic 
products on the market. Even global shortage of capacity in bioprocessing further 
holds up the appearance of new products.3 Finally, the rise of R&D outsourcing 
from large to small firms, which is particularly pronounced in the USA and 
Europe, leads to an investigation of the impact this has in the emergence of key 
‘spatial knowledge domains’ and the extent this sustains biotechnology clusters 
and knowledge networks among them. 
                                                           
2 A number of key terms have been introduced. In definitional terms, their usage here is as 

follows. ‘Region’ is a governance unit between national and local levels. A ‘regional 
economy’ is ‘…the production, distribution and consumption of goods and services in 
a particular geographic region.’ The ‘knowledge economy’ is measured, currently 
inadequately, as high technology manufacturing added to knowledge-intensive services. 
A ‘bioregion’ has no standard definition, although regarding biotechnology ‘clusters’,  
a location quotient of 1.25 is considered sufficient. ‘Knowledge’ differs from 
‘information’ in that it is creative and informed by meaning and understanding, whereas 
information is passive and, without the application of knowledge, meaningless. To 
‘develop’, as in ‘regional development,’ means to evolve and augment, or enrich. Hence 
‘regional development’ involves the cultural, economic and social enrichment of a region 
and its people. Here it mainly, but not exclusively, entails economic growth arising from 
increased efficiency and effectiveness in use and exchange of the productive factors of an 
openly trading regional economy. ‘Constructed advantage’ may or may not purposively 
cause clusters, but in health-care biotechnology no examples exist of clusters that do not 
have these public goods underlying them; hence, it is a necessary but not sufficient 
condition for growth to occur. 

3 A drug from Immunex, a US biotechnology firm, was delayed in reaching the health-care 
market because of a global shortage of bioprocessing capacity. Immunex’s inability to 
produce sufficient quantities of its ‘star’ rheumatoid arthritis and psoriasis treatment 
Enbrel cost more than $200 million in lost revenue in 2001 alone; see Malik et al. (2002). 
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2.2 The Global Health Care Market in Relation  
to Biotechnology 

Biotechnology has become a global sector of the health care, agro-food and 
respective industries referred to. However, health care takes the lion’s share of 
investment, turnover and sales. Because of the relative novelty of the consolidated 
category ‘health-care industry’ compared to the long-established industry 
association status in most advanced countries of the pharmaceutical industry, new 
efforts are being made to define it and estimate its scale. In the discussion in this 
and the following paragraph, along with Table 2.1 we follow the Healthcare 
Industries Task Force (HITF 2004), who define health-care industries to mean 
manufacturers of everything used in health care except medicines. Subsequently, 
we shall combine key statistics for both, giving a baseline number expressing the 
scale of the key world markets for health-care products and pharmaceuticals to 
justify the effort devoted to an initial investigation of its global and local 
dynamics. 

Thus health-care industries means manufacture of all products except 
medicines used in diagnosis, prevention, monitoring or treatment of illnesses in 
humans. This covers consumables, hospital supplies and equipment ranging from 
syringes to diagnostic test kits (a mainstay of the biotechnology industry), 
pacemakers and CAT scanners. In Europe, all are regulated by European Medical 
Devices Directives and in the USA the regulator is the Food and Drug 
Administration (FDA) Centre for Devices and Radiological Health. Interestingly, 
it is a sector that, unlike pharmaceuticals (but not biotechnology), is overwhelm-

operate, 85% have an annual turnover of less than €7 million. A comparable 
picture exists in the USA, where there are some 5,100 firms, of which 83% 
employ less than 100 persons. Annual sales for 2001 was €73 billion ahead of 

Table 2.1. Key world markets for medical technologies, 2001 

Source: Healthcare Industries Task Force (2004) 

Key market € bn  
World market 170 
USA 73 
Europe 47 
Germany 18 
France 8 
Italy 6 
UK 4 
Japan 24 

technology firms in Europe. In the UK, for example, where some 4,800 firms 
ingly SME in character. Hence there are estimated to be some 7,000 medical 

Europe at €47 billion, as shown for major world markets in Table 2.1. 
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Now, to give a rounded picture of the key world markets, these data are 
augmented by those for medicines in general, involving pharmaceuticals and other 
firms that produce or market both chemically derived traditional drugs and those 
focused solely on the production of biotechnologically derived products. If we 
summarise the picture for bioscience firms only (Table 2.2), we see that a long-
established picture of USA–UK hegemony with regard to the key industry 
indicator of number of pipeline products prevails, with only Switzerland 
challenging the latter. Notable in the Swiss case is that only five public companies 
employ on average 1,600 persons each. This is a very different profile from that of 
the UK, whose firm employment profile averages some 500 persons, closer to the 
USA with some 620. Germany’s public companies have a more Swiss profile. 
France is also similar to Switzerland in employment per firm, but like Germany, it 
displays a much lower productivity measured in terms of revenue and pipeline 
products. 

Table 2.2. Main international biotech competitors, 2003 

Country Companies Public 
companies 

Market 
capitalisationa 
(€ bn)  

Revenuesa 
(€ bn) 

Employeesa Pipelinea 

USA 1,457 307 205        27 191,000 872 
UK 331 46 9.4 3 22,000 194 
Switzerland 129 5 7.3 2 8,000 90 
France 239 6 0.5 0.3 9,655 31 
Germany 369 13 0.5 0.5 13,386 15 
Source: Bioscience Innovation and Growth Team (2004) 
aPublic company data only 

Regarding pipeline product abundance, Table 2.3 supplies far greater detail on 
this key indicator and shows how the USA easily outperforms the rest of the 
world, with the UK leading a badly trailing pack.4 It is partly a matter of early 
entry, the first US biotechnology firm being Genentech in 1976 and partly a 
matter of very large R&D budgets in the USA, compared to elsewhere on a per 
capita or per firm basis. But more important for public companies it reveals the 
importance of private investment by biotechnology venture capitalists. These have 
the greatest impact on the capabilities of firms actually to realise the fruits of 
significant injections of R&D expenditure. However, this is high-risk investment 
and approved new drug treatments follow lengthy and expensive trialing of up to 
10 years and in many cases more. Many of these products fail in trials. Table 2.3 
is interesting since it shows that while individual European countries are behind 
on most key indicators of pipeline performance, when added together (plus Israel) 
they constitute approximately half the innovation impact of the USA. Moreover, 

                                                           
4 According to Ernst & Young (2007), Germany has 22% of all European biotechnology 

businesses but only 11% of Europe’s public biotechs. Europe’s leader in share of public 
biotechs is the UK at 40% of the European total. The report indicates that many of 
Germany’s privately owned firms have pipeline products, but that these are in their early 
stage and relatively unattractive to investors at this time. 
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proportionally speaking, Europe has more drugs in late stage trialing than does the 
USA. Some explanation for this imbalance is given in Table 2.4, which reveals a 
significant surge of new chemical entities (NCEs) towards the end of the 1990s 
but a rather stagnant position previous to the late 1990s technology boom. 

Table 2.3. Product pipeline of public bioscience companies worldwide 

Country Pre-clinical Phase 1 Phase 2 Phase 3 Pipeline 
USA 584 96 148 44 872 
UK 65 50 56 23 194 
Switzerland 45 23 11 11 90 
Sweden 14 8 10 0 32 
France 16 8 6 1 31 
Denmark 14 5 5 4 28 
Italy 9 0 4 3 16 
Israel 2 3 6 4 15 
Germany 7 4 3 1 15 
Norway 8 2 2 3 15 
Netherlands 9 1 1 0 11 
Finland 9 1 0 0 10 
Ireland 2 0 2 3 7 
Belgium 2 0 1 0 3 
Total Europe 202 94 107 53 456 

Source: Bioscience Innovation and Growth Team (2004) 

trials at that point than hitherto or since. Hence the USA has many more approved 
drugs available for sale than does Europe. However, Europe may take a larger 
share of world markets if the requisite funding is made available in the near future. 
This will be a great relief to many in the industry and government who have seen 
many false dawns in the European biotechnology sector’s market performance. A 
key requisite, in a period when venture capitalists are risk-averse and in other 
respects not seen as the preferred partner by biotechnology firms, is for small 
firms to seek scale to finance the late stages of pipeline development. Here, the 
Swiss model of a few large, successful firms, notably the world’s number three in 
market capitalisation, Serono, is something of an exemplar. That France and 
Germany also follow this route, presently less successfully, is revealed in Table 
2.3. As noted, the UK seems to have a firm size profile more comparable to that of 
the USA, showing that the ‘varieties of capitalism’ thesis retains some purchase 
(Hall and Soskice 2001). Nevertheless, UK and US firms were, in the first half of 
the present decade, also seen to be pursuing scale through numerous acquisitions 
and mergers. Thus in 2003–2004, the UK’s Celltech was acquired by Belgian 
chemicals giant UCB, Powderject by Chiron, and British Biotech by Cold Spring 
Harbor spinout OSI. Meanwhile, US leaders Biogen and IDEC merged. 
Simultaneously, risk-averse venture capitalists were also challenged by direct 
funding of promising pipeline spinouts by large pharmaceuticals firms, small 
firms thus avoiding the venture capital route entirely. 

 

Put simply, it was easier to find risk capital to take firms out beyond Phase 3 
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The point was made earlier that the venture-capital-driven boom of the 1990s 
squeezed a significantly larger number of NCEs on to the market in the late 1990s 
than hitherto. This observation is supported by the data in Table 2.4. However, it 
was bought at the cost of a considerable decline in productivity in relation to 
hugely increasing R&D expenditure by private industry. This was matched also by 
US public R&D funding from, particularly, the National Institutes of Health 
(NIH), for whom expenditure rose to $37 billion in 2003 from $14 billion in 1999. 
The US lead has been fuelled by such expenditures of public and private R&D 
funding, reaching some $70 billion in the USA by 2005. Thus, step changes 
occurred in public and private investments in US bioscientific R&D, especially 
during the 1990s, with the output effects in terms of NCE peaking around 1997 
but at a far lower productivity, given the continued exponential rise of US 
bioscience R&D expenditure even thereafter. 

Table 2.4. Declining pharmaceutical productivity over time 

Year US NCE approvals R&D expenditure, $ bn (2001) 
1963 19 2 
1967 20 2 
1971 18 3 
1975 17 3 
1979 16 3 
1983 16 4 
1987 19 5 
1991 25 8 
1995 25 15 
1996 45 17 
1997 37 18 
1998 23 22 
1999 32 25 
2001 23 30 

Source: Bioscience Innovation and Growth Team (2004) 
NCE new chemical entity 

To conclude this section, the following three summary points will carry through 
the argument of this chapter, which is that these relatively recent events have 
revealed a new global economic arrangement in which ‘knowledge capabilities’ 
rooted in specific ‘knowledge domains’ are producing a new global economic 
geography. The data show biotechnology to be an important driver and absorber 
of massive public and private sector R&D expenditures, signifying an innovative 
lead role of research in economic development. Second, research magnitude 
produces results in terms of innovations but the correlations are far from perfect, 
since other variables, notably risk capital, intervene in producing realised NCEs. 
Finally, we see Europe, though traditionally behind the US numbers, closing an 

pipeline products absolute, leads over the USA on a firm capacity basis. 
It now remains to incorporate the pharmaceuticals sector of the industry to 

evolve a number representing the scale of the health care plus bioscientific and 

important gap in commercialisation by having relative, and regarding Phase 3 
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pharmaceuticals sectors in global terms. Industry estimates for 2003, shown in 
Table 2.5, put this figure at some $400 billion, excluding biotechnology (Jack 

measured in 2001–2003 average market revenue is $400 billion + $170 billion + 
$33 billion = $603 billion. As succeeding sections of this chapter show, although 
the world constitutes ‘the market’, that market is well-captured in Table 2.1 as 
North America, Europe and Japan. However, the originating production locations 
of that market are overwhelmingly American and European, and within both, 
highly localised in a few ‘megacentres’ that account for huge portions of the 
global value-chain. 

Table 2.5. World trade (£ m) in pharmaceuticals, 2003 

Country Exports Imports Balance 
Ireland 8,756 1,258 7,498 
Switzerland 9,754 5,044 4,711 
France 4,001 10,552 6,551 
UK 11,926 8,293 3,634 
Sweden 3,928 1,315 2,613 
Italy 13,213 11,453 1,760 
Netherlands 5,291 4,536 755 
Australia 5,464 5,569 −105 
Germany 873 1,999 −1,126 
Spain 1,482 3,245 −1,763 
Japan 2,346 4,176 −1,830 
Canada 1,417 3,508 −2,091 
USA 9,753 16,998 −7,245 

Source: http://www.abpl.org.uk 

2.3 Global Bioregions 

These data refer to countries, but the main locations of knowledge exploration and 
examination, that is, basic and applied research with trialing and testing of 
therapeutic and services products, are, as we shall see, in specific clusters within 
regional innovation systems such as those of Massachusetts, northern and southern 
California, East Anglia (UK) and Bavaria (Germany). These host more localised 
biotechnology clusters such as those of Cambridge and Boston, San Diego, San 
Jose and San Francisco, Cambridge (UK) and Munich, respectively. Why this high 
proximity with accompanying inter-nodal ‘distant networking’? It is because of 
knowledge capabilities. Theoretically speaking, the ‘knowledge economy’ has 
given rise to the following: 

• Specific knowledge domains whereby places evolve, asymmetrically, expertise 
in specific and inter-connected knowledge – examples include genomics and 
post-genomic research, support services in genomic bioinformatics, biosoftware, 

 

2005). Hence the resulting value of the three sectors on the global economy 
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gene sequencing, patent attorney, business angel and venture capital services in 
close proximity, as at the two Cambridges. 

• The evolutionary stimulus is supplied by the attraction of a variety of imitative 
and innovative talent to the region, a Schumpeterian ‘swarming’ realising 
increasing returns to related variety where innovation may move swiftly 
through various parts of the innovation ‘platform’. Related variety nourishes 
absorptive capacity because cognitive distance between platform sub-fields is 
low as with ‘general purpose innovations’ (Helpman 1998). 

• Such clusters have spatial quasi-monopolistic or ‘club’ characteristics, exerting 
exclusion and inclusion mechanisms to aspirant ‘members’ consequent upon 
their knowledge value to the club. In such industries, firms are willing to pay 
super-rents of 100% to locate in clusters – even when they are professed non-
collaborators, to access anticipated localised knowledge spillovers (Cooke 
2006). 

• Large firms able to pay for localised knowledge spillovers then induce what 
Chesbrough (2003) calls ‘open innovation’ as they outsource their R&D to 
purchase ‘pipeline’ knowledge and access via informal ‘club channels’ the 
required regional knowledge capabilities (Owen-Smith and Powell 2004). 

Table 2.6. Core biotechnology firms and key clusters, 2000: Comparative US and 
European performance indicators 

Location DBFs Life scientists VC ($ m) Big pharma funding ($ m) 
Boston 141 4,980 601.5 800 per annum (1996–2001) 
San Francisco 152 3,090 1,063.5 400 per annum (1996–2001) 
San Diego 94 1,430 432.8 320 per annum (1996–2001) 
Toronto 73 1,149 120.0 89 (2002) 
Montreal 72 822 60.0 120 (2002) 
Munich 120 5,500 266.0 54 (2001) 
Berlin 100 3,700 122.0 30 (2001) 
Rhein–Neckar 37 3,200 40.0 20 (2000) 
Rhineland 54 1,250 30.0 40 (2000) 
Stockholm–Uppsala 87 2,998 90.0 250 (2002) 
Lund–Medicon 104 5,950 80.0 300 (2002) 
Cambridge 54 2,650 250.0 105 (2000) 
Oxford 46 3,250 100.0 90 (2002) 

Source: Cortright and Mayer 2002; National Institutes of Health; NRC; BioGenTec 1998; 
BioM, Munich; BTH, Heidelberg; BioTop, Berlin; VINNOVA, Sweden; Dorey 2003; 
Eastern Region Biotechnology Initiative (ERBI), UK; Kaufmann et al. 2003; Oxford 
Bioscience Network 2003; Scottish Enterprise 2003 
DBFs dedicated biotechnology firms, VC venture capital 

The resulting global pattern of the leading biotechnology clusters is as 
represented in Table 2.6. Key benchmarking indicators such as the numbers of 

 
 

Scotland 24 3,600  35.0 125 (2002) 
Zurich 70 1,236 57.0 85 (2002) 
Singapore 38 1,063 200.0 88 (2001) 
Jerusalem 172 1,015 300.0 54 (2002) 
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core biopharmaceuticals firms and life scientists as well as funding streams such 
as those that come from service platforms such as venture capital in its numerous 
forms (e.g. pre-seed, seed, and business angel or other equity finance) and 
licensing income from pharmaceuticals customers produce a rough benchmarking 
profile of the main clusters. Except for the US entries (Cortright and Mayer 2002), 
the data in Table 2.6 were collected from diverse sources. Nevertheless, every 
effort to define terms and interrogate sources in similar ways has been made in 
collecting them. 

But knowledge does not remain locked-in to the clusters, rather they are clubs 
that give overseas membership to each other based on reputation of the bioscientific 
capabilities and specific knowledge domains demonstrated by the ‘star’ scientists 
and high-impact research institutes and firms in the clusters. The high-impact 
scientists and the institutions they inhabit as conveyors of knowledge between the 
world’s key clusters are remarkably hierarchically networked in that the key US 
ones dwarf most of the rest. Finally, some locations that are clearly not what might 
be termed ‘global cities’, such as Jerusalem or Zurich, are key parts of the inter-
nodal knowledge exchange system, while some so-called global cities such as 
Paris or Tokyo are of no greater status. 

2.4 The World Leaders in Brief: Top Bioclusters  
in the USA 

We have already seen that Boston is perhaps the leading biosciences megacentre, 
not because it has the heaviest medical or even bioscientific research budgets, but 
because it is presently the leading centre for exploration research.5 For example, 
Swiss drug company Novartis first announced in 2000 a path-breaking agreement 
to spend $25 million on first access to the results of plant and microbial biology 
research conducted at the University of California, Berkeley, in the heart of the 
northern California biotechnology cluster. However, in 2002 the company 
announced the establishment of a $250 million Novartis Institutes for Biomedical 
Research in Cambridge, Massachusetts, with a $4 billion research budget for the 
next 10 years. This was on the grounds that Cambridge is the leading exploration 
and exploitation centre for genomics and post-genomics knowledge. Boston’s 
current primacy has not been the product of the operations of the market 
mechanism alone. In 1999, $770 million of NIH funding was earned for medical 
and bioscientific research. That figure was more than $1.1 billion by 2000, 
$1.5 billion by 2002 and $2.1 billion in 2003. As Table 2.7 shows, Boston 
exceeded all of California by 2002 and by 2003 the gap widened to $476 billion 

                                                           
5 A distinction is being made here between ‘exploration’ and ‘exploitation’ knowledge. 

Clearly the first refers to basic research and the second to commercialisation. This may 
involve commercialisation of technology as well as therapeutics. The distinction was made 
by March (1991). It has been augmented with a third concept ‘examination’ knowledge to 
cover the important expertise involved in trialing, testing and prototyping.
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($2021 cf. 1545 billion). Interestingly, this is a recent turnaround since the 1999 
Massachusetts total was marginally less than the amount of NIH funding alone 
passing through the northern California cluster in 1999, a statistic that increased to 
$893 million in 2000.6 Most of the exploration research conducted in both 
Cambridge/Boston and northern California is conducted in institutions that are 
dependent on public funding, though private research foundations are also 
functional in both.7 In Boston, the Massachusetts Biotechnology Council is an 
active and successful biotechnology association that lobbies industry and political 
forums at State and Federal levels, pressing for an FDA presence in Boston to 
offset the advantage enjoyed by emergent firms and research institutes located in 
Maryland, near the head offices of both NIH and FDA. 

Let us look more closely at the manner in which the assets of biosciences 
megacentres8 such as those in northern and southern California are now packaged in 
documentation that promotes the image intended to appeal to investors of all kinds 
into the regional innovation system. The following two examples, from northern and 
southern California, are produced by a non-profit association (The California 
Healthcare Institute) and a consultancy (Michael Porter’s Monitor), respectively. The 
California Healthcare Institute is a public policy institute for California’s 200 leading 
biotechnology firms and research institutes. It is thus comparable to the 
Massachusetts Biotechnology Council. Its political brief is expressed clearly by CEO 
Gollaher, who despite noting ‘…funding for basic science is strong…’ bemoans the 
fact that ‘…many federal and state lawmakers advocate policies that would impede 
medical innovation. Our greatest threats include a total ban on human cloning and 
severe restrictions on stem cell research; a Medicare administration that… effectively 
excludes new products… and a leaderless FDA facing the greatest wave of new 
inventions in history’ (Gollaher in CHI/PWC 2002). The demand is for collaboration 
among members of the biosciences innovation system to change laws that are 
perceived as threatening the evolution of the industry in the post-genomic era. 

Northern California is perceived as the birthplace of biotechnology, which, 
along with biomedical innovations such as cardiac stents, has a strong base of 
some 819 biomedical/biotechnology firms of which only some 20% are pure 
biotechnology firms, employing 86,000 people (28,000 in biotechnology), total 
R&D of $1.1 billion, NIH grants of $893 million and $4.1 billion in worldwide 
revenues, including $2.7 billion exports. New infrastructure projects include 

                                                           
6 This is a further reason for rejecting the Milken Institute’s ranking of San Diego first. We 

have seen that questionable research funds are not excluded. The Institute also deploys a 
spurious methodology based on research dollars per metropolitan inhabitant to promote 
San Diego’s ranking. The research was commissioned by local San Diego interests 
(Deloitte’s San Diego) and excludes ‘big pharma’ funding, on which San Diego performs 
less than half as well as Boston. 

7 For example, we shall see how Swiss firms Novartis and Roche are symbiotically linked 
to the Californian clusters, both directly and, especially in San Diego, through GNF in 
the case of Novartis. 

8 A ‘megacentre’ is more than simply a cluster in the sense of a market-driven complex of 
firms. Rather it is a location in which all the key drivers, public and private, required to 
make it function are in place from exploration to exploitation of innovation. 
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University of California (San Francisco) Medical School’s new $1.4 billion 
Mission Bay bioscience research campus, the new California Institutes for Science 
and Innovation, and the California State University CSUPERB joint ventures 
programme where universities and the private sector collaborate in bioscience 
research, technology transfer, business and even residential development. Much 
emphasis is placed on survey results, showing that significant interaction occurs 
among firms and the institutional research base in northern California. 

In southern California, the San Diego biotechnology cluster has larger claims to 
be considered a leading biosciences centre than even that in the North. In Porter’s 
(2002) competitiveness study San Diego’s biopharmaceuticals cluster is presented 
as long established and among the most significant outside Boston, especially for 
R&D. Cluster employment growth was more than 8,000 from 1988–1997, and San 
Diego had the most rapid growth in patent output, compared with that in the 20 
largest US biotechnology clusters. There are some 400 SMEs, focusing mainly on 
one or two preferred drug targets, the University of California, San Diego 
(UCSD), with numerous specialist research centres, and finally, some globally 
known research institutes, the Salk Institute, the Scripps Research Institute, the 
Burnham Institute and the La Jolla Institute for Allergies and Immunology, each 
focusing upon aspects of life science, medical or clinical research. The Scripps 
Institute, since establishment in the 1950s, required its researchers to raise their 
own funds, encouraging collaborative innovation with larger firms (like Novartis). 
By contrast, the Salk Institute does not conduct corporate research but licenses its 
discoveries and takes equity stakes in companies. UCSD emphasised medical 
research and academic entrepreneurship. One early fruit of that approach was 
Hybritech, a 1978 biotechnology start-up, from which more than 50 other local 
biotechnology DBFs were spun out. In 1986 it was sold to Eli Lilly for 
$400 million. A further feature of this cluster is its strong and long-established 
networking propensity, signified by the establishment since 1985 of the UCSD 
CONNECT network, a model for cluster integration in many other new economy 
clusters such as Scotland’s and Cambridge’s (UK) (ICT) networking associations. 

Thus, California’s academic research institutions are credited with playing a 
central role in the growth of nearly one third of biomedical/biotechnology firms; 
42% of firms had at least one research contract with a California research institution, 
56% of firms planned to broaden or maintain such agreements, and up to 70% of 
firms having patent license agreements planned to maintain or broaden them in 
future. The key northern California life sciences and clinical research institutes cited 
include Stanford University (Biomedical Technology Information Programme), 
Lawrence Berkeley and Lawrence Livermore National Laboratories, and the 
University of California (San Francisco) Medical School, Berkeley (BioSTAR 
industry–academic collaboration), Santa Cruz (with Berkeley, the California 
Institute for Bioengineering, Biotechnology and Quantitative Biomedical Research, 
QB3) and Davis (Life Sciences Information programme). More than 19,000 are 
employed in research in the region, and nowadays two of the top ten NIH R&D 
grant recipients in the USA are University of California (San Francisco) and 
Stanford. A picture of this cluster that is developing the characteristics of a 
biosciences megacentre rather than just a cluster thus emerges. But the judgement as 
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to whether it yet is, is occluded by the lobbying points that although some larger 
firms such as Abbot Laboratories and Genentech are present, most are SMEs, 49% 
without products on the market, 45% with no revenue in 2000. Finally, of the 
pharmaceutical pipeline products reported, 53% are in pre-clinical trials. This is by 
no means unusual, but nevertheless testifies to the apparent fragility of the 
exploitation aspect of the northern California cluster, once its strength, but never 
adequately backed up with strong bioscience exploration capabilities and now, 
belatedly perhaps, seeking to embed them. 

Table 2.7. Comparison of bioregion National Institutes of Health (NIH) funding, 2002 

Rank (top 300) Institution NIH Research 
($ m) 

Rank (top 300)Institution NIH research 
($ m) 

Massachusetts   N. California   
12 Harvard Univ. 248.6 4 UCSF Med. S. 319.7 
18 Mass Gen. 232.1 16 Stanford Univ.226.3 
22 Brig. & W. 192.4 47 UC Davis 103.1 
34 Boston Univ. 132.3 53 UC Berkeley 81.6 
51 Dana-Farber 96.3 117 UC Law. Labs 33.3 
52 Beth Israel 94.8 144 N. Cal. Inst. 22.5 
57 Whitehead 

Inst. 
91.1 169 Children’s 

Hos. Oakl. 
14.7 

60 Univ. Mass. 
Med. 

87.6 206 UC Santa Cruz11.5 

63 MIT 77.8 247 UC Livermore 8.8 
76 Children’s 

Hos. 
62.8 253 N. Cal. Cancer 

C. 
5.2 

88 Tufts Univ. 49.9 270 Chiron 2.2 
120 N. Eng. M.C. 27.7 N. California 

total 
 829.0 

133 Boston M.C. 27.2    
148 Joslin 

Diabetes 
20.9 S. California   

166 N. Eng. Rsch. 
Inst. 

14.7 17 UCSD 244.7 

200 Mass Eye–Ear 11.9 25 Scripps Inst. 185.6 
210 UM Amherst 11.3 96 Salk Inst. 44.9 
228 Boston 

Biomed. 
8.5 108 Burnham Inst. 37.2 

290 Boston 
College 

6.3 167 SD State Univ.16.2 

   199 Loma Linda 
Univ. 

13.3 

Massachusetts 
total 

 1,494.2 227 La Jolla Inst. 10.6 

total 
 552.5 

Source: National Institutes of Health 
UCSF University of California, San Francisco; UC University of California;  
UCSD University of California, San Diego 
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Funding for basic research is higher in the Cambridge–Boston Bioregion – the 
heartland of the Massachusetts cluster – than in San Francisco and San Diego – 
the equivalent biotechnology cores in California. Data on NIH allocations for 
2002 (Table 2.7) confirm the strengthening of the former since 2000. Clearly, the 
statistics reveal that it retains its lead over California with regard to research 
funding won from the NIH. This is because its institutional base is far broader and 
deeper. This is revealed in the large number of substantial mid-range institutions 
that are independent universities, research institutes, research hospitals and 
specialist centres such as Dana-Farber, Joslin, Beth Israel, and Whitehead in 
Boston and Cambridge. Both California bioregions are heavily dependent upon 
the University of California system, although independent Stanford University 
makes a significant showing and the Torrey Pines Mesa research institutes in La 
Jolla, San Diego, make a significant research income impact in otherwise 
institutionally thin San Diego. Nevertheless, San Diego’s institutional base is 
tightly knit, not least through the activities of UCSD-CONNECT, and although 
UC San Diego is the catalyst of the Bioregion and its cluster, only 26 
biotechnology firms were actually university spinouts. Faculty members privately 
founded 35, and 29 firms were indirectly connected. 

2.5 Comparison of UK and German Clusters 

The Cambridge biocluster specialises in health-care biotechnology. The two 
categories of ‘biopharmarceuticals, including vaccines’ and ‘pharmaceuticals 
largely from chemical synthesis’ registered 14 and 9 Cambridge firms, 
respectively, in 1998, reaching 47 and 20 in 2006, evidence of the rapid rise of 
biotechnology over fine chemistry in the pharmaceutical industry more generally. 
Examples of the former are Acambis, Alizyme, Amgen, Cambridge Antibody 
Technology, Domantis and Xenova, and of the latter, Argenta, UBC and 
Mundipharma. In addition to these two key categories are direct biotechnology 
services such as clinical trails, diagnostics and reagent supply. 

Table 2.8. Core pharmaceutical biotechnology companies in the leading UK clusters 

Location 2000 2004 2006 
Cambridge Core Therap. 54 70 109 
Cambridge Genomic – 30 47 
Oxford Core Therap. 46 50 63 
Scotland Core Therap. 24 30 38 

Sources: Eastern Region Biotechnology Initiative (ERBI) 1999; Oxford Biosciences 
Network; Scottish Enterprise 

Detailed research on Cambridge’s genomics sector (Table 2.8) has revealed the 
collaborative aspect of biotechnology innovation to be substantial. Regarding 
co-publication in journals, Casper and Karamanos (2003) showed that only 36% 
of firms were ‘sole authors’ while the majority (64%) partnered with firm 
founders, current incumbents and/or their laboratory. Academic collaborators are 
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equally shared between Cambridge and the rest of the UK, with international 
partners a sizeable minority. Hence, the sector is associative in its interactive 
knowledge realisation, at least in respect of the all-important publication of results 
that firms will likely seek to patent. Moreover, they will, in many cases, either 
have or anticipate milestone payments from ‘pharma’ companies with whom they 
expect to have licensing agreements. Yet of all known genomics DBF (dedicated 
biotechnology firm) foundings (1990–2002), totaling 30, only nine were spinouts 
from Cambridge University laboratories, a further five were spinouts from the 
Medical Research Council’s Cambridge Molecular Biology Laboratory, while 
others came from outside universities such as Imperial College, London 
University (3), the University of Wales, Cardiff (2), others and industry (6). 
Casper and Karamanos (2003) hold that Cambridge functions as an ‘ideas market’ 
with a good scientific image and much scholarly collaboration as well as academic 
membership of DBF boards and advisory committees. Yet a third of interactions 
are with academic and entrepreneurial partners elsewhere in the UK, and a further 
third are abroad, mainly in the USA. 

The science base, mentioned earlier, is a key attraction and Lawton Smith 
(2004) sees this operating in three ways. First, Oxfordshire’s clinical research 
strengths in medicine and medical research are echoed in the biopharmaceuticals 
and diagnostics DBF specialisations. Diverse service firms occupy niche roles 
within pharmaceutical research, development and production, and some drug 
development DBFs conduct this alongside service functions. Those in the 
diagnostics sub-sector report little competition between co-located firms. Second, 
a quarter of the companies originated in Oxford University. Other firms such as 
Prolifix were spinouts from elsewhere, in this case the National Institute for 
Medical Research in London. Through Isis Innovation, the university’s technology 
transfer office, Oxford University has spun out 17 firms in biopharmaceuticals out 
of a total of 32 spinouts by ‘star scientists’, including Professors Ed Southern and 
Raymond Dwek (biochemistry), Brian Bellhouse and Mike Brady (Engineering) 
and John Bell, Nuffield Department of Clinical Medicine. Of these, 3 are medical 
diagnostics and 14 are biotechnology firms. 

Oxford’s advantage is that the cluster enabled firms to be close to a top 
university and other research institutes possessing ‘talent’. The availability of 
clinical trial facilities was not a major sector challenge for Oxford DBFs, which 
hints that access to hospital units is satisfactory. However, research shows that 
local information sources not being the most important source of information, 
conferences score highest and other important sources were the Internet, published 
sources and trade fairs. Oxford DBFs clearly place a high valuation upon codified 
knowledge which fits its reputation as a strong clinical biotechnology bioregion, 
whereas Cambridge is thought of as stronger in medical biopharmaceutical, 
especially post-genomic research and exploitation. Clinical research is more 
patient-focused, including patient trials, diagnostics, software, bioinformatics and 
biochips, and technology-oriented as Oxford’s DBF profile tends to show. 
Universities are thus not the prime source of information. They were ranked ninth, 
along with local sector networks, national trade associations, technology transfer 
departments and independent research organisations. Least important were 
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education and training councils, general business services, consultancy services, 
regional sector networks and government research associations. Yet in spite of the 
evidence of interaction, firms themselves saw proximity to Oxford University and 
the local research base as an unimportant factor in the development of 
interactions, other than those of an informal nature. The local labour market was 
the next most important attraction factor, especially the availability of highly 
qualified human capital. DBFs in such surveys appear schizophrenic, locating near 
research excellence but denying it by stressing higher-status global connections. 

Munich’s biotechnology companies continue to focus mainly on therapeutics. 
Their turnover was expected to rise to €250 million in 2005, compared to 
€170 million in 2004. The consolidation phase in the region will continue over 
this year but know-how and expertise, especially in cancer research, and a well-
supplied pipeline are factors that justify cautious hopes of cluster recovery. The 
science base in Munich is broad, but with special expertise in health-related and, 
less, agro-food biotechnology. There are three Max Planck Institutes of relevance, 
in Biochemistry, Psychiatry and the MPI Patent Agency. GSF is the Helmholtz 
Research Centre for Environment and Health, and the German Research Institute 
for Food Chemistry is a Leibniz Institute.**** There are three Fraunhofer 
Institutes, one of Germany’s four Gene Centres, two universities and two 
polytechnics. The main research-oriented big pharma company following Sanofi’s 
absorption of Hoechst AG as a subsidiary is Roche Diagnostics (formerly 
Boehringer Mannheim). The work areas of the broader bioscience community 
include three-dimensional structural analysis, biosensors, genomics, proteomics, 
combinatorial chemistry, gene transfer technologies, vaccines, bioinformatics, 
genetic engineering, DNA methods, primary and cell cultures, microorganisms, 
proteins, enzymes and gene mapping. In 1995, the State of Bavaria, the 
administrative district of Munich and local authorities of Planegg, together with 
the IZB Innovation and Start-Up Centre for Biotechnology Martinsried GmbH, 
established one of the first private business enterprise companies in Bavaria. This 
is a mostly public initiative, as with the IZB as a combination of incubator and 
technology park in proximity to the Gene Centre and two of the Max Planck 
Institutes conducting biotechnology research. Vertical networks from science 
through (public) funding to start-up are, in principle, strong, though, as elsewhere, 
given what looked a low-risk funding regime, due to public co-funding, the 
numbers of start-ups are not overwhelming, perhaps because of the quest for 
‘quality’ start-ups in which substantial sums may be individually invested. 

As to whether Munich’s biotechnology constitutes a cluster, the answer is 
probably positive, although there are conflicting reports as to whether three key 
firms commercialising biotechnology from Max Planck Institutes are interacting, 
collaborating companies or not. Two of the firms MorphoSys and Micromet were 
collaborating on the development of an antibody-based treatment for 
micrometastatic cancer. MorphoSys was the first firm to receive a BioRegio grant 
and had previously collaborated successfully with Boeringer Mannheim on the 
development of a diagnostic reagent. MorphoSys’s business strategy was to focus 
on the development of horizontal networking. They had no plans then to develop 
therapeutics themselves, aiming to remain a science discovery firm, but to let 
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partners carry the risk of drug development. Thus MorphoSys worked with a 
variety of companies, minimising its risk-profile, but potentially benefiting from 
substantial injections of capital from research funding, milestone payments and 
royalties. Already in 1999 MediGene planned to become a fully integrated 
biopharmaceutical company, an ambition that is unlikely to be fulfilled, although 
as we have seen, MediGene marketed the first new biotechnologically derived 
drug since Reteplase from Boehringer Mannheim many years ago. MediGene was 
a spinout from Gene Centre in 1994 and initially raised €8 million venture capital, 
state and federal funds. Its expertise is in gene therapy for cancer and 
cardiovascular diseases, with a research partnership at the time with Hoechst. 
Academic–clinical partnerships included the Munich Gene Centre, the Munich 
University Hospital, German Cancer Centre at Heidelberg and, in the USA, the 
NIH and Princeton University. Its co-founder, Horst Domdey, gave up a chair at 
Munich University to become head of BioM. Another firm, Mondogen, spun out 
of the Virus Research department at the Martinsried Max Planck Institute for 
Biochemistry. 

Second, and building on the previous point, too many German clusters 
specialise in low-value, highly competitive and rapidly changing diagnostics 
segments and insufficiently specialise in therapeutic biotechnology. This contrasts 
with the UK clusters, where numerous firms specialise not only in therapeutics but 
also in the most advanced post-genomic bioscientific innovation, especially but 
not exclusively in Cambridge, the UK’s leading biotechnology cluster. This means 
there is always likely to be rapid emergence and decline of market opportunities 
for these small German firms, although in some cases the fact that they are active 
in more than one line and the extra line involves at least therapeutics research is a 
promising indicator. To put it starkly, only Munich is remotely competitive in this 
regard in a European, let alone a global, context. Other research on co-publications 
(Cooke 2004) clearly shows that German bioscientists are not active in 
biotechnology co-publication with scientists elsewhere in Europe, Asia or North 
America. Only Munich displays such connectivity in the leading European and US 

A sketch comparison of the cases examined is provided in Table 2.6, but by 
way of introduction it is important to stress the following three key points of 
comparison that are both qualitative and quantitative. First, the German cluster 

may be problematic but it also may be a function of firm maturity. In leading 

sometimes collaboration, sometimes competition among the same firms. This 
seems not to have developed in Germany – somewhat strangely given the 

very much either in three of the four German clusters. In Heidelberg information 
was supplied in interview to suggest that the ‘creative destruction’ in recent years 
had destroyed many established linkages and that new businesses were extremely 
small, immature and often in similar and competing fields (e.g. diagnostics and 
platform technologies). In the cases of Rhineland and Berlin, firms are also small 
but in very diverse segments of biotechnology markets such as health care, agro-
food and environmental biotechnologies where ‘related diversity’ is low. 

firms are not as interactive at the firm level as those in the UK clusters and this 

bioclusters worldwide, there is a high degree of formal and informal interaction, 

concertation culture in business affairs more generally – and it may not evolve 
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bioscience journals, and such links as Munich bioscientists demonstrate are few 
and far between. 

Finally, it is evident that Germany’s biotechnology clusters demonstrate a 
marked dependence upon public support, with purely private enterprise support 
being at a premium. This contrasts markedly with Cambridge and Oxford, but less 
so with Scotland. However, even in Scotland, which is located relatively 
peripherally to the main markets, there is active private venture capital and 
business angel activity. Also, contrasting in particular Scotland with its large 
element of public support with the German bioclusters, that support seems to have 
been more innovative. Thus Scotland was the first region in Europe to hire 
Michael Porter to advise on their cluster policy for biotechnology back in the early 
1990s. Moreover, Scotland pioneered the ‘Proof of Concept’ fund that has assisted 
spinout companies from universities by allowing professors to ‘buy out’ their 
teaching and administration time with the grant-funding they have won. Finally, 
not satisfied with an above-average start-up rate and a booming services and 
supply sector (see Table 2.6), the Scottish Executive and its economic 
development agency Scottish Enterprise established and funded a special 
intermediary organisation, the ITI for Life Sciences, to increase the general rate of 
exploitation and commercialisation of bioscientific discoveries over a 10-year 
period. This is a positive sign of real commitment that was politically 
controversial at the time because apologists for market solutions found it 
unacceptable that there should be even more intervention in Scotland’s 
biotechnology from the public sector. However, as it turned out, an entrepreneur 
from Wales, John Chiplin, who had been an academic entrepreneur in the early 
days of San Diego’s biotechnology cluster and made his fortune by establishing 
and selling both of his spinout companies 20 years later, was found to head the 
Life Sciences ITI and he applies complete market norms to the activities of his 
institution. Moreover, he and others involved are themselves somewhat critical of 
the content of some public policies, showing scepticism, as we have seen, about 
the cluster concept itself. 

2.6 Bioregions and Their Key Characteristics Elsewhere 

In this section we shall briefly examine developments in five developing network 
nodes, most of which were mentioned in the previous section of this chapter as 
having research or market relationships with UK firms (and conceivably US 
firms) which, it can be hypothesized, were less pronounced hitherto. The countries 
in question are Canada, Sweden, Switzerland, Singapore and Israel. For the 
present, space does not allow investigation of scientific and market developments 
in two key biologics supplier countries of the future, India and China. How have 
these five nodal countries positioned themselves globally? What specialisation, if 
any, characterises their activity? To what extent are institutional and economic 
geographic patterns established in the USA and UK being repeated? For example, 
in EU countries considered elsewhere, clustering near major knowledge centres 
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such as Munich (Germany) and Paris (France) characterises the institutionalised 
economic geography of the sector (Cooke 2002; Kaiser 2003; Lemarié et al. 
2001). 

Literature on which the following brief accounts are drawn ostensibly shows 
the same, with Canada’s biotechnology dominated by clusters of Montreal and 
Toronto; Sweden having concentrations in Stockholm–Uppsala and Lund–Malmö, 
now bridged formally to Denmark’s nearby Medicon Valley cluster in 
Copenhagen; Switzerland’s concentrations are at Zurich, Geneva and Basel; 
Singapore is tightly drawn to the National University of Singapore campus; and 
Israel’s main concentration is in Jerusalem, near to the Hebrew University and 
Hadasit incubator (Niosi and Bas 2003; McKelvey et al. 2003; VINNOVA 2003; 
Nelund and Norus 2003; Finegold et al. 2004; Kaufmann et al. 2003). However, as 
will be shown, the trajectories by which these concentrations reached fruition are 
distinctive. One group has, in individually distinctive ways, an origin in close 
relationships with ‘big pharma’. In Sweden and Denmark corporate spinout and 
supply, the former even before Pharmacia’s acquisition by Pfizer, combine with 
university research and associated start-up DBFs. In Switzerland, close links to 
Roche and Novartis, the latter with its own incubator and VC fund, influence the 
focus in Basel. But Zurich and Geneva also have biotechnology and university 
research as a key progenitor. While Singapore’s growth is based on a determined 
foreign direct investment (FDI) strategy to attract global leaders, but also interact 
through university research with DBFs, in Canada and Israel the origins of their 
metropolitan clusters lie primarily in public research funding and academic 
entrepreneurship. Let us now explore in a little more depth the experiences, 
linkage specificities and global knowledge network patterns and processes in the 
two broad categories. 

2.6.1 Economic Geography of Clusters Spawned by Pharmaceuticals 
Firms 

In the three instances under the spotlight here – Sweden/Denmark, Switzerland 
and Singapore – the influence of big pharma is, as noted, pronounced. Thus the 
first commercial exploitation of modern biotechnology in Sweden was based on 
technology from Genentech, licensed by the Swedish company Kabi in 1978. Kabi 
merged with Pharmacia in 1990. Pharmacia later merged with two US companies 
Upjohn and Monsanto, to form Pharmacia Corporation. In the spring of 2003 
Pfizer, the US pharmaceutical company, acquired Pharmacia Corporation. The 
other major pharmaceutical company in Sweden, Astra (now a Swedish–UK firm 
AstraZeneca), has headquarters in Södertälje near Stockholm, with Swedish 
research based in Södertälje, Gothenburg and Lund started using recombinant 
DNA technology in the 1980s. From then, and increasingly in the 1990s, new 
DBFs were founded in Sweden. Most of these new companies were either spin-
offs from university research or from existing large pharmaceutical companies. 
Swedish biotechnology ranks fourth in Europe in terms of number of companies 
and ninth in the world according to the Swedish Trade Council in 2002. 
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The number of Swedish DBFs increased by 35% from 135 in 1997 to 183 in 
2001, and the number of employees increased by 48% to about 4,000 (VINNOVA 
2003). The two pharmaceutical companies AstraZeneca and Pharmacia Corporation 
were the dominant large companies engaged in biotechnology activities. Many 
Swedish DBFs serviced them in the biopharmaceuticals application sector, but also 
in such industries as food processing and agriculture.9 These DBFs are highly 
research-led and knowledge-intensive. Between 10 and 20% of employees in  
these companies have doctoral degrees. Of company presidents responding to 
VINNOVA’s questionnaire, 93% stated that their companies collaborated with 
academic research groups. From our earlier results, this appears to differentiate 
Swedish DBFs somewhat from those in the USA and UK, where research 
interactions are more among firms or distinctively among PROs. This is possibly 
an indicator of the relative immaturity of many Swedish DBFs, formed as we have 
seen in the 1990s for, according to the VINNOVA study, a majority of companies 
were small in 2001, that is, they had fewer than 200 employees. Almost 90% of 
the companies had less than 50 employees, and a good half had less than 10 
employees. However, the category of small and medium-sized biotechnology 
companies is growing such that in 2001 Swedish DBFs totaled about 4,000 
employees, a 35% increase since 1997. 

These are mostly found clustered in Sweden’s metropolitan regions and in 
cities with large universities conducting substantial medical research. Fifty-six 
DBFs are located in the Stockholm region, followed by the Lund/Malmö and 
Uppsala regions, with 36 and 31, respectively; 24 are located in the Gothenburg 
region. The smallest cluster is in the Umeå region, with fewer than ten 
biotechnology DBFs. The Swedish pharmaceutical industry annually spends 
around 25% of its revenues on R&D, higher than the global standard of 17.5%. 
This high percentage by international standards mainly reflects AstraZeneca’s 
large expenditures in its Swedish research centres, with around one third of the 
group’s total R&D investments, $3.1 billion, occurring in Sweden. Of this some 
20% or $540 million is spent extramurally in Sweden (Benner and Sandström, 
2000). Stockholm–Uppsala, in particular, contributes to Sweden’s relative strength 
in biotechnology research, mainly through the Karolinska Institute, Uppsala 
University, Stockholm University, SLU10 and the Royal Institute of Technology. 

                                                           
9 ‘Swedish DBFs are noted suppliers and R&D partners to leading foreign pharmaceuticals 

firms (e.g. Carlsson Research and Merck; BioVitrum and Amgen; Kario Bio and Wyeth). 
However, the official http://www.sweden.se website notes that the following: ‘Both 
AstraZeneca and Pharmacia collaborate with numerous biotech companies, some of them 
Swedish…. The pharmaceutical companies Astra (now AstraZeneca) and Pharmacia 
(today part of Pfizer) have stimulated the growth of the Swedish biotech industry, not 
only in the pharmaceutical and medical sub-sectors but also, for example, in biotech tools 
and supplies. Examples are Prevas Bioinformatics contract solutions for AstraZeneca, 
Biovitrum and GE Healthcare while blockbuster drugs like Losec (AstraZeneca) and 
Celebrex (Pharmacia) were clinically trialled by Swedish clinical research organisations 
as were many others originating abroad (e.g. Lipitor, Norvasc and Zoloft for Pfizer; 
Lipovas for Merck; and Paxil for Glaxo SmithKline). 

10 SLU is the Swedish University of Agricultural Sciences. 
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These produce annually some 8,000 publications, co-host some 4,000 PhD 
students and employ some 2,200 scientists. 

However, on publication interactions, Sweden’s collaborations revealed that 
70% of co-authorships (1986–1997) were with other Swedish PROs, while 12% 
were with US institutions and an equivalent share with UK and German co-
authors together. Regarding R&D projects, McKelvey et al. (2003) found the 
opposite, that is, of 215 collaborations made by 67 actors (firms, universities and 
research institutes), 52 were between Swedish institutions and the rest involved 
overseas partners, these again being mainly with the USA and UK. This 
undoubtedly reflects the relative thinness of the pharmaceuticals and DBF market, 
particularly the former, in Sweden, which perforce stimulates links for industrial 
research with larger economy incumbents. This is underlined to a limited degree 
for patenting where Swedish biotechnology patents registered in the USA 
involved 62 jointly with US inventors. However, 202 were products of Swedish-
only collaborations: a similar pattern prevailed for pharmaceuticals joint-patenting 
(VINNOVA 2003). 

Hence, Sweden may be said to display a relatively typical European 
introversion in much of its exploration or basic research activity, including to 
some extent patenting, but is more outgoing where applied research with industry 
is concerned. Stockholm–Uppsala is the stronger with 56 firms and 1,126 
employees, at least five strong research universities and around 1,640 employees 
in smaller biotechnology businesses in four Science Parks. However, Lund–
Malmö is a larger concentration at 104 than Stockholm–Uppsala. Medicon Valley 
is well placed in this respect, being home to 11 universities, 70 biopharmaceuticals 
companies (60% of the turnover of the Nordic pharmaceutical market) and 26 
hospitals. Its academic institutions include, among others, Copenhagen and Lund 
universities, The Danish University of Pharmaceutical Sciences, and The Royal 
Veterinary and Agricultural University, as well as centres for diabetes and stem 
cell research, and a multidisciplinary centre for stem cell biology and cell therapy. 
There are also 135,000 students in the area, more than 300 research groups, 4,000 
Life Science employees and 27 local venture capital firms (Dorey 2003). 
Pharmaceuticals firms have been key to the growth on the Danish side through the 
likes of Hansen Laboratories, Carlsberg Laboratory and Novo Nordisk, a global 
insulin supplier and partner of Biogen in early bioengineering of human insulin. 
Medicon Valley Academy was formed in 1997 to ‘create, transfer and exploit 
knowledge’ with the aim of making it the most attractive bioregion in Europe by 
2005. This academy is largely responsible for creating a sense of identity in the 
region, arranging networking events and also building relationships with other 
clusters in Scandinavia such as the Stockholm–Uppsala region. 

Singapore’s government biotechnology initiatives started in 1987 with the 
establishment of the Institute of Molecular and Cellular Biology at the National 
University of Singapore, but became industrially serious within the 2000–2004 
period. The aim was to build a biotechnology cluster around FDI, a policy that 
worked well in previous developmental stages, such as the policies in support of 
petrochemicals, electronics and ICT. Four new institutes in bioinformatics, 
genomics, bioprocessing and nanobiotechnology now exist at a cost of $150 million 
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to 2006. Public venture capital of $200 million has been committed to three 
bioscience investment funds to fund start-ups and attract FDI. A further 
$100 million is earmarked for attracting up to five globally leading corporate 
research centres. The Biopolis is Singapore’s intended world-class R&D hub for 
the georegion. The Biopolis is dedicated to biomedical R&D activities and 
designed to foster a collaborative culture among the institutions present and with 
the nearby National University of Singapore, the National University Hospital and 
Singapore’s Science Parks. Internationally celebrated scientists, such as Nobel 
laureate Sidney Brenner, Alan Colman, leading transgenic animal cloning scientist 
from Scotland’s Roslin Institute, Edison Liu, former head of the US National 
Cancer Institute, and leading Japanese cancer researcher Yoshaki Ito, have also 
been attracted. 

These are ‘magnet’ appointments meant to attract talent and create cluster 
conventions and practices among research centres and DBFs. The sector now 
numbers 38 firms of which 15 are indigenous start-ups and 23 FDI R&D, 
manufacturing, clinical research organisations and other services. Johns Hopkins, 
MIT, Duke University, Columbia University and the Indian Institute of Technology 
have established facilities in Singapore. Singapore’s Bioethics Advisory Committee 
advised acceptance of embryonic stem cell but not human cloning research, which 
is also a globally attractive locational factor, shared as we shall see with Israel, 
among others. Pharmaceuticals firms from overseas manufacturing in Singapore 
include Glaxo since 1989, Schering-Plough (1997), Genset (now Serono) (1997), 
Aventis (2000), Merck (2001), Wyeth (2002) and Pfizer (2004). R&D centres of 
the following firms are also present: Genelabs (1985), Becton Dickenson (1986), 
Oculex (1995), Perkin-Elmer (1998), Sangui (1988), Cell Transplants (2000), 
Schering-Plough (2000), Eli Lilly (2001), Surromed (2001), Affymetrix (2001), 
Novartis (2002), ViaCell (2002), PharmaLogicals (2002). Finally, clinical research 
organisation services are available from Quintiles (1995), Novo Nordisk (1999), 
Covance (2000) and Pharmacia-Upjohn (now Pfizer) (2000). Joining ViaCell in 
stem cells are indigenous DBFs ES Cell and CordLife, a few genomics firms such 
as APGenomics and Qugen, and a variety of drug discovery, bioinformatics and 
diagnostics firms mostly established since 2000. In brief, Singapore is host to a 
large number of mainly US and, to a lesser extent, European R&D laboratories of 
big pharma businesses. It has strength in public research activity and small signs 
of growth in stem cells exploration and exploitation activity. The benign 
regulatory environment allowing embryonic stem cells research is undoubtedly an 
attraction, which contextuated by Singapore’s celebrated ‘developmentalist state’ 
capabilities, will stimulate cluster growth as an ‘offshore’ research and production 
platform targeting the burgeoning Asian market. 

Switzerland is another small country in which multinationals generally, and in 
big pharma specifically, are a notable feature of the economic landscape. Roche 
(Hoffmann La Roche) and Novartis (formerly Sandoz and Ciba-Geigy) are 
indigenous Swiss multinationals, the latter in the global top ten by market 
capitalisation, the former having slipped down the rankings in later years rather 
like Bayer and, to some extent, Aventis among former European majors. The 
Swiss government too in 2002 announced in favour of embryonic stem cells 
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research while banning embryo-creation purely for research purposes. Apart from 
Novartis and Roche, Switzerland also hosts one of the world’s largest biotechnology 
companies Serono, which in 2001 had a market capitalisation of $18 billion, 
ranking it third behind Amgen and Genentech. Serono and Amgen signed a 
licensing and commercialisation deal for Serono to sell a Multiple Sclerosis drug 
in the USA it had developed with Immunex, a Cambridge (MA) firm subsequently 
acquired by Amgen. Other prominent firms are Actelion, Cytos, The Genetics 
Company, bio-T, CELLnTEC, Debiopharm, GeneBio and Solvias. In addition to 
Serono, Actelion, Berna Biotech, Debiopharm and Basilea have several 
pharmaceuticals in clinical testing. Lonza Biologics is also Swiss and one of the 
largest biosynthesis firms in the world. Debiopharm funds cancer research projects 
at Tulane University, New Orleans. 

Of the 200 Swiss biotechnology companies listed in 2003, around 40 are pure 
biotechnology firms (DBFs), the others being instrumentation and services firms 
that nevertheless link to many of the forty. Some 22% of the 200 are located in the 
Geneva–Lausanne ‘BioAlps’ region, ∼26% are in the Basel ‘BioValley’ region 
and about 35% are in the Greater Zurich region. Zurich has a Functional 
Genomics Research Centre. Since 2000, 45 new biotechnology businesses have 
been established, 15 of which were spinouts from the Swiss Federal Institute of 
Technology in Lausanne and Zurich and 10 were spinouts from other Swiss 
universities. The remainder came from domestic and foreign subsidiary industries. 
Of the 30 or so public companies, many such as Genedata (Basel), Cytos (Zurich) 
and GeneProt (Geneva), a proteomics DBF, have long-term collaborative research, 
opinion and licensing agreements with the likes of Novartis and Roche. 
International collaborations extend to the partnership between the University of 
Minnesota and the Swiss Federal Institute of Technology focused upon medical 
technology. This arises in part from Minneapolis devices firm Medtronic’s 
subsidiary located in Switzerland and its collaboration with the likes of Disetronic, 
a leading Swiss insulin-pump manufacturer. In conclusion, Switzerland is a small, 
capable knowledge-intensive biosciences economy. It has leaders in big pharma, 
global DBF capability and numerous smaller DBFs and spinouts concentrating on 
leading-edge proteomics and other post-genomics treatments. It is highly 
connected globally, but especially to the US megacentres through big pharma and 
its leading clusters in Zurich, Basel and Geneva–Lausanne. 

2.6.2 The Research and DBF-Led Clusters in Israel and Canada 

By 2001 the Israeli biotechnology industry consisted of 172 firms, 7 of which 
were publicly traded. The whole sector had a total valuation of $3.5 billion and 
4,000 employees, and 85% of firms employed less than 20 persons. These firms 
are clustered as follows: Rehovot (satellite of Tel Aviv) has 46 firms and some 
1,290 life scientists, Jerusalem has 38 firms and 1,358 life scientists, and Tel Aviv 
has 32 firms and some 1,725 life scientists. Jerusalem’s patent score is the highest 
at 209, followed by Rehovot at 176 and Tel Aviv at 64. Jerusalem has perhaps the 
more mature of the three clusters, something the patent data underline. Apart from 
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generics drug manufacturer Teva, Israel lacks major pharmaceuticals firms and 
even clinical research organisation services. It is very much a research-led, 
university and incubator-based system in much need of finding co-incubation 
partners and consolidating links with big pharma. It is noteworthy that if Hebrew 
University, Jerusalem, were to appear in rankings on university royalty earnings it 
would be rather high because of its 2002 licensing income of over $20 million 
resulting from the invention in its biosciences faculty of the globally consumed 
‘cherry tomato’ (Kaufmann et al. 2003). 

An example of the Israeli bioincubator strategy is at the heart of the dynamic 
biotechnology cluster connected to the Hebrew University and related teaching 
hospitals. Hadasit is fundamentally a for-profit, incorporated company founded by 
the Hadasah Medical Organisation, a women’s health foundation that owns 100% 
of Hadasit’s shares. It offers a comprehensive, one-stop-shop service to its spinout 
firms. Hadasit’s procedure involves screening firm candidates, agreement for pre-
proof of concept funds, followed by an IPR assessment. If it passes muster a 
patent filing occurs conducted by Hadasit, leading to a final prototype, preparation 
of a business plan and auditioning for venture capital. Hadasit has US partners and 
also links to incubation facilities in Singapore and Australia. It offers firms the 
widest range of services and benefits from growth in its equity stake in incubated 
start-ups. The incubator has firms specialising in thrombosis, cancer care, 
rheumatoid arthritis and hormone research. Hadasit has taken on one-stop-shop 
functions perforce, because of the relative absence in Jerusalem, and Israel more 
generally, of a developed biotechnology services market. 

The Canadian industry is split evenly between Toronto and Montreal, though 
Vancouver also has a presence. Toronto and Montreal together account for some 
228 DBFs; Vancouver has 71. Space permits only limited discussion of both, 
starting with Toronto. According to Niosi and Bas (2001, 2003), Toronto has a 
stronger scientific base than Montreal even though each city has some 73 and 72 
DBFs, respectively. Thus Toronto had 178 DBF patents (1989–1999), 61% of the 
total, while Montreal had 51 or 17%. Similarly, Toronto had 191 patents overall, 
including firms, universities and government (37%) and Montreal 96 (18%). 
Toronto has recently been named as the destination of Aventis’s new $350 million 
Genomics Research Institute, adding to big pharmas’ exodus of leading-edge 
research from continental Europe (Novartis has established its equivalent $250 
million facility in the Boston region). Venture capital also reflects the variation in 
status of the two centres. Both cities have multinational pharmaceuticals firms 
such as Pfizer, Merck, Shire (formerly BioChem Pharma), Aventis, Novartis and 
Schering in Montreal and Aventis Pasteur, AstraZeneca, Bayer and Eli Lilly in 
Toronto. Each has main university research centres such as University of Toronto, 
York and McMaster in Toronto, and McGill, University of Montreal, University 
of Quebec at Montreal and Concordia universities in Montreal. Many government 
research laboratories also co-exist in both places. 

Yet there is more of a struggle for the DBF sector in Montreal since the region 
experienced significant industrial restructuring, loss of traditional manufacturing 
industry and particularly financial services to Toronto during the 1970–2000 
period. However, bioscientific research is deeply embedded in the region and 



30      Philip Cooke 

commercialisation has produced world-class firms, notably and also at the Laval 
campus, BioChem Pharma discoverer of Epivir, the first AIDS treatment marketed 
through Glaxo. Since acquired by the UK firm Shire Pharmaceuticals, BioChem 
was, in late 2003, experiencing significant corporate re-positioning towards less 
costly therapeutic targets while advanced research was being focused more 
towards home base, the greater Montreal region. The region has a large 
biomedical cluster with leading companies and a strong research base with four 
universities in Montreal, an established biopharmaceuticals and diagnostics 
industry with 145 companies and 14,500 jobs and 50 biological research institutes, 
including the Canadian National Research Council Biotechnology Research 
Institute, an important federal biotechnology research centre. QBIC is located in 
the Laval Science and High Technology Park, Montreal. The Park was created in 
1989 as the result of a strategic alliance between the INRS-Institut Armand-
Frappier (a research centre of Quebec University), the City of Laval and Laval 
Technopole. The Laval Science and High Technology Park is the focus of 
‘Biotech City’, a $100 million initiative launched in June 2001 to develop a 
business and science centre supported by the Quebec government, Investissement 
Québec, the Institut National de la Recherché Scientifique (INRS), the Laval 
Technopole and the City of Laval. Some 30 businesses, biotechnology and 
biopharmaceutical companies, research centres and IT firms exist in the Biotech 
City. QBIC had, in late 2003, six firms in its bioincubator. 

We can say, in conclusion, that Canada’s large pharmaceuticals firms have 
grown as established production, sales and marketing branches serving the 
Canadian market whether from the US or Europe. However, cluster-development 
has occurred mainly separately from this through academic entrepreneurship 
supported by well-found research infrastructure and local venture capital 
capabilities. Unlike Israel, where there are scarcely any pharmaceuticals firms 
with which DBFs might interact, in Toronto and Montreal, they have been perhaps 
equivalents of ‘ships that pass in the night’. In relation to our earlier proposal of a 
Spatial Knowledge Capabilities theory of economic geography, the sketches 
provided earlier point to the emergence in some cases in concertation of DBFs and 
big pharma, and in others the largely or substantially independent emergence of 
DBF clusters in proximity to knowledge centres, notably universities where 
leading-edge research is commonly practised. To these centres are attracted 
investment and talent, including in recent years incumbent research talent in big 
pharma that also establishes its ‘ahead of the curve’ post-genomics research in 
look-out posts or embedded research facilities in the clusters. No longer does 
talent migrate to corporate headquarters in New Jersey or London, rather the 
magnets for large-scale knowledge investments are the privileged global network 
nodes represented in a brief benchmarking exercise in Table 2.6. 
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2.7 Conclusions 

Thus the chapter, in focusing on the SME–research nexus that typifies bioregions 
and the strength of weak and strong ties among actors in such locales, pays due 
attention to the global reach of many of the connections characterising such 
companies, but also emphasises the importance of the public sector as customer 
through health systems and provider, along with big pharma and private 
foundations in fuelling modern bioscientific research and commercialisation. It 
further pays due attention to the varying strength of large corporations in 
bioregions, depending upon the type of biotechnology in which they specialise. It 
seems that, as a major global biotechnology player in terms of research, number of 
firms, clusters and even recent pipeline product performance, Europe could 
nevertheless learn some useful lessons from the USA in promoting its bioregions 
by the following five practices found there. These conclusions draw some critical 
lessons for European biotechnology from comparison of similar cluster-focused 
evolutionary processes there and in the USA, which admittedly has enjoyed a 20-
year technological lead over most of Europe and at least a 10-year lead compared 
to Europe’s leading practitioners. 

• It is important to maintain a global presence in the pharmaceutical industry in 
geographical proximity to key bioscience clusters. This does not mean global 
companies that are only anchored in domestic locations. Clearly, accomplished 
firms must remain functionally close to key bioregions domestically and 
abroad. Helping create stronger links beyond presently reasonably healthy 
publishing collaborations from bioregions to the leading ones in the USA will 
also hasten non-firm-led knowledge transfer. Without these, it simply proves 
harder for European SMEs to build and maintain close links with, for example, 
pharmaceuticals R&D procurement offices when these relocate to the USA. 

• Such knowledge transfer must be improved between research and firms by even 
better linkage around patenting and better funding opportunities for commer-
cialisation by firms (but see later). Europe’s innovative clusters, of which there 
are a relatively good number compared to the USA, seem to make fewer 
biotechnology ‘breakthrough’ innovations, presumably because the science is 
not found in sufficiently promising, possibly high-risk research areas. 

• Although the USA has no significant lead in numbers of firms or clusters in 
biotechnology, it has a significant lead in the levels of investment by both risk 
capital investors and big pharma licensing of intellectual property for which 
they can see good prospects of a return on their investment – in both cases. This 
is a result of much European research being ‘far from the market’ but it may 
also be a function of the larger public investment in the USA in basic research, 
which now runs at more than double the European investment in public R&D in 
biotechnology. 

• Incentives for commercialisation of innovative knowledge are weak in Europe, 
generally-speaking. Historically, only Cambridge and Sweden as a whole have 
operated such that intellectual property remained largely with the inventor, 
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usually a university scientist. The UK government policy more recently has 
been to dilute that, leaving only Sweden with such an incentive structure. It is 
perhaps no coincidence that Ernst & Young (2007) reveal Sweden to have 
Europe’s largest number of biotechnology companies relative to GDP. 

• It is possible that a stronger licensing orientation from both research institutes 
and firms may bring a more rapid return and progress to commercialisation 
than going mainly down the spinout route towards commercialisation. 

These and related aspects of the knowledge gleaned from this survey of global 
bioregions will assist those with an already relatively strong showing in the global 
bioregion stakes to become even stronger in the foreseeable future. It will also 
assist those aspiring to evolve biotechnology clusters to understand better the 
challenges and opportunities that lie before them.11 

References 

Benner M, Sandström U (2000) Internationalising the triple helix: Research funding and 
norms in the academic system. Research Policy 29: 291–301 

BioGenTec (1998) BioGenTec Atlas. BioGenTec, Cologne 
Bioscience Innovation and Growth Team (BIGT) (2004) Bioscience 2015: Improving 

national health, increasing national wealth. BIGT BIA/DTI/DoH, London 
Casper S, Karamanos A (2003) Commercialising science in Europe: The Cambridge 

biotechnology cluster. European Planning Studies 11: 805–822 
Chesbrough H (2003) Open innovation. Harvard Business School Press, Boston 
California Healthcare Institute and PriceWaterhouseCoopers (CHI/PWC) (2002) 

Biomedicine: The new pillar in northern California’s economy. CHI/PWC, La Jolla 
and San José 

Cooke P (2002) Biotechnology clusters as regional, sectoral innovation systems. 
International Regional Science Review 25: 8–37 

Cooke P (2004) The molecular biology revolution and the rise of bioscience megacentres in 
North America and Europe. Environment and Planning C: Government and Policy 22: 
161–177 

Cooke P (2006) Entrepreneurs, innovation systems and policy platforms. Report to the 
Constructing Regional Advantage Commission. EU Directorate General Research, 
Brussels 

Cortright J, Mayer H (2002) Signs of life: The growth of biotechnology centres in the US. 
The Brookings Institute, Washington, DC 

Dorey E (2003, March) Emerging market Medicon Valley: A hotspot for biotech affairs. 
BioResource. http://www.investintech.com  

Eastern Region Biotechnology Initiative (ERBI) (1999) Background information for 
Cambridge and Eastern Region biotechnology cluster. ERBI, Cambridge  

Ernst & Young (2007) Beyond borders 2006. Ernst & Young, Boston 
                                                           
11 Thanks to Ann Yaolu for assistance with the scientometrics and to David Knight for data 

on the UK genomics firms. Thanks also to Lennart Stenberg, VINNOVA, for discussing 
various concepts and hypotheses. Finally, thanks to colleagues in the CIND, CIRCLE 
and ISRN networks in Sweden and Canada who heard these observations in preliminary 
form and encouraged their development into a hopefully coherent analysis. 



2 Biotechnology Dynamics at the Global Scale      33 

Finegold D, Wong P, Cheah T (2004) Adapting a foreign direct investment strategy to the 
knowledge economy: The case of Singapore’s emerging biotechnology cluster. 
European Planning Studies (in press) 

Foray D, Freeman C (1993) Technology and the wealth of nations: The dynamics of 
constructed advantage. Pinter, London  

Hall P, Soskice D (2001) Varieties of capitalism: The historical foundations of comparative 
advantage. Oxford University Press, Oxford 

Healthcare Industries Task Force (HITF) (2004) Better healthcare through partnership: A 
programme for action. HITF, London 

Helpman E (1998) General purpose technologies and economic growth. MIT Press, 
Cambridge 

Jack A (2005, 14 January) Focus turns to question of drugs advertising. Financial Times, p 3 
Kaiser R (2003) Multi-level science policy and regional innovation: The case of the Munich 

cluster for pharmaceutical biotechnology. European Planning Studies 11: 841–858 
Kaufmann D, Schwartz D, Frenkel A, Shefer D (2003) The role of location and regional 

networks for biotechnology firms in Israel. European Planning Studies 11: 823–840 
Lawton Smith H (2004) The biotechnology industry in Oxfordshire: Enterprise and 

innovation. European Planning Studies 12: 985–1002 
Lemarié S, Mangematin V, Torre A (2001) Is the creation and development of biotech 

SMEs localised? Conclusions drawn from the French case. Small Business Economics 
17: 61–76 

Malik A, Pinkus G, Sheffer S (2002) Biopharma’s capacity crunch. McKinsey Quarterly, 
http://www.mckinsey.co.uk 

March J (1991) Exploration and exploitation in organisational learning. Organization 
Science 2: 71–87 

McKelvey M, Alm H, Riccaboni M (2003) Does co-location matter for formal knowledge 
collaboration in the Swedish biotechnology–pharmaceuticals sector? Research Policy 
32: 485–501 

Nelund R, Norus J (2003) Competitiveness and opportunities: Building an island of 
innovation apart from Europe’s innovative centre. In: Hilpert U (ed) Regionalisation of 
globalised innovation. Routledge, London 

Niosi J, Bas T (2001) The competencies of regions – Canada’s clusters in biotechnology. 
Small Business Economics 17: 31–42 

Niosi J, Bas T (2003) Biotechnology megacentres: Montreal and Toronto regional systems 
of innovation. European Planning Studies 11: 789–804 

Owen-Smith J, Powell W (2004) Knowledge networks as channels and conduits: The 
effects of spillovers in the Boston biotechnology community. Organization Science 15: 
5–21 

Porter M (2002) Clusters of innovation: Regional foundations of US competitiveness. 
Council on Competitiveness, Washington 

Smith A (1776) Wealth of nations. The Modern Library, New York 
VINNOVA (2003) Swedish biotechnology-scientific publications, patenting and industrial 

development. VINNOVA (Swedish Agency for Innovation Systems), Stockholm 
 



3 Geographic Clustering in Biotechnology: 
Social Networks and Firm Foundings 

Dirk Fornahl1 and Olav Sorenson2 

1 Universität Karlsruhe (TH) – Institute of Economic Policy Research (IWW), 
Germany 
2 Jeffrey S. Skoll Chair in Technical Innovation and Entrepreneurship, Professor of 
Strategic Management, Rotman School of Management, University of Toronto 

3.1 Introduction 

Even casual observation reveals that firms in a wide range of industries have a 
tendency to cluster together – from computer software and hardware in the region 
between San Francisco and San Jose (“Silicon Valley”), to motion picture 
production in Los Angeles, to investment banking in London and New York. 
Biotechnology is no exception. In the United States, one finds concentrations of 
biotechnology firms in San Diego, South San Francisco, the Research Triangle 
Park in North Carolina, and the region off Route 128, just north of Boston (Fig. 
3.1; for a more detailed mapping, see Stuart and Sorenson 2003b). In Germany, 
biotechnology clusters are found in Bavaria and Baden–Wuerttemberg (Fig. 3.2; 
for more details, see Zeller 2001). In the United Kingdom, concentrations appear 
in the regions around Cambridge and Oxford (Lawton Smith et al. 2000). In fact, 
one finds a significant degree of geographic concentration in every country with a 
major presence in biotechnology (for further information on Canada, see Niosi and 
Bas 2001; for more on France, see Lemarié et al. 2001; and for a worldwide map, 
see Rinaldi 2006).  
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Fig. 3.1. Distribution of core biotechnology firms in the USA in 2003 (Source: Ernst & 
Young 2004) 

Fig. 3.2. Distribution of core biotechnology firms in Germany in 2001 (Source: Ernst & 
Young 2002) 

Why does such agglomeration occur? Traditional explanations for geographic 
concentration based on transportation costs and the location of critical inputs hold 
little sway in this setting since biotechnology draws most crucially on knowledge, 
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an input with no physical weight and no natural location.1 Explanations for the 
geographic clustering of biotechnology firms, as well as other high-technology 
industries, have therefore focused primarily on accounts that recall Marshall’s 
(1890) ideas on agglomeration externalities, claiming that colocation allows firms 
to operate more efficiently by sharing resources, such as information or the output 
of some supplier (e.g., reagents in biotechnology).2 Others, however, have 
suggested that geographic concentration reflects more where entrepreneurs can 
and do found firms than the economic efficiency of agglomeration (Sorenson and 

chapter, we explain the logic behind and review the evidence for this second 
explanation.   

Social networks – sets of relationships between individuals – are central to this 
explanation. One can conceive of the entrepreneurial process as composed of two 
stages. First, the potential entrepreneur must perceive a business opportunity 
worth pursuing. In biotechnology, such an opportunity might represent either a 
technology, such as a new technique for DNA sequencing, or an application, for 
example, a disease without existing treatments available. Once an opportunity has 
been identified, the would-be founder faces the challenge of assembling the 
resources necessary to pursue it – know-how, financial capital, and skilled labor  
in the form of both scientists and laboratory technicians. Social relationships 
influence both stages of this process, facilitating opportunity recognition and the 
acquisition of intellectual, financial, and human capital. 

Because they play critical roles in the entrepreneurial process, these 
relationships shape the geographic distribution of industries. The social ties that 
individuals acquire and maintain do not appear at random. Rather, people must 
meet in space and time to bond. Although the nascent entrepreneur might form 
connections with others met at an academic or professional conference or on a 
vacation, relationships more commonly arise from situations that involve more 
sustained interaction – attending the same school, being employed at the same 
firm, or perhaps belonging to the same club. Even among initiated relationships, 
those most proximate tend to last longest since the cost of maintaining them 
declines with distance (Stouffer 1940; Zipf 1949). As a result, social networks 
primarily connect individuals to others in the regions in which they live and work. 
This social parochialism restricts the ability of entrepreneurs to found firms far 
from their existing locations, thereby ensuring that the geographic patterns of 
entry reinforce the existing distribution of economic activity in any industry 
(Sorenson and Audia 2000). Just as this dynamic promotes agglomeration in other 
industries, so too does it in biotechnology (Stuart and Sorenson 2003b).  

The remainder of this chapter presents this idea and the evidence supporting it 
in greater detail. Section 3.2 discusses the local character of social relationships. 
Section 3.3 details the mechanisms through which these relationships influence 
firm founding. Section 3.4 reviews the empirical implications of and evidence for 

                                                           
1 Zucker et al. (1998), however, recall this classical view by claiming that biotechnology 

firms must locate near elite universities to gain access to ‘star’ scientists. 
2 See Brenner (2004) for a review of the literature on agglomeration externalities. 

Audia 2000; Stuart and Sorenson 2003b; Klepper and Sleeper 2005). In this 



this theory. Section 3.5 discusses its policy implications, and Section 3.6 
concludes. 

3.2 Social Networks and Geographic Proximity 

Despite the press surrounding “globalization” and proclamations of the “death of 
distance,” individuals by and large lead highly local lives. They work in close 
proximity to their places of residences. They socialize with people living in the 
same communities (Festinger et al. 1950), and even typically marry partners from 
these same regions (Bossard 1932). The ability to obtain information and secure 
resources from other parties, which depends on these relationships, therefore tends 
to decrease with distance (as we discuss in Sect. 3.3). 

People live local lives not only in the geographic sense, but also in a social one 
(Lazarsfeld and Merton 1954; Blau 1977). Even among those residing in the same 
region, people most commonly interact with others similar to them on a variety of 
dimensions – for example, those employed in the same firms, industries, and 
fields, and those of the same social standing, educational level, ethnicity, and 
religion. Though social relationships can and do span geographic and social 
spaces, these “distant” ties remain the exception rather than the rule.  

A number of factors contribute to the local character of social networks. First 
and foremost, the formation of a relationship requires that two individuals meet. 
Although in some cases people pursue specific contacts, more commonly they 
meet by chance.3 Since these chance encounters require individuals to be in the 
same location at the same time, they tend to occur between people that frequent 
the same places. Two scientists employed in neighboring firms, for example, 
might meet at a favorite pub or lunch spot.   

Formal organizations play an important role in this process, as they serve as 
“foci” for people with similar interests to meet and interact (Feld 1981). People 
work in firms, worship in congregations, and pursue hobbies in clubs. In 
biotechnology, universities, laboratories, and conferences all provide potential 
points of first contact. Fledgling fields and industries, however, typically lack 
formal organizations to serve as foci. Most such organizations in the US biotech-
nology industry, for example, did not emerge until the late 1980s and early 1990s, 
more than a decade after the critical scientific breakthroughs that enabled the 
industry (Stuart and Sorenson 2003b). As a result, industry-specific organizations 
play less of a role than more general ones during the emergence of an industry. 

Enduring relations also require time to mature. People do not become fast 
friends, or even trusted colleagues, the first time they meet. Relationships emerge 
through repeated interactions (Blau 1964). Maintaining them also requires contact. 
Though friendships persist to some extent and rarely simply disappear in the 
                                                           
3 This intentional path to relationship formation, however, may not represent an important 

source of interpersonal relationships. Recipients of such attention often reject these 
attempts to form connections, skeptical of the intentions of suitors. Repeated attempts 
even constitute a crime – stalking – in many jurisdictions. 
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absence of interaction, over time they nonetheless “grow distant” (i.e. weaker) 
without exchanges to reinforce them. Again, both geographic and social proximity 
affect the costs of interaction, and consequently the odds that relationships emerge 
from chance meetings and persist over time. Distance imposes two types of costs. 
First, distance raises the direct costs of interaction (Zipf 1949). Travel requires 
both time and money. Second, it also increases the opportunity costs. As the 
distance between two actors lengthens, the likelihood of an intervening 
opportunity – an equally preferred but closer contact – increases as well (Stouffer 
1940). 

Even among the individuals a person sees on a regular basis, he or she may 
favor some over others. In particular, research finds that people prefer to interact 
with others similar to them; that is, they exhibit “homophily” (for a review of this 
literature, see McPherson et al. 2001). A variety of factors may account for this 
tendency – common interests could provide topics for conversion, or cultural and 
social similarity might facilitate communication, thereby reducing the potential for 
misunderstanding and conflict. Regardless of its source, homophily further 
reinforces the clustering of social relationships.  

Although research on this preference for similar others has focused on 
demographic characteristics, “place” has a number of important influences on 
interests and cultural similarity. Those from the same region, for example, might 
bond over common cultural references or a shared passion for a local sports club. 
It therefore seems reasonable to expect that this preference could similarly 
intensify the localization of social ties in geographic space. 

Because these factors strongly shape relationship formation in general, they 
further imply that those tie-generating processes that operate endogenous to the 
network also result in local connections. Introductions through friends and 
colleagues, for example, simply lead to more connections to similar others. Time 
constraints and a desire for social cohesion likewise increase the density of these 
clusters of relationships. Groups of friends can socialize as group. Belonging to 
multiple social circles by contrast requires negotiation, and potentially choosing 
among them when the interests of the groups diverge. 

Together these forces produce social networks with some important 
characteristics: Most people interact with a limited set of others, who themselves 
know each other or are friends of friends; in other words, they form clusters in the 
social network. These clusters of relations moreover tend to reside within regions, 
and to connect individuals with a high degree of similarity across many 
dimensions. Although true of all relations, individuals become even more tightly 
clustered and the clusters become increasingly homogenous as we consider groups 
connected by stronger relationships: close friends versus friends, friends vs. 
acquaintances, etc. 

These features become important to the geography of industries because social 
relationships structure the flows of both information and resources. The next 
section reviews these effects. 



3.3 Social Networks and Entrepreneurship 

One can conceptually divide the entrepreneurial process into two stages. In the 
first stage, entrepreneurs identify opportunities for profit. In biotechnology, for 
example, an entrepreneur might see a need for an instrument to sequence DNA 
rapidly, or might notice the possibility of using a scientific breakthrough to treat 
some illness. In the second stage, entrepreneurs build firms to develop and provide 
products and services. Although one tends to expect that the first stage should 
always precede the second, it is not a necessity. Accounts of the origins of many 
successful firms, for example, suggest that sometimes an entrepreneur’s efforts to 
create a firm precede any specific idea of what that firm should do (e.g., Hewlett-
Packard; Packard 1995). Hence, we will discuss these stages as distinct, but not 
necessarily sequential. 

Each of these stages captures a portion of the activities conceptualized as 
entrepreneurship in the literature. Opportunity recognition, for instance, seems 
consistent with the idea that entrepreneurs combine disparate ideas (Say 1821) and 
with the definition of the entrepreneur as innovator (Schumpeter 1934). The 
possibility of profit in both of these cases comes from unusual insight into an 
opportunity available for exploitation. 

The second stage meanwhile captures better the common understanding of 
entrepreneurship, the notion that the entrepreneur builds and manages a firm. This 
stage resonates with a different set of definitions of entrepreneurship. For instance, 
it appears consistent with the conceptualizations of entrepreneurs as combiners of 
disparate resources (Say 1821; Burt 1992) and as bearers of uncertainty in the 
economy (Knight 1921). Let us consider the role of social relationships in each 
stage in turn. 

3.3.1 Opportunity Perception 

Identifying potentially profitable opportunities requires access to information. But 
not just any information; profitable opportunities generally arise from access to 
private information. Two factors contribute to this fact. On the one hand, if those 
who first discover some bit of data understand their value, they will try to reveal it 

disclose it to the public, many entrepreneurs may pursue the opportunity and 
consequently compete away much (if not all) of the available value. Regardless of 
which of these factors matters more, it is this need for private information that 
links opportunity recognition to relationships. 

Social networks provide channels for the flow of private information. On the 
one hand, individuals may simply exchange data through the course of interaction. 
But even if information holders understand its value and wish to restrict access to 
it, they may still share it with some of their affiliates because they require these 
individuals’ cooperation. The head of a laboratory, for instance, might keep those 
working for her up-to-date on the results of the entire team’s efforts because of 
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independencies in their activities. Though that channel would appear limited in its 
scope, once passed on to members of a laboratory or employees in an 
organization, information might continue to seep outside these organizational 
boundaries for other reasons. 

Those with the information, for example, might provide it to others in their 
immediate social circles as a form of favor exchange. Gossiping typically involves 
a quid pro quo. I will tell you some “secrets” that you did not know if you tell me 
some that I did not. Despite the apparent innocuousness of such exchanges, they 
can result in the diffusion of valuable information far beyond its original source.  

Although information can and does flow multiple “steps” away from its origin, 
closer connections – hearing from the source for example rather than from 
someone who heard it from the source or someone that heard it from someone that 
heard it from the source, etc. – provide better information. Those nearer to the 
source tend to receive information earlier than those further away (Burt 1992). 
Also, as a message passes through multiple individuals, it tends to accumulate 
errors (Sorenson et al. 2006). Each person in the chain may fail to recall or have 
understood the original message, or they may even have incentives to relay 
inaccurate information.  

Because individuals vary in the information that they hold and because 
information flows more rapidly and with higher fidelity to those nearer in the 
network, connections to some prove more valuable than to others. In biotech-
nology, as in other settings, the most valuable connections are to those employed 
in the industry. Existing institutions generate most of the important information 
with respect to business opportunities in any industry. Among those employed in 
biotechnology, those at commercial biotechnology firms probably have access to 
more valuable information with respect to these opportunities than those in 
nonprofit organizations for at least two reasons. First, researchers in nonprofit 
settings tend to focus on technology that requires much more development before 
one could deploy it commercially. Second, the norms of publication in the 
academe mean that much less of the information produced in those organizations 
remains private (Bernal 1939; Merton 1942; Sorenson and Fleming 2004). Not 
only do these norms reduce the ability of potential entrepreneurs to profit from 
this information, but also to the extent that the information still has value, the 
publications serve as substitutes for social connections to these scientists 
(Sorenson and Singh 2007). 

When one combines the fact that the most valuable information comes from 
within the industry with the local character of social relationships (in both 
geographic and social space), one can see that those best situated to identify 
opportunities for profit are those with prior experience in the industry (often 
referred to as “spin-offs” in the literature). These individuals have both industry-

social connections to others in the industry. It is not surprising therefore that a 
large share of the entrants into the biotechnology industry have prior experience at 
another biotechnology firm (Mitton 1990; Haug 1995). Moving beyond spin-offs, 
those that reside in a region with many biotechnology and pharmaceutical firms 
seem the next most likely to recognize an opportunity. These individuals tend to 

specific human capital (Agrawal et al. 2004; Klepper and Sleeper 2005) and dense 



have more connections to those in these industries and therefore better access to 
relevant information flows. 

3.3.2 Intellectual Capital 

Biotechnology is a knowledge-based industry. As such, the single most important 
resource required for the success of a biotechnology firm is intellectual capital. 
Simply seeing the opportunity for a particular product or service is insufficient. 
The founder must have access to the scientific and technical knowledge necessary 
to develop it.  

Acquiring such knowledge is not a trivial task. The knowledge used in 
biotechnology is not only complex, but also often tacit. Both of these factors 
increase the difficulty and costs of knowledge transfer. Complex knowledge – 

there – eludes easy transfer because the recipient of the knowledge cannot easily 
correct errors or omissions that may have occurred in the transmission process 
(Sorenson et al. 2006). The transferal of such knowledge therefore typically 
requires that the sender help the recipient to identify and correct mistakes in 
transmission. Similarly, the acquisition of tacit knowledge involves either 
learning-by-doing or intensive face-to-face interaction between the recipient and 
one who already possesses the know-how. Together, these factors imply that 
intellectual capital in biotechnology comes from close contact with experts in the 
field or from being an expert oneself (Owen-Smith and Powell 2004; Stuart et al. 
2007). 

Consequently, only a small set of people can start biotechnology companies 
(though clearly they may join teams of others with complementary abilities). One 
pool of potential founders is found among the faculty and postdoctorates in 
biotechnology and other closely related fields. They gain the relevant knowledge 
through learning-by-doing and learning-by-observation in their studies and 
research (Zucker and Darby 1996; McMullan and Gillin 1998). The other consists 
of employees at existing biotechnology and pharmaceutical companies (Mitton 
1990; Haug 1995; Stuart and Sorenson 2003a). Not only have these individuals 
usually received training similar to that received by academic entrepreneurs, but 
also they may have valuable experience in other activities, such as patenting, 
clinical trials, manufacturing, and building and managing a commercial firm. 
Universities and existing firms in the biotechnology and pharmaceutical industries 
therefore serve as the primary sources of biotechnology entrepreneurs. 

In this respect also, biotechnology is little different from other settings. 
Research has found that spin-offs – start-ups by those with prior experience in the 
industry – account for a large share of start-ups overall and an even larger share of 
successful ones in manufacturing industries such as automobiles (Klepper 2002), 
service industries such as law firms (Phillips 2002), and high-technology firms 
such as semiconductor manufacturers (Brittain and Freeman 1985). One question 
that naturally arises is, why, if these individuals are gainfully employed in the 
industry, do they choose to leave their jobs for a risky new venture? One 
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possibility is that employees simply see an opportunity to capture a larger share of 
the value of their ideas. Another is that they may gain satisfaction from seeing 
their ideas reach the market. Consistent with both of these explanations, one sees a 
strong demonstration effect in rates of entrepreneurship (Sorenson and Audia 
2000; Stuart and Ding 2006; Fornahl 2007). In other words, people more 
commonly found firms when they observe others doing so. Or, they may disagree 

2005). Consistent with this notion, one tends to see spin-offs occur in response to 
changes in the leadership of existing firms in the industry (Brittain and Freeman 
1985; Stuart and Sorenson 2003a).  

3.3.3 Human Capital 

Few entrepreneurs in biotechnology could develop a product or service on their 
own. It is therefore critical in biotechnology – as in other high-technology 
industries where the production of intellectual property represents the primary 
source of value – to enlist able employees. Despite the importance of this 
resource, little empirical research has investigated how entrepreneurs recruit their 
first employees and the extent to which these employees affect the success of their 
businesses. Anecdotal accounts nonetheless suggest that social networks play an 
important role, as entrepreneurs appear to draw their first employees from friends 
and family. 

To see why social relationships facilitate recruitment, it is useful to consider  
the problem from the perspective of the potential employee. A vast degree of 
uncertainty surrounds any new venture. For example, the science underlying the 
firm’s research may prove a dead end. Or, the market may not accept the product. 
Or, the founder may not have the managerial acumen to run a company 
effectively. Moreover, the potential employee trying to evaluate these risks must 
also contend with the fact that the entrepreneur has an incentive to exaggerate the 
firm’s prospects and his own abilities (Amit et al. 1990). If the employee joins the 
start-up, all of these factors can potentially affect her income and career; she might 
easily find herself out of a job.  

Social relationships can help to mitigate these uncertainties. They do so in at 
least two ways. First, they allow potential employees to gather private information 
on the entrepreneur and the probable quality of his venture. They also allow 
entrepreneurs to locate high-potential job candidates. Since the best people 
typically already have jobs, they cannot simply advertise positions and expect 
them to apply (Granovetter 1973). Studies of job search therefore commonly find 
that people learn about jobs through their social networks (Granovetter 1973; 
Fernandez et al. 2000). The importance of social relationships to the process 
undoubtedly becomes even more pronounced among start-ups, where the firms 
lack human resource policies and personnel, and where employees face even 
greater uncertainty regarding the characteristics of the job being offered and the 
quality of the employer. 

with their employers over the future direction of the field (Klepper and Sleeper 



Social relationships may also play another interesting role in mitigating the 
doubts of potential employees. Experimental research has shown that people tend 
to evaluate more positively things that are familiar to them. Both experimental and 
field studies moreover suggest that this bias can explain why buyers and sellers 
frequently exchange repeatedly with the same partners (Kollock 1994; Sorenson 
and Waguespack 2006). Here, prior interactions with the entrepreneur may lead 
the potential employee to think more highly of the individual (regardless of his 
true quality), and therefore to feel sufficiently confident in the venture to join it as 
an employee despite the many obvious risks. 

Given that social relationships can facilitate recruitment, potential entrepreneurs 
will vary in their ability to mobilize human capital on the basis of their positions. 
Employees in the biotechnology industry tend to come from the same two sources 
as entrepreneurs themselves. First, as with many high-technology industries, 
universities provide an important source of labor. Recent graduates serve as a 
source of bench scientists, running experiments and performing the “grunt work” 
of biotechnology. Meanwhile, certain faculty members – “star scientists” – provide 
valuable intellectual leadership and endorsements (Zucker and Darby 1996; 
Zucker et al. 1998). Second, employees at existing firms in the industry provide a 
large pool of labor, already steeped in the specific tacit knowledge that comes with 
experience in the industry (Sorenson and Audia 2000). Once again, those 
individuals who either have prior employment experience or have lived in close 
proximity to clusters of existing biotechnology firms typically have the best 
networks for mobilizing human capital. 

3.3.4 Financial Capital 

Equally important to any new venture, and especially to those in businesses such 
as biotechnology where firms cannot expect revenue for many years, is the 
availability of financial capital. As in other high-technology industries, the 
dominant form of funding in biotechnology has been venture capital (Florida and 
Kenney 1988; Haug 1995). Few investors other than venture capitalists will accept 
the risks inherent in investing in firms with uncertain prospects and long time 
horizons to profitability.4 

Although important, one might expect financial capital to flow freely across 
regions, and therefore to have no effect on the location of industry. This 
expectation, however, ignores one of the key problems facing the venture 
capitalist (and other investors in private firms): the difficulty of evaluating the 
quality of the venture. Like potential employees, investors must assess a host of 
risks surrounding the new venture – the quality of the science, the potential for 
competition, the managerial ability of the founding team, etc. Social relationships 
again provide access to the private information necessary to understand these risks 
better (Sorenson and Stuart 2001). They may also, as with the case of employees, 

                                                           
4 Government research grants, however, do serve as an important source of early stage 

funding in many countries (see Carsrud, Brännback and Renko, this volume). 
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bias investors’ assessments in favor of the entrepreneur (Sorenson and 
Waguespack 2006). In fact, venture capitalists rarely invest in entrepreneurs who 
have not been referred to them by a known party (Fried and Hisrich 1994; Shane 
and Cable 2002). Since these relationships cluster geographically, venture 
capitalists primarily invest in firms located in close proximity – within an hour’s 
drive or so – of their offices (Gupta and Sapienza 1992; Sorenson and Stuart 2001; 
Engel 2002).5 Hence biotechnology entrepreneurs located near concentrations of 
venture capital firms have an advantage in finding financial support. 

3.4 Implications and Evidence 

Together, the mechanisms described earlier explain why firms in the biotechnology 
industry tend to concentrate geographically. Entrepreneurs arise from the ranks of 
employees in the biotechnology and pharmaceutical industries, and from the 
research staff of universities. These individuals can see the potential for building a 
business around some new technology or some underserved market. They also 
have the scientific and technical skills necessary to start a biotechnology company. 

That, by itself, however, cannot explain the geographic concentration of the 
industry because these entrepreneurs could, in principle, move to any region to 
begin their commercial ventures (and presumably would, given sufficient potential 
for financial gain). The importance of social networks to recruiting employees and 
securing financing, however, binds entrepreneurs to the regions in which they live 
and work. It is within these regions that they have the connections required for 
mobilizing the resources necessary to found their firms. 

Together, these two factors suggest that biotechnology entrepreneurs will 
primarily come from and will locate their firms in those regions that already have 
a significant presence in the field – either in an academic department or via 
existing firms. These organizations provide entrepreneurs and human capital. A 
local venture capital community, meanwhile, serves an important complement, 
providing financial capital. Consistent with these expectations, Stuart and 
Sorenson (2003b) find that the rate of biotechnology firm formation in a region 
rises with (1) the number of existing biotechnology firms in the region, (2) the 
presence of biotechnological research at a local university, and (3) the number of 
venture capital firms with headquarters in the region. Each university increases the 
founding rate by more than twice as much as each existing biotechnology firm and 
more than ten times as much as each venture capital firm. But given that 
universities tend to be far less numerous than these other two, the most important 
predictor of entry is the number of biotechnology firms, followed by the number 
of venture capital firms. 

These relationships combine to form a coherent picture of the evolution of 
biotechnology clusters. They begin when one firm locates in a region, perhaps 

                                                           
5 Research suggests that investors earn higher returns when they invest locally (Coval and 

Moskovitz 2001). 



because a scientist at a local university sees an opportunity to put some of the 
science she has developed into practice. That firm then becomes the parent for 
more start-ups, its progeny, that in turn spin off additional firms. At some point, 
people begin to see the group as a cluster. That story, for example, describes the 
rise of the biotechnology cluster in San Diego (Mitton 1990). Hybritech formed in 
1978 to commercialize science developed by Ivor Royston, a faculty member at 
University of California – San Diego, and his research assistant Howard Birndorf. 
It then spawned many progeny when a number of its scientists started their own 
firms following its acquisition by Eli Lilly in 1986. Similar dynamics have been 
described as underlying the origins of many high-technology clusters, including 
Cambridge (Keeble et al. 1999) and Oxford (Cooke 2001) in the United Kingdom, 
Jena in Germany (Hendry et al. 2000), and Grenoble in France (DeBernardy 
1999).  

Of course, other theories could explain these patterns of entry, particularly if 
firms benefited from being located near their rivals. All firms in a region may 
prosper from locating near one another if they can share some valuable resource 
(Marshall 1890). If, however, geographic concentration correlated negatively with 
firm performance, few (if any) explanations – other than the one forwarded here – 
could account for the geographic concentration of the industry. In fact, Stuart and 
Sorenson (2003b) find just such an effect: Biotechnology firms perform 
significantly worse – in terms of their ability to go public and the amount of funds 
they can raise – when they locate near other biotechnology firms.  

Although inconsistent with efficiency-based explanations for agglomeration, 
such as agglomeration externalities, these negative effects should not surprise us. 
As competition for a fixed pool of resources rises, prices for these resources 
should rise and performance should decline (Hannan and Freeman 1989). In 
biotechnology, firms primarily compete at the local level for human capital. Not 
only does this drive up the local wage for technicians and bench scientists, but 
also it can lead to strategic convergence. Sørensen (1999), for example, found that 
organizations become more similar – and therefore more competitive – on the 
product market when they hire from the same labor pool. Biotechnology firms 
may also compete secondarily for financial resources, as most regions have a 
limited supply of venture capital. 

Interestingly, being located near many venture capital firms also corresponds to 
lower performance. Although this effect may reflect a spurious relationship 
created by the effect that venture capital has in stimulating entry (and therefore 
competition), the availability of local financial resources raises another related 
problem for firms: retaining their most valuable employees. In regions with more 
abundant venture capital, employees find it easier to leave the firm to start their 
own ventures. Not only does their exit imply the loss of human capital, but also 
they may enter a closely related field, thereby competing with their previous 
employer on a number of dimensions.6 

                                                           
6 Non-compete covenants can mitigate this behavior, but many states, such as California, do 

not enforce these agreements (Stuart and Sorenson 2003a). 
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Although in general these processes result in a reproduction of the existing 
geography of industry, two factors can moderate these effects over time and allow 
the industry to diffuse gradually. On the one hand, as the industry matures, 
industry associations emerge that serve as foci for connections across regions, 
easing for example the ability of entrepreneurs to recruit human capital from other 
regions. On the other hand, as firms within the industry grow, they may expand to 
new regions. In general, the need for social relationships proves far less 
constraining to existing firms. These organizations have track records that reduce 
much of the uncertainty facing potential employees and investors, and they have 
financial resources that they can bring to bear to substitute for social networks 
(e.g., by paying someone to relocate to a new region).  

3.5 Policy Implications 

Regional policymakers typically hope to stimulate the development of industry in 
the region to improve the local economy and expand its tax base. The theory and 
evidence described here, however, clearly pose a challenge to attempts to develop 
a biotechnology cluster in regions that do not already have them. One might 
nonetheless attempt to grow such a cluster through “‘seeding.” 

Two types of seeding policies strike us as potentially sensible and effective. On 
the one hand, policymakers might seed the industry by trying to attract high-
potential academics in the life sciences to local universities. Indeed, Ivor Royston, 
the founder of Hybritech, had been lured to UC San Diego only a couple of years 
before he began his company. Although clearly many of these academics may 
invent nothing of commercial value or show little interest in starting a firm, 
academics are one of the most geographically mobile segments of the population 
and regions can attract them with the appropriate incentives (Fornahl and Graf 
2003). Some regions have already begun to pursue this strategy. In Canada, for 
example, Alberta now offers multi-million-dollar start-up grants for “superstar” 
researchers who move to the province; and Singapore, only 7 years into its 
bioscience initiative, has had enormous success in convincing prominent 
researchers to locate there.  

On the other hand, policymakers might attempt to lure existing firms from other 
regions. Empirical evidence suggests that the increased revenues produced by 
these subsidies more than offset their cost (Greenstone and Moretti 2004). 
Moreover, to the extent that they bring a “parent’ firm to the region that produces 
many progeny, the progeny contribute fully to the tax-paying industrial base. In 
terms of selecting such firms, regions probably want to target small- to medium-
sized ventures for their subsidies. Not only will they face less competition to 
attract these firms, but also small firms tend to spin off progeny at a much higher 
rate than do larger ones (Brittain and Freeman 1985; Sørensen 2007). 

But this theory of the geographic concentration of industry raises even more 
fundamental policy issues. Many policymakers hope to copy the success of other 
regions by building local economies built around some narrow industrial base 



(e.g., Sölvell et al. 2003). Given that clustering does not improve firm performance, 
one might question whether regions wish to promote it at all. Answering that 
question, however, requires a better understanding not just of how the geographic 
concentration of an industry affects firm performance, but also how it affects 
wages. If the colocation of rivals leads to a rise in wages in the industry in the 
region, then concentration may benefit the region and workers at the expense of 
the owners of the firm. If, on the other hand, it simply produces a great deal of 
inefficient entry and exit, then policymakers should consider investing instead in 
policies to attract a more diverse industrial base. 

3.6 Summary and Outlook 

Many people and policymakers look at regions such as Silicon Valley and San 
Diego with large numbers of biotechnology firms and presume that this 
concentration confers benefits to both the region and the firms located there. The 
empirical evidence does not, however, support such a view. In terms of firm 
performance, San Diego and Silicon Valley are the two worst possible locations 
for a biotechnology firm in the United States (Stuart and Sorenson 2003b). Yes, 
these regions have large numbers of biotechnology firms, but with those numbers 
come intense competition. 

If firms do not profit from locating near their rivals, why do they not move 
elsewhere? Entrepreneurs require social connections to information and resource 
holders to identify opportunities and build firms to exploit them. Because these 
relationships remain largely bounded within regions, they bind entrepreneurs to 
the communities in which they live and work. In this sense, each entrepreneur 
maximizes his own expected outcomes; he would do even worse in a region where 
he could not draw on his social network. However, because entrepreneurs come 
primarily from the ranks of existing employees in the industry, the geographic 
pattern of entry tends to mimic that of incumbents, resulting in local overcrowding 
(and potentially a socially inefficient distribution of production). One would 
therefore expect industries to concentrate geographically even in the absence of 
performance benefits or policies designed to encourage clustering. 

Although we do not have sufficient evidence to argue that policymakers should 
actively discourage the formation of clusters, the theory and evidence described 
here raise serious questions about many of the attempts that have been made to 
replicate the success of Silicon Valley and Route 128. Those tempted to pursue 
these paths should study history. Compare Chicago and Los Angeles to Akron 
(tires), Detroit (automobiles), and Pittsburgh (steel). Chicago and Los Angeles 
never enjoyed the booming success of these smaller cities at the dawn of the 
twentieth century; however, Chicago and Los Angeles also did not fall into steep 
decline in the later half of the century in the face of competition from imports. 
With concentration comes a price of fragility. 
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4.1 Introduction 

The frequency of inter-firm partnerships, alternatively called inter-firm alliances, 
increased rapidly and unexpectedly during the 1970s. This increase has been 
particularly fast in fields that are usually called either high-technology or 
knowledge-intensive, such as biotechnology or ITC. Such fields do not necessarily 
correspond to industrial sectors, but they are subsets of knowledge. Thus, 
biotechnology constitutes a very important part of the knowledge base of the 
pharmaceutical, agrochemical and chemical sectors. The high knowledge intensity 
of these sectors will turn out to be a very important factor in explaining the 
diffusion of inter-firm partnerships.  

Typically such partnerships include three types of institutional actors: 
incumbent large diversified firms (LDFs); new technology firms, usually small 
entrepreneurial outfits often created by researchers, which in the case of 
biotechnology are called dedicated biotechnology firms (DBFs); and public 
research institutes (PRIs). In this chapter these examples of inter-firm collaboration 
will be called innovation networks (INs). LDFs, DBFs and PRIs constitute the 
nodes and their interactions are the links of the network. Recently the concept of 
network has acquired a considerable prominence in the scientific literature in 
several disciplines. The social sciences started investigating this phenomenon and 
were recently joined by physics. Although we cannot claim that our knowledge of 
networks is in any sense definitive, an intellectual framework that considerably 
facilitates our interpretation of empirical developments in this field has been 
created by the joint efforts of the disciplines previously mentioned. In this chapter 
the existing evidence about INs will be briefly recalled and interpreted on the 
basis of recent literature on networks. 
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The chapter will focus on a number of key questions. 

• Are INs a temporary or stable form of industrial organization? When INs first 
emerged in the late 1970s, many economists were very sceptical about their 
stability. On the basis of then current theories INs were considered a response 
to a temporary situation, possibly because of the emergence of new 
technological paradigms, destined to be superseded by the only stable forms of 
industrial organization (markets or hierarchical organizations) as soon as the 
new paradigm had been metabolized by incumbent LDFs. The persistent 
increase in the number of Ins, which has since taken place in several fields, 
sheds considerable doubts on this interpretation. However, as it will be seen 
subsequently, this hypothesis has not been proved completely false. 

• Why did INs become a new form of industrial organization only starting from 
the 1970s? Was it the sudden discovery of an inherently better form of 
industrial organization or had there been a change in the economic environment 
that started favouring a form of industrial organization that would previously 
have been unstable? It will be seen that the second answer is much more likely 
to be correct. In particular it will be seen that there are historical trends in the 
development of capitalism that induced important changes in industrial 
organization, of which INs are a part.  

• Statics vs. dynamics. Understanding the factors determining the emergence and 
the stability of INs is only part of the problem. What can we expect to happen 
to industrial organization after the emergence of INs? In other words, what is 
the expected dynamics of INs? As it will be seen, the answer to this question 
will help us to provide an answer to the first question. In this context processes 
of knowledge creation and utilization will turn out to be a particularly 
important component of the overall explanation of the dynamics of INs. 

• What help can recent network theories give us in the interpretation of INs? 
Here reference will be made to concepts such as exponential and scale-free 
networks, small worlds, and to the evolution of network properties such as the 
distribution of links around nodes, density, connectivity and centrality. The 
expected time path and the meaning of these properties will be discussed. 

• What are the specificities of biotechnology INs? INs are found in a number of 
sectors, although they seem to be more frequent in knowledge-intensive 
sectors. Are biotechnology INs different from, for example, ITC networks, and 
if so in what ways? 

• What is the expected evolution of industrial organization in biotechnology? An 
attempt will be made here to foresee the expected future development of 
industrial organization in biotechnology. 

After discussing all these questions, the chapter will provide a synthetic 
statement of the interpretation of the observed evolution of INs in biotechnology, 
of the factors and mechanisms determining such evolution and of the expected 
future developments of this form of industrial organization.  
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4.2 The Nature of Innovation Networks 

4.2.1 The Entry of New Firms 

The creation of INs is closely related to the emergence of a new type of firm, 
which in biotechnology has been called dedicated biotechnology firm, or DBF. 
DBFs are start-ups whose main competitive advantage at the beginning was their 
greater ability to learn and to develop the new biotechnology created in PRIs. On 
the basis of past experience and on the economic knowledge existing at the time of 
their emergence, the creation of such firms and even more their subsequent 
survival seemed very unlikely. Starting from the beginning of the twentieth 
century, large, vertically integrated corporations had dominated most industrial 
sectors (Chandler 1962, 1977). Small firms still existed in large numbers, but very 
rarely they had a dominating influence on any industrial sector. Given this pattern 
of dominance, the entry of new firms could be expected to face considerable 
barriers linked to economies of scale and scope and to complementary assets 
(Teece 1986). Such a dominating form of industrial organization had been 
explained by means of transaction costs theory (see Sect. 4.2.3). Furthermore, 
although dominated by large firms, the pharmaceutical industry was not highly 
concentrated, compared to other industries, such as aircraft (Grabowsky and 
Vernon 1994). Contrary to these expectations, DBFs not only were created in very 
large numbers, but in the very early years of the new biotechnology they had 
much greater capabilities in this new speciality than did incumbent LDFs 
(Grabowsky and Vernon 1994). The rate of creation of DBFs and even more the 
role they played in INs constituted a question to which economists did not have 
any ready answer. While it is true that DBFs could have been created by 
Schumpeterian entrepreneurs (Schumpeter 1912, 1934), according to Schumpeter 
the new firms should have replaced the old ones in an example of creative 
destruction. On the contrary, DBFs played an extremely important role in the 
sectors based on biotechnology, but co-existed with incumbent LDFs. The reasons 
for this co-existence will be discussed in the subsequent section on INs, but here it 
needs to be pointed out that none of the then current theoretical frameworks could 
easily explain the emergence of DBFs. Although Schumpeter is certainly the 
economist who came closest to predicting the existence of  similar types of firms, 
the co-existence of DBFs and LDFs seems an unprecedented combination of the 
view points of the young (1912, 1934) and of the mature (1942) Schumpeter. In 
his early years Schumpeter stressed the role of the entrepreneur in economic 
development while later on in his career he moved to emphasize the role of large 
corporations in the increasingly routinized creation of innovations, two different 
and somewhat incompatible view points, which have been called Schumpeter 
Mark 1 and Mark 2 (Freeman and Soete 1997) respectively. The type of industrial 
organization of which DBFs were both one of the causes and constituting element 
seems a hybrid between Schumpeter Mark 1 and Mark 2. It has to be pointed out 
that recently a trend towards vertical disintegration has been observed (Langlois 
2003, 2006). Together with a growing role played by entrepreneurial firms 
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(Audretsch et al. 2006), this emerging pattern of vertical disintegration could 
represent a transition in the long-term development of industrial capitalism, 
especially as we move towards a knowledge-based society (Grebel et al. 2006). 

early years of the new biotechnology DBFs were created mainly in the USA. Both 

DBFs. The number of DBFs in the EU overcame that in the USA only in the 

While the number of DBFs has been growing and their geographical 
distribution keeps becoming relatively more uniform, the role they play has been 
changing. Since this role is crucial to the dynamics of INs, it will be discussed in 
the relevant section. 

4.2.2 Biotechnology 

The development of biotechnology can be divided into three generations. The first 
generation started very early in historical times and includes the processes used to 
make yoghurt, cheese, beer etc. The second generation, which started in the 
nineteenth century, ended with creation of antibiotics and of a series of drugs 
based on synthetic organic chemistry. The third generation was ushered in by 
some important discoveries in molecular biology and immunology which occurred 
during the 1970s, namely recombinant DNA and monoclonal antibodies. Thus, the 
transition from the second to the third generation of biotechnology involved an 
important discontinuity in the knowledge base that firms could use to create 
products from it. Until the 1970s, the knowledge base of pharmaceutical firms, the 
first which could make use of the new biotechnology, was based on organic 
chemistry, while with the third generation of biotechnology it shifted to molecular 
biology and to immunology. Such a knowledge discontinuity had very important 
implications for incumbent LDFs in the pharmaceutical sector and in other 
biotechnology-based sectors. In fact, biotechnology is not an industrial sector but 
a field of technology. However, given the ambiguous use made of the term sector 
in the literature, biotechnology is sometimes referred to as a sector. Assuming 
their R&D personnel to be composed mainly by organic chemists, it seems clear 
that incumbent LDFs had a very low absorption capacity (Cohen and Levinthal 

increase their absorptive capacity would have been to hire new R&D personnel 
with competencies in the new biotechnology. Yet, considering the size of existing 
LDFs, a complete replacement of their R&D staff would have required  

An important empirical feature of the creation of DBFs is their location. In the 

product pipeline close to the market (Saviotti 2005). This very early emergence

in Europe and in other countries long delays were experienced in the creation of 

of DBFs in the USA is likely to be related to some specific feature of the 

second half of the 1990s. In spite of the important progress made by EU 

economic environment of this country. Recently the number of DBFs has been

biotechnology firms, USA DBFs are still larger and more mature than their EU 

growing not only in the EU but in many other countries, including some emergent

counterparts, as shown by the much more numerous products in stages of their 

or newly industrializing ones (Saviotti 2005). 

1990) for third generation biotechnology. Of course, a possible strategy to 
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considerable time. The problem inherent in changing the KB of incumbent LDFs 
would have been magnified by the need to integrate the new R&D personnel with 
the rest of the firm by creating the required interfaces and coordination 
mechanisms. It seems clear that such a transition was likely to be spread over  
a considerable period of time (Dominguez-Lacasa et al. 2003). During this 
transition phase, incumbent LDFs were likely to be at a competitive disadvantage 
with respect to any firm that could master quickly the new KB of third generation 
biotechnology. Of course, any other field where a similar knowledge discontinuity 
occurred was likely to experience a similar transition. To the extent that access to 
the new knowledge was the crucial step in determining firm competitiveness, we 
could expect new firms founded by researchers competent in the new 
biotechnology to be able to replace incumbent LDFs. However, this was not the 
case. DBFs and LDFs not only co-exist but do so by means of a pattern of 
collaboration involving PRIs as well. 

4.2.3 The Changing Role of Universities 

Almost simultaneously with the emergence of DBFs, universities started changing 
their role within society. The modern university system had been created in 
Germany towards the middle of the nineteenth century (Ben David 1977; 
Murmann 2003) as part of a long-term process which starting from the industrial 
revolution is leading towards a knowledge-based society (Mokyr 2002). There for 
the first time research started to be combined with higher education in what was 
later called the German or Humboldt University System. Universities in other 
countries subsequently imitated and sometimes improved the German University 
System. Notable amongst these was the United States, which by successive 
improvements, created the most effective university system in the world (Nelson 
1988, 1990). Other countries adopted much more slowly and partially the same 
combination of higher education and research. In the initial version of the university 
system which followed this transition, universities carried out predominantly 
fundamental or pure research, which was communicated by scholarly publications 
and assessed by other scientists or researchers in what was called the peer review 
system. The selection of publications was based on criteria internal to scientific 
disciplines and intended to foster knowledge production.  

A further and related development emerged towards the end of the nineteenth 
century. Some industrial firms started creating their internal R&D laboratories 
(Hounshell and Smith 1988; Reich 2002). Until the Second World War this 
institutionalization of industrial R&D was a relatively rare phenomenon and it is 
only since the 1950s that the number of industrial firms performing R&D has 
grown very rapidly. The institutionalization of industrial R&D can be interpreted 
as part of the process that gave rise to the vertically integrated corporations which 
dominated industrialized countries from the beginning of the twentieth century 
and until the 1970s and which Chandler described as the visible hand (Chandler 
1962, 1977). During this period, the organization of R&D in most industrialized 
countries was based on this form of division of labour between universities (and 
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fundamental research institutes) on the one hand and large industrial firms on the 
other hand. This organizational form of knowledge production was called Mode 1 
by Gibbons et al. (1994). They argued that Mode 1, although not being completely 
superseded, is now gradually being replaced by a new mode of creation and 
utilization of knowledge called Mode 2, in which the boundaries between 
fundamental and applied research become fuzzier than in the past. Universities 
stretch their competencies into applied research while industrial firms venture with 
growing frequency into fundamental research. As a consequence the evaluation of 
research has to be based on hybrid criteria simultaneously emphasizing knowledge 
production and its industrial applications. 

These changes, although not making universities equal to industrial firms, 
replaced the neat chronological and institutional separation between fundamental 
and applied research which existed in Mode 1 with a more dynamical and more 
interactive system in which institutional functions had a greater degree of overlap 
than in the past. That the chronological separation between fundamental and 
applied research has been falling is clearly proved by the shortening delay 
between the creation of a new idea and its industrial application. This delay fell 
from 32.76 years in 1887–1906 to 3.4 years in 1967–1986 (Agarwal and Gort 
2001). This faster rate of knowledge application is likely to have led to a growing 
overlap between fundamental and applied research. In this more dynamical world 
industrial firms could not expect to find a ready-made pool of knowledge which 
had been created a long time in advance of its utilization, whose basic principles 
were well understood and which only needed to be applied. It became increasingly 
difficult to perform the exploitation of some type of knowledge of which one 
could not perform the exploration. As it will be pointed out later (Sect. 4.2.5), both 
the nature of the new knowledge and its rate of creation contribute to the 
emergence of DBFs and of INs. However, the growing rate of knowledge 
production created new opportunities for universities as well. 

The trend towards the growing involvement of universities in both applied 
research and semi-commercial activities began in the USA and could be observed 
with growing frequency from the 1980s. In reality a number of universities, such 
as MIT, had since a long time started developing applied research, but this was not 
considered to be the general mission of universities. The present trend coincided 
with a hardening of IPRs. The Bayh–Dole act of 1980 is often mentioned as the 
catalyst that induced universities to start patenting the results of their research 
even if it was federally funded. In fact it turns out that this act, even leaving aside 
its negative effects, which some critics contended would have destroyed the ethos 
of basic research, was just an event in a trend which would have taken place 
anyway (Mowery et al. 2001). Thus, it was not just universities and firms which 
needed to adapt to a changing external environment in which knowledge creation 
was acquiring a growing importance. Governments became increasingly involved 
because of their sponsorship of fundamental research, to their influence on 
competition, on intellectual property rights and on the creation of new firms 
amongst others. That these three spheres of society needed to interact in the 
transition towards a knowledge-based society was stressed by Etkowitz and 
Leydesdorff (1997, 2000), who described this phenomenon as the emergence of a 
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Triple Helix, in which both the internal organization of each of the three spheres 
and their interactions would undergo a profound transformation. In the process 
universities and academic institutions would end up playing a more important role 
than in the past. 

4.2.4 Theories of Industrial Organization 

can be traced back to Coase (1937), for whom the existence of the firm could be 
justified by the costs incurred in using the market, also called transaction costs. 
Transactions for which these costs become very high are then carried out in the 
firm rather than in the market. In his attempt to explain the existence of the firm, 

firm. The theory of transactions  was further articulated by Williamson (1975, 

by means of the three attributes of transactions, frequency, specificity and 

admitted the existence of hybrid forms of governance, but considered their 
existence only temporary. Later in his career Williamson shifted first (1985) to 
admitting that ‘transactions in the middle’ were much more common than he had 
previously thought, and finally (1991) took into account the existence of three 
organizational forms, the market, hierarchy and the hybrid form, linked to three 
levels of specificity. In spite of this considerable evolution in Williamson’s work, 
transaction cost analysis remained confined to the dichotomy ‘making or buying’. 
In other works, it was exclusively concerned with the allocation of existing 
resources and it did not take into account the creation of new resources. A number 
of papers during the late 1980s and the 1990s followed a williamsonian approach. 
Notable examples are Pisano and Teece (1989) and Shan (1990). Other papers 
follow in a similar line while gradually evolving towards a more e recognition of 
the existence of ‘hybrid’ forms. Thorelli (1986) considers networks as an 
intermediate form in a spectrum of arrangements going from total integration to 
the market. Aoki (1988) distinguishes firm types A and J, where the latter 
cooperates with suppliers, giving rise to a hybrid organizational form, which can 
be stable and allows the generation of an organizational quasi rent (p. 218). 
However, Aoki’s analysis is limited to one type of transaction, the inter-firm 
hierarchical relationship. Imai and Baba (1989) consider networks as an organiza-
tional response to technological or competitive changes in the environment, 
arising from the systemic character of the technology and from ‘hyper’ dynamic 
competition. The firm needs to construct a network context capable of generating 
continuous interactions and processes of innovation. The boundaries of the firm 
become changing and evolving. Thus, the literature on industrial organization of 
the 1980s and 1990s seems to start from a dichotomy market – hierarchies and to 

and of limited rationality (Simon 1951). In his early work (1975), Williamson 
uncertainty. Furthermore, Williamson relied heavily on the concepts of opportunism 

1985, 1991), who tried to explain the existence of different governance structures 

Coase did not admit any coordination mechanisms other than the market and the 

As previously pointed out, the theories of industrial organization in the early
1980s did not predict that forms of organization different from the market or
from hierarchical organization could be stable. The evolution of such theories 
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move gradually to the recognition of what was then considered a hybrid or 
intermediate form of industrial organization. 

The paper which proved to be the most decisive advance towards the 
interpretation of INs had in fact been written in advance of their emergence. 
Richardson (1972) started by considering cooperation and market transactions as 
alternative modes of coordinating economic activities (p. 887). According to 
Richardson, existing organizational forms range from market transactions, a 

the explicit recognition of this range of organizational arrangements, Richardson 
made several conceptual advances. First, he defined an industry as the set of firms 
carrying out ‘a large number of activities, ranging from the discovery and 
estimation of future wants, to research development and design, to the execution 
and coordination processes of physical transformation to the marketing of goods 

knowledge and organization of firms amongst the factors required to construct a 
theory of industrial organization and to provide an explanation of the division of 
labour between the firm and the market. Third, he distinguished between similar 
and complementary activities. Fourth, he distinguished the creation of resources 
from the exchange of goods already produced, the former being preferentially 
carried out by inter-firm coordination and the latter by the market. Richardson 
maintained that there is a strong tendency for similar activities to be grouped 
preferentially within a firm, while complementary activities need to be 
coordinated quantitatively and qualitatively (p. 890). The complex networks of 
interaction exist because of the need to coordinate closely complementary but 
dissimilar activities (p. 892). Sadly, Richardson’s paper was adequately recognized 
only 20 years after it had been written. 

4.2.5 Innovation Networks 

The gradual evolution of the literature on industrial organization towards a more 
explicit recognition of hybrid organizational forms described in the previous 
section was accompanied, during the late 1980s and early 1990s, by a growing 
number of publications that either documented the increasing frequency of INs or 
attempted to propose explanations of their existence. Papers of these types include 
Freeman (1991), Hagedoorn (1993, 1995), Saxenian (1991), Mowery (1989), 
Powell et al. (1996), Hakansson (1987), Callon (1991). The more theoretical of 
these papers did not approach the problem of explaining the existence of INs by an 
extension of existing theories of industrial organization, but used new, network-
specific, conceptual tools and methods of analysis. 

Any analysis of INs must be preceded by a disclaimer about its exhaustiveness. 
In fact, the concept of network, even if we limit it to technological alliances, is so 
broad that it is virtually impossible to provide a description that encompasses all 
existing types of networks. Just to mention a few examples, networks can be 

alliances which represent cooperation fully and formally developed’. In addition to 

minimum cooperative element, to ‘intermediate areas in which there are linkages 

and so on’. Second, he stressed the need to include the competencies, capabilities, 

of traditional connection and goodwill … to interlocking clusters, groups and 
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formal or informal (Von Hippel 1989; Steward and Conwey 1996), inter- or intra-
organizational (Powell et al. 1996; Oliver and Liebeskind 1998), focusing on 
individuals or on firms (Liebeskind et al. 1996; Zucker and Darby 1996), inter-
penetrated forms of market and organization (Imai and Baba 1989; Freeman 
1991), constellations of firms (Justman and Zuscovitch 1995). Although many 
different network typologies have been proposed (see for example Freeman 1991; 
Hagedoorn 1995), none has been consensually adopted by scholars working in this 
area. Thus, as far as biotechnology is concerned, we will have to be content with 
an implicit definition in which INs are constituted by three types of actors, 
dedicated biotechnology firms (DBFs), large diversified firms (LDFs) and public 
research institutes (PRIs), participating in variable proportions and with patterns 
of interaction changing depending on the degree of maturity of the technology that 
is being developed and used. 

Starting from the earliest papers it was observed that the density of technological 
alliances was closely related to the R&D intensity or to the technological 
complexity of the sector studied (Hagedoorn 1993, 1995). This indicates that 
learning processes are central elements in the formation of INs. According to 
Powell et al. (1996), the network is the ‘locus’ of innovation. It is no surprise that 
biotechnology is the sector characterized by the highest density of strategic 
alliances (Hagedoorn 1993). It is to be noticed that a slowdown in the rate of 
creation of INs observed at the beginning of the 1990s (Mytelka 1999) turned out 
to be temporary and was followed by a subsequent increase.  

exist? Amongst the potential answers that were given to this question are the 
following: 

• To exploit positive network externalities (Economides 1996; Katz and Shapiro 
1985, 1992) 

• To reduce R&D costs and uncertainty (Hagedoorn 1993; Dodgson 1992) 
• As learning networks (Powell et al. 1996; Eisenhardt and Schoonhoven 1996) 
• To access certain types of resources (Pisano 1990)  

• To cope with a growing rate of technological change (Saxenian 1991) 
• To provide faster access to technological capabilities (Mowery 1989) 
• To assemble complementary resources to create viable products (Rothaermel 

Two types of factors, knowledge and resources, are underlying these potential 
explanations. Thus, it seems that the creation of knowledge and the combination 
complementary resources are two crucial steps required for biotechnology firms to 
succeed (Rothaermel and Hill 2005). This conclusion is reinforced by the role 
played in INs by public research institutions, responsible for advancing the 
frontier of knowledge, and by DBFs, which behave as intermediaries between 
PRIs and LDFs (Oliver and Liebeskind 1998).  

The most immediate question raised by the existence of INs is, why do they 

2001; Rothaermel and Hill 2005; Teece 1986; Pisano 1990) while simultaneously 

• To adapt to a growing complexification of innovation (Orsenigo et al. 2001) 

acquiring core competencies (Prahalad and Hamel 1990) 
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Admitting that the overall objective of INs is either to create new knowledge or 
to acquire complementary resources, why do firms participate in them? A general 
answer is that firms join networks of innovation as a means of acquiring 
competitive advantage and gaining access to capabilities held by other economic 
actors, thus minimising uncertainty. Existing evidence shows that firms 
participating in INs (Powell et al. 1996; Shan et al. 1994; Hagedoorn and 
Schakenraad 1994), 

• have a better performance than firms that do it alone as measured by the rate of 
creation of new products (Rothaermel and Deeds 2004), the rate of growth of 
sales (Stuart 2000), the rate of growth of R&D and of total employment, by 
R&D expenditures and by the profit rate (Baum et al. 2000); 

• have lower mortality rates (Mitchell and Singh 1996); 
• have faster access to the stock market and better initial valuation (Kale et al. 

2000); and 
• acquire credibility especially as new entrants (Stuart et al. 1999). 

The evidence previously described seems to provide some initial answers to the 
question, why do INs exist? They exist because  

• they create new knowledge; 
• they help to obtain complementary resources; and 
• they provide participating firms with a competitive advantage by improving 

several dimensions of their performance relative to that of firms not 
participating in INs. 

These answers help to understand the phenomenon of INs but leave 
substantially untouched the problem of network dynamics. In addition to the very 
general question asking whether INs are temporary or stable forms of industrial 
organization, other aspects of INs dynamics need to be explained. For example, 
how do the various actors (DBFs, LDFs, PRIs) and their interactions change 
during the evolution of INs? 

Although the need to understand the dynamics of network was already evident in 
the early 1990s (Nohria and Eccles 1992), it took longer to accumulate the 
observations required to construct proper dynamic models. In this section selected 
examples of papers dealing with the problem of network dynamics are going to be 
briefly described in order to present the most general findings available today. 

Some aspects of networks structure and behaviour were observed to change 
according to systematic patterns as the networks aged. It was observed that some 
networks changed their focus from exploration to exploitation (March 1991) in the 
course of time (Gilsing and Nooteboom 2006; Gay and Dousset 2006; Rothaermel 
and Deeds 2004; Koza and Lewin 1998). Exploration-based INs had the objective 
of discovering new opportunities while exploitation-based INs had the objective of 
adding value to existing capabilities by using the complementary assets of 

Network Dynamics 
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partners. Closely related conclusions had been reached by Oliver and Liebeskind 
(1998), who noticed that alliances between universities, or PRIs, and DBFs are 
preferred in the early phases while alliances between DBFs and LDFs become 
dominant in the later phases. In the early phases knowledge flows from 
universities or PRIs to DBFs, thus allowing DBFs to access very advanced 
knowledge. In the more mature phases alliances are mainly driven by the access to 
complementary assets, such as capital for product development and for clinical 
trials, manufacturing capabilities, marketing infrastructure and expertise, and 
established distribution channels (ibid, p. 90). Thus, INs evolve from the search 
for new knowledge to the combination of knowledge and complementary assets. 
The evolution of legal forms was also observed to proceed according to systematic 
patterns (Cainarca et al. 1992; Gulati 1995), changing from equity alliances in the 
early phases to non equity alliances in more mature phases. These observations 
started giving the impression that the typical pattern of evolution of INs was 
cyclical. However, the cycle of INs was not identical to that of the industry, or 
industries, in which the participating firms could be classified. Cainarca et al. 
(1992) noticed that the dominant factor in inducing cyclical behaviour was the 
technology used rather than the industry. An early confirmation of these 
predictions came from a study of agricultural biotechnology in which it was found 
that firms formed mainly R&D alliances in the ‘pre-commercial’ phase but shifted 
to market-related alliances in the commercial phase (Kalaitzandonakes and 
Bjornson 1997).  

It soon became evident that even within biotechnology there could be more 
than one cycle. Thus, Oliver (2001) observed that the number of alliances formed 
by American DBFs rose during the 1980s, fell in the early 1990s and started rising 
again in the late 1990s. It subsequently turned out that this time path was due to a 
shift between two generations of biotechnology. The first generation of INs was 
linked to recombinant DNA and monoclonal antibodies and the second one to 
genomics. These two generations were both contained within what was called 
before third generation biotechnology; that is, they were both the result of 
progress in molecular biology. 

The patterns of development so far described can be explained by different 
resources that firms need to have access to in different stages of the evolution of 
the INs in which they participate. Such resources would shift from knowledge  
in the early, pre-commercial, phases to complementary assets in the more 
commercial phases. Even the relative advantage of INs with respect to other forms 
of economic coordination can change during this time path. INs can be relatively 
more important in the early phases, when no firm has all the resources required to 
succeed, and in the intermediate ones, when increasing entry and competition push 
firms to specialise. On the other hand, INs could loose importance in mature 
phases when product standardization and price competition gradually eliminate 
the weakest firms (Gemser et al. 1996; Hobday 1994). In these conditions INs 
could be replaced by hierarchical organizations. An interpretation in terms of 
resources is attractive but somewhat problematic because of the meaning of the 
term resources. In particular, the distinction between given resources and creative 
activities needs to be taken into account. The former exist in the economic system 
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at a given time and firms can have access to them by investment. The latter lead to 
the creation of new goods, of new services, and of new knowledge, which can 
become resources after they have been created. Access to existing resources can 
be considered a part of economic routines while creative activities are a part of 
search activities. INs evolve from the creation of new resources in the early phases 
to the exploitation of existing ones in the later phases. 

The previous observations were related to the behaviour of individual firms 
during the evolution of networks. Other studies analysed network dynamics at the 
level of the industry. An important aspect of networks at this level is their density, 
which indicates the generalized intensity of interaction of the participating 
organizations. Network density was found to grow in the course of time for 
Toyota’s networks with its American suppliers (Dyer and Nobeoka 2000) and for 
three Italian firms producing packing machinery (Lorenzoni and Lipparini 1999). 
However, this finding was not confirmed by further studies. Bonaccorsi and Giuri 
(2001) found that even within the aero-engine industry networks evolved 
differently depending on the market segment and on the technology adopted by 
engine producers. Orsenigo et al. (2001) found that while network organization 
seems to be growing during subsequent technological generations, network 
density falls as a consequence of the continuous inflow of new entrants. In a 
recent study of pharmaceutical biotechnology networks covering the period since 
1975, Roijakkers and Hagedoorn (2006) find that network density grows in the 
course of time.  

In summary, a number of systematic patterns of evolution have been detected in 
which INs evolve from exploration to exploitation, from the search for knowledge to 
that for complementary assets, and the type of alliances from DBFs–PRIs to DBFs–
LDFs. These systematic patterns provide evidence for the existence of cycles in the 
time paths of INs, the main factor leading to cyclical behaviour being technology. In 
some cases, depending on the industrial sector or on the technology, more than one 
cycle can occur. For example, in biotechnology a second generation on INs linked to 
genomics seems to arise during the 1990s. A further variable that can be expected to 
have an important influence on the dynamics of INs is their density. Here the 
findings seem to be contradictory and probably sector-dependent, with some studies 
finding a growing density and others a falling density. This problem will be 
reconsidered later in this chapter. Now we move on to some theoretical approaches 
and methods of network analysis. 

In Sect. 4.2.3 different theories of industrial organization attempting in different 
ways to justify the existence of hybrid organizational forms were discussed. In this 
section a number of theories and methods attempting to describe, treat analytically 
and explain the existence and properties of networks will be discussed. These 
theories and methods originated in different disciplines ranging from mathematics 
and physics to sociology and management. They attempt to analyse networks as 
an object of its own and not as a component of something else (i.e. industrial; 
organization). While this approach may seem more limited than one analysing 

Network Theories and Methods 
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networks as a component of a larger class of problems, it can provide us with 
more specific insights into and analytical capabilities in the study of networks. 
The concept of networks is in fact a very general one, in principle applicable to 
any system comprising elements and interactions amongst them. Thus, many types 
of systems, physical, biological or social, can be analysed by means of networks. 
In what follows in this section two theoretical approaches of sociological inspiration 
and an approach developed by physicists will be discussed. Furthermore, the 
application of graph theory to the analysis of networks will be briefly described. 

Two early conceptual models of networks. Hakansson (1987) considered networks 
as a combination of three elements: actors, resources and activities. He used a very 
wide definition of actors, including firms, research institutes, universities, 
consulting firms etc. In his view resources can be physical, financial and human. 
Activities can be of two types, transformation and transaction. Actors play a 
central role in networks. They control resources either individually or collectively 
and have an incomplete knowledge of these resources. Actors are involved in 
activities of which they have an incomplete knowledge. The position of each actor 
in the network depends on the activities the same actor has carried out in the past. 
Past activities define and constrain future opportunities for the actor belonging to a 
network, leading to irreversibilities. 

Callon (1991) considered techno-economic networks (TENs) as a coordinated 
set of heterogeneous actors (public laboratories, technical research centres, firms, 
financial organizations, public institutions etc.). The environment in which these 
networks operate comprises three poles, science, techniques and the market, 
linked by intermediaries. Each of the poles has a different type of human 
resources, for example, researchers for science, and gives rise to a different type of 
output, for example, patents and prototypes for techniques. Actors participate in 
each pole and in the interactions of the various poles. Actors attempt to increase 
their influence on the network and to make themselves indispensable, thus 
creating a situation of irreversibility. The dynamics of techno-economic networks 
is driven by the struggle of different actors. In their attempt to gain influence, 
actors can lead to a completely rigid and irreversible network. However, even 
when a given network has become completely rigid and irreversible a different 
entry strategy is possible. Actors can look for new interactions and new 
intermediaries in a new space. 

Graph theory and networks. Graph theory provides us with a graphical 
representation of networks irrespective of their content. A network is here 
considered as a collection of nodes, or vertices, and links, or edges (Knole and 
Kuklinski 1982; Gross and Yellen 1998). Nodes can be any type of interacting 
entities, ranging from molecules and biological species to individuals and 
organizations. The links indicate the interactions existing between the entities 
considered. Depending on the cases, the links can indicate the presence of an 
interaction, the extent or value of the interaction (valued graphs), and the direction 
of the interaction (Directed graphs). In our case the graph of a network shows us 
which actors are connected to other actors. In this perspective networks have at least 
two interesting properties: the centrality of actors and the density of the network.  
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The centrality of a given actor tells us how well connected the actor is. A more 
central actor is expected to have a better access to the knowledge and information 
held by the other actors to whom he or she is linked. In biotechnology a more 
central actor can then be expected to play a leading role in the processes of 
knowledge generation and utilization which are crucial for market success. 
Unfortunately, it is not easy to define unambiguously a measure of centrality. As a 
consequence several measures are used. 

Degree centrality measures simply the total number of direct links that a given 
actor has with other actors in the sale network. It has two shortcomings. First, it 
depends on the size of the network, thus making it impossible to compare two 
networks of different sizes. Second, it provides only a local measure of centrality. 
To overcome the first problem, it is possible to normalize the measure dividing the 
value obtained by the number of nodes existing in the network minus one. The 
second problem, the local character of the measure, is an intrinsic feature of the 
concept of degree centrality. A different measure, called betweenness centrality, 
has been developed to capture the global dimension of centrality (Freeman 1979). 
Betweenness centrality for a given node, say i, is based on the number of 
geodesics crossing i and joining all pairs of nodes in the network to which i is 
linked directly or indirectly. A geodesic is the shortest path linking a pair of nodes 
in the network. An actor located on a geodesic joining two other actors i and j can 
be expected to be able to affect i and j and to take advantage of the knowledge and 
information originating in any one of them. The ability of an actor to affect the 
other actors located at the extremes of a geodesic is expected to fall with a 
growing number of geodesics crossing it. As in the case of degree centrality, 
betweenness centrality can be normalized to eliminate the effect of network size. 
Another measure of centrality, called closeness centrality (Freeman 1979), 
provides us with a global measure of centrality. Thus, we have different measures 
of centrality, giving us the local and global aspects of this variable.  

A further and very important property of networks is their density. This 
property tells us what fraction of the links which can potentially be formed 
between the nodes of a given network is effectively ‘occupied’. As it will be seen, 
such a property is very important in the dynamics of networks.  

Scale fee networks. It has recently been discovered that a large class of networks 
possess some common properties for which they are called scale-free (Barabasi  
et al. 1999; Barabasi 2002; Barabasi and Bonabeau 2003; Reka et al. 2000; Reka 
and Barabasi 2002). In particular, these networks have a very asymmetrical 
distribution of links around nodes: few nodes have many links and many nodes 
have few links. This distribution is very different from that predicted for 
previously studied networks, called exponential networks, which had a much more 
egalitarian distribution of links around nodes. Scale-free networks have a power 
law distribution while exponential networks have a Poisson distribution of links 
around nodes. As a consequence, scale-free networks have the interesting property 
of being very resistant to random attack: almost 80% of the links can be cut before 
a scale-free network is destroyed while the corresponding percentage for an 
exponential network is less than 20%. However, a targeted attack selectively 
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cutting links around the most central nodes (hubs) destroys the network by cutting 
less than 20% of the links.  

Two conditions are required in order for scale-free networks to exist: (1) 
growth – the number of nodes must grow; (2) preferential attachment – new links 
tend to be formed more easily with already linked nodes. These conditions are 
often present in biotechnology networks. In socio-economic networks the second 
condition – preferential attachment – depends on sources of increasing returns to 
adoption. Examples of these sources are reputational structure and various types of 
resources. Let us take the example of an alliance between an incumbent LDF and 
a start-up. In its choice of partner the start-up is likely to favour the LDF with the 
best reputation. If the alliance leads to a further enhancement of the LDF’s 
reputation, other start-ups will continue to favour it with respect to other LDFs. 
Moreover, if a growing number of alliances raises the resource base of incumbent 
LDFs, those already having a greater number of alliances will be better able to 
form further ones than other LDFs. Thus, conditions (1) and (2) can often be 
found in biotechnology networks. The presence of these two conditions leads to a 
higher probability of creation of scale-free networks than other types of networks. 
This condition is at best necessary, but not sufficient, to justify a high 
concentration of scale-free networks. However, one of the most important findings 
about this type of networks is their resistance to attack. If we interpret attack as 
selection, scale-free networks are likely to have a high rate of variation and a low 
rate of selection whenever conditions (1) and (2) are satisfied. Thus, since 
conditions (1) and (2) are often present in biotechnology networks, we can expect 
the scale-free geometry to be quite common in this type of network. 

These network properties are obviously interesting and highly relevant for 
socio-economic networks. However, although research in scale-free networks has 
concentrated on the distribution of links around nodes, other related network 
properties are of great importance. For example, the existence of scale-free 
networks implies an uneven distribution of the degree of centrality of nodes. Few 
nodes are highly central while others have a low centrality. Furthermore, the 
distribution of centrality is likely to change dynamically, for example, with the 
distribution becoming at times more skewed or more even, with the relative 
centrality of some nodes falling and that of others rising.  

Another property the role of which has already been discussed is density. As 
already pointed out, we can expect network density to measure the extent of 
interaction existing in a network. Such extent of interaction is likely to vary 
systematically during the life of a IN as a consequence of a number of phenomena. 
First, innovations are introduced by Schumpeterian entrepreneurs in a relatively 
institutionally poor environment. If an innovation is successful we can expect it to 
be widely imitated and to diffuse gradually in society. To acquire its ‘economic 
weight’, an innovation also requires the co-evolution of appropriate institutions 
(Nelson 1988). The creation of complementary technologies and of appropriate 
institutions leads to the formation of new links, thus raising the density of the 
network. For example, the creation of a regulatory institution can be expected to 
lead to interactions with the firms and the other organizations responsible for the 
production and use of the new technology. These interactions may be impersonal 
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and simply provide constraint, as it would happen in the case of standard creating 
institutions, or be more localized and directed, as in the case of a firm producing 
complementary inputs to the innovation and technology concerned. Examples of 
these situations for the automobile could be (1) the ministries responsible for 
issuing driving permits or driving rules, (2) the firms producing and distributing 
tyres or petrol (Saviotti 2005). In all these cases the new links created reduce the 
number of degrees of freedom of each node and provide constraint. This 
progressive increase in density as an innovation and the relative technology 
mature on the one hand increases the potential market size of the new technology 
by improving the technology with respect to its initial form, but on the other hand, 
makes the new technology progressively more rigid, even if more coherent. In this 
way an increasing connectivity allows a technology to acquire its full ‘economic 
weight’ but contributes to the process whereby diminishing returns gradually take 
over and slow down the rate of improvement of maturing technologies.  

Network dynamics at the industry/technology level can be expected to be 
characterized by low density during the emergence phase and by growing 
connectivity as the sector matures. At the aggregate level of the whole economic 
system, increasing diversity or variety means an increasing number of nodes. 
However, this increase is likely to be unevenly distributed in time and space. The 
creation of new nodes cannot be expected to be followed immediately by the 
creation of new links. The emergence of important innovations can be expected to 
lower connectivity while the subsequent process of diffusion can be expected to 
raise connectivity. The more radical the innovation, the greater its capacity  
to disorganize existing network links. Thus, we can expect network density to 
oscillate, falling when discontinuities in the external environment emerge and 
rising when the network matures. 

4.3 Recent Developments in Network Dynamics 

In this section a number of recent empirical findings and of models of INs are 
going to be discussed. Most of the empirical evidence comes from the PhD thesis 
of Catherine (2007). In this thesis a database of about 7,600 collaborative 
agreements in biotechnology and covering the period 1973–1999 has been 
constructed. The INs studied here have three types of nodes – DBFs, LDFs, and 
PRIs. The agreements belong to two generations, depending on the technologies 
on which they are based. Agreements of the first generation are based on 
recombinant DNA and on monoclonal antibodies; agreements of the second 
generation are based on genomics. Furthermore, within each generation 
agreements are classified as either R&D- or market based. As it was previously 
pointed out, both of these generations are contained in what is often called third 
generation biotechnology. In other words, they are both based on the progress of 
molecular biology.  

Figures 4.1–4.4 show the variation of the number of agreements during the 
period studied both for the whole set and for each generation. These results 
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provide a confirmation for the existence of a technology-based life cycle for INs. 
For both generations R&D agreements rise first and then fall. R&D agreements 
dominate in the early phases of the life cycle and market-based agreements in the 
more mature ones. The life cycle of the first generation seems to be in decline and 
very few new R&D agreements are taking place within it. Agreements of the 
second generation start in the early 1990s and already show signs of saturation. 
However, when the two generations are combined, the total number of agreements 
keeps rising for the whole period (Fig. 4.4). 
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Fig. 4.1. Number of agreements in the first generation of biotechnology 
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Fig. 4.2. R&D and marketing agreements in the first generation of biotechnology 
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Fig. 4.3. R&D and marketing agreements in the second generation of biotechnology 

R2 = 0,9832

0

100

200

300

400

500

600

700

800

900

1000

76 77 78 79 80 81 82 83 84 85 86 87 88 89 90 91 92 93 94 95 96 97 98 99

Years

N
um

be
r o

f A
gr

ee
m

en
ts

 
Fig. 4.4. Total number of agreements in biotechnology, 1973–1999 
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Fig. 4.5. Evolution of network density for the first biotechnology generation 
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Fig. 4.6. Evolution of network density for the second generation of biotechnology 
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Fig. 4.7. Evolution of network density for the two biotechnology generations combined 

Figures 4.5–4.7 show the change in the density of the networks for each 
generation (Figs. 4.5 and 4.6) and for the two generations combined (Fig. 4.7). In all 
three cases the density falls first and then rises. However, we can notice that the 
period of fall is much shorter in the second than in the first generation. Our findings 
here contrast with those of Rojikanners and Hagedoorn (2006), who found that 
network density has always been rising in the period since 1975, but confirm those 
of Orsenigo et al. (2001). We cannot immediately our results because the other 
measures were obtained by means of different techniques. However, we are able to 
provide an interpretation of the reasons for which density can be expected to behave 
in the way we observe. This behaviour of network density can be explained by our 
previous analysis of scale-free networks, according to which density was expected to 
fall during periods of environmental discontinuity and to rise during the subsequent 
period of environmental stabilization. Of course, in this context the environment is 
the socio-economic one and not the purely physical or biological. In the case  
of biotechnology INs the network dimension which gave rise to the discontinuity is 
knowledge, and in particular the emergence of molecular biology and of  
its industrial applications. We can consider molecular biology as a new paradigm, 
forcing firms in the biotechnology-based sectors (pharmaceuticals, agrochemicals 
etc) to radically update their knowledge base (Grabowski and Vernon 1994; Saviotti 
et al. 2003, 2005; Nesta and Saviotti 2005, 2006). According to this view, a rising 
density should imply that the new paradigm is being absorbed by incumbent firms 
and that the science/entrepreneurial phase is being followed by a more market-based 
one. We can notice that the period during which density falls is shorter for the 
second than for the first generation of biotechnology INs. This seems to imply that 
the second generation was less of a discontinuity than the first, not an illogical 
interpretation given that the second generation is based on genomics, which can be 
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considered a refinement of molecular biology, of which it uses the basic conceptual 
apparatus. Extending our interpretation to other sectors, we can expect density to 
rise for more mature ones such as automobiles or packing machinery, thus 
confirming the results of Dyer and Nobeoka (2000) and of Lorenzoni and Lipparini 
(1999). If our interpretation is correct, network density can be a very important 
variable, capable of indicating the extent of knowledge discontinuity arising at given 
times during the evolution of industrial activities, for example, when new 
technological paradigms emerge. However, such a phenomenon clearly requires 
further study.  

Another important property of INs is the centrality of the different types of 
actors involved. Tables 4.1 and 4.2 show the evolution of centrality for DBFs, 
PRIs and LDFs during the period studied. We can see a clear pattern emerging in 
both generations of INs, with DBFs being the most central actor in the early 
phases and LDFs becoming the most central actor in the late phases. PRIs have 
initially a high degree centrality but become very marginal as the technology 
moves towards maturity. The fall of DBFs and PRIs centrality becomes even more 
evident when betweenness centrality is used.  

Table 4.1. Centrality of the different actors (DBFs, LDFs, PRIs) involved in the first 
generation of biotechnology alliances 

1976–1984 1985–1992 1993–1999 First generation 
biotechnology DBFs LDFs PRIs DBFs LDFs PRIs DBFs LDFs PRIs 
Average number of 
agreement 5.67 3.20 2.63 6.20 10.79 2.61 6.12 15.50 2.05 

Average N-degree 
centrality 5.84 3.30 2.71 1.71 2.97 0.72 1.41 3.58 0.47 

Median N-degree 
centrality 3.09 2.06 2.06 1.10 1.38 0.55 0.92 1.73 0.23 

Average betweenness 
centrality 4.95 2.82 0.85 0.71 1.38 0.20 0.40 1.40 0.10 

Median betweenness 
centrality 1.17 0 0 0.20 0.53 0 0.07 0.18 0 

Table 4.2. Centrality of the different actors (DBFs, LDFs, PRIs) involved in the second 
generation of biotechnology alliances 

1985–1992 1993–1999 Second generation 
biotechnology DBFs LDFs PRIs DBFs LDFs PRIs 
Average number of 
agreement 5.98 5.90 5.48 12.50 25.13 9.27 

Average N-degree 
centrality 2.48 2.45 2.27 1.68 3.38 1.25 

Median N-degree 
centrality 2.08 1.66 1.66 1.21 1.55 0.81 

Average betweenness 
centrality 2.70 2.21 2.69 0.41 0.97 0.13 

Median betweenness 
centrality 1.91 1.36 2.14 0.18 0.15 0.07 
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In order to interpret adequately these results it is important to establish clearly 
the meaning of centrality. In general we can expect a more central actor to be 
more important in a network. The gradual shift of average N-degree centrality 
from DBFs and PRIs towards LDFs as a technology ages would seem to confirm 
this interpretation. We expect that as a technology matures exploitation will 
become more important than exploration. Since LDFs are the only actor in these 
networks having the resources required for exploitation, it seems logical that they 
become more central as the technology matures. Likewise, since we expect both 
DBFs and PRIs to have a competitive advantage in the early phases of a 
technology life cycle, it is logical for their centrality to be higher in these phases 
and to fall as the technology moves towards maturity. Incidentally, these results 
indicate that although recent trends in knowledge production seem to make 
boundaries of institutions fuzzy and their functions overlap, DBFs, PRIs and LDFs 
still conserve different roles. However, in spite of this apparent support for  
the interpretation of centrality as indicator of the relative importance of an 
organization in its economic environment, this interpretation is limited. For 
example, it is not clear that in spite of their growing centrality pharmaceutical 
DBFs are in a good position. Although they have substantially increased their 
R&D expenditures and participated in INs, large pharmaceutical firms cannot find 
enough new molecules to sustain their past strategy of identifying blockbusters 
(Hopkins et al. 2007). Apparently the new biotechnology has introduced radically 
new concepts but does not seem to be able to provide a lease of life for the 
blockbuster strategy. Perhaps the strategy itself is doomed and biotechnology is 
leading to a new strategy for the pharmaceutical industry.  

Further doubts about the meaning of centrality arise if we take into account the 
results of the different measures used, such as N-degree or betweenness centrality. 
Although all the measures tend to confirm the earlier results, they give absolute 
and relative values of centrality. Clearly although centrality seems to be an 
important variable to map the dynamics of INs, further research is required in 
order to clarify its meaning.  

By combining centrality and density measures we can see that periods of falling 
density tend to coincide with periods in which DBFs and PRIs have a relatively 
high centrality while periods of growing density tend to coincide with a relatively 
high centrality of DBFs. This finding seems logical given that both falling 
network density and a relatively high centrality of DBFs and PRIs are expected to 
occur immediately after a knowledge discontinuity while a high centrality of 
LDFs is more likely to occur when a new technology begins to mature.  

Some recent models of INs shed light on the impact of knowledge generation 
and utilization on network dynamics. Gilbert et al. (2001) have developed an 
agent-based model of INs. Although their model is not specific to biotechnology, 
it provides several interesting insights about the dynamics of INs. In the model, 
firms innovate by changing their Kene, an expression which is used to indicate  
the individual agent knowledge base. The Kene comprises a set of units of 
knowledge. Each unit is defined by three parameters which represent the 
scientific, technological or business domain, the ability to perform a given 
application in this domain and the expertise level with which such applications can 
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be performed. Firms innovate by means of innovation hypotheses, which are 
derived from a subset of the existing kene. The kene can be transformed into a 
product by means of a standard mapping function which combines the firm’s 
existing knowledge with an innovation hypothesis. Firms try to improve their 
overall competitiveness by innovating. They do so by improving their knowledge 
base through adaptation to user needs, by incremental or radical learning and by 
cooperation or networking. When they form partnerships, firms can adopt a 
conservative strategy by choosing a partner having similar capabilities, or a 
progressive strategy by choosing a partner with a different capability set. In this 
model networks are ‘normal’ agents. The network can create innovations in 
addition to those of its members and it can distribute rewards to the members. The 
profits for each member will be the sum of individual and of network profits, 
which would explain the advantage of being in a network as opposed to 
proceeding alone. Simulations of this model show that INs are a viable form of 
industrial organization. The model predicts that both the number of actors and the 
number of networks will increase in the course of time. The model also leads to 
predictions about the relative merits of progressive and conservative strategies, 
about the expected network connectivity and about the evolution of industrial 
concentration.  

In a recent paper Pyka and Saviotti (2005) developed a model of INs in 
biotechnology. The model includes two types of actors, DBFs and LDFs. The 
former have technological competencies and the latter only so-called economic 
competencies. Of course, LDFs do have technological competencies, but they are 
obsolete. The only valuable competencies they are left with initially are other 
competencies required to produce final products, such as financial, marketing etc. 
They are in fact complementary assets (Teece 1986). The model starts with the 
objective of comparing the two strategies of collaboration and of going it alone. 
Given the starting conditions it predicts that collaboration will be more effective. 
However, beyond this simple prediction the model gives interesting insights about 
network dynamics. For example, it predicts that collaboration and the formation of 
INs will continue in the long run even if by collaborating LDFs learn the new 
technological competencies. This can occur because of the changing role of DBFs, 
which shifts from that of translators of the new knowledge for LDFs to that of 
explorers of a knowledge space which LDFs can in principle know, but which 
expands at too fast a pace. Also, the model predicts correctly that while in the 
initial phases the collaboration will be mainly between DBFs and LDFs, in 
subsequent phases collaboration between different DBFs will become frequent. 
The model is oversimplified and it does not contain subsequent generations of 
biotechnology. Thus, it misses an important source of continued network 
formation. However, an alternative mechanism of continued network formation is 
here provided by the extremely high rate of growth and by the increasing 
complexity of new knowledge, which makes it impossible for any LDFs to 
explore it all, even when it was in principle capable of doing it. Shifting to the role 
of explorers allows DBFs to keep entering and giving rise to new INs. In other 
words, INs could be an advantageous form of industrial organization both due to 
knowledge discontinuities, that is to the qualitative difference between old and 
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new knowledge, and to the rate at which new knowledge is created, which could 
exceed the capabilities of LDFs. At this point the relative weight of DBFs entry 
and of the succession of two generations of biotechnology constitutes an 
interesting question which requires further work. 

4.4 Summary and Conclusions 

This chapter began by raising a number of fundamental questions about INs. In 
particular; it asked (1) whether INs are a temporary or stable form of industrial 
organization, and (2) why they became a new form of industrial organization only 
starting from the 1980s. These questions were prompted by the reaction of 
economists to the emergence of INs. Most economists interpreted this phenomenon 
as temporary response to a shock. They expected that when the shock had been 
absorbed by the economic system industrial organization would have reverted to 
the market and to large corporations. The point of view of economists changed 
gradually by accepting that INs were there to stay. However, up to the present no 
complete and consensually accepted theory of INs has been created. The research 
results quoted in this chapter allow us to give an answer to the first question. 
According to our interpretation of these results, INs are not a temporary 
phenomenon but their existence has already spanned a period of almost 30 years 
and seems destined to continue in the foreseeable future. In fact research about the 
long-term dynamics of capitalism (Langlois 2003, 2006) seems to indicate that 
INs are a component of the transition of mature post-industrial societies from an 
economy dominated by large corporations (the visible hand) to an increasingly 
vertically disintegrated one (the vanishing hand). This transition itself is heavily 
affected by the growing knowledge intensity of post-industrial economies. Yet the 
initial answer given by economists was not completely wrong. The stability of INs 
as a form of industrial organization depends on the presence of multiple 
technological generations. Within each generation we can expect INs to be 
superseded by hierarchies as the initial discontinuity disappears and the 
technology matures. However, the emergence of new generations of technology 
with which incumbent LDFs are unfamiliar will provide renewed impetus for the 
entry of DBFs and for the formation of new INs. Sectors with a stable and mature 
knowledge base are less likely to see the entry of new technology firms and the 
formation of INs. The persistence of INs is linked to the emergence of subsequent 
generations of biotechnology, which recreates the asymmetry in capabilities and 
absorptive capacities between DBFs and LDFs. 

As far as question two is concerned, INs became an important form of 
industrial organization only in the 1980s because of evolution of industrial 
capitalism. There has been a shift away from conditions favouring the creation of 
the large corporations described by Chandler and towards some form of vertical 
disintegration, a transition that has been described by Langlois as the shift from 
the visible to the vanishing hand. One of the conditions underlying this transition 
is the shortened delay between the generation of new ideas and their industrial 
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utilization, delay which fell from 32.76 years in 1887–1906 to 3.4 years in 1967–
1986 (Agarwal and Gort 2001). In the present, more dynamic environment large 
corporations do not disappear, but they require the complementary presence of 
smaller, more flexible firms. Amongst these smaller firms there are the new 
technology firms (NTFs in general or DBFs in biotechnology), which function as 
intermediaries between the creation of new knowledge and its subsequent 
exploitation by LDFs. 

It has to be noticed that the answer to the first question (Stability of INs) has 
been provided by exploring patterns of network dynamics. In this chapter we have 
provided an explanation for the existence of these patterns. Such an explanation 
seems in principle applicable not only to biotechnology networks but to all types 
of networks in which knowledge generation plays an important role. In fact, the 
pattern we observed is likely to be a trajectory in the dynamics of INs. The 
trajectory could be described in the following way. As a new technology 
qualitatively different from any of the pre-existing ones emerges, 

• the rate of entry on new firms (DBFs or NTFs) is very high; 
• the rate of creation of INs is very high; 
• the object of INs is predominantly R&D; 
• the organizations creating the new knowledge (PRIs) and the firms having a 

competitive advantage in it (DBFs or NTFs) have a high centrality; and 

• network density falls as the rate of creation of new nodes exceeds the rate of 
creation of new links. 

As the new technology starts maturing, 

• the rate of entry of new firms falls; 
• the rate of creation of INs falls; 
• the object of INs shifts from R&D to marketing; 
• the centrality of DBFs (or of NTFs) and of PRIs falls while that of LDFs rises; 

and 
• network density rises as the rate of creation of links starts exceeding the rate of 

creation of nodes. 

At the end of this cycle the network ceases to exist unless a new generation of 
the technology underlying it comes into existence. If such a new generation 
emerges the network can survive and even grow, although the DBFs (NTFs) of the 
second generation are unlikely to be the same ones as those of the first generation. 
Amongst incumbent LDFs those that can absorb and master the new technology 
by participating in INs can be expected to survive from one generation to the next 
one. The less cyclical influence of a high and growing rate of creation of new 
knowledge can be superimposed upon that of the discontinuity. Even when 
incumbent LDFs can in principle absorb the new knowledge they may not be in a 
position to increase their R&D budgets proportionally to the rate of growth of new 
knowledge. The information existing in this moment does not allow us to separate 
the discontinuity from the rate effect and the translator from the explorer role of 
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DBFs. We hope that our results have contributed to improve the understanding of 
INs in biotechnology and in general, but realize that we are still very far from 
having achieved a complete knowledge of such a complex subject. Clearly, further 
work is still required. 
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5.1 Introduction 

The motivation (and personal ex-ante assumption) for this chapter comes from our 
combined 20 years’ experience of research, consulting, operational positions, and 
ownership of more than 100 innovative, very early stage biotechnology firms in 
the United States (California and Florida), Finland (countrywide), Australia (New 
South Wales and Queensland), France (Grenoble), and Chile (countrywide). When 
we use the term “innovation” we mean something novel, which can be a process 
or a way of doing something that does not necessarily mean a physical invention. 

From a definitional perspective, we do not mean that an innovation is the same as 
an “invention.” An invention is something physical, but it does not necessarily have 
any commercial value. An innovation is what will be successfully commercialized. 
It should be noted that following intellectual property law in the United States, 
both an innovation and an invention can be patented and can be the basis of a 
business. The protection of intellectual property should be of great concern to 
any biotechnology entrepreneur. We also understand that for most early-stage 
biotechnology firms, the primary concern is the R in R&D, rather than the D. The 
“science” is their business. This reality makes biotechnology very different from 
other technology-based industrial sectors. For example, in Information and 
Communications Technology, making a chip that functions is common knowledge 
among firms, just like in the automobile industry all companies have the knowledge 
of how to manufacture a technologically advanced and functional car. Businesses 
in those sectors are, for the most part, involved in the D (for more, see Pisano 
2006). 
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In this chapter, we describe numerous factors that are essential components of 
strategic thinking in early-stage biotechnology firms. Even if we will not present 
primary empirical data, our text is based not only on theoretical insights but also 
on our extensive combined experiences in researching and consulting early-stage 
biotechnology firms, as described earlier. Most of these firms were initially 
university based and most of them were at one time funded by governmental 
grants. Some had angel investors, others did not. Only a small portion had 
received formal venture capital. It is these very early stage firms that are often 
ignored in existing research literature, which tends to study later stage firms that 
have already gathered some venture capital investments and are thus easier to 
identify (see for example Pisano 2006). Later in this chapter we will call this 
early-stage group of firms the fifth tier. The goal of this chapter is to explore an 
interesting set of observations about this fifth tier. Interested academic scholars, 
but more important, practitioners, can find recommendations to how to enhance 
their entrepreneurial endeavors. 

It is our goal in this chapter to provoke a wide range of research and application 
questions. We attempt to do this using a structured and logical approach. While 
we are critical of the industry, we still believe in its long-term potential. But the 
business of biotechnology is neither as simple as policymakers wish it would be, 
nor as theoretically straightforward and driven as most academic researchers of 
the field would like to make one believe (Pisano 2006). Any practitioner 
(biotechnology entrepreneur) will attest to how difficult it is to make the science 
work, and even more so, to make a profit from this science. 

From our personal experience, and observations globally, these firms are a 
legion. However, rarely is their situation described or analyzed in academic 
textbooks or articles, because it is cumbersome to collect and access empirical 
data about them. While we will present limited direct empirical evidence here, the 
views and arguments are based on a wide range of empirical studies and nearly a 
decade of observation, in-depth case studies, and action research by the authors 
actively helping clusters of these firms (Brännback et al. 2001a, b, 2004, 2007; 
Renko et al. 2005; Renko 2006; Grundsten 2004). As mentioned earlier, this 
chapter is based on extensive experience with Finnish-, French-, Australian-, 
Chilean-, and US-based early-stage biotechnology firms. This is different from 
most previous work on biotechnology strategy, which is primarily based on US 
data, obtained from lists of firms provided by venture capitalists or firms who 
exist in established regional clusters (San Diego or Seattle). There are of course 
exceptions such as the work of Lynn Zucker and Michael Darby, who have looked 
at samples of biotechnology entrepreneurs in both the USA and Japan (Zucker and 
Darby 1997; Zucker et al. 1998, 2002). Some of our observations are longitudinal, 
covering the total population of some 130 biotechnology firms in Finland 
(Brännback et al. 2001a, b, 2004). We can find no similar research of American or 
other European nation’s total populations.  
While we would not claim that this chapter is an exhaustive, in-depth, or rigid 
scholarly examination of all of the existing academic literature on strategy in 
young biotechnology firms, we do believe that based on the existing empirical 
evidence at this point (and our personal experiences) we can present our convictions 
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about strategic orientations in early-stage biotechnology firms. We will present 
these by describing the relevant theories and some of the existing empirical 
evidence. Our central claim is that early biotechnology firms generally lack a 
strategic mindset beyond fund raising and technology development. We will 
further argue that they are not market-oriented enough at the early stage to survive 
or to be acquired (Brännback et al. 2007). This reality of early-stage firms gains 
support from the Colombo and Grilli (2005) study of technology-based firms that 
did not, however, focus on biotechnology.  

In this chapter we argue for a more reflected, proactive, and market-oriented 
strategy development and implementation in early biotechnology firms. The 
development of a sustainable strategic business model and a related revenue 
model has been a matter of debate in the industry for several years. However, this 
discussion has been limited to a small number of approaches available, primarily 
focused on how to “cash out” either through licensing technology, being acquired 
by a larger pharmaceutical company, or by undertaking IPO (Pisano 1996, 2006; 
Robbins-Roth 2000; Oliver 2000).  

The chapter will proceed as follows. In the section following this introduction, 
we will give the reader a short review of the development of the global biotech-
nology sector. This will be done with an emphasis on the diversity of the sector; 
even if the early advances in biotechnology were mostly based on chemistry and 
biology, today’s biotechnology firms base their businesses on a multitude of 
scientific disciplines and technologies. In Sect. 5.3, we will focus on innovation in 
biotechnology. This section also provides the basis for Sect. 5.4, where the two 
complementary views of innovation, the one by Schumpeter and the one by 
Kirzner, are discussed. After this, we will widen the focus in Sect. 5.5. Section 5.5 
introduces ideas from the strategy and entrepreneurship literatures that go beyond 
innovation management but are still helpful in understanding the strategic thinking 
in early-stage biotechnology firms. Building on all the previous sections, Sect. 5.6 
introduces proactiveness, reactiveness, strategic fit, and traditions as components 
of strategy in biotechnology start-ups. Finally, Sect. 5.7 provides discussion and 
conclusions for the chapter. As mentioned earlier, all of this is written from a 
highly applied orientation, not solely an academic one. 

5.2 Sector Development Review 

The complexity of developing strategy for biotechnology firms is best understood 
by starting with a brief review of the early days of the modern biotechnology 
industry. Although the first genetic engineering project might well have been the 
mule whose commercial value is recognizable, it is commonly agreed that the 
modern industry started in November 1973, when an article by Stanley Cohen and 
Herbert Boyer was published. This article reported on the scientific breakthrough 
of recombinant DNA. Scientific advances in biotechnology in the 1970s led not  
only to the emergence of a new scientific and technological paradigm (Dosi 1988) 
but also to structural and strategic changes most visible in intensive new business 
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development activities beginning in the USA in the early 1980s (Zucker and 
Darby 1997; Zucker et al. 1998, 2002; Deeds and Hill 1996, 1998; Robbins-Roth 
2000; Deeds 2001; Oliver 2000; Murray 2002). The commercial break-through 
followed on October 14, 1980, when Genentech went public and listed their stock 
on the US stock exchange. The firm, which had been founded a few years earlier, 
had gone from small-scale protein production for R&D purposes to large-scale 
production for commercial purposes. What happened that day in 1980 nobody had 
anticipated. Genentech was going to sell 1 million shares for $35 a piece, an 
outrageous idea in itself, since the company did not anticipate having a product 
before 1984; that is, they were selling hope. Hope did sell well. Within 20 min the 
stock sold at $89, and ended at $70. In 24 h the market capitalization of the firm 
had doubled (Robbins-Roth 2000). 

This was certainly an auspicious start to a new industrial sector and many since 
have thought this could be replicated provided the right environmental forces and 
internal resources were combined correctly. However, the biotechnology industry 
went through at least two setbacks before 1995, when the industry started 
booming once again, this time all over the world. Now Amgen had become the 
role model. In 1994 there were only 4 profitable biotechnology firms worldwide; 
in 1999 there were 17 and in 2000 there were 22 out of a total of less than 5,000 
firms worldwide (Amdjadi et al. 2000; Brännback et al. 2001a). The situation has 
not improved since then, but rather the opposite (Pisano 2006). 

Biotechnology business is a cluster of interrelated industries, building upon 
knowledge-intensive scientific (often basic) research, which is growing because of 
the dynamic interplay of a wide variety of traditional disciplines and newly 
emerging ones (Renko 2006). The field of biotechnology is indeed complex and 
vast. It is a multidisciplinary set of industrial sectors with a variety of distinct 
industry recipes, company paradigms, and strategy logic. Some sectors of modern 
biotechnology operate at the intersection of several industries, making it 
increasingly complex to define markets and identify competitors. In Fig. 5.1, 
which is a simplified picture of the biotechnology field, these intersections are 
depicted as circles. 

An industry recipe is the common beliefs and assumptions, which are held as 
consistent and realistic within an industry (Grinyer and Spender 1979; Spender 
1989). A company business model or paradigm is how the firm operates and 
interacts within the industry (Johnson and Scholes 1988). It is obvious from Fig. 
5.1 that the choice of appropriate strategies within biotechnology is anything but 
simple or direct. Strategy logic within a biotechnology firm represents the 
subjective thinking of key persons in a firm (Näsi et al. 1996). These concepts 
prove instrumental when comparing performance and creation of firms that 
operate in the same industry. One would anticipate very different strategies in 
firms in different groupings, as described in Fig. 5.1. 
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Fig. 5.1. The complex business arena of biotechnology (Brännback et al. 2001a) 

This diversity of the biotechnology field is also reflected by Wolff (2001), who 
lists over 30 of the most promising business areas within biotechnology, all of 
which constitute their own sector, which often is dependent on other sectors.1 
Moreover, those who invest in these fields classify firms not only by the 
technology the firms are attempting to commercialize, but also by their size and 
risk profile. Wolff (2001) classifies biotechnology firms in four tiers. Tier 1 firms 
are those that have established records of earnings and have market evaluations 

challenge and that have succeeded in implementing their strategy. Second tier are 
those firms that have not yet established a meaningful revenue stream, yet have 
begun to sell to the marketplace, and have a market capitalization of more than 

million or more, but have yet to sell commercially. Firms in this tier have a 
                                                           
1 E.g. therapeutic proteins, monoclonal antibodies, immune system modulators, gene 

therapy, angiogenesis, anti-angiogenesis, tissue regeneration, armed viruses, stem cell 
therapy, drug delivery mechanisms, drug delivery systems, curative vaccines, signal 
transduction, photodynamic therapy, pharmaco-genomics, telomeres, genomics, proteomics, 
combinatorial and ADMET chemistry, assay development, computer modeling, bio-
informatics, gene shuffling, high throughput machinery, biochips, cardiovascular devices, 
nutraceuticals, biometrics, microrobotics, nanoparticles, biocomputing, and biomedical 
engineering. 

US $2 billion. Third tier are those firms that have a market value of US $800 

greater than US $5 billion. Clearly these are firms that have met the market 
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promising near-term pipeline and/or a credible R&D effort for treatment develop-
ment. Most, if not all of these firms, are publicly traded firms with all of the 
reporting mechanisms that this status entails. The fourth tier consists of firms with 

that appear to function, but that are likely to face considerable strategic challenges. 
As mentioned earlier, these firms have been the subject of the bulk of existing 
academic studies as data concerning these firms are more readily available from 
public sources. 

We focus this chapter on what we call the fifth tier. Thus, we expand beyond 
Wolff’s focus on larger and more easily studied larger firms. For example, there 
are some 130 biotechnology firms in Finland – all sectors accounted for – of 
which only two are publicly traded on the Helsinki Stock Exchange, and two on 
the London Stock Exchange. Here we have a population of firms that never 
appears in easily available samples, yet the firms are in business and actually 
reflect the majority of biotechnology companies in Finland. Many of these firms 

different from the prior four tiers of firms is their lack of readily identifiable 
market, lack of sales revenues, and a leadership team often bereft of management, 
finance, and strategic planning skills. However, it is this particular tier of 
biotechnology entrepreneurs that are the most likely to think that the process of 
success is merely one of technology. Marketing and market orientation are 
something only large health-care conglomerates such as Johnson & Johnson (J&J) 
need worry about as these new ventures do not sell band-aids or established 
cardiovascular devices as J&J firms do. 

The above-mentioned historical description and review of the industry prompts 
a set of fundamental questions:  

• What kind of strategy supports the kind of market and commercial success 
described earlier?  

• Are there really technology-based strategies, or is it “research hunting for 
money?”, and  

• What is a sustainable competitive advantage for an early-stage biotechnology 
firm?  

To be blunt, the only sustainable competitive advantage is constant innovation 
and even that does not guarantee a success, since it occurs everywhere in the 
world. Moreover, through the entire history, luck and serendipity have been a 
major success factors in the pharmaceutical and biotechnology sectors, starting 
with penicillin (Robbins-Roth 2000; Oliver 2000; Wolff 2001; Pisano 2006). 

5.3 Innovation in Biotechnology 

Product, process, and technology innovations should be the core activities of all 
small start-up biotechnology firms. An innovation has to be new. It can be an idea, 
or an invention, but there is an explicit requirement for it to be a commercialized 

market values less than US $800 million. Firms in tiers 2, 3, and 4 have strategies 

have market values less than US $25 million. What makes this group of firms very 
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innovation, i.e. to have commercial value. Mere commercial potential is not 
sufficient. This view follows Schumpeter’s conceptualization of an innovation 
(Schumpeter 1934). However, the CEOs of modern biotechnology firms that we 
have encountered over the past years are typically very technology-oriented, often 
paying little attention to the commercialization side of their innovations. Strategic 
thinking is often substituted for, and restricted to, what can be described as 
immediate tactics to raise money in order to continue R&D. These firms have an 
idea, invention, or innovation looking for an investor, not a market (Brännback 
and Carsrud 2003). Marketing is often ignored, except for going to research 
conferences or having booths at industry conferences. 

Aside from commercialized ideas and inventions, an innovation can also be 
defined as an internal capability, which is dynamic (Teece et al. 1997; Deeds et al. 
1999), based on an absorptive capacity in the firm and industry. Acording to this 
view, innovation enables the firm to generate and disseminate new knowledge for 
the purpose of developing new products (inventions) and ultimately wealth 
creation (Cohen and Levinthal 1989, 1990; Kogut and Zander 1993; Ensign 1999). 

Entrepreneurial orientation provides yet another view to innovativeness in 
biotechnology. Entrepreneurial orientation in a firm has five dimensions: (1) 
autonomy, (2) innovativeness, (3) proactiveness, (4) competitive aggressiveness, 
and (5) risk-taking (Miller 1983). Lumpkin and Dess (2001) argue that while firms 
are strong in one or two aspects of entrepreneurial orientation, they show 
surprisingly low levels in the other dimensions. Many biotechnology start-up 
firms are innovative, if innovativeness means an ability to conduct cutting edge 
research. However, they are not quite autonomous since they are forced to comply 
with the increasing dictates of their funders, for example, angel investors or 
governmental agencies. Having a constant shortage of resources, they end up 
reactive and fail to develop the competitive aggressiveness they would need. In 
practical terms they become “grant junkies” often losing even the focus of their 
research in order to pursue grant dollars. Some of them never advance beyond 
being a substitute for a university-based R&D laboratory. 

For any innovative activity to be commercially successful it requires carefully 
crafted business strategies (Chesbrough 2005, 2006), not just research strategies. 
Even beyond biotechnology firms, a sound strategy is a creative process that 
becomes the backbone, or road map, for navigating the firm towards ultimate 
success (Carsrud and Brännback 2007). Strategy and strategic thinking becomes 
the process of purposefully coordinating actions and resources, resources that 
often are extremely scarce or even nonexistent. For small start-up biotechnology 
firms the complexity is amplified in two ways. Not only is it necessary for these 
firms to continue their R&D processes, thereby developing their non-existent 
products into viably commercializable products, but they also have to develop the 
venture into a functioning, sustainable organization. Unfortunately, the founders 
traditionally have a scientific background, but rarely any business knowledge or 
experience that would be useful for strategic business development (Colombo and 
Grilli 2005). Thus, the development of a business model and a fully functioning 
organization tend to be ignored and strategy is reduced to managing the R in the 
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R&D process. This ultimately becomes a major contributor to failure of many of 
these early-stage ventures. 

As mentioned in the introduction, we are focusing our discussion on the 
strategic thinking in biotechnology on small, early-stage start-ups that are still 
desperately pursuing a core technology. These firms are not publicly traded and 
exist because of governmental research grants or with limited private investment. 
Many have either recently left a physical or virtual incubator, or still reside in one 
or in university laboratories (Renko 2006). We have also attempted to focus on 
firms not just located in the “hotbeds” of biotechnology (San Diego, Boston, or 
Seattle), but to describe the larger phenomena as many areas are attempting to 
become biotechnology hubs from scratch, such as the Scripps Institute in Florida 
(Clouser 2007) or BioCity in Singapore. 

5.4 Theoretical Bases for Entrepreneurial Biotechnology 

Many high growth, venture capital backed, technology-based firms seem to 
embrace the Schumpeterian (Schumpeter 1934) view of entrepreneurship 
(Brännback et al. 2007). Certainly this is the model that most venture capitalists 
employ. This is also true for firms and investors in biotechnology. Two schools of 
thought from entrepreneurship have clearly impacted governmental policy 
decisions, regulations, and investor expectations about biotechnology firms and 
thereby also indirectly the strategic thinking within biotechnology firms. First, 
Schumpeter’s (1934) views on entrepreneurship are often cited as mantra by 
public policymakers trying to create new industrial sectors and jobs based on 
various technologies. Schumpeter’s (1934) entrepreneur is an innovator and 
developer of frame-breaking technology, which explains why so many 
governmental officials charged with economic development, venture capitalists, 
and even biotechnology entrepreneurs cite him as an intellectual father of the 
field. This occurs because Schumpeter’s conceptualization best fits their desires, 
perceptions, and expectations of the entrepreneurial phenomena. 

The second perspective of biotechnology entrepreneurship is based on Kirzner 
(1973, 1979), who sees the entrepreneur as an actor in the process, very conscious 
of market demands, exhibiting deliberate behaviors. That is, where Schumpeter’s 
innovator is shifting the costs and revenue curves (through radical innovation) 
Kirzner’s entrepreneur is, through entrepreneurial alertness, able to notice that the 
curves have shifted because of innovation. This means that Schumpeter’s 
entrepreneur is working outside the ordinary market processes, whereas Kirzner’s 
entrepreneur is clearly market-driven. Both may be true descriptions of very 
different types of biotechnology entrepreneurs, fundamental views of their 
entrepreneurial ventures, and the strategies they develop. In fact, one might argue 
that Wolff’s (2001) first four tiers are more likely populated with Kirzner-type 
leaders than Schumpeter’s types, although Hagedorn and Roijakkers (2002) argue 
that the entire sector is Schumpeterian. We disagree with the latter researchers as 
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some larger firms are not doing frame-breaking research but acquiring it from 
smaller firms and thus extending their pipeline. 

Schumpeter’s entrepreneur seeks to enter new markets through disruptive 
innovation. Kirzner’s entrepreneur is more likely to exist in market-oriented, later-
stage firms, or in firms involved with the incremental development of existing 
technology. The dominant view in early-stage biotechnology entrepreneurship is 
Schumpeter’s, as the new biotechnology entrepreneur is usually totally 
technology- and product-oriented. We argue that it is the lack of Kirznerian-type 
market orientation that is one of the biggest challenges within biotechnology 
entrepreneurship (Brännback and Carsrud 2003, 2004; Renko et al. 2005; Renko 
2006). Kirznerian market orientation is just as important to biotechnology 
entrepreneurship as is the frame-breaking view of Schumpeter. Knowing that a 
disease does not have a cure is not the same as being market-conscious or market -
oriented. Schumpeterian biotechnology entrepreneur is so preoccupied with his 
innovation that market considerations have been pushed aside to a later stage, 
when time allows. For those whose products are further along, or whose products 
are similar to those already on the market, they may view the entrepreneurial 
venture through Kirznerian lenses, i.e., seeing the innovation primarily through its 
ability to meet a market need, want, or fear. This really reflects “market pull” 
rather than “science push” strategies. 

Science-based firms typically find that their executives believe in advanced 
science as a major source of future success for the firm. This is often reflected in 
CEOs’ comments implying that the strengths of firms lie in “communicated 
science” and technology-related strengths such as “scientific competence,” 
“scientific know-how,” “own patented innovation,” “advanced and focused 
research,” and “internationally recognized high scientific level.” Most early-stage 
biotechnology entrepreneurs see themselves as contributors to science, or even 
academic research, rather than as customer-oriented marketers of their firm’s 
technology. Moreover, this focus on science is equated with reputation for 
internationally recognized research and thus a proxy of a sustainable competitive 
advantage. We seriously doubt that this is a sufficient equivalency. What is 
scientifically ground-breaking may still lack commercial value. 

5.5 Strategic Management, Entrepreneurship,  
and Biotechnology 

Traditionally, the field of strategic management has been regarded as the “big 
brother” to entrepreneurship. Strategic management researchers have primarily 
been interested in large organizations whereas entrepreneurship has been the 
discipline about small and medium-sized enterprises. As pointed out by Meyer et 
al. (2002), the core of strategic management research has been to understand the 
decision and actions which lead to competitive advantage. It can be argued that 
this development has its roots in the now classic books Competitive Strategy and 
Competitive Advantage written by Porter (1980, 1985). But, it can equally well be 
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accredited to Baumol (1968), who argued that an entrepreneur was a person who 
practiced leadership by locating new ideas and putting them into effect. A manager 
oversees the efficiency of ongoing processes. The focus of entrepreneurship 
research has been on understanding how opportunities emerge and are converted 
into commercializable products or services. Meyer et al. (2002) show that the 
fields of strategy and entrepreneurship are different, but recent developments are 
closing the gap. Both fields share two areas of common interest – firm performance 
and creation (Meyer et al. 2002). 

A rough categorization of strategic management would divide the field into 
three strategic paradigms (Teece et al. 1997; Meyer et al. 2002): competitive 
forces championed primarily by Porter (1980, 1985), strategic conflict (Shapiro 
1989, Camerer 1991) and the resource-based view (Wernerfelt 1984; Barney 
1991). The first and the last appear to have had a prominent presence in entre-
preneurship (Grégoire et al. 2006). Later an extension of the resource-based view, 
the dynamic capability stream of strategic management (Teece et al. 1997; 
Henderson and Mitchell 1997; Teece 2000; Deeds 2001), and closely related 
contemporary views on organizational knowledge creation and organizational 
learning (Cohen and Levinthal 1990; Leonard-Barton 1992; Levinthal and March 
1993; Kogut and Zander 1992) have emerged and have been used as theoretical 
frame of reference in studying biotechnology firms. Often this research has 
focused on R&D and innovation management and has been explicitly linked to 
knowledge management and organizational learning. Here R&D and innovative 
activities are seen as complex search, learning, and problem-solving processes, 
which are as much based on existing knowledge as they are on creating new 
knowledge (Dosi and Orseniego 1988; Cohen and Levinthal 1990; Levinthal and 
March 1993; Teece et al. 1997; Koschatzky 1999; Pitt and Clarke 1999; Ensign 
1999). Moreover, the role of networks in venture success has also been 
extensively covered (Deeds and Hill 1996, 1998; Audretsch and Stephan 1996; 
Coombs and Deeds 2000; Murray 2002; Riccaboni and Pammolli 2002; Zucker 
and Darby 1997; Zucker et al. 1998, 2002). 

Unlike in strategic management research, the concept of industry in entre-
preneurship research is an emergent construct as many activities take place before 
the formation of an industry (Johnson and Van de Ven 2002). In the study of 
strategic management one assumes that an industry already exists. However, in 
Schumpeter’s view the entrepreneur may actually create a new industry. For 
example, the industry of biotechnology did not exist before Genentech. Johnson 
and Van de Ven (2002) suggest four perspectives particularly useful when studying 
entrepreneurial strategy, which are relevant also in the context of biotechnology 
(Fig. 5.2). 

The detailed model in Fig. 5.2 provides a representation of the issues a new 
biotechnology firm faces and that must be mastered in order to achieve success. 
We argue that firms in the first tier (Wolff 2001) master all areas; tier 2, 3, and 4 
still face challenges in some instances of the four areas, e.g., standards, cultural 
norms, resource channels, financing and market creation and demand. Firms in the 
fifth tier face challenges in all areas. In fact, tier 5 firm may only have the science 
and technology in some acceptable shape. If not, their failure is almost assured. 
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Fig. 5.2. An augmented view of an industry (Johnson and Van de Ven 2002, p. 77) 

By now we have briefly reviewed the history of biotechnology business, 
described the central role of innovations in the strategy of biotechnology firms, 
outlined how entrepreneurship in general and innovations in particular can be 
viewed through Schumpeterian or Kirznerian lenses, and described how the early-
stage biotechnology firms fit within the academic research on strategy and entre-
preneurship. On the basis of these perspectives provided so far, we will next present 
various strategy components that we have observed in the biotechnology firms we 
have researched and worked with over the past years. Our aim here is not to provide 
an exclusive, exhaustive typology of strategies in young biotechnology firms. Instead, 
we want to show how each of the aspects described so far – history, innovation, 
strategy – is present in the everyday reality of early-stage biotechnology firms. 

5.6 Strategy Components in Early-Stage Biotechnology 
Firms 

5.6.1 Proactiveness 

On the basis of previous literature, Sandberg (2005, pp. 53–54) defines market 
proactiveness as “either acting based on the information gathered about the market 
before the circumstances have had a direct impact on the firm, or deliberately 
influencing and creating changes in the market.” Any successful strategy has to 
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address the market environment. However, the concept of a market or served 
market and the concept of a customer are indeed complex especially when discussing 
an early-stage firm in the biotechnology industry. When is a biotechnology product 
commercialized? Is it when it receives FDA approval 15 years after a molecule 

when? If that question is difficult, we also have to deal with who is who? That is, 
who are the customers or customer groups that have to be reached and that have to 
buy into the product? These questions are important because depending on how 
they are answered the forces shown in Fig. 5.2 will be defined differently. 

Many early-stage biotechnology firms will argue that they do not have to worry 
about the patient or the doctors (the consumers in the end market – demand) since 
they are not addressing that end market. They think only patents are critical. In 
fact, most young firms have a scientific concept that has yet to be transformed into 
a commercially viable offering of any sort. Many firms have not formed a clear 
understanding of what the ultimate offering could be, and are unable to even target 
a market. All these firms really have is potentially enormous potential. For example, 
let us assume that a biomaterials firm developing technology that could become 
hip replacement products is interested in the market size. A market researcher 
would analyze the market potential and try to establish a possible target market. 
Upon closer discussions with this firm, it may be revealed that hip replacements 
are just one option among other sketches of potential outcomes. In fact, the firm 
may have no real idea what the technology ultimately will become. The firm is, in 
other words, light years from the ultimate commercialization of a future innovation.  

A firm in the abovedescribed case should also worry about issues limiting 
demand, such as reimbursement systems. Typically these firms argue that they 
really do not have to worry about a reimbursement system since they are selling 
their patented replacement parts to medical supply houses or hospitals. Again, 
given their enormous distance from the end market, such a line of reasoning may 
make sense. However, it is important, even at this stage, to have an understanding 
of what forces influence ultimate demand. 

As a conclusion, market proactiveness is an essential part of strategic thinking 
in early-stage biotechnology firms. Proactiveness is also a key quality required 
from those firms that will be challenging the marketplace through a Schumpeterian-
type innovation. The only way to revolutionize the marketplace and to create demand 
for something inherently novel is through proactive deeds and market foresight.  

5.6.2 Fit 

The emergent strategies of many entrepreneurial biotechnology firms have to be 
formulated as a result of the interplay between the business environment (including 
market) and resources available to the firm (Fig. 5.2). One of the enduring 
assumptions in the strategy formulation literature is that the appropriateness of a 

drug candidate that has passed Phase II clinical trials to a larger pharmaceutical 

was discovered? Is it when an early-stage biotechnology company sells off a lead 

company, who has the resources to complete the Phase III clinical trials. When is 

compound to another biotechnology company? Is it when a firm licenses off a 
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firm’s strategy can be defined in terms of its fit, i.e., match with the environmental 
or organizational contingencies facing the firm (Andrews 1971). The pursuit of 
strategic fit has traditionally been viewed as having desirable performance 
implications (Miles and Snow 1994). In an ideal situation, the resources of a firm 
would be aligned with the environment, including market needs. If environmental 
conditions change through either the emergence of new opportunities or threats, 
then according to the resource-based view of firms (Wernerfelt 1984; Barney 
1991), it is not obvious that an organization should change its strategy to achieve 
better fit with environmental conditions. This is especially the case if such 
changes are a clear misfit with established organizational strengths (Zajac et al. 
2000). While resource arguments have typically been tested in a large corporation 
setting, they have been used to explain how entrepreneurs can create competitive 
advantages (Alvarez and Busenitz 2001; Fiet 2002). In very young ventures, 
resources act as inducements to experiment, take risks, and make proactive 
strategic choices. Resources also are deployed as buffers in periods of economic 
duress. Finding a balance between proactive and risky strategic choices based on 
technological and scientific resources of a firm on one side, and the changing 
business environment of the firm on the other is a major strategic challenge for 
these young firms. The practical aspects of this challenge were highlighted by the 
hip replacement technology example. 

In addition to strategic fit perspective, the environment–resources linkage can 
be approached from learning perspective. With regard to technological learning, 
Cohen and Levinthal (1989) suggest that in order for a firm to be able to exploit 
external knowledge from the environment, it needs to have the internal skills to 
understand this knowledge and its potential uses. Absorptive capacity concerns a 
firm’s ability to adapt and exploit external scientific and technical knowledge from 
the environment. With regard to learning about markets, the concept of market 
orientation has been developed within marketing literature. Market orientation of 
the firm refers to adapting and exploiting external knowledge concerning customers, 
competitors, and relevant changes in the market environment (Kohli and Jaworski 
1990; Kohli et al. 1993; Jaworski and Kohli 1993). This kind of knowledge acqui-
sition is the prerequisite for Kirznerian-type innovation, which is based on superior 
understanding of markets and ways to serve those markets. The reluctance (or 
inability) of highly technology-oriented companies to employ a breath of market 
knowledge in their strategic decision-making often leads them to introduce products 
that evolve “naturally” from their current technology base. This can happen without 
regard to the needs of markets or even end users (Sheth and Ram 1987). 

Contrast this with an early-stage start-up that has a high level of market 
orientation. This is a firm that effectively generates, disseminates, and responds to 
market intelligence (Kohli and Jaworski 1990). This type of firm can develop an 
understanding of markets within the whole organization. This, again, has a potential 
to promote the firm’s alertness to relevant market information available in the 
business environment. If market-oriented thinking is present at all levels and in all 
functions of an organization through effective dissemination of market intelligence, 
all the employees, not just the business development managers, can absorb market 
knowledge from the environment (Renko 2006). 
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It is evident that for many firms the technology base of the firm has been 
developed in a proactive manner, while the strategies used to focus the firm on its 
markets are more reactive. Instead of finding a true strategic fit between the 
market environment and the firm’s technology resources, young technology firms 
often only try to match their technology with the available opportunities for funding 
resources. More specifically, the influence of resource availability in the form of 
governmental research funding, license and royalty streams, as well as venture 
capital at later stages influence firm strategies with regard to target markets. 

5.6.3 Reactiveness 

Technological and scientific achievements should be behind the establishment of 
most knowledge-intensive, biotechnology-based ventures. For example, a single 
drug discovery project, or biotechnology platform process, may give rise to 
several development candidates for a variety of different medical indications. 
Companies can select some therapeutic indications for in-house development, and 
license out others. For example, a firm may keep a human application for in-house 
development while licensing out animal applications. Decisions such as these are 
at the heart of the business strategies employed by entrepreneurial biotechnology 
ventures, who are trying to transition to a revenue model and move up to a higher 
tier (1, 2, 3, or 4), as described earlier. These strategies are often based on issues 
of perceived revenues and revenue sources. 

As early-stage entrepreneurial biotechnology firms are small and highly R&D-
intensive, they typically spend all their financial resources on additional R&D 
(Oliver 2000). Thus, the dominant strategic concern is the next round of financing 
to continue research. Consequently, the research undertaken is not always long-
term goal directed, but often dictated by the immediate demands of the research 
fund provider. New firms are highly dependent on research grant or contract dollars 
(usually governmental or private foundation). The firms often state that they conduct 
cutting-edge scientific research, which reflects their academic orientation. Sometimes 
the real goal of the R&D firm is to find sufficient funds to just do research.  

The global funding environment for early-stage biotechnology companies has 
clearly changed over the past decade. To secure financing, many companies have 
felt compelled to move their technology away from a service model to a focus on 
a product-based strategy. Early-stage companies have also shifted away from 
platform technologies to clinical development businesses. Both of these adjustments 
have been largely triggered by investors, who understand that their exits are driven 
by late-stage clinical products (Chaya 2005). 

5.6.4 Traditions and History  

The traditional operating strategies of most early-stage biotechnology firms are 
focused on achieving enough funding through research grants, angel investors, 
formal venture capital, or initial public offering to enable the firm to develop a 
drug beyond Phase I or Phase II clinical trials. At this point, the firm might enter 
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into a strategic alliance (to obtain additional research dollars) with a large 
pharmaceutical company, or license the product to a large pharmaceutical firm. It 

commercialize the product on the world market. Perhaps the early-stage R&D firm 
will obtain some royalty stream from the development.  

This choice of a “standard” or “typical” biotechnology business model that 
investors seem to be happy to finance creates a number of issues. Drug discovery 
and development has become a longer and more expensive process. As companies 
reposition their business, the need for capital has increased considerably. There 
are significant risks involved, but many management teams see having product 
candidates in the development pipeline as the only option in the current climate to 
create a more sustainable long-term business (Chaya 2005). When business 
models are determined by investors’ preferences, and not by the actual fit between 
a firm’s resources and market needs, many potentially good firms fail. Failures 
cannot always be attributed to technology defects, or the lack of understanding of 
customers’ needs. Many of the failures of new biotechnology firms result from a 
mismatch between the optimal business model that could fit the company’s 
technology with market needs, and the actual business model required by venture 
capitalists for the firm to gain financing. 

A proactive market management approach is not always at odds with fulfilment 
of short-term goals of a biotechnology firm, namely, finding access to funding. If 
venture capitalists place high value on market aspects in their investment decision-
making, then these requirements are directly reflected on the potential investment 
targets. In the venture capitalists’ view, the expectation of high financial returns 
from a biotechnology investment is mainly correlated with the size and growth of 
markets targeted by the firm, and the radical nature of its innovations (Tyebjee and 
Bruno 1984). A firm’s market orientation should have a positive effect on external 
investors’ willingness to invest in the firm. A consistent finding from previous 
research is that venture capitalists and business angels place importance on the 
abilities and characteristic of firm management when making investment decisions 
(Shepherd and Zacharakis 1999; Muzyka et al. 1996). Additional criteria in 
investment decision-making include product characteristics (proprietary features, 
competitive advantage, potential to achieve strong market position), market 
characteristics (size, growth, limited competition), and returns (potential for high 
returns, clear exit opportunity) (Fried and Hisrich 1994; Sweeting 1991). A 
market-oriented firm should be knowledgeable of its market characteristics. By 
providing good communication of positive market characteristics the new firm can 
have a positive effect on investors’ willingness to invest in the firm (Renko 2006). 

5.7 Discussion and Conclusions 

In this chapter, we have highlighted a myriad of factors that are essential 
components of strategic thinking in early-stage biotechnology firms. Even if we 

is the larger firm that would conduct the Phase III clinical trials and ultimately 

have not presented primary empirical data, our text is based not only on theoretical 
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insights but also on our extensive combined experiences in researching and 
consulting early-stage biotechnology firms. 

To summarize, three categories of topics have been discussed here. First, the 
history of the field of biotechnology and the traditional business models that have 
been used by companies and funded by investors have a bearing on the strategic 
options available for firms today. Second, we have reflected the field of biotech-
nology entrepreneurship through the lenses provided in contemporary strategy- 
and entrepreneurship research. Especially, the strategic fit between the firm’s 
environment and its resources is important for the early-stage biotechnology firms. 
Third, and most important, this chapter has introduced multiple concepts to 
highlight the importance of the technology–market balance in biotechnology start-
ups. We complemented the traditional Schumpeterian view of entrepreneurship 
and innovation with the Kirznerian view, which emphasizes the role of market 
knowledge in discovering business opportunities and acting upon them. We also 
employed the concept of market orientation from the marketing literature to 
illustrate the importance of learning about markets. Finally, the general terms of 
“proactiveness” and “reactiveness” were used throughout the chapter to emphasize 
not only the role of technological foresight but also market foresight in successful 
biotechnology strategies. 

We are not alone with our argument that even the early-stage, science-driven 
biotechnology firms should strive for a balance between technological knowledge 
and market knowledge. As mentioned earlier, biotechnology entrepreneurship is 
typically viewed through a Schumpeterian (1934) perspective where the entre-
preneur revolutionizes the marketplace with a technology-based innovation. The 
keys to this revolution are typically technological knowledge because of its 
“valuable, rare, and imperfectly imitable” characteristics (Wernerfelt 1984; 
Barney 1991). This resource-based view of the firm (Wernerfelt 1984; Barney 
1991) and that of the dynamic capabilities approach (Teece et al. 1997), and the 
knowledge-based view (Kogut and Zander 1992) all explicitly state, or imply, that 
a firm’s technological capability can be a source of competitive advantage and 
above-normal performance (Coombs and Bierly 2001). However, evidence from 
the new product development (NPD) literature suggests that the process of NPD 
should not be characterized as being a dichotomy between a technology-led or 
customer-led. Rather, successful new innovations result from the interplay 
between actors, typically technology developers (or manufacturers) and customers 
(Slater and Narver 1995; Gatignon and Xuereb 1995, 1997). Integration of 
customers’ needs to product development has been studied extensively in NPD 
literature, and extant research in NPD supports the claim that NPD projects, which 
rely on carefully defined customer needs, are more likely to succeed than those 
that are “only” based on new technological opportunities (Holt et al. 1984). 
Adopting a resource-based view, Hult and Ketchen (2001) have actually proposed 
that market orientation, entrepreneurship, innovation, and organizational learning 
do not constitute unique resources independently, but rather that they can 
collectively contribute to the creation of a unique resource. We believe that those 
biotechnology entrepreneurs who are best able to balance between adopting a 
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simultaneous market orientation and technology orientation are the ones with best 
chances to create sustainable competitive advantages in the marketplace.  

A sustainable competitive advantage in entrepreneurial biotechnology firms is 
not an outcome of some secret formula. Neither is the field that different from 
other fields of economic activity, even though practitioners in biotechnology often 
want to describe biotechnology entrepreneurship as something fundamentally 
different from entrepreneurship in other fields. Differences in firms’ competitive 
advantages and performance can be explained in terms of their distinctive resource 
sets (Wernerfelt 1984). In the resource-based view valuable, rare, and imperfectly 
imitable resources form the basis for competitive advantage and may thus lead to 
positive abnormal returns (Barney 1991). We hope that this chapter has served as 
a reminder that even if biotechnology is a science-driven field, market orientation 
is the other key resource that should be fostered (Renko 2006; Hunt and Lambe 
2000; Hult and Ketchen 2001). Finding a strategic fit between a firm’s resources 
and the business environment is critical for sustainable competitive advantage in 
biotechnology as it is in any other business sector.  
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6.1 Introduction 

Since the late 1980s, the rate of interorganizational alliances, or voluntary 
agreements between firms involving exchange, sharing, or codevelopment of 
products, technologies, or services, has accelerated in multiple industries (Gulati 
2007). Subsequently, scholars have grown interested in issues around the 
formation of strategic alliances and selection of partners (e.g., Chung et al. 2000; 
Gulati 1995b; Hagedoorn 1993; Walker et al. 1997), governance of alliances (e.g., 
Casciaro 2003; Reuer et al. 2002), as well as understanding the implications of 
strategic alliances for the behavior and performance of firms (e.g., Ahuja 2000a; 
Chan et al. 1997; Doz 1996). These issues have been examined both in more 
traditional industries, such as global airline industry (Gimeno 2004), automotive 
(Dyer 1996), steel (Koka and Prescott 2002; Rowley et al. 2000), chemical (Ahuja 
2000b), and packaging machine manufacturing (Lorenzoni and Lipparini 1999), as 
well as in more technology-oriented fields such as cellular services (Rosenkopf 
et al. 2001), computers (Gulati et al. 2007), semiconductors (Rowley et al. 2000; 
Stuart 1998), software (Lavie and Rosenkopf 2006; Singh and Mitchell 1996), and 
biotechnology (Powell et al. 1996; Rothaermel and Deeds 2004). 
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Among these industries, biotechnology1 stands out because interorganizational 

2

organizations including research laboratories and pharmaceutical incumbents. 
Other newly founded biotechnology companies followed suit. One decade later, 
more than 70% of US biotechnology companies were engaged in strategic alliances, 

This proliferation of alliances in biotechnology is in part due to their 
tremendous importance for biotechnology firms’ survival and performance. 
Emerging from the confluence of many disciplines, biotechnology has evolved to 
represent a complex value chain. In the therapeutics area of biotechnology, for 
example, early discovery research platforms generate product candidates, which 

approval process, commercial-scale manufacturing and, ultimately, marketing and 
distribution to consumers. Many biotechnology firms lack the knowledge, 

effectively go through this value chain on their own. Thus biotechnology firms 
form alliances at each stage of the value creation cycle: Research and development 
partnerships, formed in the early stages of the value chain, typically focus on 
discovery research and codevelopment of technologies or products, comprising 
collaborations with universities, government research laboratories, hospitals, and 
peer biotechnology firms. Such alliances usually focus on exploration of new 
knowledge and technology and entail identification and validation of new 
molecular targets and new chemical and biological entities, as well as screening 
compounds for commercially viable drug candidates. Biotechnology firms enter 
alliances also in the later stages of the value chain, that aim at exploitation of 
existing technology, by partnering with organizations that are closer to the market, 
such as pharmaceutical companies, clinical research organizations, or large-scale 
manufacturers. These alliances often focus on ensuring the safety and efficacy of 

                                                           
1 The biotechnology industry comprises various sectors, such as health care, agricultural 

and industrial biotechnology (Burrill 2007). Alliances have mostly, if not exclusively, 
been studied within the health-care sector, since the other sectors are characterized by a 
smaller number of firms with comparatively little alliance activity. Within the health-care 
sector, only a handful of studies have distinguished among its different subfields, such as 
therapeutics and diagnostics, in order to account for their respective differences (e.g., 
Folta 1998; Santoro and McGill 2005). In accordance with the existing studies, our 
discussion remains inclusive of different health-care subfields when developing 
theoretical arguments. 

2 Cetus Corp. was founded earlier, in 1971, but its original technology could be 
characterized as biological engineering rather than recombinant genetic engineering, 
which formed the basis of the biotechnology industry. 

with an average of ten alliances per firm (Ernst & Young 1988). These trends

resources, and required legitimacy in the eyes of other market constituents to 

position biotechnology among the industries with the highest alliance formation

move through preclinical stages of development, testing in human trials, the FDA 

rates (Hagedoorn 1993, 2002). 

and 1978, respectively,  realized initial successes largely through ties with 
fact, the first true biotechnology firms, Genentech and Biogen, founded in 1976
collaborations have played a crucial role in the industry since its inception. In 
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the product through complex clinical trials, gaining FDA approval for it, and 
marketing it to customers (Baum et al. 2000; Higgins and Gulati 2006; 
Rothaermel and Deeds 2004). 

Considering the criticality of these alliances for the success of biotechnology 
firms, it becomes of paramount importance to understand biotechnology 
enterprises’ as well as their partners’ motivations for entering these partnerships, 
the determinants of these partnerships’ efficient governance, and the precise 
benefits and costs for biotechnology firms of participating in strategic alliances. 
This chapter reviews the research evidence accumulated over the last 20 years on 
the alliances involving biotechnology firms and the networks which they create. 
We demonstrate the importance of considering a biotechnology firm’s individual 
alliances as well as its position in the broader social structure of the industry, a 
structure created by the interconnectedness of firms through strategic partnerships. 

Although our primary focus is on the drivers and implications of strategic 
alliances for biotechnology firms, we also highlight some concomitant ramifications 
for other types of organizations that partner with biotechnology firms. We first 
discuss the motives underlying alliance formation in biotechnology; in this 
discussion we highlight firms’ pursuit of knowledge and other complementary 
resources, as well as their quest for legitimacy. In addressing these motives, we 
also consider factors that determine how biotechnology firms choose alliance 
partners. Next we review the factors and conditions determining the initial 
governance form of biotechnology alliances, as well as their ongoing governance 
dynamics. Third, we highlight the performance consequences of strategic alliances 
and biotechnology firms’ resulting positions in the industry’s social structure, 
outlining both the benefits and the constraints associated with these. Finally, we 
draw attention to some of the lacunae in extant research in this area, and suggest 
promising avenues for future studies. 

6.2 Why and with Whom Do Biotechnology Firms Form 
Alliances? 

The high frequency of alliance formation in biotechnology has drawn significant 
scholarly interest (e.g., Powell 1996; Powell et al. 2005). Many of the motives 
underlying alliance formation in biotechnology mirror those observed in other 
industries. For instance, given that product development in biotechnology is costly 
and associated with highly uncertain returns,3 firms seek to share their costs and 
risks of innovation through strategic partnerships. Developing a product jointly 
with an alliance partner may ease the resource burden on the firm and grant it a 

                                                           
3 In therapeutics, by some estimates, it may take more than 15 years for an experimental 

drug to progress from the laboratory to market. Further, for every 10,000 compounds 
screened, only five will enter clinical testing and only one will receive FDA approval, 
representing the likelihood of 0.01 for turning a newly discovered molecule into a 
revenue-generating product (Rothaermel and Deeds 2004: 208–209). 
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certain degree of flexibility to alter its resource commitments should environmental 
conditions change (cf. Eisenhardt and Schoonhoven 1996). Additionally, biotech-
nology firms may seek strategic alliances with established rivals so that they can 
avoid direct competition with them in the product market (Gans et al. 2002). 

Although it would be difficult to present a comprehensive inventory of the 
motives underlying biotechnology alliances, we suggest that there are two key 
drivers of alliance formation that are particularly characteristic of this industry: (1) 
the pursuit of knowledge and other complementary resources and (2) the quest for 
legitimacy. 

6.2.1 Access to Knowledge and Other Complementary Resources 

Scholars have long proposed that firms are best described as open-system 
structures, whose survival depends on the effective exchange of resources with 
multiple elements of their environments, such as suppliers, buyers, and 
competitors (Pfeffer and Salancik 1978; Thompson 1967). In biotechnology, a 
biotech’s pursuit of knowledge and complementary resources stems largely from 
the monumental challenge of new product development and commercialization 
process, which is highly resource-intensive. Many biotechnology firms lack the 
resources to execute a full product development cycle, and their existing resources 
are further squeezed by intense competition (Gambardella 1995: 146–161; Shan 
1990). Thus accessing much-needed resources through strategic alliances is 
crucial to boosting the firm’s viability. Research shows that firms often seek 
contractual partners when they perceive their resource base as either fully utilized 
or inferior to that of the partner (Odagiri 2003). By partnering with pharmaceutical 
companies, for example, biotechnology firms gain access to production facilities, 
distribution channels, and expertise regarding clinical development and 
government approval of new products (Dalpe 2003; Kogut et al. 1992). 
Biotechnology companies in general lack these downstream resources and 
capabilities and therefore have to reach out to potential partners (Rothaermel and 
Boeker 2007). 

Of the resources that biotechnology companies seek, knowledge deserves 
special attention. Because many of the firms in this field have no product sales for 
years, proprietary knowledge often constitutes their core competitive advantage 
and becomes central to their survival. Further, the knowledge required to develop 
a new chemical or biological molecular entity is complex and multifaceted, 
spanning disciplines, including molecular biology, immunology, genetics, 
physiology, analytical and medicinal chemistry, and bioinformatics (Henderson 
and Cockburn 1994; Sorensen and Stuart 2000). Adequately developing this broad 
and deep knowledge base exceeds the capacity of a single firm. As a result, the 
locus of innovation in biotechnology has moved beyond a single firm’s boundaries 
and into the network of collaborations, spanning the entire industry to access a 
widely dispersed pool of knowledge (Liebeskind et al. 1996; Powell and Brantley 
1992; Powell et al. 1996). The resulting knowledge-driven collaborations typically 
target upstream segments of the value chain, or the research and development 



6 Research on Strategic Alliances in Biotechnology: An Assessment and Review      109 

components of the product development cycle, and include partnerships with 
research laboratories, universities, and peer biotechnology firms, among others. 
For instance, biotechnology firms’ reliance on knowledge contributed by 
university molecular biology departments has been particularly strong (Argyres 
and Liebeskind 1998; Kenney 1986). 

Thus, through partnerships, firms strive to gain access to the wide pool of 
knowledge of the biotechnology industrial and scientific community. Some may 
simply seek membership in a biotechnology community to access knowledge 
spillovers (Owen-Smith and Powell 2004). But because the complex knowledge 
typical of this field requires rich and deep interactions for successful transfer and 
absorption (Rothaermel 2001; Zucker et al. 1998), many firms aim for a central 
position in the network of partnerships, which would position them on the 
intersection of knowledge flows (Powell et al. 1996).This is further reflected in 
how biotechnology firms pursue network expansion, connecting to one another 
through multiple independent paths, thereby increasing the number and diversity 
of accessible actors (Powell et al. 2005). Evidence confirms that many 
biotechnology firms pursue a diverse network, spanning different types of partners 
(e.g., pharmaceutical firms, hospitals, research laboratories), to access a broader 
knowledge base and ultimately position themselves for higher innovation rates 
(Baum et al. 2000).  

In sum, many biotechnology firms enter strategic alliances in pursuit of 
knowledge and other complementary resources for research and development or 
commercialization purposes. As further support for these general motives, studies 
show that alliance formation patterns for firms in biotechnology are age-dependent 
and nonlinear, peaking around 4 years after founding, then declining until the 10-
year mark, after which they rise again (Oliver 2001). This nonlinear trend roughly 
corresponds to the needs associated with the biotechnology product development 
process, which requires access to research and development expertise early on, 
followed by commercialization capabilities later in a firm’s life. Companies can 
obtain some complementary resources through dyadic relationships with more 
resourceful partners. The choice of partners, therefore, is atomistic and is largely 
made in the narrow context of the potential relationship. The pursuit of knowledge, 
however, especially as related to early stages of the drug development process, 
requires a biotechnology firm to seek a central position in the broader network 
structure of the market, to better access industry-wide knowledge flows and pool 
of innovations (Powell et al. 1996). 

6.2.2 Pursuit of Legitimacy 

In addition to being embedded in a technical environment, where a firm’s survival 
is largely driven by access to resources and its reliance on the related production 
efficiencies, firms are also situated in normative environments where their 
survival hinges on conforming to the social standards of the market (Dacin et al. 
2007; DiMaggio and Powell 1983; Scott 1995). While nimble and innovation-
driven, many new biotechnology firms lack the necessary underpinnings of 
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legitimacy, which can be defined as social justification or public endorsement 
(Dacin et al. 2007). Because of their relative newness, most biotechnology firms 
do not have the validation associated with stable exchange relations with important 
market constituencies and with significant experience delivering a product or 
service to market (cf. Stinchcombe 1965). In fact, many biotechnology companies 
lack a product to show, owning instead the rights to a set of ideas with ambiguous 
commercial viability. Building legitimacy, therefore, is critical for biotechnology 
ventures, particularly young ones, because market participants – on whom they 
depend for physical, financial, and reputational capital – face extremely high 
levels of uncertainty with respect to the quality of the biotechnology product or 
service. Securing public validation and reducing the level of uncertainty 
associated with the biotechnology firm can subsequently yield significant 
economic and competitive benefits (Dacin et al. 2007; Higgins and Gulati 2006; 
Kim and Higgins 2008). 

Strategic alliances with prominent partners are one of the most promising 
routes to legitimacy for biotechnology firms (Baum and Silverman 2004; Stuart 
et al. 1999). Indeed, one of the fundamental precepts of sociological theory is that 
interorganizational relations and the resulting networks of connections are not 
merely pipes carrying resources and information, but also prisms of the market, 
reflecting and inducing differentiation among market participants (Podolny 2001). 
Thus, forging alliances with prominent market participants may confer an aura of 
legitimacy to a biotechnology firm, which in turn facilitates the acquisition of 
other resources. Note that the legitimacy enhancement effect could be bidirec-
tional: not only do biotechnology firms benefit from endorsements, but so do 
some of their endorsing partners. Nicholls-Nixon and Woo (2003), for instance, 
demonstrate that by forming more R&D contracts and licensing agreements in 
biotechnology, pharmaceutical companies enhance their expertise in biotechnology, 
as perceived by peer firms. 

6.2.3 Choosing Partners  

Given the importance of accessing knowledge, complementary resources, and 
legitimacy for biotechnology firms, they would be expected to favor alliance 
partners who can offer better resource and knowledge endowments, as well as 
superior legitimacy benefits (Baum et al. 2000; Powell et al. 2005; Rothaermel 
and Boeker 2007). These rather calculative motives, however, represent only a 
subset of those underlying biotechnology firms’ choices of alliance partners. 
Many studies point to the strong influence of homophily, wherein similarities 
among firms foster mutual trust and co-identification (cf. Gulati and Sytch 2008; 
Lazarsfeld and Merton 1954; McPherson and Smith-Lovin 1987), increasing the 
likelihood of their partnership. In a study on the formation of research and 
development partnerships in biotechnology, Baldi et al. (2007) found that firms 
are more likely to collaborate if their founders have graduated from the same 
educational institution. This effect does not necessarily reflect a direct social tie 
between scientists (e.g., they often have graduated from different professional 
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schools and in different years), but rather their sense of shared identity. Along 
similar lines, Powell et al. (2005) show that biotechnology firms, particularly new 
entrants, tend to choose partners based on the allies’ similarity to previous 
partners; Kim and Higgins (2008) find additional evidence for the influential role 
of homophily, such that firms occupying similar positions in the market’s social 
structure inherit similar obligations and expectations, which draw them toward 
each other. More specifically, they find that firms gravitate toward potential 
partners that employ upper echelon members with matching affiliations. The 
presence of a downstream affiliation, one example of which would be having a 
biotechnology executive previously employed at a firm like Pfizer, increases the 
chance of attracting a downstream alliance partner by 40%. While biotechnology 
firms generally gravitate to similar partners, studies also find that it is largely the 
firms that are underperforming with respect to their historical performance 
aspirations and their peer reference group, that venture outside of their comfort 
zone and search for foreign partners (Ener and Hoang 2007). 

Note that any episode of alliance formation requires a bilateral choice, wherein 
both the focal biotechnology firm and the partner must be motivated to enter the 
alliance. The extant research often overlooks this seemingly intuitive concept (for 
a thoughtful discussion of this issue, see Ahuja 2000b). The ability to attract a 
partner is critical, since biotechnology firms face vigorous competition for the 
attention of prominent and valuable potential allies. Several factors are instru-
mental in this respect. Kim and Higgins (2008) find that a firm’s upper echelon 
affiliations with prominent players facilitate partnerships with such allies. The 
affiliations grant biotechnology firms an aura of legitimacy, thus mitigating 
prominent partner’s concerns regarding loss of status over allying with a lower-
status firm. Stern and Dukerich (2007) further demonstrate that firms founded by 
more prominent scientists with stronger publication records are more likely than 
others to attract commercial partners early in the product development cycle, when 
uncertainty regarding a start-up’s commercial potential is particularly high. The 
legitimacy stemming from higher academic reputation of a founding scientist 
helps deflect possible reservations of financing entities over partnering with the 
biotechnology firm holding unclear commercial promise.  

Overall, although it is difficult to explicate all the factors firms may consider 
when choosing alliance partners, the multifaceted nature of this choice is clear. 
Motives include those of a more or less calculative nature and address both the 
needs of biotechnology firms as well as their ability to attract desirable partners. 

6.3 Governance of Alliances 

Representing a hybrid governance form of market and hierarchy, strategic 
alliances are associated with a variety of governance forms, ranging from more 
market-like contractual arrangements to more hierarchical equity-based alliances 
and joint ventures. Several studies have investigated the antecedents of variations 
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in alliance governance.4 Many of these investigations have approached this issue 
through the lens of transaction cost economics (e.g., Williamson 1975, 1985), 
highlighting the role of transaction costs in the choice of governance form. At the 
heart of this theoretical perspective is the idea of discriminatory alignment or the 
belief that certain governance structures are better suited for certain transactions. 
The preferred governance mode of a transaction, in turn, is the one that minimizes 
transaction costs, which may be loosely classified into the ex ante costs of search 
and contracting and ex post costs of monitoring and enforcement (Williamson 
1985). The ex post transaction costs can be particularly high, as humans are 
viewed as inherently prone to opportunistic behavior (Simon 1985; Williamson 
1975: 26–37; 1985: 46–52) and limited in their rationality (Simon 1957: xxiv).5 
Such bounded rationality, in turn, prevents organizational agents from writing 
complete contracts that would cover all possible contingencies and therefore 
diminish opportunistic pursuits in the form of ex post haggling. The expected 
costs of such postcontractual haggling are especially high at increased levels of 
behavioral and task uncertainty. While behavioral uncertainty refers to the 
unpredictability of a partner’s behavior, task uncertainty relates to highly complex 
tasks where monitoring and evaluating a partner’s behavior and contributions is 
not easy and hence costly. When uncertainty is high, firms tend to prefer more 
hierarchically organized exchanges, since common ownership may decrease 
partners’ opportunistic advances and managerial fiat could provide tighter control 
and speed the resolution of conflicts (Williamson 1981). 

Some evidence derived from studies of biotechnology alliances supports  
the key propositions of transaction cost economics. Higher partner and task 
uncertainties lead biotechnology firms to adopt a more hierarchical governance 
form for their alliances (Santoro and McGill 2005). Further attesting to the firms’ 
desire to avoid the hazard of opportunistic haggling in their alliances, Pisano 
(1989) finds that if there are fewer partners available with a specific expertise, 
pharmaceutical firms are more likely to have equity participation in the 
biotechnology alliance rather than develop it through a contractual partnering 
agreement. A more hierarchical governance arrangement in this instance may help 
alleviate the risk of an opportunistic contract renegotiation, which could be 
provoked by the small-numbers hazard.6 

                                                           
4 Another intriguing line of inquiry has looked at factors driving the choice of alliance 

governance form vs. arm’s length and fully internalized transactions, as well as the 
performance of alliances relative to these alternative forms of governance (Dyer 1996; 
Gulati et al. 2005).

5 Some of these assumptions are debated in the literature (Ghoshal and Moran 1996). This 
debate, though an important discourse in organizational science, is beyond the scope of 
this chapter.  

6 Competitive considerations also may drive taking a major equity stake in the partner. For 
instance, by taking significant ownership in a biotechnology company, a pharmaceutical 
firm may attempt to prevent competitors from accessing the resources and capabilities of 
the biotechnology firm. Pharmaceutical firms’ willingness to lock out competitors from 
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It is further essential to note that collaborations in biotechnology, particularly 
those including an R&D component, are filled with behavioral and task 
uncertainties. Many biotechnology firms enter partnerships with no meaningful 
organizational history and no prior collaborative experience, bringing extreme 
levels of behavioral uncertainty to the arrangements. High task uncertainty 
emanates from extreme complexity of biotechnological knowledge, which spans a 
wide array of disciplines and thus transcends the capabilities of a single firm 
(Powell et al. 1996; Sorensen and Stuart 2000). Moreover, many biotechnology 
collaborations include a broad scope of activities, further increasing the 
concomitant task uncertainty (Pisano 1990). Complicating matters further for 
R&D collaborations, there are usually few substitute partners available for a 
particular line of business, creating an increased risk of self-seeking haggling. 
Beyond that, the nature of many R&D activities in biotechnology is significantly 
complex and entails high levels of asset-specific investments, which are tailored to 
the current relationship and thus cannot be redeployed to other transactions 
without a significant loss in value.7 Taken together, these conditions – particularly 
when applied to R&D collaborations in biotechnology – should create high 
expectations of opportunistic behavior and thus motivate firms to adopt a more 
hierarchical governance form for partnerships,8 as manifested in the distinct 
preference for equity-based alliances over simple contractual arrangements. So it 
is remarkable that the tendency to use less hierarchical contractual R&D 
collaborations is exceptionally strong in biotechnology and pharmaceuticals, 
compared to other industries (Hagedoorn 2002). 

One way to shed some light on this empirical conundrum is to consider an 
additional factor that shapes alliance governance choice: firms’ desire to maintain 
strategic flexibility. The pursuit of strategic flexibility – often invoked under the 
rubric of “real options” – suggests that firms frequently form alliances with a 
strong expectation that these partnerships will evolve in response to the shifting 
strategic and environmental demands and that their inherent value to the firm may 
change. Maintaining initial flexibility becomes particularly crucial in situations 
marked by high technological uncertainty, when the value of many technological 
developments is unclear. Specifically, when operating under these conditions, 
firms may opt for more flexible and less hierarchical governance arrangements to 

                                                                                                                                       
valuable biotechnology expertise is particularly high when there are few biotechnology 
firms with comparable capabilities. As an example, consider Roche’s pursuing 
Genentech’s unique expertise and product pipeline in monoclonal antibodies by taking a 
60% stake in the company in 1990, subsequently securing exclusive non-US marketing 
rights for all of Genentech’s products through a licensing deal in 1995. 

7 In the reasoning of transaction cost economics, the condition of asset specificity is critical 
for the uncertainty argument to hold: Uncertainty increases costs associated with ex post 
haggling only at nontrivial levels of asset specificity (David and Han 2004; Williamson 
1985). 

8 This expectation is in line with extant research, which generally suggests that R&D 
transactions will entail higher transaction costs and, subsequently, will have more 
hierarchical forms of governance (Gulati 1995a).  
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avoid making irreversible commitments to a lost cause (e.g., Folta 1998; Santoro 
and McGill 2005).  

Evidence from biotechnology partnerships supports the importance of 
maintaining strategic flexibility as related to the choice of alliance governance 
form. For instance, partnerships involving technological applications in the field 
of therapeutics are considered highly technologically uncertain and tend to involve 
more flexible governance arrangements (Santoro and McGill 2005). This initial 
flexibility gives firms the opportunity to alter the governance form later and ramp 
up their commitment to more promising partnerships as their potential becomes 
more fulfilled. Folta and Miller (2002) report that biotechnology firms tend to 
purchase additional equity stakes in their partners when the partners’ market 
valuations are increasing, which lends further support to this hypothesis.9 

Scholars of strategy and organizations also have gained valuable insights by 
investigating postformation changes in alliance governance structures. Reuer et al. 
(2002) found that roughly 44% of alliances in their sample experienced a 
governance change as the alliance evolved. These changes included contractual 
alterations, major changes in the committee or board overseeing the alliance, and 
the introduction or formalization of monitoring mechanisms. Taking a deeper look 
into why such postformation governance changes may transpire, they found that 
prior partner-specific experience facilitates ex post adjustments in alliances by 
fostering interorganizational routines specific to the collaboration. These routines 
equip partners to better understand shifts in the partnership, discuss possible 
courses of actions more openly, and eventually implement governance change 
more smoothly.  

In a related line of inquiry Lerner et al. (2003) explored the initial allocation  
of control rights in an alliance, as well as subsequent changes in this allocation. 
The authors suggest that the imbalance of bargaining power between larger 
pharmaceutical companies and smaller biotechnology firms may lead to the 
initially skewed allocation of control rights in the alliance (see also Lerner and 
Merges 1998).10 Such skewed allocation manifests in the pharmaceutical firm’s 
obtaining a lion’s share of control over management of clinical trials, the 
manufacturing process before and after product approval, choice of sales 

                                                           
9 Evidence also suggests that a rather strict, when compared to other industries, intellectual 

property protection regime in biotechnology may further contribute to the formation of 
less hierarchical contractual alliances by stimulating licensing agreements. In the 
presence of strong intellectual property protection, firms are generally more open to 
licensing partnerships as there is less threat that the licensee will invent around the 
licensed innovation and renege on the terms of the agreement (Anand and Khanna 
2000b).  

10 This study provides further evidence that relative bargaining power of the partners 
matters in gaining control rights in R&D agreements. Using a sample of 200 research and 
product development agreements in biotechnology, Lerner and Merges (1998) find that 
the financial status of R&D firms affects their ability to retain control rights in R&D 
agreements. More specifically, a one standard deviation increase in shareholders’ equity 
leads to an 11% drop in the predicted number of control rights assigned to the financing 
firm. 
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categories (by region and indication), and even issues related to marketing 
exclusivity. The bargaining imbalance and the resulting skewed allocation of 
control rights is particularly acute when the public financial markets are 
unavailable to a given biotechnology firm, depriving it of alternative sources of 
financing and, ultimately, some measure of bargaining power. However, Lerner  
et al. (2003) also show that agreements that are disadvantageous to R&D firms are 
significantly more likely to be renegotiated as the firms’ public financing potential 
improves and their bargaining power in the alliance increases. 

In sum, existing research clearly identifies a set of predictors of governance 
choice in biotechnology alliances. While behavioral and task uncertainties in 
biotechnology alliances motivate firms to adopt more hierarchical governance 
forms, the need to maintain strategic flexibility due to high technological 
uncertainty promotes looser, quasi-market alliance structures. Building on early 
research that focused on the choice of initial governance form, a promising stream 
of work has sought to unpack factors driving changes in the governance form of 
the alliance as the partnership evolves. 

6.4 Consequences of Alliances 

As highlighted earlier, biotechnology firms pursue alliances to secure access to 
knowledge and other complementary resources, and to gain legitimacy. Therefore, 
upon entering alliances, firms can be expected to develop a more effective resource 
base, as well as to show more promise to potential partners and to the market  
in general. These consequences can manifest in several positive organizational 
outcomes. Specifically, firms that engage more actively in alliance formation have 
been shown to have higher rates of innovation (Shan et al. 1994), product 
development and commercialization (Rothaermel and Deeds 2004), growth (Baum 
et al. 2000; Niosi 2003; Powell and Brantley 1992; Powell et al. 1996), IPO 
success (Stuart et al. 1999), and survival (Oliver 2001). 

In reviewing studies on the consequences of alliances for biotechnology firms, 
we first focus on those that have explicated firms’ access to knowledge and other 
complementary resources, along with the benefits stemming from that access. 
These benefits emanate from individual alliance linkages and access to the 
resources of current alliance partners, as well as from the firm’s position in the 
broader network of alliances. Next we examine how alliance formation leads to 
tangible benefits by reducing uncertainty with respect to a biotechnology firm’s 
overall quality. Finally, we illuminate a promising yet underdeveloped line of 
inquiry: the costs and constraints associated with alliances. Specifically, we 
discuss evidence that alliances do not generate uniformly positive effects across 
all types of partners and relationships, and the resulting structural positions of the 
firm in the web of alliance linkages. In some instances, the effects of alliances can 
be neutral, hinting at less effective use of a firm’s resources or the existence of 
factors that cause performance trade-offs; in others, the effects of alliances and the 
concomitant structural position of the firm can be outright detrimental, possibly 
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reducing the entire enterprise’s viability. We thus review and conceptualize extant 
research on the possible role of alliances as a “relational liability,” suggesting that 
the pursuit of complementary resources, knowledge, and legitimacy may come at 
a price. 

6.4.1 Consequences of Accessing Knowledge and Other 
Complementary Resources 

From its outset, research on the role and impact of strategic alliances in 
biotechnology focused on the benefits of a firm’s assembling portfolios of 
complementary resources through access to partners’ resource endowments. In an 
early study, Shan et al. (1994) argued that forming commercial ties allows a 
biotechnology company to reduce its resource and attention inputs into 
commercialization, freeing it to focus more effectively on innovation, especially 
new product discovery and development. Analyzing alliance formation patterns in 
the first decade of the industry, Shan et al. (1994) show that the number of 
commercial agreements a biotechnology start-up holds is positively related to its 
innovation rate, as measured by granted patents. Subsequent research shed further 
light on how alliances can also contribute to a firm’s commercialization rates by 
bringing it complementary resources. Using a sample of 325 biotechnology firms 
and their 2,565 alliances from 1973 to 1997, Rothaermel and Deeds (2004) show 
that a firm’s downstream alliances – those focused on clinical trials, the FDA 
regulatory process, or marketing and sales – afford it access to pharmaceutical 
companies’ expertise in regulatory compliance, large-scale product manufacturing, 
marketing and sales, and, certainly not least of all, their capital reserves. These 
complementary resources and expertise boost the biotech’s commercialization 
rates, increasing the number of products it has on the market. 

Downstream alliances, as suggested earlier, are certainly important, but the 
ability of a firm to access biotechnology-specific knowledge through upstream or 
exploration-focused alliances is no less critical (Rothaermel 2001). Evidence 
suggests that a firm’s upstream alliances, which are focused on early discovery 
research and preclinical development, are associated with greater levels of 
knowledge creation and internalization for the firm. This effect may be stronger 
for more similar partners, since they can avail themselves of smoother knowledge 
transfer and absorption. Specifically, having basic knowledge pools, compensation 
practices, and commercial objectives comparable to those of a partner increases a 
firm’s ability to value, assimilate, and commercialize the partner’s knowledge 
(Lane and Lubatkin 1998). While both downstream and upstream alliances can 
benefit the firm directly by channeling knowledge and other resources, they can 
also offer indirect benefits by limiting access to these resources for the firm’s 
rivals. Silverman and Baum (2002) found that upstream partnerships of firms with 
government laboratories and research institutes, as well as their downstream 
marketing partnerships, can deprive rivals of comparable access and thus threaten 
competitors’ survival.  
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In the process of pursuing knowledge and other complementary resources 
through alliances, firms tend to develop a relational capability, or an ability to 
transfer and internalize knowledge adeptly, as well as to effectively manage 
alliance relationships (cf. Dyer and Singh 1998; Kale et al. 2002). Greater 
relational capability can lead to superior performance outcomes for firms 
participating in alliances for several reasons.11 First and foremost, as a firm’s 
experience in alliance formation and its resulting relational capability grow, it 
gains an edge in regard to its level of receptivity toward and ability to absorb 
knowledge generated in the alliance and to the exclusive knowledge brought to the 
alliance by its partner (Cohen and Levinthal 1990; Hamel 1991). Externally 
acquired knowledge often entails an unfamiliar set of heuristics; thus a firm’s 
relational capability, which represents an accumulation of experience dealing with 
various heuristics, positions it to better process, interpret, and understand the 
information this knowledge carries (Zahra and George 2002). Second, having a 
formal support structure in place and informal organizational processes for 
expediting knowledge transfer is likely to amplify the firm’s intent to learn and 
acquire knowledge (Hamel 1991). The resulting high motivation and effort 
regarding knowledge internalization are likely to enhance a firm’s already superior 
capacity to absorb knowledge. A similar boost is likely to be demonstrated for 
alliance management skills. As firms go through alliance formation repeatedly, 
they develop organizational routines that enable them to select the most effective 
type of agreement for a particular alliance. As firms gain experience with alliances 
and develop relational capability, they also improve their ability to respond to 
contingencies that could not be specified in formal contracts and to manage 
collaboration activities in general (Anand and Khanna 2000a; Mayer and Argyres 
2004; Vanneste and Puranam 2007). 

The development of biotechnology firms’ relational capability and its resulting 
performance benefits have been thoroughly documented. For instance, in one of 
the earlier studies on the subject, Zollo et al. (2002) showed that familiarity 
through prior partnership experience leads to improved alliance performance when 
biotechnology and pharmaceutical firms partner. Along similar lines, Katila and 
Mang (2003) show that biotechnology firms that have prior collaborative 
experience with a focal partner as well as with other firms strike deals earlier in 
the technology development process. This timing carries tremendous performance 
implications for biotechnology firms, since it enables them to capitalize on a 
technological opportunity early, before others move in or before the opportunity 
loses its appeal in a high-velocity technological environment. Finally, in a 
comprehensive study of 292 drug development projects between biotechnology 
and pharmaceutical firms between 1980 and 2000, Hoang and Rothaermel (2005) 
found a positive association between a biotechnology firm’s level of general 
collaborative experience – accumulated through prior alliances with firms other 
than the focal alliance partner – and the alliance’s performance. This manifests in 

                                                           
11 See Wang and Zajac (2008) for the exploration of how experiential learning from 

alliance formation may transfer to mergers and acquisitions as well as how experience 
with mergers and acquisitions may translate into benefits in the alliance formation arena. 
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the higher probability of FDA and European Medicines Evaluation Agency 
approval for a jointly developed drug. This effect is curvilinear, and thus exhibits 
diminishing marginal returns of collaborative experience, which is possibly due to 
companies’ exploiting their most promising opportunities first or relying 
excessively on certain technological competencies.  

The discussion thus far has focused on the benefits firms extract from 
individual alliance linkages by effectively accessing the knowledge and other 
resources of immediate partners. The numerous alliance linkages among firms 
also cumulate into the broader social structure of the market; this network, in turn, 
serves as a conduit of knowledge and other valuable information. For example, a 
firm’s position in the larger social structure shapes the quality of its leads and 
referrals regarding alliance and technological opportunities, as well as its access to 
the industry-wide pool of knowledge (Gulati 2007). Thus, the implications of 
alliances transcend a given relationship, with their magnitude dependent on a 
firm’s position with regard to the industry’s pipes of knowledge and information 
flows. This is particularly important in biotechnology, a field marked by 
sophisticated and increasingly complex technologies. As such, the innovative 
efforts of individual firms have clear limits, and the locus of innovation has shifted 
to the broader network of relationships (Powell and Brantley 1992; Powell et al. 
1996). Preferential access to this network enables firms to garner timely knowledge 
about available partners and their resource endowments, developmental trends in the 
industry, and the most promising technological opportunities. Specifically, a 
biotechnology firm’s position on the high-traffic intersection of R&D-related 
knowledge flows enables it to develop a portfolio of diverse relationships, move 
toward an even more central and advantageous network position, and ultimately 
enjoy greater rates of growth (Powell et al. 1996). 

Contributing to the research into a firm’s access to knowledge through its 
superior position in the network structure, subsequent work involved structural 
and geographical mapping of firms and their partners in the web of alliance 
linkages. Specifically, this research looked into the different ways by which 
alliances with collocated partners generate value, relative to those in which 
partners belong to different geographical clusters. For instance, Zaheer and 
George (2004) suggest that while alliances with both collocated and noncollocated 
partners create value for firms, resulting in their higher market valuations, they do 
so in different ways. Alliances within a geographical cluster due to a firm’s 
proximity to the sources of knowledge contribute to the firm’s ability to transfer 
complex and tacit knowledge and to access information spillovers. In contrast, 
alliances that span different clusters allow a firm to access a more diverse pool of 
knowledge and hence create value by fostering heterogeneity in its knowledge 
base. 

In the setting of biotechnology, the potential ability of a firm to use alliances as 
an entrée to the research community and to subsequently access knowledge 
spillovers within that community constitutes a particularly intriguing research 
question. This is because knowledge in biotechnology is viewed as so complex 
and difficult to transfer that it guarantees its “natural excludability” (Zucker et al. 
1998). Such natural excludability makes knowledge in biotechnology relatively 
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immune to absorption from spillovers. Accordingly, Zaheer and George (2004) 
found that merely belonging to an alliance cluster or a geographic cluster through 
a single alliance linkage does not benefit a firm’s performance. In other words, 
spillovers are not of much consequence, and to benefit from industry-wide 
knowledge, a firm has to link more strongly to knowledge pools through the 
information-transferring pipes of alliance ties (cf. Podolny 2001). 

Other studies extend this debate, suggesting that understanding the role of a 
firm’s structural position in benefiting from spillovers should not be limited to 
considering how well firms can absorb those spillovers. In addition to looking at 
absorption efficiency, these studies concentrate on spillover availability, the key 
predecessor to benefits associated with spillovers (Owen-Smith and Powell 2004). 
The availability of spillovers, in turn, may be contingent on the nature of the 
specific organizations that anchor the network of the geographical cluster. On the 
basis of these ideas, Owen-Smith and Powell (2004) established the presence of 
knowledge spillovers in the Boston biotechnology community, demonstrating that 
a simple alliance membership in the Boston cluster boosts a firm’s innovation 
rates. The key to this effect is that the Boston biotechnology network is anchored 
by public research organizations, which are more committed to open information-
sharing and public disclosure. Because of these norms, significant knowledge 
leaks through organizational boundaries, allowing biotechnology firms to 
internalize some of it.12 This internalization is attained simply through membership 
in the research community or having at least one tie to an existing member.13 If, 
however, a firm is situated in a more diverse network of firms – one outside the 
Boston cluster, for example – where attitudes toward open knowledge-sharing 
may vary, the effect of simple membership subsides. Thus of more importance is 
not a firm’s simple access to the knowledge community through a peripheral 
alliance tie, but rather the centrality of its position in the network of alliances, 
which places the firm at the intersection of different network ties and the 
knowledge flows they represent (Owen-Smith and Powell 2004). The importance 
of the central position in the industry knowledge network further manifests in that 
biotechnology firms may pursue and benefit from alliances with their rivals, by 
securing advantages from rivals’ structural positions in the industry network 
(Silverman and Baum 2002). 

                                                           
12 While not focusing on the issue of collocation or industry-wide norms of knowledge 

sharing, Silverman and Baum (2002) provide additional evidence that spillovers matter. 
They show that rivals’ upstream alliances with universities can benefit the focal firm by 
generating a larger pool of knowledge, of which at least a part becomes available to the 
firm. 

13 More precisely, Owen-Smith and Powell (2004: 13) look at the presence of at least one 
connection to the largest weakly connected component within the network, which 
indicates the largest segment of the overall network, where each firm is connected to 
every other firm by least one path.  
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6.4.2 Consequences of Enhancing Legitimacy 

In addition to enabling a firm to access the complementary resources and 
knowledge of its partners and those of the broader network community, the firm’s 
alliances play a crucial role in enhancing its legitimacy. By providing a firm with 
the endorsements of established partners, alliances send a strong signal with 
respect to the firm’s reputation, reliability, and commercial promise, thereby 
alleviating the uncertainty various market stakeholders may perceive regarding the 
firm. Reduced uncertainty may in turn lead to increased support of the firm by 
venture capitalists, underwriters, and public investors, as well by as prominent 
alliance partners. While venture capitalists, for instance, sometimes invest in 
biotechnology firms with less obvious potential, they are generally keen on 
investing in clear winners with tangible market potential (Baum and Silverman 
2004). Thus Baum and Silverman (2004) suggest that signaling a clear capacity 
for success to the VC community through the alliance capital of downstream and 
horizontal alliances is critically important. Specifically, they find that start-ups 
with greater alliance capital obtain significantly more VC financing than those 
without it. Along similar lines, Higgins and Gulati (2003) provide some evidence 
that companies with a larger alliance portfolio can secure a more prestigious 
underwriter because the ties reduce uncertainty regarding their commercial 
potential. The benefits stemming from a biotechnology firm’s enhanced legitimacy 
are particularly important in situations when uncertainty about the biotechnology 
firm’s commercial promise is high, such as in earlier stages of the firm’s life.14 

By focusing on the impact of a firm’s alliances with commercially and 
technologically prominent partners, other extant research suggests that such 
prestigious affiliations are even more instrumental than general ties in alleviating 
uncertainty regarding a firm. Here, market participants not only rely on the ability 
of prominent partners to discern the quality of the firm, but also consider the 
established partners’ reputational concerns over affiliating themselves with low-
quality firms (Stuart et al. 1999). Indeed, a partnership with a “lemon” can 
certainly damage the social standing of a prominent firm, motivating it to conduct 
especially thorough due diligence of potential allies. The expectation of this strict 
scrutiny, in turn, endows market participants with greater confidence in the 
signaling quality of the endorsement, and legitimizes the firm even further. These 
outcomes, with time, translate into tangible financial gains by helping young 
                                                           
14 It is essential to note one methodological difficulty in exploring the role of 

alliances as legitimizing endorsements and their subsequent impact on firm’s 
performance. It is possible that the unobserved dimension of the firm quality 
both attracts the more prestigious alliance partners and triggers the observed 
performance outcomes. Thus, the observed performance outcomes may be 
independent of and have only a spurious correlation with endorsement. In the 
absence of a controlled experiment, scholars need to employ a rigorous set of 
controls for the quality of the firm, try to instrument out the omitted-variable 
endogeneity, and invoke qualitative research to shed additional light on the 
nature of the observed relationship. 
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biotechnology firms make their IPOs more quickly and ensuring superior IPO 
returns (Stuart et al. 1999). 

6.4.3 Taking Off the Rose-Colored Glasses: Alliances as Relational 
Liability  

It is fair to say that existing research on alliances in biotechnology, much like 
work in other industrial settings, has approached interfirm linkages with strong 
positive predispositions. In other words, the primary focus has been on the 
benefits companies can reap through strategic partnerships. There is evidence, 
however, that under certain conditions alliances may generate neutral or even 
negative consequences for participating firms (e.g., Deeds and Hill 1996; Baum  
et al. 2000; Baum and Silverman 2004). In other words, the resources and social 
capital emanating from the firm’s alliance linkages and its position in the structure 
of network ties may turn into liabilities. An interesting and yet underdeveloped 
line of inquiry, then, involves the analysis of possible costs and other constraining 
effects of alliances and firms’ positions in the network of strategic partnerships. 

We identify several sources of such constraining effects. First, with respect to 
alliances providing access to knowledge and complementary resources, some 
partners and types of relationships may severely constrain firms’ performance by 
triggering resource misallocations and by bringing out competitive rather than 
cooperative motivations in some partners. We also show that a firm’s structural 
position in the network may trigger relational and structural lock-in, preventing a 
firm from pursuing a more efficient set of relations by confining it to a 
disadvantageous competitive pool, where it may be mismatched on its ability to 
create and internalize knowledge. Second, regarding alliances that legitimize a 
firm, we highlight that access to well-established partners is not cost-free and that 
the costs of entering and maintaining such partnerships may outweigh the benefits.  

Some alliances may lead biotechnology firms to over-allocate resources to 
some activities at the expense of other important ones. For instance, in contrast to 
studies suggesting that a firm’s commercial ties may free significant resources for 
innovative research and development projects (Shan et al. 1994), some research 
indicates that such alliances may in fact slow down a biotech’s innovation rate by 
diverting its resources exclusively into commercialization (Baum and Silverman 
2004). There is also evidence that a start-up biotechnology firm’s alliances with 
government laboratories significantly slow its revenue growth (Baum et al. 2000). 
While, as Baum and colleagues suggest, this effect may reflect a selection bias, 
due to the higher commercial uncertainty of projects brought to government 
laboratories, it may also indicate an inefficient resource lock-in in a relatively 
unproductive relationship. Furthermore, upstream alliances of biotechnology firms 
with universities frequently involve flows of scientists into commerce and 
therefore pose a high risk of legal disputes over the ownership of intellectual 
property, which can further consume valuable resources of a biotechnology firm 
(Rothaermel and Deeds 2004). One influential example includes the dispute 
between the University of California and Genentech over misappropriation of 
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intellectual property rights on genetically engineered human growth hormones,15 
which later triggered a patent infringement lawsuit,16 leading Genentech to settle 
the case for $200 million in 1999. Finally, evidence also suggests that – regardless 
of the kind of partnerships – excessive alliance formation may result in 
diminishing returns to accessing and leveraging complementary resources as well 
as stretch the managerial capacity of the firm. The resulting burden can outweigh 
the benefits generated by alliances and put a strain on the firm’s product 
development and innovation efforts (Deeds and Hill 1996).  

Of critical importance, some alliance partners may have their competitive or 
value appropriation motivations dominate their cooperative or value creation 
motives (Amburgey et al. 1996). Take, for example, a typical downstream alliance 
situation in which a cash-starved biotechnology firm cannot afford to divert its 
management’s attention for the several months often required to raise additional 
venture financing. In this circumstance, a financially strong pharmaceutical 
partner can use its relative bargaining power to demand control rights far beyond 
what the biotechnology firm would be prepared to cede under less pressing 
conditions. Studies suggest that such situations do occur and that they often lead 
to an inefficient allocation of control rights, lowering the success rate of the 
project (Lerner and Merges 1998; Lerner et al. 2003).  

Horizontal alliances among peer biotechnology firms, which are aimed at joint 
product development, also may entail such motivation imbalance. The source of 
the problem is that while peer biotechnology firms may be willing to cooperate on 
a particular project, they may be competing fiercely in other lines of business. 
That is why when it comes to research-driven collaborations, biotechnology firms 
have to balance their aspirations of access to new knowledge with their need to 
guard against misappropriation of that knowledge (Liebeskind et al. 1996). A 
possible negative outcome of such competitive tension is the unwillingness of 
biotechnology firm partners to share information. In partnering with competitors, 
biotechnology firms can thus be overly protective with respect to knowledge-
sharing, hurting joint knowledge creation and decreasing the total value generated 
by the alliance. Alternatively, partnerships with competitors may be characterized 
by learning races wherein each firm strives to maximize its own learning and the 
application of that learning outside the scope of the alliance – without regard for 
the partner’s learning (Amburgey et al. 2000; Khanna et al. 1998). It is not 
surprising, then, that a biotechnology firm’s participation in horizontal alliances, 
which often entails partnering with competing firms, has been linked to decreased 
revenues and reduced innovation levels (Baum et al. 2000; Baum and Silverman 
2004).  

Pursuits of relational capability through repeat partnering with the same set of 
partners may lead to another peril for biotechnology firms: the relational lock-in. 
The relational lock-in denotes parties’ attempts to perfect a suboptimal exchange 
relationship or, at the extreme, their unwillingness and inability to disengage from 

                                                           
15 The case was settled in 1980 with Genentech’s agreeing to pay up to $2 million in 

royalties. 
16 Genentech Inc. v Regents of University of California, 939 F. Supp. 639 (S.D. Ind. 1996).  
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clearly dysfunctional partnerships. Maurer and Ebers (2006) suggest that the 
desire to honor the norms of reciprocal exchange may lock biotechnology allies 
into such dysfunctional ties. Additional evidence comes from Hoang and 
Rothaermel (2005), who found that prior partner-specific collaborative experience 
has no positive impact on alliance performance with the partner and, at high 
levels, can even be detrimental. These findings hint at the presence of inertia or 
relational lock-in in interorganizational partnering, wherein firms engage in 
repeated alliance formation because of the comfort partnering with familiar firms, 
rather than clear performance benefits (Li and Rowley 2002). Such relational lock-
ins are particularly hazardous in light of evidence that more successful 
biotechnology firms reshape and restructure their alliance portfolios as the firms 
mature and face new objectives. For biotechnology firms, in particular, while 
many young start-ups embed themselves into cohesive partnership networks early 
on (Walker et al. 1997), successful companies evolve to develop a diverse 
portfolio of links to other players in the market, gaining access to the information 
and other resources these partners hold (Maurer and Ebers 2006). This evidence 
resonates with a larger body of literature suggesting that, particularly in high-
velocity and uncertain technological environments, the performance of firms could 
be substantially impeded by maintaining alliance linkages to a set of familiar 
partners because it limits the ability of the firms to access novel and nonredundant 
information (e.g., Goerzen 2007; Rowley et al. 2000).  

Just as with individual ties, a firm’s network position may be a source of both 
opportunity and constraint. Owen-Smith and Powell (2004), for instance, found 
that a weak connection or a simple membership in the noncollocated network has 
either neutral or negative implications for a firm’s innovation levels. They suggest 
that, given the unavailability of localized knowledge spillovers, a weak structural 
network position would be akin to “a competent minor leaguer attempting to play 
in the majors while lacking the necessary skills” (Owen-Smith and Powell 2004: 
16). In other words, a firm’s structural position locks it into a disadvantageous 
competitive pool where it is likely grossly mismatched on its ability to generate 
and internalize knowledge.  

As discussed earlier, the detriments of alliances and a firm’s structural position 
in the web of partnerships have to do with the access to knowledge and other 
complementary resources alliances provide. It appears, however, that the 
legitimizing effect of alliances is also not uniformly positive. Some research, for 
instance, finds no impact of downstream alliances with prominent pharmaceutical 
and health-care organizations on the IPO success of biotechnology firms (Gulati 
and Higgins 2003). Thus the key to unpacking these observed relationships is 
scrutinizing not only the benefits but also the costs of such endorsements. It is no 
secret that affiliations with highly prestigious partners generally entail asymmetric 
terms of exchange (Hsu 2004; Podolny 1993). A young biotechnology firm 
unknown to the market community may be forced to pay a hefty premium for an 
affiliation with a prestigious alliance partner. This premium may manifest, for 
instance, in the biotech’s having to transfer to the partner a disproportionate share 
of control rights to intellectual property or to revenue streams from commercialized 
products (Lerner and Merges 1998). In other instances, to gain access to a 
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prestigious pharmaceutical firm, a biotechnology firm may have to compromise its 
learning and business development objectives, tailoring the alliance exclusively to 
the needs of the partner. But when and under what circumstances the benefits of 
endorsement by prestigious partners may outweigh related costs remain to be 
explored. 

6.5 Future Research 

Over the past 20 years, management scholars have collected illuminating insights 
about the motives underlying alliance formation and choice of partners by 
biotechnology firms, the governance structure of these alliances, and the 
implications of partnerships for the performance of firms. In addition to enhancing 
the current state of the art, extant research also reveals several promising avenues 
for future research. We outline three intriguing directions: (a) detailed investigations 
of firms’ dual cooperative and competitive motivation in biotechnology alliances; 
this naturally extends to the multifaceted effects of the firm’s position in the 
networks of alliances, which could influence both cooperative and competitive 
behaviors; (b) studies of dynamics of power and dependence in strategic alliances 
and their effects on the processes of value creation and appropriation; and (c) the 
application of a richer, multilevel lens of analysis spanning individual 
relationships, portfolios of alliances, and entire networks of interorganizational 
linkages. 

First, scholars can pay closer attention to the symbiosis of cooperative and 
competitive aspects of strategic alliances among biotechnology firms. We need 
further insights into when biotechnology firms tend to maximize their individual 
learning in the alliance at the expense of joint value creation. Another fruitful line 
of inquiry could unpack when firms’ concerns about knowledge misappropriation 
thwart knowledge-sharing in alliances. Additionally, scholars have to take a 
deeper look at certain kinds of partnerships with respect to the underlying 
motivations of the firms involved. For instance, licensing deals, which many 
scholars classify as cooperative ties, sometimes result from settlements of 
intellectual property disputes, and thus may have strong underpinnings of conflict 
and rivalry. There is also a sizable opportunity to use insights from studies on the 
structure of cooperative relations in biotechnology to gain a deeper understanding 
of competitive trends in the industry. Indeed, cooperative ties provide differential 
access to resources, information flows, and status, and may therefore impact 
firms’ ability and motivation to engage in competitive behavior (Gnyawali and 
Madhavan 2001).  

Second, based on the need to consider both cooperative and competitive aspects 
of strategic alliances in biotechnology, research could delve more deeply into 
dynamics of power and dependence in interorganizational alliances, especially as 
related to value creation and value appropriation. Gulati and Sytch (2007), for 
instance, reveal that value-capturing advances of partners may destroy value-
creation trends in an alliance. Other work suggests that biotechnology firms often 
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exchange knowledge with pharmaceutical firms for money on disadvantageously 
asymmetric terms (Barley et al. 1992; Lerner and Merges 1998), and that when 
allocation of control rights is skewed toward a funding company, it may be 
detrimental to biotechnology alliances (Lerner et al. 2003). Scholars could take a 
more detailed look at the behavioral dynamics of such partnerships and unpack 
their implications for the performance of the ventures.  

Finally, while existing research has examined strategic alliances in biotechnology 
using several distinct units of analysis, ranging from individual alliance linkages 
to the networks of alliances, there are more opportunities to cut across different 
levels of analysis (cf. Rothaermel and Hess 2007). We will identify three of these. 
First, it is essential to consider that while many aspects of interorganizational 
relations become institutionalized at the level of an organization, they are still 
largely based on interpersonal interactions (cf. Gulati and Sytch 2008). Alliance 
research would benefit from taking a more fine-grained look at the interpersonal 
dynamics between boundary-spanning organizational agents and other employees 
involved in managing strategic partnerships. The implications could be 
informative and valuable. For instance, positive implications of interpartner 
familiarity and prior partnerships can be downplayed by frequent personnel 
turnover or tender relationships between organizational boundary-spanners. Also, 
much existing research on the development and implications of relational 
capabilities has implicitly assumed that organizational experience with alliances 
smoothly diffuses throughout the firm, making it a better overall partner. Studying 
interpersonal networks within organizations with respect to alliance formation 
activity could shed light on organizational knowledge diffusion, accumulation, 
and internalization, leading to more precise inferences with respect to 
organization-level outcomes. 

Second, while there is quite a bit of research focused on individual alliances, 
there is ample room to consider the origins and implications of a firm’s entire 
alliance portfolio. There is evidence, for example, suggesting that firms in 
different stages of an evolutionary cycle and facing different market demands may 
require distinct alliance portfolio configurations (Maurer and Ebers 2006). Future 
research can unpack this in greater detail, looking at behavioral and performance 
implications of alliance portfolios that differ on the dimensions of partner 
diversity, relationship scope, strength, duration, and others. Finally, recent 
theoretical and methodological advances in studies of complex systems (e.g., 
Guimera and Amaral 2005; Gulati et al. 2007; Newman 2004) offer a tremendous 
opportunity for analyzing networks of biotechnology alliances in a new light.17 

                                                           
17 The authors thank Sekou Bermiss, Ranjay Gulati, Jeff Reuer, Frank Rothaermel, Ithai 

Stern, Sharmi Surianarain, and Bart Vanneste for their helpful comments and discussions 
on the chapter. 
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7.1 Introduction 

This chapter deals with mergers and acquisitions (M&As) involving biotech-
nology companies, the number of which has increased steadily since the beginning 
of the 1990s. Basically, M&As – regardless of motive – are among the most 
dramatic and visible manifestations of strategy at the corporate level, and they are 
driven by various motives (Steiner 1975; Trautwein 1990). In the biotechnology 
industry, M&A deals are an essential element of the “business development” 
activities of a company (Kind and zu Knyphausen-Aufsess 2007).  

This chapter proceeds in the following manner. First, we briefly describe the 
development of the biotechnology industry from scientific, organizational, and 
financial perspectives. This analysis leads to the conclusion that a strategic conso-
lidation resulting in fewer but stronger, larger, more market-capitalized, and, thus, 
more financeable biotechnology companies is only a question of time.  

Second, we distinguish between two different layers of M&A activities. The 
first layer deals with M&A activities between biotechnology companies, while the 
second layer concerns M&A activities between pharmaceutical and biotechnology 
companies. For each of these layers we are going to discuss the following ques-
tions: What are the motives for the respective M&A activities? What different 
M&A strategies are applied by biotechnology and pharmaceutical companies? Are 
there any peculiarities of these M&A deals? 

Finally, on the basis of the above-mentioned analysis, we summarize the major 
issues and identify future research questions. 

133H. Patzelt and T. Brenner (eds.), Handbook of Bioentrepreneurship,  
doi: 10.1007/978-0-387-48345-0_7,  © Springer Science + Business Media, LLC 2008 
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7.2 Development of the Biotechnology Industry  
and the Need for M&A 

In this section, we analyze the development of the biotechnology industry from 
scientific, organizational, and financial perspectives. These perspectives reveal the 
need for a strategic consolidation in the biotechnology industry.  

7.2.1 The Development of the Biotechnology Industry  
from a Scientific Perspective 

Broadly considered, biotechnology includes techniques as old as Western civiliza-
tion itself: e.g., the cultivation of microorganisms for brewing and the intentional 
cross-breeding of plants and animals. Thus, the roots of modern biotechnology, 
the so-called first generation of biotechnology, lie in the fermentation of foods and 
drinks, industries spanning almost every society and evolving over centuries 
(Sharp 1991; Kenney 1986). 

“Second-generation biotechnology” developed as an outgrowth of traditional 
fermentation in the late nineteenth and early twentieth centuries and depicted the 
greater understanding about microorganisms. The discovery of penicillin by the 
British bacteriologist Alexander Fleming in 1928 and the subsequent development 
of the antibiotic industry is one of the major milestones of the twentieth century. 

“Third-generation biotechnology,” also called “new” or “modern” biotech-
nology, resulted from the discovery in the early 1970s of the method by which 
genes could be cut and spliced. It includes the use of recombinant DNA and cell 
fusion techniques as well as bioprocessing technology to make or modify 
products. 

The development of “new biotechnology” has been characterized by Wirth 
(1994) in four phases; however, in this chapter we are adding a fifth phase. The 
first phase, the so-called research phase, lasted from 1970 to 1980 and was 
dominated by two path-breaking discoveries that revolutionized molecular 
biology. First, in 1973, Herbert Boyer of Stanford University and Stanley Cohen 
of the University of California at San Francisco reported the discovery of 
recombinant DNA. Second, in 1975, Cesar Milstein and Georges Kohler of the 
British Medical Research Council discovered monoclonal antibodies by fusing 
cells from a mouse myeloma with cells derived from mouse B lymphocytes to 
create a “hybridoma.” In this phase, universities and research institutes played a 
critical role in biotech’s emergence, not only as the places where young scientists 
were educated, but, particularly, as the sources of breakthrough discoveries and 
techniques that fostered scientific and technological innovations (Powell 1996). 
Hence, most biotechnology firms have been started by scientists with the help of 
venture capitalists, specialized law firms, or ex-pharmaceutical executives, while 
pharmaceutical companies have applied a “wait-and-see approach” and remained 
on the sideline. 
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The second phase, from 1980 to 1985, is considered as being the pioneering 
phase. The first product of a biotechnology company made by recombinant DNA, 
human insulin, was launched in 1982 and was soon gaining significant market 
penetration. In 1983, first experiments with genetically modified microorganisms 
were allowed to be carried out in the USA, and in 1985 the first genetically 
produced hepatitis B viral antigens were introduced. 

The third phase, from 1984 to 1990, is regarded as being the first prosperous 
phase of biotechnology, because there had been strong indications that the real 
“take-off” point for the large corporations came in the years 1984–1985. Big-firm 
investment in commercial biotechnology in the USA increased markedly (Office 
of Technology Assessment 1988). 

The fourth phase, from 1990 to 1996, is perceived as the real prosperous phase 
of biotechnology leading to new opportunities. In 1990, the first experiment to 
treat ADA deficiency genetically took place, and in 1992 the US Trade Office had 
worked out new rules for biotechnology as well as genetic engineering according 
to which genetically developed products are to be treated equally as conventional 
products. In this same period, the market share of drugs and diagnostic methods 
based on biotechnology increased steadily. By the end of 1994, more than two 
dozen biotech drugs and vaccines had been approved by the FDA, more than 200 
medicines were in various stages of clinical testing, and approximately two dozen 
drugs awaited FDA approval (Powell 1996). 

The fifth phase, which began in 1997 and continues to the time of publication 
of this chapter, is characterized by the discussion about necessary consolidation 
activities and the future “dream” about the never-ending benefits of biotech-
nology. On the one hand, biotechnology companies are considered as being the 
“innovative engine” for the pharmaceutical and biotechnology industry. On the 
other, however, institutional investors are not motivated by biotechnology’s past 
performance and are looking for new areas to invest (Purcell 1998). Moreover, 
with the launch of the Human Genome Project in 1990, there was a growing 
perception that drug discovery was to undergo radical changes. First, the number 
of possible targets relevant to diseases was about to rocket. Second, new 
technologies such as high-throughput screening and new bioinformatics tools 
related to combinatorial chemistry made it possible to test a large number of 
potential drug targets against an even larger number of chemical entities. Third, 
the growing awareness of the innovation deficit at pharmaceutical companies 
makes them look for alternatives: biotechnology. Overall, the convergence of 
genomics and informatics not only heralds a new era of biomedical research, but 
will also foster M&A activities in the biotechnology sector. 

7.2.2 The Development of the Biotechnology Industry  
from an Organizational Perspective 

University laboratories have played a critical role in developing the scientific 
fundamentals of biotechnology during the first phase of the development of the 
new biotechnology. However, it was the dedicated biotechnology firms that 
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commercially exploited the results of the research. The scientific breakthroughs of 
biotechnology constituted a radical change from previously dominant technologies 
in the pharmaceutical sector. Hence, “biotechnology is a dramatic case of a 
competence-destroying innovation” (Powell and Brantley 1992: 368). This parti-
cular radical technological change builds on a scientific basis (immunology and 
molecular biology) that differs significantly from the knowledge base (organic 
chemistry and its clinical application) of the established pharmaceutical industry 
(Powell 1993).  

Internally, biotechnology firms are organized flexibly in overlapping interdis-
ciplinary project teams with minimal hierarchy in order to create a lean and 
effective organization for drug discovery and commercial development (Powell 
1996). Small biotechnology firms require large financial support and regulatory 
knowledge, while larger pharmaceutical companies desire access to the research 
capabilities of smaller companies. It is usually the case that the full range of 
relevant skills needed to develop therapeutic drugs is not readily available under a 
single roof. The necessary basic and research skills to create a new product are 
found in universities, research institutes, or small biotechnology companies, 
whereas the cash needed for product development, clinical trials, and worldwide 
marketing is located in large pharmaceutical companies. Hence, the players in this 
field have turned to numerous forms of collaboration such as joint ventures, 
research agreements, or licensing agreements. Overall, the biotechnology industry 
is placed in an extremely challenging, hypercompetitive environment, compound-
ded by appropriation problems, high levels of uncertainty, and critical resource 
immobility (Liebeskind et al. 1996). 

The biotechnology industry is characterized by a social network structure that 
ensures the reliability of scientific information due to well defined and socially 
enforced norms, reciprocity, respect for individuals’ intellectual property rights, 
and honesty in research (Blau 1973; Crane 1972; Merton 1973). A better 
environment for efficient organizational learning and enhanced flexibility for 
responding to unpredictable changes is provided by firms that organize themselves 
to maximize the benefits of this social network structure. A prerequisite for 
success is a shift from coordinating the internal activities of the firm through a 
command and control structure to providing organizational support for internal as 
well as external exchanges. 

The pattern of interfirm collaboration in biotechnology is probably more 
extensive than in any other industry (Arora and Gambardella 1990; Barley and 
Freeman 1992; Powell 1993; Powell and Brantley 1992). Greis et al. (1995) 
distinguish four different types of partnership agreements: (1) research contracts 
or minority investments for the purpose of gaining a window on new technologies, 
(2) licensing and marketing agreements to obtain the use of a particular techno-
logy, (3) corporate alliances such as joint ventures with or without the transfer of 
equity, and (4) mergers and acquisitions. Interestingly, M&As are referred to as 
types of “partnership” agreements reflecting the specific context of the 
biotechnology industry and its social network structure. 
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7.2.3 The Development of the Biotechnology Industry  
from a Financial Perspective 

Financing a biotechnology company or venture is the result of interactions between 
entrepreneurs, venture capitalists, management teams, investment bankers, research 
analysts, and institutional investors (Hurwitz 1999). The role and influence of each 
player depend on which stage the company is in. The biotechnology industry has 
enjoyed more funding by governments, pharmaceutical companies, the equity 
capital markets, and the venture capital community than has virtually any other 
high-growth sector in the worldwide economy. 

Teitelman (1989) describes Wall Street’s initial attitude toward biotechnology 
as “biomania.” In 1980/1981 biotechnology investments in the USA were 
attracting nearly $100 million of venture capital. However, Wall Street’s overall 
relationship with biotechnology has been extremely variable, being hot and cold 
on a number of occasions. In its early enthusiasm for the technology, Wall Street 
ensured that many new biotechnology firms enjoyed substantial funding. Large, 
established pharmaceutical companies have generally been slow to become 
involved in biotechnology, but, over time, have been devoting considerable 
resources to it and many also have acquired biotechnology firms. 

The restructuring and reorganization within the two primary sources of biotech-
nology funding − pharmaceutical companies and the institutional investment 
community − now pose a threat for the continued growth of the industry. On the 
one hand, the short-term earnings pressure on pharmaceutical companies to 
maintain their valuations will probably result in a reduction of discretionary 
dollars traditionally used for biotechnology funding. On the other, the bull markets 
that institutional investors have enjoyed, combined with the inconsistent market 
performance of biotechnology investments, have reduced their interests in future 
investments. From the point of view of the institutional investor, Coyler (1999) 
stresses that investors’ caution in the biotechnology sector is rooted in its 
historical return, which means that the additional risk assumed by biotechnology 
investors has not been rewarded within a reasonable time. Investors in the average 
biotech IPO in 1993 have enjoyed on average only an 8% return through 1998, 
whereas the return to investors in the average US pharmaceutical company over 
the same period averages 36%. 

The restructuring of pharmaceutical industry and the institutional investment 
community will ultimately provide a dilemma for biotechnology companies. For 
example, Saviotti et al. (2005) described how Hoechst and Rhône-Poulenc attemp-
ted to transform themselves into life sciences companies during the 1990s before 
their merger to form Aventis. The drug companies who still believe in the promise 
of biotechnology no longer have excess discretionary dollars to spend, and the 
institutional investors with discretionary dollars to spend are not “true believers.” 
The short-term strategic answer is to find ways to give both kinds of investors what 
they need. First, biotechnology companies have to become as financially innovative 
in their interactions with pharmaceutical partners as they are scientifically innovative 
by using creative financing structures such as off-balance sheet or product debenture 
financing. Second, they have to develop a critical mass − through organic growth, 
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consolidation, or collaborative agreements − in order to meet the needs of the 
pharmaceutical industry as well as the institutional investment community. This 
may lead to an increase in M&A activities between biotechnology companies, on 
the one hand, as well as more acquisitions of biotechnology firms by pharma-
ceutical companies, on the other. 

The development of the biotechnology industry has been described from three 
different perspectives: (1) scientific, (2) organizational, and (3) financial. We can 
conclude that a strategic consolidation resulting in fewer but stronger, larger, more 
market capitalized, and, thus, more financeable biotechnology companies is only a 
question of time because most biotechnology companies desperately need money 
in order to ensure their future growth and survival. Basically, biotechnology 
companies can choose between two approaches in order to solve this problem: a 
biotech-to-biotech deal or a pharma-to-biotech solution. 

7.3 Layers of M&A Activities 

The previous section contained a short description of the development and 
challenges of the biotechnology industry. We argued that this industry is 
undergoing radical changes and that it faces many difficulties, thus making M&A 
a very likely strategic option. 

7.3.1 M&A Activities Among Biotechnology Companies 

Start-up companies in research-intensive high-technology industries such as 
biotechnology face a high risk of failure during the first few years of their 
existence. It is a challenging task for start-up company managers to build up a 
valuable resource platform in order to gain competitive advantage because the 
development of complex new technologies requires not only substantial financial 
resources but also competencies in different scientific and technological fields 
(Jones et al. 2001). Although at least 50–100 M&A transactions are announced on 
average in the biotechnology industry every year (BioCentury 2003), with 75 
biotechnology acquisitions in 2006 (BioCentury 2007), there is only very little 
scientific research devoted to M&A activities between biotechnology firms 
(Patzelt et al. 2007). 

Analyzing the one scientific article on biotechnology M&A activities 
(Patzelt et al. 2007), along with several business articles and reports (e.g., Arnold 
et al. 1999; BioCentury 2003; Van Brunt 2005; Webber 1999), the following 
reasons and motives for M&A activities in the biotechnology industry can be 
identified: 

• IPOs become more and more difficult because the window of IPO financing 
has been shut for the last years, reflecting the unfavorable or hostile financing 
climate. 
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• Some venture capitalists are simply not ready to wait any longer to cash in their 
investments, so that they use their networks to facilitate M&As. 

• Venture capitalists concentrate on their existing portfolio and make no further 
investments. And if they make further investments, they put their money into 
companies with clinical products already in the pipeline, rather than into those 
still working on discovery. 

• M&As can add revenue and profit to the newly combined biotechnology firm. 
• Too many biotechnology stocks have greatly underperformed. 
• There are many young biotechnology companies who desperately need money. 
• There is a necessity to increase market capitalization by achieving a critical 

mass in order to gain access to new investors. 
• High-profile clinical trial failures or difficulties are making investors wary of 

limited pipeline companies. 
• Larger biotechnology companies might be interested in the acquisition of 

manufacturing facilities. 
• Some biotechnology companies acquire others in order to position themselves 

as integrated product developers, thus becoming a more fully integrated drug 
discovery company, or service providers. 

• The access to products and sales distribution channels is a further reason for 
consolidation. 

• Through M&A activities a completion of the existing intellectual property 
portfolio may be reached, so that the company is able to establish a leading 
position in a certain technology. 

• The acquisition of a biotechnology company can provide access to local or 
regional networks.  

• A merger between two biotechnology companies can provide access to 
necessary management skills as biotechnology companies are often faced with 
a lack of experienced management. 

All these reasons and motives appear to be in place for a major increase in 
M&As among biotechnology companies over the coming years. Taking a closer 
look at the two major reasons for M&A activities in the biotechnology sector, one 
can first identify the financial necessities from the point of view of the 
biotechnology companies. The financing environment for biotechnology offerings 
was not robust in the last years, and most of the companies are only in early-stage 
development of products and will face significant challenges to stay solvent. Thus, 
one biotechnology company may acquire another merely for its fat bank account 
in order to ensure their future survival. Second, biotechnology acquisitions are 
driven by the desire to get access to promising drug candidates (i.e., fill up the 
pipeline), enabling technologies, or intellectual property in order to achieve a 
critical mass and improve their competitive position.  

Hence, it is possible to identify two different M&A strategies among 
biotechnology firms: financing acquisitions are driven by the acquired firm’s need 
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for cash, whereas strategic acquisitions aim at improving the current competitive 
position of the acquiring biotechnology company.  

Bernstein (2003) points out five key questions to analyze whether to carry out a 
biotechnology acquisition or not: 

• Does the acquisition strengthen the balance sheet? 
• Does the acquisition strengthen the intellectual property? 
• Does the acquisition fill the pipeline? 
• Does the acquisition provide any technological synergies? 
• Does the acquisition add key people? 

These key questions correspond also to the main benefits Patzelt et al. (2007) 
identify in their empirical study concerning the acquisition of German 
biotechnology companies. In a first step, they show that M&As provide an 
important opportunity for biotechnology start-ups to acquire financial resources as 
they give a clear signal to investors that the companies are willing to reduce costs 
and to restructure their project portfolio. Moreover, a merger with a foreign 
company may be a possibility for biotechnology start-ups to escape the hostile 
financing environment of their home country. Second, Patzelt et al. (2007) 
demonstrate that M&As are an opportunity for biotechnology start-ups to expand 
their pipeline of clinical products and that the integration of new technologies can 
save time and costs in comparison to building up the resources internally. Third, 
they display that managerial benefits can be achieved through M&As, if one 
company is lacking management experience that the other company offers. 

However, according to Ernst & Young (2004) and the findings of Patzelt et al. 
(2007), there might be hurdles that prevent successful M&A activities between 
biotechnology companies. These hurdles have their roots in the attitudes of the 
investors and the management. With regard to investors, they may not be willing 
to sell or merge their companies cheaply in hostile financing environments, when 
valuations of private companies are low. Besides the egos of biotechnology CEOs, 
brokering an agreement among all parties to an M&A transaction is a major hurdle 
that is often complicated by a lack of relevant M&A experience vis-à-vis both 
management and investors.  

Zu Knyphausen-Aufsess et al. (2006) analyze the M&A and diversification 
strategies of venture capital firms and their portfolio companies in the 
biotechnology sector. They argue that in an economic downturn there should be a 
rationale for venture capital firms to merge some of their portfolio companies in 
order to make the best of their biotechnology investments. They refer to this 
approach as “flagship strategy.” There are several obstacles to successfully 
implementing a flagship strategy. First, the younger the companies are, the lesser 
the cost reduction potential will be. Second, the management teams may have 
reservations in a “downside merger” because it is not clear beforehand who will 
take the leading positions in the merged company. Third, given the different 
interests of the participating venture capitalists, valuation problems usually arise. 
Fourth, there exists a negative notion that a merged company “burns even more 
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money” than each of the companies did on their own. Fifth, the newly created 
companies that are supposed to grow rapidly often require additional financing. 

Moreover, zu Knyphausen-Aufsess et al. (2006) observe that biotechnology 
companies founded and managed by scientists have a lower tendency to consider 
M&As as a possible mode of strategic business development. In contrast to this, 
biotechnology companies with management teams who are not the scientific 
founders exhibit a higher likelihood of using M&As as a part of risk diversi-
fication and growth strategy. 

Haeussler (2007) analyzed firm characteristics and external firm linkages as 
determinants of M&A activities in the biotechnology industry. She found that 
firms with interfirm collaborations are generally more likely to engage in M&A 
activities than firms that lack such connections. Moreover, the results of her study 
surprisingly do not support that financial distress is a factor that influences the 
propensity to engage in M&As. On the basis of this finding, she concludes that 
M&As in the biotechnology industry are proactively carried out rather than 
reactively enforced. 

To sum up, in a hostile financing environment, M&A activities between 
biotechnology companies, or the acquisition by a pharmaceutical company, 
provide a viable solution to get access to new capital, so that an increasing number 
of painful insolvencies of biotechnology companies can be prevented. None-
theless, products are considered as the primary motive for M&A deals in the 
biotechnology sector because every company needs to fill up its pipeline. 

7.3.2 M&A Activities Between Pharmaceutical and Biotechnology 
Companies 

The desire to obtain valuable resources, including know-how, technologies, and 
capabilities possessed by target firms has always been a driver of M&A activities 
(Ahuja and Katila 2001; Chaudhuri and Tabrizi 1999). It seems that this motive 
has increased in importance in the most recent wave of acquisition activity (Bower 
2001) because in industries characterized by rapid innovation, technological 
complexity, and highly specialized skills and know-how, the pace and magnitude 
of technological change may not allow firms to internally develop all the 
necessary technologies and capabilities to remain competitive. The number of 
acquisitions during the 1990s rose dramatically in high-technology sectors such as 
telecommunications and biotechnology (BioCentury 2007; Goldman Sachs 2001; 
Inkpen et al. 2000). Although, there is a very notable trend in increasing M&A 
activities during the last years concerning big pharma acquisitions of biotech-
nology firms (Van Brunt 2006), there is very little scholarly research in this field 
(Bower 2001; Schweizer 2005).  

In recent years, pharmaceutical companies have conceded the need to maintain 
earnings growth through product line expansion as opposed to an increase in drug 
prices. This has put an almost unbearable burden on internal R&D. Thus, 
pharmaceutical companies have had to gain access to novel drugs and 
technologies coming out of biotechnology companies. Although the majority of 
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the access will take the form of collaboration ranging from R&D agreements to 
joint ventures, acquisitions have become a more attractive alternative. Further 
reasons and motives for the acquisition of biotechnology companies are as 
follows: 

• Pharmaceutical companies might realize economies of scale and the possibility 
to exploit hidden values. 

• Many biotechnology companies are still cheap because they have not yet 
enjoyed enough positive attention from investors. 

• Patent expiration in the pharmaceutical industry will result in a dramatic drop 
in sales revenues. 

• Megamergers between large pharmaceutical companies have often not been 
successful in terms of generating innovations and developing new blockbusters. 

• Pharmaceutical companies face the need to acquire knowledge in order to 
remain competitive in the future by having enough promising lead compounds. 

• M&A is a possible strategy for overcoming lack of biotechnology knowledge, 
reducing R&D costs, increasing the number of potential products in a pipeline, 
and closing an earnings gap (Ahuja and Katila 2001; Higgins and Rodriguez 
2003; Ranft and Lord 2002). 

• By internalizing a whole body of laboratory or product development 

environment that fosters the kind of innovation and discovery necessary to 
survive in the long run (Powell and Brantley 1992; Powell 1993).  

Major pharmaceutical companies have always had a big interest in biotech-
nology companies, primarily to secure access to new technologies and products. 
However, these companies have more commonly operated through licensing 
agreements rather than outright takeovers. In the meantime, the valuations of bio-
technology firms have been adjusted downwards, making acquisitions more attrac-

acquire broad-based technologies (1) cheaper than they could have acquired them 
before and (2) cheaper than they can build internally. In line with this 
argumentation, the total valuations of M&As which involved biotechnology 

$8.9 billion in 1998 and $13.7 billion in 1999, and up to $19.0 billion in 2000. 
Apart from that, the average valuation attached to the acquisition of a biotech-

However, Bower (2001: 99–100) pointed out that “many of the pharmaceuticals’ 
R&D acquisitions are yet to pay off” because biotechnology products and 
technologies are organic and far more difficult to integrate than are computer or 
chip components. Intangible assets such as know-how and intellectual property do 
not passively translate into tangible revenue. 

Schweizer (2005) showed in his study that biotechnology acquisitions are 
driven by multiple motives. The motives behind the biotechnology acquisitions 

capabilities, pharmaceutical companies try to create internally a research 

companies have increased steadily from $3.3 billion in 1997, to more than 

tive and cheaper. Consequently, large biotechnology acquisitions have multiplied 

$191 million in 1999 and up to $202 million in 2000 (Goldman Sachs 2001). 

in the last years. Pharmaceutical companies are now looking at the possibility to 

nology company has also increased from $129 million in 1998 to more than
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were very similar: they were a desire to fill up the R&D pipeline, to gain access to 
potential blockbusters, and to acquire valuable biotechnology know-how and 
technologies that would enhance the acquirer’s growth strategy. Moreover, these 
motives turned out to be divided between short- and long-term motives. Although 
the long-term rationale behind the acquisitions was largely identical in the 
analyzed acquisitions (support of the pharmaceutical firms’ growth strategy by 
acquiring valuable biotechnology know-how and technologies), some of the short-
term drivers for the acquisitions differed substantially (e.g., improvement of 
market position; getting a blockbuster and filling up R&D pipelines; acquire 
patent rights; increase efficiency). 

When acquiring biotechnology companies, pharmaceutical companies face the 
need to make hybrid organizational arrangements (Borys and Jemison 1989) in 
order to integrate biotechnology companies in some way and, at the same time, to 
preserve the autonomy of the latter so as not to endanger the future existence of 
the desired capabilities. Schweizer (2005) develops a postacquisition integration 
framework that calls for a hybrid integration approach with simultaneous short- 
and long-term orientations and segmentation across different functions and value 
chain components. The integration of acquired biotechnology firms requires the 
simultaneous application of two distinct integration approaches concerning R&D 
and non-R&D-related portions. The reason for this is that pharmaceutical 
companies pursue different motives, which in turn require different integration 
approaches depending on the know-how and competencies of the acquired 
biotechnology firms.  

For a successful postacquisition integration of acquired biotechnology compa-
nies it is necessary to protect the acquired firms’ competencies by applying a slow 
preservation approach concerning R&D-related areas, granting the acquired 
biotechnology companies a high degree of autonomy (Datta and Grant 1990). 
Highly specific know-how such as that in the biotechnology context (Powell 
1993) is hard to transmit because fewer parties other than the innovator can 
benefit from its application (Henderson and Cockburn 1994; McEvily and 
Chakravarthy 2002). However, as far as clinical trials, regulatory affairs, and sales 
and marketing are concerned, a rapid integration is possible as they belong to the 
core competencies of the pharmaceutical company. 

The acquisition and subsequent integration of biotechnology companies is a 
multidimensional and multifaceted phenomenon (Javidan et al. 2004) driven by 
different motives (Bower 2001; Steiner 1975). This is due to the fact that pharma-
ceutical companies pursue different motives, especially the desire to acquire 
specific technological know-how and technologies (Ahuja and Katila 2001). Thus, 
pharmaceutical companies usually pursue a hybrid acquisition strategy when 
approaching biotechnology companies. On the one hand, they pursue the short-
term strategy of improving their market positions by filling their R&D pipelines 
and gaining potential blockbusters. On the other, they pursue the long-term 
strategy of supporting their overall growth strategies by accessing biotechnology 
know-how and technologies. 
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7.4 Summary and Future Research 

The biotechnology and pharmaceutical industries have witnessed a continuous 
increase in M&A activities since the beginning of the new millennium. In biotech-
to-biotech deals, first, the key is whether a transaction can be leveraged to put the 
merged entity on a new growth curve. In an industry context where developing a 
successful product is no guarantee that it will ever happen again, companies will 
frequently have to look outside for new products in order to fill up their pipeline. 
Second, drug discovery and development is about getting the right teams of people 
with the necessary skills, know-how as well as capabilities together, and it is often 
cheaper and more effective to buy these teams than to build them internally. 
However, the acquiring company needs to make sure that these people and teams 
also stay within the company and that they do not decide to leave. Third, even if a 
deal seems to put the merged entity on a new growth curve, it will take a lot of 
time to finally realize the intended synergies because the development cycles in 
biotechnology companies are very long. This makes it especially difficult to 
measure the success of such a biotechnology merger because M&As in the 
biotechnology sector work in the long run, whereas some investors tend to have a 
short-term focus. The following major research questions that may guide research 
for M&As in the biotechnology sector can be derived: 

• When do biotechnology companies need to look for acquisition or merger 
partners? 

• How do biotechnology firms compare M&As with other strategic options such 
as alliances or licensing agreements? 

• What criteria do they use in making such comparisons? 
• What criteria do biotechnology firms use in evaluating the target firm in terms 

of their technology, and also their management and research teams? 
• How and by what means can the acquiring company ensure that the key know-

how and knowledge holders of the acquired firm remain with the new entity? 
• Do prior ties and relationships with the potential target or partner play a role in 

the implementation and success of the deal? 
• How do biotechnology firms calculate the expected synergies of the deal? 
• How is success defined and measured in biotech-to-biotech M&As? 
• Given the long development cycles in the biotechnology industry, is it possible 

to isolate the long-term effects of M&As? 
• What differences exist between public and private M&A deals? 

Pharmaceutical companies have three potential strategies (Hagedoorn and 
Duysters 2002) to seek access to biotechnological know-how in order to fill up 
their R&D pipeline and to remain competitive in the long run: organic growth, in 
which pharmaceutical companies build this know-how on their own, strategic 
alliances with biotechnology firms, and M&A to integrate companies with know-
how and capabilities. In the field of biotechnology, the technological frontier is 
advanced with a knowledge, skill, and competence base fundamentally different 



7 Mergers and Acquisitions in the Biotechnology Industry      145 

from prior know-how (Powell 1993), so that it is not enough for an acquirer to 
simply “buy” a technology, because, to create value, this technology must be nur-
tured and integrated throughout the postacquisition integration process (Larsson 
and Finkelstein 1999). However, considering the big differences in culture and 
organizational styles between pharmaceutical and biotechnology companies, the 
challenge of gaining access to the desired capabilities becomes even more obvious 
and highlights the importance of the “absorptive capabilities” (Cohen and 
Levinthal 1990) as well as the importance of keeping the top R&D people of the 
acquired biotechnology company. Thus, future research of M&A activities 
between pharmaceutical and biotechnology companies might focus on the 
following questions: 

• How can a pharmaceutical company evaluate a patent or technology during the 
due diligence phase when it is lacking an in-depth understanding of the new 
area? 

• How is it possible for a pharmaceutical company to retain the top R&D people 
or teams of the acquired biotechnology company? 

• Do pharmaceutical companies profit from experience of previous 
biotechnology acquisitions? 

• How can a pharmaceutical company keep up the innovative and research 
culture of the acquired biotechnology firm in the long run? 

• What is the importance of speed in the postacquisition integration process? 
• How can pharmaceutical companies measure the long-term success of 

biotechnology acquisition? 

In these sections, we have identified key questions that may provide some 
guidance for future research concerning M&A activities in the biotechnology and 
pharmaceutical sectors. We encourage researchers to keep these questions in mind 
as they pursue future studies. 
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8.1 Introduction 

Contemporary business literature has examined the biotechnology industry from 
various theoretical and empirical perspectives. A broad range of issues have been 
addressed, including strategic alliances, venture capital funding, and academic–
industry relations. In analyzing such topics, scholars have focused invariably 
on one, or all, of the actors that constitute the industry’s “locus of innovation”: 
small, new, dedicated biotechnology firms; large, well-established pharmaceutical 
companies; and universities or research institutes (McKelvey 1996; Powell et al. 
1996). Few accounts, if any, however, consider another actor in the biotechnology 
industry: the large, established firm that entered biotechnology from another 
sector or with other core competences, and successfully commercialized bio-
pharmaceutical products. 

One such “new entrant” firm was the Kirin Brewery Company of Japan. In 
moving from “old” to “new” biotechnology, it was a surprisingly early user of the 
techniques ushered in by the biotechnology revolution of the 1970s, and it has 
survived longer than many other firms. It entered the field when there was enormous 
enthusiasm in Japan about the potential of biotechnology, which prompted US 
concern about potential rivalry. In 1984, a seminal report on biotechnology by the 
Office of Technology Assessment (OTA) of the US Congress concluded, “Japan is 
likely to be the leading competitor of the United States (in biotechnology)” (OTA 
1984, p. 7). 

Kirin’s entry was the result of managerial intention to diversify and to capitalise 
on synergy, but its subsequent development of new technological competences 
owed much to serendipity, in terms of fortuitous incidents of “entrepreneurial 
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alertness” and “opportunity recognition” by individuals throughout the firm.1 This 
underlines that strategy may not always come about in a clear and planned 
fashion, but may be emergent and “realized” without the explicit attention of 
managers. Indeed, Kirin’s history in biopharmaceuticals illustrates the role of 
individual entrepreneurship within a large company setting. This factor is often 
obscured or is omitted in treatments on entrepreneurship and innovation. One 
reason for this neglect may be the difficulty of locating entrepreneurship in the 
complexities of large firms. Where is the entrepreneur in the large company? Is he 
or she the CEO, or the director of R&D? Or does entrepreneurship manifest itself 
elsewhere in the organization? The answer to this conundrum is not obvious. 

8.2 The Locus of Entrepreneurship 

Writing early in the twentieth century, Schumpeter (1912, 1934) emphasized the 
centrality of entrepreneurship and innovation in understanding the dynamics of 
industrial and economic change. He extolled the virtues of the individual entre-
preneur as the sole agent of economic change and as one who introduces new 
combinations, or innovation. Schumpeter (1934) viewed the entrepreneur as being, 
among other things, a rare individual; and he also drew a sharp distinction between 
entrepreneurs and managers, who, by his definition, were not entrepreneur-
innovators. 

In a later work, presenting his prognosis of the demise of capitalism, 
Schumpeter (1942) altered fundamentally his analysis of the sources of innovation 
in the economy. He argued that the distinctive role of individual entrepreneurs has 
become obsolete because the task of innovation is now increasingly routinized in 
big business, and individual entrepreneurs are no longer necessary to overcome 
resistance to change in such organizations. Hence, “the perfectly bureaucratized 
giant industrial unit … ousts the entrepreneur” (Schumpeter 1942, p. 134). Instead, 
teams of trained specialists in research and development (R&D) departments 
replace the functions of the individual innovator on the one hand, and a bureaucracy 
of salaried managers assumes the role once played by individual entrepreneurial 
leaders on the other. The necessity of entrepreneurial attitudes and behavior is 

are obsolete. 
A major question mark for Schumpeter’s (1942) later work concerns the actual 

innovation. Schumpeter (1942) uses this term without ever going into detail what 
it means precisely. One might well ask: How is innovation routinized? What are 
the general strategies and operational procedures involved? Moreover, is it true to 

                                                           
1 “Entrepreneurial alertness” and “opportunity recognition” are themes in the literature on 

nature and managerial content of its central concept, the notion of routinized 

entrepreneurship. For example, see Kirzner (1982a, b, 1985), Santarelli and Pesciarelli 

forgotten, for in this world of automatic progress and routinized innovation they 

(1990), and Stevenson and Jarillo (1990). 



8 Synergy, Strategy and Serendipity      151 

say that in today’s world innovation is reduced to routine, so that entrepreneurial 
alertness is entirely absent? 

Schumpeter’s general approach was subsequently developed by the neo-
Schumpeterian evolutionary economists (Nelson and Winter 1977, 1982). They 
viewed firms as stores of knowledge that were instilled via “regular and predictable 
behavior patterns,” which they labeled “organizational routines.” They introduced 
the concept of “search,” referring to all the organizational activities of the firm 
that are involved in the evaluation, modification, and/or suspension or replacement 
of current routines. In this evolutionary approach, routines may be viewed as 
“genes,” and search activities as stochastic procedures for the creation of “mutations” 
(i.e., innovation). Management engages in “organizational routines” that may 
change as a result of the firm’s “search” (innovation) activities. Large organizations, 
in particular, tend to develop such elaborate routines to assist managers in their 
decision-making function. 

The neo-Schumpeterian approach provides a useful theoretical framework for 
examining economic change at the levels of intraindustry competition and the 
macroeconomy, but it does not clearly articulate how firms search (i.e., innovate), 
and it provides little guidance on the organizational processes involved. Another 
drawback in the neo-Schumpeterian treatment reflects a shortcoming in 
Schumpeter’s (1942) later work, namely, that entrepreneurship disappears from 
view. Management engages in “routines,” and even changes them as a result of 
“search” activities, but this seems to be viewed in a somewhat mechanistic light, 
expunged of any element of entrepreneurial alertness or creativity (Lynskey 
2002). 

There is perhaps something of an Achilles’ heel in such universal, theoretical 
approaches to entrepreneurship that can be attributed to the reluctance of economists 
to draw upon detailed case studies and inductive analyses of entrepreneurship and 
innovation at the level of the specific firm, the individual entrepreneur, and the 
actual innovation (Livesay 1977). Although this may be defended in terms of a 
philosophy of science of the nominalist variety (e.g., Friedman 1953), it is not 
without potential weaknesses. Specifically, there is a risk in the traditional 
methodological approach of economics that historical sources and the accounts of 
those who perform entrepreneurship may be neglected. A theoretical, nominalist 
approach may be adequate for the needs of economics qua science, but it can 
appear rather abstract and reveal little about entrepreneurship in practice. 

8.3 Background 

The Kirin Brewery Company is the oldest brewing company in Japan. Its origins 
date back to 1870, when Norwegian American William Copeland established 
Japan’s first brewery, Spring Valley Brewery, above a high-quality spring near 
Tokyo. Partnership problems ensued, however, and the brewery fell into disuse. In 
1885, Thomas Glover, a Scottish merchant, and several other foreigners renovated 
the brewery from the remnants and established the Japan Brewing Company. 
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British engineers built the new brewery, and expert brewers were brought in 
from Germany. In 1888, the company launched a new beer, which Glover named 
after the Kirin, a mythological winged creature that symbolizes good fortune. 
Subsequently, the Japan Brewing Company was acquired by what became known 
as the Kirin Brewery Company, which was established in 1907 with financial 
support and management from the emerging Mitsubishi zaibatsu. 

Shortly after the Second World War there were three breweries in Japan 
(Nakajo and Kono 1989). Kirin was the largest for much of the remaining half-
century, until intense rivalry with Asahi Brewery for the premier position meant 
that each firm vied for 36–39% of the market. Kirin, however, produced a more 
comprehensive list of alcohol beverages, and it dominated the beer business 
throughout Asia and Oceania. In 1996, Kirin and Anheuser-Busch – the world’s 
largest brewer and maker of Budweiser – established Kirin Brewery of America as 
a joint venture, in which both companies brewed, marketed, and distributed 
each other’s products in their respective countries. Kirin’s sales revenue of 
$12,799 million in 2000 made it the 12th largest food-and-beverage company in 
the world; and it was the 80th largest company in Japan in terms of market 
capitalization (Higgins 2001, 2002). Kirin has about 6,500 employees organized 
into five business groupings: food and beverages, biotechnology, information 
systems, engineering, and service. The biotechnology grouping comprises three 
divisions: the pharmaceutical division, the yeast-related business development 
department, and the agri-bio division. 

Kirin’s commercial focus was alcohol and other beverages, which represent 
68% and 17%, respectively, of its 2005 revenues. Although its core business was 
based on the traditional biotechnology of fermentation, in 1982 the company’s 
policy “changed dramatically” when it diversified into modern biotechnology.2 
Kirin took this step despite its position as the top income earner, for the seventh 
year in succession, among companies submitting their annual corporation tax 
returns in January 1982. 

8.4 Synergy 

Why did Kirin decide to enter new biotechnology? After all, it was the market 
leader in its core business and was not presented with a threat of substitution by a 
major product innovation. The decision can be seen as part of the firm’s strategy 
of diversification, which Kirin formulated in the late 1970s, when it attained the 
largest historic share in the Japanese beer market, and it was difficult to foresee 
further significant growth. Kirin’s share peaked at 63.8% in 1976. By 1981, as the 
                                                           
2 Interview with Jun-ichi Koumegawa, 16 Feb. 2000. It is instructive to compare what was 

happening in the USA at this time. In October 1982, human insulin became biotechnology’s 
first product, as developed by Herbert Boyer’s fledgling company, Genentech, after it 
received approval from the US Food and Drug Administration to market genetically 
engineered human insulin. Kirin, therefore, was an early entrant to the newly emerging 
field of modern biotechnology. 
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company was on the verge of entering modern biotechnology, it was 62.7%. The 
share of beer in the total alcohol market culminated at 67% in 1982. Thereafter, 
increases in alcohol duties, coupled with changing demographics, resulted in a fall 
in alcohol consumption. According to Shuji Konishi, the company president at the 
time, Kirin decided to invest in pharmaceutical research and development in 
anticipation of a future slowdown in growth. Jun Kojima, of Kirin’s pharmaceutical 
division, noted that the firm was looking to diversify in the 1980s. While optimistic 
about its prospects, the management understood that there were risks involved.  

The firm’s strategy of diversification was also influenced by macroeconomic 
concerns. Owing to the two oil shocks of the 1970s, Japan experienced an economic 
downturn after a period of sustained expansion from 1955 to 1970, and the 
country entered a term of slower growth. Sales of beer, which had risen during the 
high-growth period, also suffered as a result. Consequently, in 1981, the company 
formulated a long-term vision whose central theme was, according to Kojima, 
“diversification into businesses somewhat related to our core business or 
competence.” 

This “relatedness” is significant. Kirin’s entry into new biotechnology was an 
example of diversification into products and markets that, at face value, bore no 
logical relationship to its existing ones. Nevertheless, there was a desire to use 
excess cash, and the directors hoped the company could benefit from synergy: the 
gains that can accrue from linking two or more activities. The extent of a firm’s 
familiarity with the technology and market being addressed explains much of the 
success, or failure, of new business-development strategies. The technological 
diversification of large, established firms should not be a “miscellaneous 
collection” of technologies from many fields, but, rather, diversification within a 
widely defined area of specialization (Penrose 1959). According to Shigeru 
Morotomi, deputy manager of its pharmaceutical division, Kirin was seeking 
something new that it could do using its brewing technology, and it entered the 
pharmaceutical domain with the aim of making drugs “the second pillar” of its 
business after beer. 

Kirin intended to leverage its existing expertise at a time when the techniques 
of new biotechnology had not yet been widely adopted, “due to the conservatism 
of the large Japanese pharmaceutical firms” (OIA 1992, p. 31). For many 
pharmaceutical companies, adopting these techniques involved a transition from 
the practice of “random screening” of compounds to “guided” or “rational” drug 
design (see Bevan et al. 1995; Galambos and Sturchio 1998; Henderson et al. 
1999). Koichiro Aramaki, of Kirin’s pharmaceutical division, recalled, “[At the 
time, the big Japanese pharmaceutical companies] had not yet tried research in the 
new area. We thought if we could use biotechnology as a competitive edge, we 
could take a leading position, at least in Japan.” 

In fact, the standing of Japan’s pharmaceutical companies was intriguing. By 
the mid-1980s, the market value of pharmaceuticals in Japan represented ∼15% of 
the worldwide market, second only to that of the USA at 28% (Inaba 1987, p. 50). 
Despite this position, Japanese companies were relatively minor players, as 
exemplified by the following data: 
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• In 1985, 54 of the 100 top-selling pharmaceutical products in Japan were based 
on foreign technology or licenses; only 46 were purely domestic products. 

• Overseas sales represented only 10% for most Japanese producers, as opposed 
to 22–98% for major European and US providers. 

• In 1985, only the largest of the Japanese producers, Takeda, had total sales 
exceeding $1 billion, a level that was surpassed by 11 US pharmaceutical 
companies (Dibner 1985, p. 1231). 

Moreover, contemporaneous estimates for the potential of the biotechnology 
market were promising. The 1987 market in Japan for genetic engineering and 
cell-fusion products was estimated at $240 million, up 44 % from 1986 (Miyata 
1987, p. 17). A 1985 survey by the Bioindustry Development Center (BIDEC) in 
Japan concluded that the market for products based on such technology to reach 
$21 billion by the turn of the century, or an increase of 88-fold over 15 years 
(Dibner and White 1989, p. 8). A subsequent survey predicted a market of 
$375 billion worldwide for all products of biotechnology by 2000. 

Besides these factors bearing on Kirin’s decision, there was parallel activity by 
Japanese government ministries and private firms. In 1981, the Ministry of 
International Trade and Industry (MITI) turned its attention to biotechnology, 
reflecting the industry’s strategic importance and MITI’s customary role in 
promoting the competitiveness of industries under its jurisdiction (Fransman and 
Tanaka 1995a, b). MITI recognized that from a long-range point of view these 
were the industries where income elasticity of demand was high (OECD 1986, 
p. 9). In the same year, MITI invited 14 companies to participate in the biotech-
nology part of its Programme on Basic Technologies for Future Industries (Jisedai 
sangyo kiban gijutsu kenkyu kaihatsu seido). In 1982, MITI established a special 
Bio-industry Office and began subsidizing companies and research institutions 
involved in biotechnology research. MITI’s activity encouraged more than 150 
companies, especially from the pharmaceutical, chemical, and food industries, to 
invest in research, with the expectation of future growth in the market for 
biotechnology-related products. 

Thereafter, other ministries and government agencies began to promote the 
biotechnology industry. They often established their own biotechnology research 
projects and assigned them to consortia of private companies, with the support of 
various subsidies. In doing so, different ministries competed with one another to 
extend their policies to sectors outside their jurisdiction, a trait that has been 
qualified as “bureau pluralism” (Aoki 1988; Okazaki 2001). This attempt by 
competing state agencies to compartmentalize biotechnology and the lack of 
policy coordination were criticized by industry (Tanaka 1991). Nevertheless, this 
intragovernmental pluralism may have helped to stimulate private enterprise and 
to promote the biotechnology industry during what has been called Japan’s first 
bio-boom (Miyata 1994). 
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8.4.1 Opportunity Recognition 

Against such a backdrop, Kirin recognized an opportunity to enter this strategic 
industry through corporate entrepreneurship. The suggestion was made by a senior 
managing director, Dr Tomoo Itoga, in the late 1970s, and supported by other 
senior executives. Several targets for diversification were proposed, such as agri-
biotechnology and genetically modified organisms. Masaharu Ishikawa, product 
development manager in Kirin’s Pharmaceutical Division, recollected that the firm 
first thought of various medical uses for fermentation products while recognizing 
that microorganisms that are fermented to make beer are different from those that 
are cultivated to fight cancer. 

Kirin’s decision to enter the field of new biotechnology became part of its long-
term vision, articulated in 1980, which declared the goal of becoming a company 
that “contributes to life and health around the world.” In the words of Jun-ichi 
Koumegawa, the step was taken by the firm as part of a natural progression 
because of Kirin’s accumulated fermentation, biochemical, and engineering 
expertise. Furthermore, in Jun Kojima’s view, the opportunity arose at an auspicious 
moment, when genetic engineering was just beginning. He commented, “Japan 
was not a global player, so we were aware that, in order to compete with existing 
pharmaceutical companies, it was necessary to use new technology.” 

Once the decision to diversify was made, the next questions that occupied Kirin 
concerned implementation: What entry strategy should it use? What target should 
be chosen? How would it develop the necessary competences? Akihiro Shimosaka, 
of Kirin’s pharmaceutical division, recalled that three entry strategies were 
proposed: to procure an embryonic product to develop by themselves, to undertake 
research and discovery, or to acquire a company. The company chose R&D, but 
then had to decide what the target would be.  

8.4.2 Early Efforts with Erythropoietin 

Kirin’s initial target was interferon, an antiviral protein produced in the body in 
response to infection by viruses, which was just becoming known as a promising 
anticancer agent. But interferon was a popular choice for other big companies, 
including Toray and Sumitomo Chemical, which had already decided to pursue its 
development. Kirin therefore selected a niche segment. 

Kirin’s decision to play on a less crowded therapeutic field led it to explore 
opportunities in nephrology, the treatment of kidney disease. It focused on 
developing a genetically engineered growth factor to replace erythropoietin 
(EPO), a naturally produced protein hormone that acts on stem cells in bone 
marrow to stimulate the production of red blood cells. According to a report in the 
US journal Science, Kirin’s researchers “were intrigued by the prospect of treating 
anemia in patients undergoing dialysis—patients whose failed kidneys couldn’t 
make the hormone on their own” (Kinoshita 1993, p. 596). 

Kirin’s researchers began studying how to isolate the human gene that produces 
EPO, clone it into cells, and mass-produce those cells, using a process that could 
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be likened to an “extension” of fermentation technology. They soon encountered 
difficulties, though, because the gap between their expertise and that required to 
produce a purified version of EPO needed for research was too great. 

8.4.3 Importance of Tacit Knowledge 

In deciding to “focus on kidney disease” and in trying to “clone or to identify EPO 
from the human body,” Kirin initially attempted to replicate the published results 
of Takaji Miyake, of Kumamoto University, who had first succeeded in producing 
human erythropoietin with colleagues at the University of Chicago in 1977.3 But 
this proved impossible for two reasons. First, while the results of a project are 
usually unambiguous, the ways in which they are obtained are usually not disclosed 
in detail in scientific publications. Scientists are often prone to secrecy, and 
seldom does a research paper reveal all that is needed to replicate an experiment 
(Collins 1982). Second, the scientific process involves a degree of technical know-
how and implicit knowledge that is difficult to convey in a paper.4 

The purification of erythropoietin described by Miyake and his colleagues 
involved a seven-step procedure, which included ion exchange chromatography, 
ethanol precipitation, gel filtration, and adsorption chromatography. Thus, although 
Kirin had recognized a “productive opportunity” (Penrose 1959, pp. 31–32) and 
was willing to act upon it, the company faced impediments that restricted its 
ability to respond to that opportunity. To pursue EPO development, specific 
scientific knowledge and skills were required. 

Kirin needed to ascertain whether it should accumulate the knowledge and 
skills it required via in-house research, or whether it should rely on external 
sources of knowledge. Accepting the latter, however, would have meant confronting 
a conundrum or “innovation dilemma”: in order to assimilate and utilize complex 
knowledge required for innovation, a firm must already possess some underlying 
prior knowledge. This is a firm’s “absorptive capacity,” defined as “the ability of a 
firm to recognize the value of new, external information, assimilate it, and apply it 
to commercial ends” (Cohen and Levinthal 1990, p. 128). But since some of the 
knowledge needed is tacit, this is difficult and costly to acquire, if not impossible. 
These complications may increase a firm’s incentive to develop the necessary 
knowledge internally. On the other hand, Japanese firms have historically been 
considered particularly effective and rapid users of external technology. 

                                                           
3 Interview with Isao Ishida, 15 Feb. 2002. In 1973, the work of Miyake became known to 

the famous American biochemist, Professor Eugene Goldwasser, of the University of 
Chicago, who was searching for the causal agent in blood that signals bone marrow to 
replace red blood cells. Goldwasser arranged for Miyake to go to the USA under an NIH 
grant to work with him. As a result, erythropoietin (EPO) was the first hematopoietic 
growth factor to be identified, in 1977. See Miyake et al. (1977) and Goozner (2004). 

4 Interview with Jun Kojima, 27 May 2002. Kojima confirmed: “In other words, there was a 
tacit part and we were unable to produce EPO simply in accordance with the papers. We 
could not easily replicate Dr. Miyake’s results.” 



8 Synergy, Strategy and Serendipity      157 

But how easy was it for Kirin to acquire the necessary expertise? In practice, it 
transpired that Kirin did both: it developed its in-house capabilities and it relied on 
external sources of knowledge. 

8.4.4 Scientific Gatekeepers and Academic Collaboration 

Kirin needed to accumulate in-house expertise in specific aspects of new 
biotechnology. This was achieved by three means: recruiting science graduates 
from the best universities, hiring senior researchers from academic institutes and 
other firms, and seconding staff to universities to participate in collaborative 
research projects.  

The majority of Kirin’s researchers were “recruited directly from universities.”5 
Tadashi Sado, general manager of Kirin’s pharmaceutical research laboratory, 
explained: “We were looking for good people from universities, and we employed 
them after [they had completed their] masters’ courses, especially from pharma-
ceutical and agricultural departments.” Their expertise lay in several fields: 
“chemistry, pharmacology, microbiology, genetics, protein chemistry, and molecular 
biology.”6 Kirin, like other major firms, recruited talented new hires en masse 
from leading universities each spring. The laboratories of university professors 
functioned in effect as information clearing-houses, whereby professors played 
decisive roles in allocating new graduates among leading firms (Aoki 1988, p. 252; 
Coleman 1999). 

For example, Jun-ichi Koumegawa, general manager of the product development 
department in Kirin’s pharmaceutical division, read microbiology at the University 
of Tokyo. When he entered Kirin in 1971, it was a decade before the company 
established its pharmaceutical division. He spent the first 3 years in the company’s 
brewing plant, before transferring to its central research laboratory, where he 
focused on the fermentation and brewing fields. He later undertook research in 
urology. 

Kirin also hired many people from pharmaceutical and chemical companies, as 
well as postdoctoral researchers and assistant professors from universities and 
public research institutes, as a mechanism for breaking routines in R&D and 
introducing novel ideas (see Nelson and Winter 1982).7 The practice of recruiting 
from other firms was unusual, given the lifetime employment system that 
prevailed in Japan at the time and which had evolved to protect companies’ 
investments in training their employees. Nonetheless, as Akihiro Shimosaka 
confirmed, “the pharmaceutical business had to be operated completely differently 
from the beer business,” and hence there was the need to recruit experienced 
people. Some were recruited from the established pharmaceutical companies, 

                                                           
5 Interview with Jun-ichi Koumegawa, 16 Feb. 2000. 
6 Interview with Tadashi Sudo, 1 Mar. 2000. 
7 Interview with Jun-ichi Koumegawa, 16 Feb. 2000. 
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especially for the toxicology study group, while members of the organic synthesis 
group came from Tokyo University or Kyoto University.8 

These key personnel facilitated the translation of scientific knowledge into 
skills that could be more directly exploited for industrial and commercial 
objectives, and they performed this role by being connected to an academic or 
professional network in which knowledge circulates. They can be thought of as 
the “scientific gatekeepers” who enabled Kirin to develop new competences. 
Technological gatekeepers have been discussed in the literature (Allen 1971, 
1984). They span boundaries, bridging the knowledge gap between two parties, 
and they can be either part of the organizational structure of producers or else 
internal to the users of new technologies (Cross and Prusak 2002). In bio-
technology, which is based to a large extent on scientific knowledge, “scientific 
gatekeepers” enable “the connections between basic scientific knowledge and 
possible industrial applications, as well as, more generally, between industry and 
scientific institutions” (Buratti et al. 1993). Accordingly, despite Japan’s reputation 
at the time for having an inflexible labor market, Kirin recruited such scientific 
gatekeepers. 

One such scientific gatekeeper was Isao Ishida, director of Kirin’s pharma-
ceutical business department and senior manager and team leader of its human 
antibody project. Ishida had earned his PhD in molecular biology from the 
University of Tokyo. Prior to joining Kirin, he worked for 8 years at the Tokyo 
Metropolitan Institute for Neuroscience. He also undertook 2 years’ postdoctoral 
research in molecular immunology on T-cell receptor γδ, under the supervision 
of Nobel laureate and immunologist Susumu Tonegawa at the Massachusetts 
Institute of Technology’s Center for Cancer Research. Tonegawa was awarded the 
Nobel Prize in medicine in 1987 for his discovery of the genetic principle for 
the generation of antibody diversity. Ishida was attracted to immunology, and 
Tonegawa was very interested in neurobiology. When Ishida returned to Japan in 
1990, he joined Kirin and worked in the Central Laboratories for Key Technology 
(CLKT), which had opened in February 1987 outside Yokohama. The CLKT 
undertook basic research in biotechnology, genetic engineering, protein engineering, 
and cell technology. Ishida specialized in chromosome engineering and acquired a 
reputation for the development of human antibody medicines for patients with 
immunity deficiencies suffering from cancer or infectious diseases. He had 
decided to join Kirin instead of a mainstream pharmaceutical company, because it 
offered the prospect of applying his knowledge to a broader field. As he put it: “In 
Kirin, my knowledge of molecular biology was diversified to plant science and 
also medical science. I was doing basic research in all areas for Kirin: beer- and 
yeast-related, and also pharmaceuticals.”9 

In addition to employing scientific gatekeepers, Kirin cultivated academic links 
through collaborative research projects with many universities, such as Tokyo, 

                                                           
8 Interview with Akihiro Shimosaka, 15 July 2002. 
9 Interview with Isao Ishida, 15 Feb. 2002. 
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Kyoto, and Keio Universities.10 Most of these projects lasted from 1 year to about 
5 years.11 Shimosaka reported that the pharmaceutical division sent its researchers 
to leading universities, including Tokyo University, the Microbiology Department 
of which was known for the discovery of anticancer drugs. Researchers were also 
dispatched to Bikaken (the Microbial Chemistry Research Foundation) in Tokyo. 
Researchers interested in the hematopoietic growth factor were sent to Fumimaro 
Takaku’s laboratory at Tokyo University.12 

In conclusion, the recruitment of capable science graduates, the connections 
established by its in-house scientific gatekeepers, and its active participation in 
projects with academia all facilitated Kirin’s transition to the new biotechnology. 
These were instances of search activities designed to change or replace Kirin’s 
existing behavior patterns, as depicted in the neo-Schumpeterian model.  

8.5 Serendipity 

Another search outcome that facilitated Kirin’s transition to new biotechnology 
was a landmark joint venture that it established in early 1984. Strategic alliances 
for the acquisition of new competences were prevalent among Japanese firms, 
which benefited from such knowledge links when commissioning research or 
establishing licensing agreements (see Badaracco 1991). The alliance in this case 
was with the new – and still small – US biotechnology firm Amgen.13 Japan at the 
time had no start-up biotechnology firms that were comparable to those in the 
USA (Lynskey 2003, 2004a–d, 2006). 

By the end of 1983, Kirin had amassed information on EPO gene cloning and 
had identified two new American biotechnology firms – Amgen and Genetics 
Institute – as having the EPO gene as recombinant technology. Amgen had just 
made a significant breakthrough in its research into the treatment of renal anemia. 
Fu-Kuen Lin, an Amgen molecular biologist, had succeeded in cloning EPO in 
                                                           
10 Interview with Jun-ichi Koumegawa, 16 Feb. 2000. For example, in its research on 

transchromosomic mice and human immunoglobulin genes, Kirin worked with Mitsuo 
Oshimura in the Faculty of Medicine, Tottori University. For its human antibody project, 
Kirin worked with Kazunori Hanaoka in the Laboratory of Molecular Embryology, 
Kitasato University. Kirin also collaborated with research institutes, e.g., with Michio 
Oishi at the Helix DNA Research Institute in Chiba. 

11 Interview with Tadashi Sudo, 1 Mar. 2000. 
12 Interview with Akihiro Shimosaka, 15 July 2002. Takaku was an expert in hematopoietic 

growth factor and also belonged to the National Hospital Center. 
13 Amgen was founded in April 1980, by venture capitalists Sam Wohlsteadter and William 

Bowes, with a UCLA molecular biologist, Winston Salser, and about $200,000 in seed 
money. They persuaded a senior scientific executive, George Rathmann, from Abbott 
Laboratories, to join the company. In February 1981, they attracted additional capital 
by selling shares privately for $18.8 million, at the time one of the largest private 
placements ever for a biotechnology business. Amgen became the largest biotechnology 
company in the world, with an annual turnover exceeding the entire British biotechnology 
industry. 
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October 1983, the first time that any company except Genentech had cloned a 
human protein. Kirin’s scientists read Amgen’s December 1983 announcement 
that it had produced the EPO hormone by splicing the human gene into bacteria, 
yeast, and mammalian cells. Akihiro Shimosaka recalled, “During the course of 
our erythropoietin research, we were aware that some competitors were interested 
in this molecule [EPO]. For example, we knew that Biogen had a contract with 
Schering-Plough for erythropoietin research. Then we found this news [about 
Amgen] when it was released in early 1984, in the January issue [of Experimental 
Hematology].”14 

Collaboration between entrepreneurial, advanced-technology firms and large, 
capital-rich companies offers “the possibility of reasonably quick market impact 
and profitability, for it seeks to build on competitive strengths already in place” 
(Roberts 1980). But Kirin was certainly not the first – or, indeed, the most obvious – 
choice of partner for Amgen. Fortunately, though, there was serendipity on its 
side, and the entrepreneurial alertness and opportunity recognition of a Kirin 
manager proved timely. According to Shimosaka, Kirin had set up a monitoring 
group to ascertain which companies were doing research in the field, and it 
learned of Amgen’s success in December 1983. Kirin then contacted the small 
start-up directly, only to discover that Amgen had already been approached by 
several other companies.15 It had made a deal with Schering-Plough that excluded 
the Japanese market; for this market, it had been approached by Toyobo. 
However, according to Shimosaka, other Kirin managers failed to notice the 
significance of the report of Amgen’s announcement of its research findings. “We 
were very lucky we could have access to Amgen. We already had the phone 
number and telex number and we called them directly. Amgen was very small … 
fewer than 90 employees. They said they had already been contacted by several 
companies. This report [about Amgen producing EPO] was ignored by other 
managers in Kirin. It was found by my wife, …  who reported it to her 
management in Kirin. But it was not well understood.  She told me this 
information, and I made a few phone calls.”16 

8.5.1 Origins of the Alliance with Amgen 

Early in February 1984, Dr George B. Rathmann, the president of Amgen, 
received a telephone call from a Kirin representative who enquired why Rathmann 
was not answering the numerous telex messages that Kirin had sent him. It 
                                                           
14 Interview with Akihiro Shimosaka, 15 July 2002. 
15 Jun-ichi Koumegawa said, “When we established the agreement with Amgen, it was a 

very small company; maybe the total number of employees was about 120.” Interview 
with Jun-ichi Koumegawa, 16 Feb. 2000. At the end of 1981, Amgen’s staff numbered 
42, expanding to 100 in 1982. See Rathmann (1999). 

16 Interview with Akihiro Shimosaka, 15 July 2002. According to Kirzner (1982b, p. 273), 
“Entrepreneurial profit opportunities exist where people do not know what they do not 
know, and do not know that they do not know it. The entrepreneurial function is to notice 
what people have overlooked.” 
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transpired that Kirin had used the wrong telex number, but the caller nevertheless 
wished to arrange an appointment the following week to discuss licensing rights to 
EPO. This was an 11th hour appeal, according to Jun Kojima: “At the time, many 
Japanese companies had already embarked on negotiations with Amgen. If we 
were any later in entering into negotiations, we would have been too late.”17 

The lead negotiator from Kirin was Dr Shimosaka. He displayed entrepreneurial 

Amgen in the United States, held in February 1984, at which he explained to 
Amgen that although Kirin had competences in research, it was not yet able to 
purify EPO and clone the gene. He pointed out that, although there were several 
new biotechnology firms such as Amgen that were able to license their technology 
to other companies, technology in isolation is insufficient, and a technological 

Shimosaka suggested to Amgen that the key to the pharmaceutical industry was 
marketing. With the R&D function alone, a firm may have profits, but not for 

as a biotechnology venture.18 
Although Amgen had several potential suitors, many pharmaceutical companies 

were uninterested in EPO at the time. There were several reasons for this, which 
seem surprising in retrospect because of the product’s subsequent success. First, 
even after the protein was cloned, there was uncertainty about whether EPO would 
be efficacious and free of side effects. Second, the economic feasibility of 
producing an effective dosage at a price that would represent a saving over the 
blood transfusions that EPO treatment would replace was another uncertainty. 
Third, EPO was an injectable product, and few pharmaceutical products that were 
limited to a subcutaneous delivery system had achieved prominent success. 
Finally, EPO represented a significant change in therapeutic approach, and it was 
difficult to ascertain a priori the potential size of the market, because there were 
no competing products at the time.  

According to Shimosaka, Amgen’s president understood the importance of 
marketing and the need to grow from being a small biotechnology venture firm. 
The next question for Amgen was how development expenditures in the United 
States would be financed. Kirin proposed a joint venture, to be called Kirin–
Amgen, in which both parties would have equal rights.19 This was to be a holding 
company, which would license to Amgen or to Kirin in their respective territories. 
It would cover all the development costs in the United States and Japan, and Kirin 
would fund the company based on estimates for these costs. 

The agreement was brokered remarkably quickly, despite some initial hesitation 
from Tokyo. Unlike most negotiations involving the terms and conditions of 
international strategic alliances, this deal to commercialize a genetically engineered 

                                                           
17 Interview with Jun Kojima, 27 May 2002. 
18 Interview with Akihiro Shimosaka, 15 July 2002. 
19 Interview with Akihiro Shimosaka, 15 July 2002. 

lead cannot be sustained for too long because of innovations from other firms. 

tion with Amgen would provide. Shimosaka recalled the first meeting with 

long. But with the marketing function, a firm can survive. Hence, the question for 

“alertness” (Kirzner 1982a, b) by recognizing the opportunity that collabora-

Amgen was whether it wanted to survive as a pharmaceutical company or purely 
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substance for treating kidney disease was struck in just 3 days. This was extra-
ordinary, particularly when one considers the longevity of the arrangement (cf. 
Prevezer and Toker 1996). 

Rathmann met Kirin’s representatives in Japan in March 1984, when the 
concept for the partnership was decided. Amgen first suggested, without citing 
specific figures, an exclusive Japanese license for Kirin in exchange for a front-
end payment and a significant royalty. Kirin, however, insisted on more than 
marketing rights in Japan. The negotiations might have ended there, but Amgen 
agreed that EPO be developed and marketed in a joint venture. Rathmann 
acknowledged that Amgen’s primary market was the United States, but he 
conceded that international posture was an important strategy that would be 
furthered by having Kirin make and market EPO in Japan. A license and its 
accompanying royalty rate would have assumed something about market size and 
profit margins. In contrast, the advantage of a joint venture was that risk and 
return sharing would be self-compensating for unknowns on both the downside 
and the upside. In a 50–50 joint venture, the partners would share equally in the 
costs, if it proved to be more expensive than expected to take EPO though clinical 
trials, and would likewise share the benefits if sales exceeded expectations. Philip 
Whitcome, director of strategic planning at Amgen, expressed satisfaction with the 
arrangement, commenting on Kirin’s positive attitude during the negotiations. 

8.5.2 Structure of the Joint Venture 

The Kirin–Amgen joint venture was managed by a board comprising three 
representatives from each company. The post of president and CEO was held by 
Amgen, and that of chairman was controlled by Kirin. Rathmann served as the 
first president and CEO of Kirin–Amgen until 1988. The venture was capitalized 
at $24 million, with a cash infusion of $12 million from Kirin and an investment 
by Amgen of $4 million, plus proprietary gene-splicing techniques required to 
manufacture EPO, and valued at $8 million. 

The main function of the joint venture was to manage technical exchange and 
product development between Kirin and Amgen. Since both the partners undertook 
the R&D themselves in exchange for a fee charged to the joint venture, in practice 
Kirin–Amgen assumed a largely planning and monitoring role. The principal 
concern at the outset was whether the manufacturing of EPO from host cells could 
be refined to the point where it would be economically feasible. It was agreed that 
Amgen would spend its $4 million contribution on bringing the production 
method to the point of economic feasibility within 18 months. If this could not be 
accomplished within the specified resource constraints, Kirin would have the 
option of taking its $12 million and relinquishing the alliance. Amgen passed this 
milestone within several months, and the level of feasibility achieved was about 
50 times the level of efficiency that existed at the time of the preliminary 
agreement in spring 1984. The transfer of the methods for producing host cells and 
for using the cells to manufacture EPO – using roller bottling technology and 
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manufacturing scale-up techniques developed by Kirin – was accomplished in late 
1984, and Kirin committed its initial $12 million.  

Technology – or, more precisely, “knowledge” – transfer (Lynskey 1999) was 
accomplished mainly through visits of Kirin representatives to Amgen. When 
contact between both parties was most extensive, four Kirin researchers at any one 
time were assigned to Amgen, with some staying as long as 3 years. Much of the 
exchange of know-how related to the gene-splicing technique used to produce 
EPO and the treatment of host cells in order to maximize production. Most 
biotechnology firms at that time were involved in some type of relationship that 
resulted in technology transfer to Japan. 

Originally, Kirin–Amgen owned all the rights to EPO, and a 5% royalty on all 
sales of EPO by the partners and their licensees went to the joint venture. It was 
later decided, however, that only dialysis sales in the USA and Japan would 
deliver royalties to Kirin–Amgen, and that EPO marketed for other indications 
would not be royalty-bearing.  

8.5.3 Kirin’s Contributions and Manufacturing Scale-Up 

In addition to its financial input and skills in mass-cultivation techniques using 
microorganisms, Kirin made several important contributions to the venture. First, 
the collaboration during clinical trials brought substantial benefits. Kirin handled 
all the clinical trials in Japan for EPO (and for the subsequent product, G-CSF), 
including animal tests.20 Second, it was important to the process of regulatory 
approval for the manufacturing techniques to be translatable between the partners. 
This is because EPO has five isoforms, and it was critical that the partners were 
able to show regulators that the proportions were standardized for the purpose of 
evaluating efficacy and side effects. When firms are working to improve the 
efficiency of a manufacturing process, there may be a failure to record all the 
knowledge accumulated. That the joint venture was able to prevent loss of 
codified and tacit knowledge and to meet regulatory standards was the result of 
the effectiveness of its technology transfer procedures and of Kirin’s absorptive 
capacity. 

Kirin also demonstrated entrepreneurial alertness and opportunity recognition 
when it made an unexpected technical contribution to the design of the partners’ 
manufacturing facilities for EPO. Manufacturing the active ingredient of a 
compound involves scaling up from the laboratory bench to a commercial level. 
Amgen had initially wanted to use a manufacturing process in which roller bottles 
washed nutrients over the living, gene-spliced host cells that produce the EPO 
protein, but experts contended that it would never be able to scale up roller bottles 
into a production technology. However, a few Kirin engineers believed that the 
roller-bottle process could be automated, and, with the help of one of the 

                                                           
20 Kirin’s second hematology product, G-CSF (granulocyte colony stimulating factor), was 

a protein that stimulates the production of neutrophils, the white blood cells used in the 
creation of antibodies to help prevent bacterial infections. 
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company’s suppliers, they were able to produce such a machine.21 Development 
involved physiological and biochemical research on mammalian cells and 
microorganisms, and adapting the bottle-handling technology utilized in the beer 
brewing industry to mammalian cell culture. An Amgen employee visited Japan 
for about a month to learn the specifics of running the automated roller bottle-
handling machine, which allowed production to be increased simply by increasing 
the number of bottles. The automated process was subsequently used at Kirin, 

manufacturing and marketing rights for EPO (see Oda 2001). 

8.5.4 Outcome of the Joint Venture 

In 1989, recombinant EPO was approved, along with the manufacturing process 

sales through all licensees were more than $600 million in 1991. EPO became the 

China.  
Several benefits accrued to Kirin as a result of its relationship with Amgen: 

• Kirin entered the pharmaceutical market in Japan with two successful products. 
After abandoning its work on interferon, Kirin initiated development of EPO 

commenced marketing Espo (recombinant α-EPO) in Japan on 23 April 1990, 
and by the end of 1991, sales of EPO in Japan was running at ¥40 billion 
annually – more than that for interferon. Kirin’s second pharmaceutical 
product, Gran® (recombinant G-CSF), was launched in December 1991 and 
quickly dominated its category. 

• Kirin achieved its stated goal of leveraging technology to become a successful 
domestic competitor. In 1992, sales of Espo and Gran were ¥18.6 billion, an 
increase of 84.5% on 1991. Kirin gained 38% of the EPO market in Japan and 
54% of the G-CSF market. Kirin thus drew ahead of its main rival, Chugai 
Pharmaceutical Company, in the sales of similar products. Although 
pharmaceutical products accounted for less than 3% of Kirin’s 1992 sales of 
¥1.64 trillion, this was expected to grow. In the same year, Kirin was ranked 
the 28th largest company in Japan, in terms of income. The Japanese market for 

                                                           
21 The core engineers were Ken Suzuki, vice president, pharmaceutical research laboratory, 

Kirin Brewery, Takahashi, Gunma; Hajime Ichihashi, plant manager, pharmaceutical 
production plant, Kirin Brewery, Takahashi, Gunma; and Atsuo Odagawa, production 
manager, pharmaceutical production plant, Kirin Brewery, Takahashi, Gunma. 

Amgen, and more than 70% of the companies worldwide that were granted 

with Amgen in June 1984 and began clinical trials in May 1985. Kirin 

was later revised to $350 million (Chase 1984). EPO sales increased sharply 

world’s fastest-selling drug in terms of annual sales, with global sales of more 
than $7.8 billion in 2002. The trade name used by Amgen for marketing the 
product was Epogen®, while Kirin branded it under the name Espo® in Japan and 

developed by Kirin based on roller-bottle cell culture. Amgen’s initial estimate 

$97 million in 1989, $276 million in 1990, and $409 million in 1991. Worldwide 
on a quarter-to-quarter basis throughout its introductory period. Sales was 

of the worldwide market for EPO was $100 million a year, but this figure
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EPO products in 2000 was about ¥110 billion, of which Espo held a 40% share. 
In the same year, the domestic market for G-CSF products was ¥45 billion, of 
which Gran had a share of 45%. Espo, accounting for 70% of Kirin’s 
pharmaceutical business, achieved sales of  ¥45 billion in 2000. 

• Kirin expanded the development and sales of its pharmaceutical products in the 
Far East – the fastest-growing market for pharmaceutical products. It 
established a wholly owned subsidiary in Taiwan, and entered into a joint 
venture in South Korea. In China, Kirin and Amgen agreed to cooperate on 
sales of EPO and G-CSF. 

• Building on its experience with Amgen, Kirin founded the La Jolla Institute for 
Allergy and Immunology in San Diego in November 1988 and provided the 
center with several million dollars in research funding annually. This research 
center was located in a rich biotechnology cluster, close to the University of 
California at San Diego, the Salk Institute, and the Scripps Research Institute. 
The institute opened with a staff of around 40–50 Japanese and American 
scientists. Its first scientific director was Kimishige Ishizaka, an immunologist 
who had been at Johns Hopkins University in Baltimore, and was known for his 
discovery of immunoglobulin-E antibodies in 1966. From its location in a US 
biotechnology cluster, the institute was in a position to provide an exemplar of 
excellence for Kirin’s researchers in Japan. 

• Kirin and Amgen augmented their relationship, first with an agreement in 1994 
to jointly develop thrombopoietin (TPO); and then with one in 1996 to 
collaborate in developing a new molecule, novel erythropoiesis-stimulating 
protein, whose properties in anemia treatment were superior to those of EPO. 

8.5.5 Key Success Factors 

What made the Kirin–Amgen joint venture successful? How did it manage to 
achieve longevity, facilitate exchange of know-how, and help to build independent 
businesses, when managerial folklore suggests that many similar alliances are 
prone to failure (Jones and Shill 1993)? One pharmaceutical analyst commented 
that Kirin’s strategy was unique, with the result that it was the only one among 
Japanese food and beverage companies that invested in biotechnology to be 
successful.22 Although early negotiations owed much to serendipity, hinged on 
entrepreneurial alertness and persistence, and led to an agreement that was hastily 
arranged, the outcome was successful for several reasons: 

• Kirin was patient and took a long-term view of its investment, despite the fact 
that it cost $80 million to secure approval from the US Food and Drug 
Administration for EPO at a time when the joint venture brought in no income. 
Lowell Sears, senior vice president of Amgen, described the relationship with 
Kirin as follows: “We talked to just about everybody that moved. … They 

                                                           
22 Shigero Mishima, Pharmaceuticals Analyst, S. G. Warburg (Japan), quoted in Hamilton 

(1993a, p. 1; 1993b, p. B3) . 
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[Kirin] weren’t a logical choice – they weren’t in pharmaceuticals, they had no 
background. But they had done their homework. … Of all our corporate 
partners, Kirin has been the most flexible and the most understanding. If it had 
been an American company, it wouldn’t have worked, because most American 
companies lack the patience and flexibility.” 

• Kirin’s prime intention was not to harvest valuable research, but to use the joint 
venture as a platform from which to learn how US biotechnology firms 
translated research into commercially viable products. Since there were no 
biotechnology venture firms in Japan at the time (Lynskey 2006), Kirin was 
unable to learn from a domestic venture. Moreover, despite its market size and 
the technical expertise of its scientists, Japan generally perceived itself as 
trailing other nations such as the USA in the commercialization of bio-
technology (Science and Technology Agency 1997). Koichiro Aramaki, the 
head of Kirin’s pharmaceutical division, observed that academic research in the 
United States was more advanced and energetic than scientific study in 
Japanese universities. 

• The complementary resources and contributions of each partner brought 
synergy to the joint venture. The merits of the alliance were acknowledged by 
Rathmann, who explained that Kirin provided the funding needed to bring 
Amgen’s product to market. In describing the value of the deal to his company, 
he pointed out that small biotechnology companies have two goals: to establish 
their long-term viability as a business and to raise the necessary cash for 
developing their products over the short term. Few deals were considered as 
useful in meeting these goals. According to one research analyst, “Japanese 
companies were strong in antibiotic-screening and fermentation technologies,” 
especially when it came to scaling up to industrial production levels.23 Kirin–
Amgen commenced development of EPO in June 1984 and Kirin started 
clinical trials in May 1985, an interval which is indicative of Kirin’s existing 
familiarity with the underlying biotechnology. Kirin’s complementary 
resources – such as its manufacturing expertise and distribution presence in 
Asian markets – helped Amgen increase its revenues from $44 million in 1987 
to $1 billion-plus in 1992, an extraordinary rate of 90% a year (Torres 1999). 
Amgen’s Epogen had worldwide sales of $4 billion in 2000. Amgen subse-
quently became the world’s largest independent biotechnology company. It was 
also ranked as the 54th largest company in the world in 2002, surpassing 
several well-known American and European pharmaceutical companies (e.g., 
Pharmacia, Aventis, Schering-Plough), and Japan’s largest pharmaceutical 
company, Takeda (ranked 110th-largest company in the world).24  

Kirin maintained this relationship with Amgen, and developed a network of 
similar ties with other firms that involved licensing and R&D cooperation in 
several therapeutic fields. By 2005 pharmaceuticals represented Kirin’s third 
                                                           
23 Hidemaru Yamaguchi, biotechnology research analyst, Nomura Research Institute, 

Tokyo, quoted in Dambrot (1992, p. 44). 
24 Amgen’s annual turnover exceeded that of the entire British biotechnology industry in 

2003. See Financial Times (2002).
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business pillar – after alcohol and soft drinks – and accounted for 4% of sales and 
13% of its operating income.25 

8.6 Strategy 

Rather than grow too quickly or cover widely different therapeutic fields, Kirin 
chose to strengthen what it saw as its unique technology in specific areas, adopting 
a so-called smart, focused strategy concentrated on niche areas and specific 
technology.26 Isao Ishida, director of Kirin’s pharmaceutical business department, 
emphasized that while the large pharmaceutical companies had grown larger 
through successive bouts of mergers and acquisitions during the 1990s (see 
Schweizer and zu Knyphausen-Aufsess in this volume), they also needed a 
blockbuster drug. He suggested that, although Kirin’s pharmaceutical business did 
not need a blockbuster, as a small company with only 1,000 employees, it did 
need a special technology to develop its own products. Thus, Kirin engaged in 
research that the giant companies avoided because it needed only one core 
technology.27 This sentiment was echoed by Ken Yamazumi, Kirin’s director of 
corporate planning for pharmaceuticals, who described the company’s goal as 
“surviving in a niche as a maker with special characteristics.” 

8.6.1 Targeting Niche Therapeutic Fields 

Kirin targeted four therapeutic areas: hematology, oncology, nephrology, and 
allergy and immunology. Looking merely at the first of these fields, Kirin’s joint 
venture with Amgen led early-on to the development of Espo (EPO) and Gran (G-
CSF), both of which involved gene-splicing techniques using recombinant DNA 
technology.  

Also in hematology, Kirin researchers pioneered the cloning of TPO, a protein 
hormone that stimulates the production of platelets in the blood. It is used in the 
treatment of thrombocytopenia, which occurs as a complication of chemotherapy 
in cancer treatment. In June 1994, Kirin was one of four companies to announce 
that they had independently discovered MGDF (megakaryocyte growth and 
development factor), also called platelet growth factor or thrombopoietin, and had 
applied for patents. Amgen published its findings in the US journal Cell, on 1 July 
1994. Its rivals, Genentech and ZymoGenetics, published their findings in the 
British journal Nature, on 16 June 1994, and another US company, Immunex, also 
described its work on the compound. 

                                                           
25 In 2005, Kirin’s pharmaceutical sales increased 7.8% to ¥67.6 billion and operating 

income increased 17.3% to ¥14.2 billion, representing 13% of a record consolidated 
operating income of ¥111.7 billion. 

26 Interview with Jun-ichi Koumegawa, 16 Feb. 2000. 
27 Interview with Isao Ishida, 15 Feb. 2002. 
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Although the existence of TPO had been suspected for 30 years, no one had 
previously been able to detect it, because it is an extremely rare substance. Amgen 
and Genentech had used a chemical receptor to help purify the hormone from 
blood. ZymoGenetics adopted the converse technique, called expression cloning, 
which involved looking for the activity and then trying to isolate the material, 
rather than attempting to isolate the material and then seeing whether it would 
cause the activity (Metcalf 1994). Kirin, to everyone’s astonishment, had 
independently isolated the platelet-stimulating protein by chemical purification 
through a process of ever more refinement and purification of blood to isolate the 
platelet growth factor and determine whether it caused the activity. 

Kirin and Amgen immediately decided to expand their existing joint venture to 
develop and market the product, as they had done with the earlier compounds, 
EPO and G-CSF. The agreement was negotiated quickly: “In a single morning, we 
had a deal,” Kevin Sharer, Amgen’s president remarked, while Gordon Binder, 
Amgen’s CEO, referred to Kirin as “an excellent partner.” 

Not only was this the third Kirin–Amgen development project to be settled 
quickly, but it was also seen as an appropriate match, since the collaboration was 
able to wield two patents as weapons in any legal wrangling that might have 
ensued. Additionally, the experience of Kirin–Amgen in guiding EPO and G-CSF 
through development and clinical trials to market launch was seen as an indication 
of prospects for the successful commercialization of TPO. 

In August 1995, Kirin and Amgen acquired from ZymoGenetics and its parent, 
Novo Nordisk (Denmark), the rights to their TPO, thereby eliminating a 
competitor. These licensing rights brought Kirin–Amgen useful technology, 
strengthened its patent position, and complemented the development of MGDF, 
the novel platelet growth factor that Amgen and Kirin were codeveloping. The 
arrangement was also seen as a swift means to commercialization. Novo Nordisk’s 
chief scientific officer remarked that teaming up with Amgen and Kirin, both of 
which had experience in oncology, would be “the best and fastest way to develop 
and get TPO on the market and to ensure a strong competitive position.” The 
arrangement was seen also as a logical choice for Kirin, as the company had 
established good relations with doctors specializing in diseases caused by blood 
problems. 

8.6.2 Cell Therapy and Stem Cell Research 

Besides its research activities in four main therapeutic areas (hematology, 
oncology, nephrology, and allergy and immunology), Kirin also conducted 
research into stem cells and cell therapy. This involved attempts to isolate blood 
cells that attack cancer cells in order to reproduce them in large quantity for 
injection into patients. There were great expectations for this research. According 
to one Kirin official, if through this method they could replace cancer-control 
agents as a means to treat cancer, they could expect the market to rise to 
¥100 billion a year in Japan alone. Katsuhiko Asano, president of Kirin’s 
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pharmaceutical division, predicted that these technologies “will change the 
business structure of pharmaceutical companies.” 

Kirin’s research in these fields derived from its work in hematology and 
immunology, particularly EPO and G-CSF, as well as its hemotopoietic growth 
factors and other compounds that could potentiate an immune response. The 
emphasis, however, was on cell therapy instead of drug therapy, although the 
techniques could be used to develop new drugs. Yasunori Yamaguchi, a scientist 
in Kirin, explained the firm’s motivation for entering the field of cell therapy: “ost 
medical products just target one molecule or one cell type, but the cell itself can 
do a lot to treat patients. This is a new therapy, especially for refractory diseases 
such as cancers, which cannot be cured by drug therapy.” Yamaguchi pointed out 
that the field was strategically related to the firm’s established business in 
hematology.28 

Kirin’s researchers developed considerable knowledge of blood cell biology 
and identified two types of cell on which to focus their research activities: the 
CD34 stem cell and the dendritic cell for cancer immunotherapy. In the case of the 
latter, they collaborated with Rockefeller University in New York.29 Having 
ascertained that cell therapy held promise in the treatment of cancer, chronic 
infectious diseases, and autoimmune diseases, Kirin established alliances in 
December 1998 with two pioneers in the field: AmCell, a biotechnology venture 
firm based in Cologne, Germany, to work on CD34 stem-cell research; and 
Dendreon, a biotechnology firm based in Seattle, to collaborate in dendritic cells 
research. Prospects for the development of dendritic cell-based immunotherapies 
appeared promising.30 Similarly, the CEO of Dendreon observed that his firm was 
looking forward to developing a new class of dendritic-cell-based therapeutics 
with Kirin. 

These relationships were subsequently cemented, and clinical trials were 
conducted. The alliance with Dendreon, for example, evolved from a collaborative 
licensing agreement into a joint research and clinical development agreement that 
also culminated in the regulatory support needed to gain marketing approval. 
Thus, it took in a range of different functions in the business value chain. 

8.6.3 Monoclonal Antibodies and the Transgenic Mouse 

Another niche area in which Kirin pursued research was human monoclonal 
antibodies. Although monoclonal antibodies had the potential of being highly 
targeted drugs – and hence had been dubbed “magic bullets” – until the late 1990s, 
they had not delivered the benefits that their discovery promised. This was 
                                                           
28 Interview with Yasunori Yamaguchi, 1 Mar. 2000. 
29 For example, Yasunori Yamaguchi spent 2 years, from 1992 to 1994, doing postdoctoral 

research with Dr Ralph Steinmann, the discoverer of dendritic cells, at Rockefeller 
University. 

30 Koichiro Aramaki, president, Kirin Pharmaceutical Division, quoted in “Dendreon and 
Kirin to Develop and Commercialize Dendritic Cell Therapies,” Business Wire, 10 Dec. 
1998. 
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because the antibodies, which were manufactured in mice, provoked an immune 
response in humans that made them unusable as pharmaceuticals. The race to 
rectify this early defect generated ferocious competition among biotechnology 
firms.  

A number of researchers responded to the early setbacks with mouse antibodies 
by creating “transgenic mice.” These produced antibodies that were mostly 
human, but they still retained a rodent component. Ideally, however, a transgenic 
mouse bearing genes for an entire human antibody would produce a fully human 
monoclonal. The antibody-making cell could then be isolated to generate an 
unlimited supply of antibodies. 

Kirin was a surprisingly early entrant into this new field. In 1992, it initiated a 
project to produce a transgenic mouse containing human immunoglobulin. The 
decision to do so, and the resulting technological breakthrough achieved, again 
owed much to serendipity. The idea to enter this field stemmed from the 
postdoctoral research of Isao Ishida on transgenic mice in Susumu Tonegawa’s 
laboratory at MIT in 1989. Ishida described how he started the project in 1992 
while conducting unrelated research on GMOs at the Central Laboratories for Key 
Technology.31 

Ishida’s research was spurred by entrepreneurial alertness and opportunity 
recognition. He was aware of developments at two US biotechnology firms – 
GenPharm (later called Medarex) and Cell Genesys (later called Abgenix) – and 
of the problems they were encountering in producing strains of mice that had been 
genetically altered to produce human disease-fighting antibodies. Both firms 
published papers in 1994 on their attempts to create a human antibody mouse and 
announced their intention to commercialize such mice. They were ahead of Kirin, 
but were using conventional transgenic technology in an effort to insert the human 
antibody into a mouse. Ishida read the results in Nature and Nature Genetics and 
realized that, although Kirin’s competitors were making progress, their technology 
had limitations. “They couldn’t put the whole antibody gene into the mouse 
because of the size limitation for the transgenesis. They could only produce 
antibodies that retained some of the properties of the mouse.”32  

Ishida realized that it was necessary to come up with a way to put the whole 
human immunoglobulin gene into a mouse, and started to develop human 
chromosome technology. He recognized that a mouse producing fully human 
antibodies would be a huge advance, because it would hasten the development of 
new medicines and reduce the possibility of a patient’s immune system rejecting 
the drugs, which was possible with part-mice antibodies. Drugs based on human 
antibodies would prove more effective than laboratory-developed drugs, because 
they harness the body’s naturally powerful antibodies to fight disease. 

Ishida had only one colleague working with him on the project at the time, and 
he was also involved in plant biology GMO research. Thus, he and his partner 
devoted just half of their time to the mouse project.33 They worked to overcome 
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several technical challenges: inactivating the key genes the mouse uses to produce 
its own antibodies and then inserting human genes. They could only hope that the 
transplanted human antibody genes, which differ from those of the mouse, would 
succeed in initiating the maturation cycle that leads to antibodies capable of 
binding tightly enough to antigens to prove effective. 

In recounting his experiments, Ishida said that whereas GenPharm and Cell 
Genesys had to clone the whole chromosome into the plasmid or vector, a difficult 
and time-consuming task, he simply selected the human chromosome and put it 
into the mouse. He did not expect this to work, because the mouse’s cell would 
then have one extra chromosome, which might have led to chromosome 
abnormality, similar to Down’s syndrome in humans. Ishida also pointed out that 
he had taken the unconventional approach of picking the chromosome from 
human-derived skin fibroblasts. Since the skin does not normally express 
antibodies, the chromosome, or antibody locus, was transcriptionally silent. When 
this chromosome was put into the mouse, the mouse accepted it and there were no 
abnormalities. The result was a breakthrough. Although there was no guarantee 
that the differences between mouse and human genes would not have severe 
consequences, Ishida was prepared to try. The research worked remarkably well, 
and he succeeded in creating for the first time ever a mouse that produced fully 
human antibodies with high affinities for a target. 

Kirin’s TransChromosome Mouse (TC Mouse) was a genetically engineered 
mouse containing the full complement of human genes for producing antibodies.34 
That is, the mouse genes relating to antibodies were functionally replaced by the 
entire human chromosomal loci responsible for making human antibodies. Ishida 
published his results in Nature Genetics in 1997 and in subsequent papers (e.g. 
Tomizuka et al. 1997). The news was also reported in the media, including the 
New York Times and the Washington Post. NHK (Japan Broadcasting Corporation) 
also reported the event in a broadcast. This experimental animal was recognized as 
“a valuable means of gaining insight into in vivo functions of human genes, for 
studying human genetic disorders and for developing new ways of making 
antibodies.”35 

Both of the pioneering US biotechnology firms – Medarex and Abgenix – 
contacted Kirin after the innovation became known. As a result, Kirin entered into 
an alliance with Medarex in January 2000 to commercialize technology for 
creating fully human monoclonal antibodies. This alliance promised synergy by 
combining complementary assets. Medarex’s HuMAb-Mouse technology had 
strong patent protection in the important US market, but it was incomplete, and 
the firm was in need of funding. Kirin had the technological competence to 
improve on the Medarex mouse and could provide the necessary funds. Kirin 
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2 million base pairs of DNA into cells and into mice, the chromosome that Ishida and 
colleagues at Kirin could insert represented about 20 million base pairs of DNA. 

35 Roger Reeves, associate professor of physiology, Center for Medical Genetics, Johns 
Hopkins University School of Medicine, Baltimore, USA, on Talk of the Nation, 
National Public Radio (6 June 1997). 
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invested $12 million in the alliance and obtained a US patent. The alliance also 
complemented Kirin’s patents covering transchromosome technology in Japan and 
the USA. According to Kazuma Tomizuka of Kirin, “Medarex’s patent application 
described the original concept of the human antibody from a mouse, but Kirin’s 
patent covered a mouse containing the whole immunoglobulin locus. Thus the two 
companies complemented each other in this field.”36 More broadly, the business 
benefits of the alliance were recognized by both partners. Donald Drakeman, the 
CEO and president of Medarex, stated, “We are very pleased to be forming a 
global alliance with a strong Asian partner like Kirin.” Another Medarex executive, 
Michael Appelbaum, announced, “This alliance gives Medarex a broad platform 
on which we can provide human antibodies to our partners.” Koichiro Aramaki, 
the president of Kirin’s pharmaceutical division, remarked, “We look forward to 
working with Medarex to bring the HuMAb and TC mice to pharmaceutical and 
biotechnology companies around the world.” Drakeman summed up the benefits 
of the alliance in this way: “Kirin and Medarex together have the world’s most 
advanced genetically engineered tools for drug development. They [Kirin] have a 
mouse that has a human chromosome in it that allows those mice to make 
completely human antibodies, any kind of antibody you’d want to make. … We 
can help pharmaceutical companies and biotech companies around the world 
develop new drugs and really participate in the revolution in medicine that’s 
taking place right now.” 

Kirin and Medarex combined their technologies to create a new crossbred 
mouse, the Kirin–Medarex Mouse (KM Mouse), which retained the capability to 
produce all human-antibody isotypes with a robust immune response previously 
unseen in any human-antibody-producing mouse system. This was the world’s 
most productive mouse in the creation of human antibodies. To support its 
antibody pharmaceutical operations, Kirin also committed itself to the full-scale 
production of proteins that are used for the target antibodies. By 2001, the KM 
Mouse had been supplied to 15 countries across the world to help develop novel 
therapeutic products for the treatment of cancer, heart disease, infectious diseases, 
autoimmune disease, and other serious conditions. 

8.7 Conclusions 

In the history of Kirin’s endeavors to develop new competences in bio-
pharmaceuticals, one occasionally glimpses the entrepreneur, a figure who, 
curiously, is often absent from the literature on large firms. Perhaps this absence is 
not surprising. In his later work, Schumpeter (1942, p. 133) lamented the demise 
of the entrepreneur in the large corporation as innovation became “depersonalized 
and automatized.” This trend was carried over into the neo-Schumpeterian approach 
to entrepreneurship, to be replaced by organizational routines and search. Later 
treatments of innovation, such as knowledge creation, also have little to say about 
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entrepreneurship. For example, Nonaka and Takeuchi (1995, pp. 135–140) 
mention it only briefly in their discussion of “bottom-up” management in a large 
firm.  

This omission may be due to the difficulty of locating the entrepreneur in the 
labyrinth of the large, diversified firm. When Schumpeter (1934) published his 
early treatise on economic development, there were many solo entrepreneurs (as 
there still are today), but where is the entrepreneur in the large company? Some 
suggest that the locus of entrepreneurship resides in the marketing department 
because of its focus on new products and their market potential (e.g. Murray 
1981). Although this proposition appears reasonable, because marketing clearly 
necessitates the creation of “new combinations,” can one not say the same of R&D, 
for example? It may be misleading, then, to state categorically that entrepreneurship 
resides in just one function. In principle, Kirznerian entrepreneurial alertness 
could emerge from a variety of functions and levels in a firm. 

A more robust, if subtle, response is provided by the notion of “diffused 
entrepreneurship,” which was coined by the business historian B. W. E. Alford 
and subsequently developed by others (see Cole 1959; Alford 1976; Minkes and 
Foxall 1980; Minkes 1987). This posits that although a firm may be led by one (or 
several) dominant individual(s) – some of whom may exhibit entrepreneurial 
alertness, too – entrepreneurship is commonly dispersed throughout a modern 
business, and may be found in all major functional areas. Indeed, there is no 
unequivocal evidence to suggest that the marketing department is the sole location 
of such activity (Foxall and Minkes 1996). Clearly, this was the case in Kirin, 
where entrepreneurship – characterized by “new combinations,” or innovation – 
was evident in the licensing department, in manufacturing, and in a research 
laboratory. 

Kirin’s diversification into biopharmaceuticals in the early 1980s was a 
consequence of opportunity recognition by a senior executive, at a time when 
many of the established pharmaceutical companies in Japan had yet to adopt the 
techniques of new biotechnology. It was acted upon by Kirin’s board of directors, 
in whom one might expect the entrepreneurial function to reside. However, Kirin’s 
subsequent development of competences relied to some extent on serendipity and 
instances of entrepreneurship throughout the firm. This was exemplified by the 
chance relaying of apparently inconsequential information by a Kirin employee 
and the realization of its significance by a licensing manager, Akihiro Shimosaka. 
The entrepreneurial alertness and persistence of Shimosaka ensured appropriate 
recognition of a scientific advance by Amgen and the opportunity that an alliance 
with the US firm would afford. Similarly, in manufacturing, several engineers 
recognized an opportunity to improve production of EPO by a roller-bottle 
process, which benefited the Kirin–Amgen joint venture. Finally, the entrepreneurial 
alertness of a scientific gatekeeper, Isao Ishida, to external developments in 
transgenic technology prompted his research – stemming from his postdoctoral 
work in the USA – and led him to chance upon a scientific breakthrough in 
antibodies. 

In conclusion, the specific case of Kirin’s biopharmaceutical history has some 
general implications. In his early work, Schumpeter (1934) categorically – 
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contradicting the view of Marshall (1930) – distinguished between the notion 
of the “entrepreneur” and the “manager.” Certainly, it is possible to do this at the 
conceptual level: management, conceived of as an efficient administration in the 
sense of Weberian bureaucracy, is distinguishable from the idea of entrepreneurial 
alertness to opportunities as yet unforeseen by others.37 However, perhaps this 
conceptual distinction misses an important point, especially for large, innovative 
companies. The solution is to combine the two, so that entrepreneurial attitude is 
seen as suffused throughout the entire organization of the firm. If this is the case, 
then one should perhaps reconsider the early Schumpeterian distinction between 
the entrepreneur and the manager – and indeed his later exclusion of the 
entrepreneur in large firms – and see them as coalescing in the figure of the 
“entrepreneurial manager” (Minkes 1987). The existence of diffused entre-
preneurship and the presence of the entrepreneurial manager in various functions – 
for example, the “entrepreneurial scientist” in R&D or the “entrepreneurial 
engineer” in production – are likely to ensure that emerging opportunities are 
recognized and acted upon. In addition, the case illustrates that serendipity often 
plays a crucial role in innovation.38 
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It is a wonder that Columbus discovered America. It would have been an even 
greater wonder had America never been discovered. 

Mark Twain 

9.1 Introduction 

Interest in entrepreneurship as a key force in economics and management has 
recently exploded, and management and economics scholars have responded with 
an explosion of academic research. Entrepreneurship may play an even more 
important role in the science-based knowledge industries driving economic growth 
and competitiveness in a globalized economy, such as biotechnology. However, 
the exact role of entrepreneurship in industries such as biotechnology has 
generally eluded the analytical lens of scholars. As Michael Crichton observes in 
the opening pages of his epic, Jurassic Park, which was memorialized on the 
screen by Steven Spielberg, “The late twentieth century has witnessed a scientific 
gold rush of astonishing proportions: the headlong and furious haste to 
commercialize genetic engineering. This enterprise has proceeded so rapidly – 
with so little outside commentary – that its dimensions and implications are hardly 
understood at all.” 

The purpose of this chapter is to shed some light on the role of entrepreneurship 
in biotechnology, and in particular, how scientists engaged in biotechnology 
research at universities become entrepreneurs. By entrepreneurship, we mean in 
the context of this paper, the process leading to the start-up of a new 
biotechnology company, which is consistent with the definition posited by Gartner 
and Carter (2003) in the 2003 edition of the Handbook of Entrepreneurship 
Research, “Entrepreneurial behavior involves the activities of individuals who are 

179H. Patzelt and T. Brenner (eds.), Handbook of Bioentrepreneurship,  
doi: 10.1007/978-0-387-48345-0_9,  © Springer Science + Business Media, LLC 2008 
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who are involved with maintaining or changing the operations of ongoing 

more general and organization context free definition provided by Sarasvathy, 

ideas, beliefs, and actions that enable the creation of future goods and services in 
the absence of current markets for them.” 

cialization and entrepreneurship are reviewed in the second section. This literature 
enables us to infer several main hypotheses predicting scientist entrepreneurship. 
In particular, by examining why some scientists commercialize their scientific 

identify that, at least in the case of biotechnology, entrepreneurial opportunities 
are shaped by the context within which the scientist works as well as the 
characteristics specific to the scientist. Thus, the evidence suggests that the extent 

particular mode of commercialization pursued by the individual scientist. 

9.2 Commercialization of Science and Entrepreneurial 
Choice 

Why do some biotechnology scientists choose to commercialize their research 
and, at least in some cases, do it through entrepreneurship by starting a new 
biotechnology company? It is a virtual consensus that entrepreneurship revolves 
around the recognition of opportunities and the pursuit of those opportunities 
(Shane and Eckhardt 2003). Much of the more contemporary thinking about 
entrepreneurship has focused on the cognitive process by which individuals reach 
the decision to start a new firm. But where do entrepreneurial opportunities come 
from? This question has been at the heart of the entrepreneurship literature and 
holds for scientists and researchers in biotechnology as well as more generally. On 
the one hand is the view associated with Kirzner that entrepreneurial opportunities 
are actually exogenous or independent from the entrepreneur. Thus, the central 
entrepreneurial function, or activity, is to discover such exogenous entrepreneurial 
opportunities. For example, Stevenson and Jarillo (1990) assume that 
entrepreneurship is an orientation towards opportunity recognition. Central to the 
discovery research agenda are the questions “How do entrepreneurs perceive 
opportunities and how do these opportunities manifest themselves as being 
credible vs. being an illusion?” 

By contrast, the earlier Schumpeterian (1942) tradition has a greater focus on 
the harnessing of entrepreneurial opportunities by the entrepreneur. The chief 
function of the entrepreneur is to innovate by combining resources in a novel 

Entrepreneurship Research, “An entrepreneurial opportunity consists of a set of 

and nature of scientist commercialization in biotechnology are shaped by the 

research through entrepreneurship while others do not, this chapter is able to 

established organizations.” This definition of entrepreneurship is in contrast to the 

We first link entrepreneurial behavior to scientists and researchers in bio-

associated with creating new organizations rather than the activities of individuals 

and models of entrepreneurial choice. Previous studies analyzing scientist comer-

Dew, Velamuri, and Venkataraman, in the 2003 edition of the Handbook of 

technology. We then relate scientist commercialization to more general theories
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manner, which creates opportunities that previously did not exist. In the creationist 
tradition, the entrepreneur does not merely discover entrepreneurial opportunities; 
rather, she creates them. 

Why and how do some scientists become an entrepreneur, while others abstain? 
The answer to this question, which is at the heart of entrepreneurship theory, has 
generally revolved around the perception of opportunity and the means and 
willingness to act upon that opportunity.1 But what is the source of such 
entrepreneurial opportunities? The view taken by the contemporary literature on 
entrepreneurship is no different. On the one hand is a prevalent view suggesting 
that entrepreneurship revolves around the recognition of opportunities and the 
pursuit of those opportunities (Venkataraman 1997). But the existence of those 
opportunities is, in fact, taken as given. The focus has been on the cognitive 
process by which individuals reach the decision to start a new firm. This has 
resulted in a methodology focusing on differences across individuals in analyzing 
the entrepreneurial decision (Stevenson and Jarillo 1990).  

Krueger (2003, p. 105) has pointed out that “the heart of entrepreneurship is an 
orientation toward seeing opportunities,” which frames the research questions 

associated with seeing and acting on opportunities?” This research agenda has 
triggered a debate as to whether entrepreneurs are simply born or can be “made.” 
In either case, the discovery literature leaves the focus of the entrepreneurial 
decision clearly on individual-specific characteristics. 

Thus, the discovery approach to entrepreneurship essentially holds the 
opportunities constant and then asks how the cognitive process inherent in the 
entrepreneurial decision varies across different individual characteristics and 

this literature in introducing the individual–opportunity nexus, “We discussed the 
process of opportunity discovery and explained why some actors are more likely 
to discover a given opportunity than others.” Some of these differences involve 
the willingness to incur risk; others involve the preference for autonomy and self-
direction, while still others involve differential access to scarce and expensive 
resources, such as financial-, human-, social-, and experiential capital. 

Similarly, Kruger (2003) examines the nature of entrepreneurial thinking and 
the cognitive process associated with opportunity identification and the decision to 
undertake entrepreneurial action. The focal point of this research is on the 
cognitive process identifying the entrepreneurial opportunity which triggers the 
decision to start a new firm. Thus, a perceived opportunity and intent to pursue 
that opportunity are the necessary and sufficient conditions for entrepreneurial 
activity to take place. The perception of an opportunity is shaped by a sense of the 

                                                           
1 In fact, the entrepreneurship literature has generally been sharply divided with respect to 

this question. Hebert and Link (1989) have identified three distinct intellectual traditions 
in the development of the entrepreneurship literature. These three traditions can be 
characterized as the German Tradition, based on von Thuenen and Schumpeter, the 
Chicago Tradition, based on Knight and Schultz, and the Austrian Tradition, based on 
von Mises, Kirzner and Shackle. 

attributes (McClelland 1961). Shane and Eckhardt (2003, p. 187) summarize 

“What is the nature of entrepreneurial thinking and what cognitive phenomena are 
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anticipated rewards accruing from and costs of becoming an entrepreneur. Some 
of the research focuses on the role of personal attitudes and characteristics, such as 
self-efficacy (the individual’s sense of competence), collective efficacy, and social 
norms. Shane (2001a, b) has identified how prior experience and the ability to 
apply specific skills influence the perception of future opportunities. 

The concept of the entrepreneurial decision resulting from the cognitive 
processes of opportunity recognition and ensuing action is introduced by Shane 
and Eckhardt (2003) and Shane and Venkataraman (2001). They suggest that an 
equilibrium view of entrepreneurship stems from the assumption of perfect 
information. By contrast, imperfect information generates divergences in 
perceived opportunities across different people. The sources of heterogeneity 
across individuals include different access to information, as well as cognitive 
abilities, psychological differences, and access to financial and social capital. 

This approach focusing on individual cognition in the entrepreneurial process 
has generated a number of important and valuable insights, such as the 
contribution made by social networks, education and training, and familial 
influence. The literature certainly leaves the impression that entrepreneurship is a 
personal matter largely determined by DNA, familial status, and access to crucial 
resources. For example, Sarasvathy et al. (2003, p. 142) explain the role of 
entrepreneurial opportunity in the literature: “An entrepreurial opportunity 
consists of a set of ideas, beliefs and actions that enable the creation of future 
goods and services in the absence of current markets for them.” Sarasvathy et al. 
(2003) provide a typology of entrepreneurial opportunities as consisting of 
opportunity recognition, opportunity discovery, and opportunity creation. 

Still, the view of Sarasvathy et al. (2003) is that the entrepreneurial opportunity 
is exogenous from the cognitive process by which an individual weighs the 
decision to become an entrepreneur. By contrast, the Schumpeterian (1942) view 
suggests that economic agents make decisions that can create innovative activity. 
According to this view, the role of entrepreneurship is to create new opportunities 
by exploiting new knowledge from inventors.  The most predominant theory of 
innovation, the resource-base view (Barney 1986; Alvarez 2003; Alvarez and 
Barney 2004), does not assume that opportunities are exogenous. Rather, 
innovative opportunities are the result of systematic effort by firms and the result 
of purposeful efforts to create knowledge and new ideas, and subsequently to 
appropriate the returns of those investments through commercialization of such 
investments (Cohen and Levinthal 1990; Griliches 1979). In what Griliches 
formalized as the model of the knowledge production function, incumbent firms 
engage in the pursuit of new economic knowledge as an input into the process of 
generating the output of innovative activity. Such efforts to create opportunities 
involve investments in research and development (R&D) and the enhancement of 
human capital through training and education. By analogy, scientists investing in 
their human capital through education, training, and research are essentially 
investing in their capacity to create new opportunities. 

Thus, according to the Schumpeterian tradition, opportunities are endogenously 
created by purposeful and dedicated investments and efforts to create new know-
ledge. This is a stark contrast to the discovery tradition in the entrepreneurship 
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literature where opportunities are taken as being exogenous and the chief 
entrepreneurial function is discovery. 

As an alternative to the two polar cases of the discovery and creationist views, 
we instead suggest that the entrepreneurial opportunity, or the knowledge upon 
which the entrepreneurial decision is made, is in fact shaped by the context of the 
individual. In particular, the literature linking such entrepreneurial opportunities to 
the decision to become an entrepreneur has identified a broad spectrum of external 
settings. We distinguish among three main contexts – workers in firms, users of 
technologies, and scientists at universities, to focus on how the source of the 
entrepreneurial opportunity, or knowledge, shapes the actual entrepreneurial 
decision. Such a distinction across knowledge contexts may be important in that it 
sheds light on some of the great debates raging in the entrepreneurship, such as 
“Are entrepreneurs born or made?” The answer may be less about the former or the 
latter but more conditioned upon the context of the entrepreneurial opportunity, 
especially in the context of entrepreneurship in biotechnology. 

9.3 Scientist Biotech Entrepreneurship 

A context generating entrepreneurial knowledge involves scientists and other 
researchers in the academic or university setting, particularly in the field of life 
sciences research. A growing literature has tried to identify why some scientists 

specifically by starting a new firm, while other scientists abstain. Some of these 
studies focus on the individual scientist in biotechnology as the unit of analysis 
(Zucker et al. 1998; Louis et al. 1989; Berkovitz and Feldman 2004; Audretsch 

identify both patents and the licensing of patents as important modes of scientist 

principal–agent framework in which the university administration is the principal 
and the faculty scientist is the agent, and identify that “whether or not the 
researcher remains in the university, and if so her choice of the amount of time to 
spend on basic and applied research, is complicated by the fact that she earns 
license income and prestige both inside and outside the university.” Louis et al. 
(1989) identify the role of individual characteristics and attitudes, along with the 
norms of scientific peer groups, as an important factor in influencing the 
scientists’ decision to commercialize their research in the form of a new-firm 
startup. Similarly, Shane (2004) and Lockett et al. (2005) focus on the scientist as 
the unit of observation in making the decision to become an entrepreneur. 

Other studies focus on the new venture (implicitly or explicitly started by the 
scientist) (Nekar and Shane 2003; Audretsch and Lehmann 2005), or the 
university, which provides the institutional and cultural context (Lockett and 
Wright 2005; O’Shea et al. 2005; Di Gregorio and Shane 2003). However, what 
all of these approaches have in common is that they address the question “What 
leads a scientist to start a new firm?” The different units of analysis suggest a 

and Stephan 1996). Thursby et al. (2001), and Jensen and Thursby (2001, 2004) 

enter into entrepreneurship, at least in the form of commercialization but more 

commercialization. In particular, Jensen and Thursby (2004, p. 1) employ a 
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different focus on searching for an answer to this question, which may reflect a 
different underlying theory triggering a different source of entrepreneurial 
opportunity. Studies analyzing the unit of analysis of the scientist have been able 
to focus on scientist-specific characteristics, such as age, experience, citations, and 
publications. Studies based on the university as the analytical unit of observations 
have generally been unable to analyze the impact of scientist-specific 
characteristics, but instead have contributed a focus on the role of university-
specific factors, such as the type of university and the role of the technology 
transfer office in shaping the decision of scientists to become entrepreneurs. By 
contrast, studies focusing on the new venture as the unit of analysis are able to 
shed more light on firm-specific strategies and characteristics, such as age, size, 
financial sources, and participation in strategic alliances, and link them to 
competitiveness or performance. 

In virtually every study the nature of the entrepreneurial opportunity involves 
the commercialization of science. The meaning of commercialization varies across 
studies. The unanimity of the entrepreneurial opportunity reflects the singular 
activity of scientists engaged in research. Still, the question remains as to why 
some scientists choose to commercialize their scientific knowledge emerging from 
their research. 

A large amount of literature has emerged focusing on what has become known 
as the appropriability problem (Cohen and Levinthal 1990). The underlying issue 
revolves around how firms that invest in the creation of new knowledge can best 
appropriate the economic returns from that knowledge (Arrow 1962). When the 
lens is shifted away from the firm to scientist as the relevant unit of analysis, the 
appropriability issue remains, but the question becomes: How can scientists with a 
given endowment of new knowledge best appropriate the returns from that 
knowledge? Stephan (1996) and Levin and Stephan (1991) suggest that the answer 
is “It depends” – it depends on both the career trajectory as well as the stage of the 
life cycle of the scientist. 

The university or academic career trajectory encourages and rewards the 
production of new scientific knowledge. Thus, the goal of the scientist in the 
university context is to establish priority. This is done most efficiently through 
publication in scientific journals (Audretsch and Stephan 1996, 1999). By 
contrast, with a career trajectory in the private sector, scientists are rewarded for 
the production of new economic knowledge, or knowledge that has been 
commercialized in the market, but not necessarily new scientific knowledge per 
se. In fact, scientists working in industry are often discouraged from sharing 
knowledge externally with the scientific community through publication. As a 
result of these differential incentive structures, industrial and academic scientists 
develop distinct career trajectories. 

The appropriability question confronting academic scientists can be considered 
in the context of the model of scientist human capital over the life cycle. Scientist 
life-cycle models suggest that early in their careers scientists invest heavily in 
human capital in order to build a scientific reputation (Levin and Stephan 1991). 
In the later stages of their career, the scientists trade or cash in this reputation for 
economic return. Thus, early in their career, the scientists invest in the creation of 
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scientific knowledge in order to establish a reputation that signals the value of that 
knowledge to the scientific community.  

With maturity, scientists seek ways to appropriate the economic value of the 
new knowledge.  Thus, academic scientists may seek to commercialize their 
scientific research within a life-cycle context. The life-cycle model of the scientist 
implies that, ceteris paribus, personal characteristics of the scientist such as age 
should play a role in the decision to become an entrepreneur. In the early stages of 
her career, a scientist will tend to invest in her scientific reputation. As she evolves 
towards maturity and the marginal productivity of her scientific research starts to 
hit diminishing returns, the incentive for cashing in through entrepreneurship 
becomes greater. 

Scientists working in the private sector are arguably more fully compensated 
for the economic value of their knowledge. This will not be the case for academic 
scientists, unless they cash out, in terms of Dasgupta and David (1994), by 
commercializing their scientific knowledge. This suggests that academic scientists 
become entrepreneurs within a life-cycle context.  

An implication of the resource theory is that those scientists with a greater 
research and scientific prowess have the capacity for generating a greater 
scientific output. But how does scientific capability translate into observable 
characteristics that can promote or impede commercialization efforts? Because the 
commercialization of scientific research is particularly risky and uncertain 
(Audretsch and Stephan 1999), a strong scientific reputation, as evidenced through 
vigorous publication and formidable citations, provides a greatly valued signal of 
scientific credibility and capability to any anticipated commercialized venture or 
project. 

This life-cycle context presents two distinct hypotheses: both age and scientific 
reputation, which reflect and signal the underlying scientific human capital of the 
scientist, should influence the decision of a university scientist to engage in 
commercialization activities. 

Thus, a number of studies have tried to link the propensity of a university-based 
scientist, with a particular focus in biotechnology, to start a new firm, or become 
involved with a start-up, to scientist-specific characteristics, such as age, 
experience, and gender. In particular, Audretsch and Stephan (1996, 1999) find 
that the propensity for university scientists to start a new biotechnology company 
is lower for younger scientists and higher for more mature scientists. By contrast, 
scientist spin-offs from pharmaceutical corporations exhibit less of an age effect. 
The mean age of scientists starting a new biotechnology startup is considerably 
lower when the scientist had been employed by a pharmaceutical corporation than 
at a university. This is consistent with the scientist life-cycle theory of academic 
scientist commercialization behavior. 

Similarly, several studies have linked scientist reputation to the propensity to 
start a new biotechnology firm. Zucker et al. (1998) find that a reputation as a star 
scientist, as measured by citations, increases the likelihood of a university scientist 
starting a biotechnology firm. Zucker et al. (2002) found similar results using the 
commercialization measure of patents. Similarly, Audretsch and Stephan (1996, 
1999) link the propensity for a university scientist to work with a new 
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biotechnology start-up or start a new firm herself to three different measures of 
reputation – publications, citations, and recipient of a Nobel prize. All three 
reputation measures are positively related to the likelihood of a scientist becoming 
an entrepreneur. Studies linking scientific-specific characteristics, such as age, 

not only scientific reputation, as measured by citations and publications, but also 
being the recipient of a Nobel prize is complementary to and not a substitute for 

relationships are not neutral with respect to the stage of a scientist’s career but 

Scientist location can influence the decision to commercialize for two reasons. 

A second component of externalities involves not the technological knowledge, 
but rather social capital. A large and robust literature has emerged attempting to 
link social capital to entrepreneurship (Aldrich and Martinez 2003; Thorton and 
Flynn 2003; Powell et al. 1996; Sorenson and Audia 2000; Sorenson and Stuart 
2001). According to this literature, entrepreneurial activity should be enhanced 
where investments in social capital are greater. Interactions and linkages, such as 
working together with industry, are posited as conduits not just of knowledge 
spillovers but also for the demonstration effect providing a flow of information 
across scientists about how scientific research can be commercialized (Thursby 
and Thursby 2004). As Bercovitz and Feldman (2004) show in a study based on 
the commercialization activities of scientists at Johns Hopkins and Duke 
University, the likelihood of a scientist engaging in commercialization activity, 
which is measured as disclosing an invention, is shaped based on the 
commercialization behavior of the doctoral supervisor in the institution where the 
scientist was trained, as well as the commercialization behavior and attitudes 
exhibited by the chair and peers at the relevant department.  

Similarly, Audretsch et al. (2006) examine the propensity for university 
scientists to commercialize by analyzing  new databases consisting of the top 
scientists involved in biotechnology research. Three distinct measures of social 
capital are linked to the likelihood of a scientist starting a new venture, 
copatenting with other academic scientists, copublishing with industry scientists, 
and serving on an industry board of directors or a scientific advisory board. All 

citations, and publications, have been generally restricted to those analyzing the 

show, knowledge tends to spill over within geographically bounded regions.
This implies that scientists working in regions with a high level of investments
in new knowledge can more easily access and generate new scientific ideas. This

unit of observation of the individual scientist. There is compelling evidence that 

entrepreneurial activity. However, as Levin and Stephan (1991) point out, these 

productive than their counterparts who are geographically isolated. A number of
studies confirm that the geographic location of a scientist influences the propensity

may tend to happen sequentially. 

First, as Jaffe (1989), Jaffe et al. (1993), Almeida and Kogut (1997), and others

1999). In particular, the studies of both Audretsch and Stephan (1996, 1999) and 

suggests that scientists working in knowledge clusters should tend to be more

Zucker et al. (2002) found that location plays a crucial role in influencing the

to become an entrepreneur (Zucker et al. 1998, 2002; Audretsch and Stephan 1996,

entrepreneurial decision to start a new company in biotechnology.
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three measures of social capital found to have a positive impact on the likelihood 
of a scientist becoming an entrepreneur. 

The university context has also been found to shape scientist entrepreneurial 
knowledge. On the basis of a study of 778 faculty members from 40 universities, 
Louis et al. (1989) find that it is the local norms of behaviour and attitudes 
towards commercialization that shape the likelihood of an individual university 
scientist to engage in commercialization activity, in their case by starting a new 
firm. This would suggest that university-specific rules, norms, and culture, 
especially in terms of local behaviour and attitudes, help to shape scientist 
entrepreneurial knowledge. 

Di Gregorio and Shane (2003) use the data from the Association of University 
Technology Managers database to analyze 503 start-ups spun out from 101 
universities. Di Gregorio and Shane (2003) identify two university-specific factors 
that are conducive to university spin-offs. The first involves the quality of the 
faculty. The second is the institutional ability enabling both the university and the 
scientist to take an equity stake in the new venture in lieu of licensing fees. 
Similarly, O’Shea et al. (2005) identify that the past success of a university in 
transferring technology creates path dependence in generating scientific 
entrepreneurial opportunities. Franklin et al. (2001) identify the differential impact 
of the older, more traditional British universities from the newer ones. They find 
that while the more traditional universities are stronger in terms of academic 
research, the newer British universities have an entrepreneurial advantage. In a 
subsequent study, Lockett et al. (2003) link university strategy to the number of 
entrepreneurial spin-outs from the university. 

Other studies have focused on that role of university-specific institutions, such 
as the technology transfer office (TTO), in influencing scientist entrepreneurial 
knowledge. Lockett and Wright (2005) link characteristics of the TTO to 
university spin-off activity. Using the resource-base view, they find that 
universities investing more in intellectual property protection capabilities and the 
business capabilities of the TTO generate a higher number of spin-offs. 

Markman et al. (2005) examine the relationship between university spin-off 
activity and university-based incubators, as intermediated via the TTO. Similarly, 
Markman et al. (2004a, b) link university spin-offs to a broad spectrum of TTO-
specific characteristics, such as speed in processing the technology transfer, 
involvement of faculty, competency in identifying licensing, and TTO resources. 

Most of the studies identified above are typical of a growing literature that has 
emerged trying to gauge and analyze the extent to which university research spills 
over into commercial activity. Much, if not most, of this previous research has 
been restricted to focusing on the activities emanating from TTOs, which have 
provided systematic and consistent documentation of their efforts over a fairly 
long period of time. Analyses of these data have typically led to conclusions 
suggesting that while patents and licenses from university research have increased 
over time, the typical TTO does not generate significant commercialization of 
university research. However, an important qualification is that by restricting 
themselves to TTO-generated data, such studies are not able to consider any 
commercialization activities not emanating from the TTOs. 
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In their 2006 study, Audretsch et al. take a different approach examining the 
determinants of entrepreneurship in the biotechnology context. Rather than focus 
on what the TTOs do, their study focuses on what university scientists engaged in 
biotechnology research do. Thus, the findings about the commercialization of 
university research are based on actual university scientists and not the TTOs. The 
results are revealing. In particular, while all modes of commercialization are 
important, scientist entrepreneurship in biotechnology emerges as an important 
and prevalent mode of commercialization of university research. More than one in 
four patenting NCI scientists has started a new firm. This is a remarkably high rate 
of entrepreneurship for any group of people, let alone university scientists. Thus, 
the extent to which university research is being commercialized and entering the 
market may be significantly greater than might have been inferred from studies 
restricted only to the commercialization activities of the TTO. They suggest that 
scientist entrepreneurship may prove to be the sleeping giant of university 
commercialization. 

Second, the mode of commercialization is apparently not independent on the 
commercialization route for biotechnology scientists. Nearly one third of patenting 
biotechnology scientists rely on the entrepreneurial commercialization route, in 
that they do not assign all of their patents to the university. These scientists exhibit 
a higher likelihood of starting a new firm but a lower propensity to license. By 
contrast, biotechnology scientists choosing the TTO commercialization route 
exhibit a higher propensity to license but a lower likelihood to start a new firm. 

9.4 Conclusions 

The theories and empirical evidence examining the sources of entrepreneurial 
knowledge suggest something of a mixture between the two dichotomous 
discovery and creationist views. On the one hand, as the theories and empirical 
evidence highlighting the role that scientist human capital plays in the 
entrepreneurial decision suggest, those scientists creating more scientific 
knowledge have a higher likelihood of becoming entrepreneurs as well. This 
would suggest that such highly productive scientists are not passive vehicles in 
which the entrepreneurial opportunity falls like “manna from heaven.” On the 
other hand, the theories and empirical evidence linking social capital, and 
locational and institutional factors to scientist entrepreneurship suggest that there 
are numerous mechanisms facilitating the discovery process of an existing 
entrepreneurial opportunity. Thus, when it comes to entrepreneurial knowledge for 
scientists, neither the extreme Kirznerian nor the Schumpeterian view fully 
accounts for the source of entrepreneurial opportunities. Rather, the source of 
entrepreneurial knowledge for scientists is something of a hybrid – part creation 
and part discovery. Still, compared to entrepreneurial opportunities for workers 
and users, such entrepreneurial knowledge has a greater component of being 
created by scientists rather than discovered. 
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This would suggest that future research designed to guide public policy should 
not be limited to those modes of biotechnology commercialization that are 
publicly available and  can be relatively and easily accessed at low cost. Scientist 
patent activity and participation in the SBIR program are certainly important 
modes of commercialization in biotechnology, but their ease of access should not 
lead to the conclusion that they are even the most important and prevalent forms 
of commercialization. Rather, other modes of commercialization for which no 
systematic comprehensive public sources of data exist, such as scientist new-firm 
startups, may also be a highly prevalent and important form of scientist 
commercialization in biotechnology. Future research needs to explore other modes 
of commercialization and undertake the painstaking data collection to provide 
systematic measurement and analysis of commercialization conduits such as the 
start-up of new firms. 

It is imperative that comprehensive and systematic new sources of measure-
ment be created by directly interacting with the scientists themselves to gauge the 
extent, nature, determinants, and impact of scientist commercialization of 
research. If the commercialization of science, particularly in fields such as bio-
technology, represents one of the missing links of economic growth, job creation 
and competitiveness in global markets, undertaking the painstaking measurement 
and analysis is essential to guide public policy in both understanding and 
promoting this important source of economic growth. 
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10.1 Introduction 

Advanced economies can only hope to stay competitive and preserve their living 
standard if they further develop their intellectual resources and turn them into 
marketable products and high value-added jobs. There are various venues for 
achieving this goal, but this chapter will focus on a relatively recent phenomenon 
–university-based spin-offs (UBSOs). The chapter is composed of five sections. 
The chapter will start with introducing the contextually important features of the 
biotechnology industry and providing a literature review on entrepreneurial 
science and entrepreneurial universities. Then, I will review the literature of 
scientific entrepreneurship, highlighting the various complexities associated with 
this phenomenon. Next, the main characteristics of university spin-offs (USOs) in 
general will be introduced, focusing on the individual, network, and institutional 
aspects of this new organizational phenomenon. The following section will 
contextualize UBSOs within the framework of the specific characteristics of the 
biotechnology industry. The chapter will end with highlighting some of the 
complexities of spin-offs, and related concepts, and suggesting directions for 
future research. 

10.1.1 The Context of the Biotechnology Industry 

University–industry technology transfer in biotechnology has been shown to be 
crucial in the biotechnology industry (Kenney 1986; Oliver and Liebeskind 1998; 
Zucker and Darby 1996) both in terms of firm founding and in terms of firms’ 
technological and scientific success. 
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In general, three general contextual features characterize the biotechnology 
industry:  

• Basic academic research is the leading force in industrial innovativeness 
(Liebeskind et al. 1996; Oliver and Liebeskind 2006; Powell et al. 1996), and 
this knowledge is considered as a highly valuable intellectual property (IP) by 
universities and biotechnology firms as well as by the State as the institutional 
environment (Oliver and Liebeskind 2006). 

• There is a dense structure of academic–industry collaborations in the industry 
(Liebeskind et al. 1996; Oliver 2004). Alliances are crucial for knowledge 
acquisition and it is important for firms to enhance learning through alliances 
(Powell et al. 1996, 2005; Zaheer and George 2004). 

• Universities and academic scientists have become aware of the economic 
potential of their discoveries, and technology-transfer offices are keen at 
protecting university IP (Etzkowitz et al. 2005; Oliver and Liebeskind 1998; 
Oliver 2004). On the other hand, there are active and scientifically sophisticated 
venture capitalists that facilitate academic scientific entrepreneurship (Oliver 
and Liebeskind 2006). These features lead to a highly enriching environment 
that amplifies the “scientific-entrepreneurship” phenomena (Kenney 1986; 
Zucker and Darby 1996). 

These central elements that characterize the biotechnology industry context are, 
in my view, the antecedents that lead to a relatively high rate of USOs in general 
and UBSO in particular for biotechnology-related innovations. The importance of 
the involvement of the inventor-scientist in the development and commercia-
lization process coupled with the needs of universities to provide support for their 
entrepreneurial and star scientists and retain them within academia constitute a 
strong motivation for establishing USBOs. 

10.1.2 Entrepreneurial Universities 

Universities have undergone some major transitions in which the entrepreneurial 
university replaced the traditional research university as new missions of 
economic and social development on top of the previous missions of knowledge 
creation, teaching, and research (Etzkowitz 2003). These changes reflect upon 
changes in inner dynamics within universities as well as the establishment of 
important linkages with the external industrial environment. The entrepreneurial 
university is defined by Etzkowitz as having “the ability to generate a focused 
strategic direction both in formulating academic goals and in translating 
knowledge produced within the university into economic and social utilities … 
thus has interface capabilities such as liaison and transfer offices and incubator 
facilities to manage and market knowledge produced in the university at several 
levels, from specific pieces or protected intellectual property to technology 
embodied in a firm and propelled by an entrepreneur” (2003: pp. 112–113). 
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Universities can perpetuate sites of innovation since they encompass a high 
through flow of quality human capital. This form of capital includes the students 
who can become future inventors, and who through their natural incubator 
structure can team in research groups while establishing innovative interdis-
ciplinary science (Etzkowitz 2003). Under such structure, research groups in 
universities can be considered “quasi firms” who can establish transfers of 
knowledge with the industry, or develop research collaborations. At the extreme 
mode of the entrepreneurial universities, UBSOs can be established by the 
university technology-transfer office on site to exploit and capitalize on the 
economic value of the scientific discoveries of the university scientists. 

The entrepreneurial academic paradigm is based on normative and analytical 
components. The normative characteristics are based on the sociological 
assumptions as to how science is conducted in universities in general and to what 
degree these normative elements are in line or in conflict within the 
entrepreneurial university paradigm. The analytical components refer to the 
structural elements associated with the entrepreneurial university. Etzkowitz et al. 
(2000) suggest the following components that are associated with the 
transformation of universities to the entrepreneurial mode: 

• Internal transformation in which new functions emerge, such as incorporating 
teaching with internship in firms facilitated by the professors. In this 
transformation, knowledge is capitalized rather than being disseminated. 

• Trans-institutional impact in which a new equilibrium of overlapping 
institutional spheres (industrial–government and academic spheres) is 
established. This change can result in stabilization and adjustments of institu-
tional systems to allow for customary formats of collaborative arrangements, 
and through doing so, networking arrangements can be easily negotiated. 

• Interface processes in which the entrepreneurial university establishes 
capabilities for intelligence, monitoring, and negotiation with other institutional 
spheres. These capabilities give the university the ability to identify confluence 
of interest between external organizations and university research teams and 
negotiate contracts for collaborations. These changes result in establishing new 
roles of technical personnel to assist faculty members in assessing commercial 
potential of research findings and facilitate the establishment of research and 
commercial collaborations. 

• Recursive effects in which the university established capabilities to facilitate 
the creation of new knowledge-based firms based upon academic research. This 
can result in cross-organizational and cross-institutional entities of various 
forms such as specialized research centers, joint ventures with industry, 
university–industry and university–university consortia, and other forms of 
collaborations. 

These changes are associated with the legitimation basis of universities. The 
classic legitimation model in which universities research was to contribute openly 
to the society is still active as long as the university will retain its original 
educational mission (Etzkowitz et al. 2000). Yet, the question is whether the new 
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line of legitimation based on capitalization of knowledge and aim for economic 
development will hold as universities are encompassing the earlier-described 

10.2 Scientific Entrepreneurship 

Governments, universities, and research centers are keen to foster scientific 
entrepreneurship because it is an important driving force for innovation, growth, 
and competitiveness (Arzeni 1997; Butler 1998). However, if one wishes to 
further these causes, and invest one’s resources wisely, it seems important to 
understand when and how exactly scientific entrepreneurship can best achieve 
these ends. 

The task of building economic advantage based on intellectual resources was 
commonly taken by venture capitalists, entrepreneurs, or industrial actors rather 
than by universities and academic scientists. The entrepreneurship literature views 
entrepreneurs as economic actors, who from the outset are executing their idea 
with an eye on the market, and within the institutional context of a business and 
the market place. Scientists, by contrast, are socialized into, and operate within, a 
research community whose values are very different from that of the commercial 
world. For university scientists, becoming entrepreneurs let alone successfully 

and relationships. Conversely, it seems difficult for economic entrepreneurs to 
turn into scientific entrepreneurs to exploit research innovations. This is because 
they lack the scientific know-how and networks that would assist them in 
evaluating the prospects of the entrepreneurial venture and to push forward the 
realization, of specific scientific ventures. 

10.2.1 Changes in Academic Science 

A recent body of research (Etzkowitz 1998, 2003; Etzkowitz et al. 2000) has 
demonstrated that academic science is undergoing a second “revolution” in which 
economic benefits are incorporated with academic research in the form of 
“capitalized knowledge.” While the first academic revolution incorporated 
research into the academic domain, in addition to teaching, which was the initial 
domain, the second academic revolution, takes new and different forms in which 
university-based knowledge is exploited by universities for economic returns. To 

helix” model that encompasses the university–industry–government relations. This 
model “attempts to account for a new configuration of institutional forces 
emerging within innovation systems, weather through the decline of the total state 
or the opening of the insular corporation” (Etzkowitz et al. 2000, p. 314). The 
previous model was based on the assumptions that the economy or the policy 

transformations. 

decipher the new structure, Etzkowitz and Leydesdorff (2000) suggested a “triple 

launching and managing a venture requires basic changes in attitudes, thinking, 
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predominated while the knowledge sector played a subsidiary role, while the 
significant addition of the new model is the incorporation of knowledge and 
science as key players in innovation systems. 

The classic role of universities was to produce knowledge as “pure science” in 
the form of “open science” – as it is expected to be universal, skeptical, and most 
important, openly disseminated to the public for the benefits of public good 
(Merton 1973). However, in recent years, universities became knowledge 
producers in the form that provides important source of industrial innovation. 
University-based knowledge is disseminated into industrial innovation, especially 
in the biotechnology industry (Liebeskind et al. 1996; Powell et al. 1996; Zucker 
and Darby 1996). 

In recent years we have witnessed a significant growth of the phenomenon of 
“scientific entrepreneurship” in which academic scientists become entrepreneurs 
to exploit the economic potential of their scientific discoveries. This phenomenon, 
although not new (Oliver 2005) and not unique to one industry, has been shown to 
be central in the biotechnology industry (Kenney 1986; Oliver and Liebeskind 
1998; Powell et al. 2005; Zucker and Darby 1996). In the opening paragraph, I 
have suggested that the three main characteristics of the biotechnology industry 
are relevant features that facilitate the growth of scientific entrepreneurship. These 
included the role of basic science in industrial innovation, dense university–
industry networks of collaborations and technology transfer, and the changes in 
the awareness of universities and scientists regarding economic returns of 
scientific research. 

universities. Such entrepreneurship is not single faceted. The most prominent form 
occurs when academic scientists themselves are founding new entrepreneurial 

One such type of “entrepreneurial scientist” is the university “star” scientist, in 
biotechnology-related areas of research, who is a highly productive university 
researcher and who works collaboratively with firm scientists in the 
commercialization of his or her research (Zucker et al. 2002). Such stars can be 
defined as “facilitation” entrepreneurs, since Zucker et al. found that the joint 
publications these scientists had with firm scientists increased the number and 
citation rate for the firm’s patents and contributed to its commercial success. 
These findings corroborate the assertion that the innovation in the biotechnology 
industry is embedded in the context of academic research and its associated 
institutions. 

organizations, taking the role of the scientist-manager in these organizations. 
Another, less discrete, form of scientific entrepreneurship is when academic
scientists engage in various modes of university–industry technology transfer,

These features jointly led to an institutional change that promotes and supports 

which facilitate the commercialization of their own scientific discoveries

academic scientific entrepreneurship and entrepreneurial actions of many 

(Etzkowitz 2002). 
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10.3 University Spin-Offs and University-Based Spin-Offs 

USOs are newly developing organizational phenomena in which universities are 
involved in establishing start-ups that are based on scientific discoveries of their 
own scientists. There are various definitions for such spin-offs. Nicolaou and 

academic(s) who may or may not be currently affiliated with the academic 
institution. This is a wide definition that allows for various degrees of involvement 
by the inventing scientist, and the role of the university is not specified. 

“New firms created to exploit commercially some knowledge, technology or 
research results developed within a university” (Pirany et al. 2003, p. 355). Since 
the knowledge component is crucial here, and academic research involves a great 
deal of tacit knowledge (pieces of personal knowledge accumulated by the 

The increasing entrepreneurial spirit in academic research is one of the forces 
that motivate universities to establish spin-offs (UBSO). Aside from the perceived 
economic potential for revenues to the university, the explanatory logic is based 
on two elements: 

• The proximity to the professor’s laboratory and the direct involvement of the 
scientist can be crucial for the success of the scientific-technological venture. 

• Providing promising scientists with an in-house opportunity for developing the 
process form research idea into the market place can not only motivate these 
scientists to stay content in the academic setting, but also enhance the 
entrepreneurial signals of the university for potentially entering scientists.  

Based on the distinction between scientific and economic entrepreneurs that 
was suggested in Sect. 10.2, theoretical frameworks that apply to economic 
entrepreneurs are incomplete when it comes to understanding scientific entrepre-
neurship. My overall aim is to draw on the entrepreneurship literature and to 
ground this literature in a set of theories that are better suited for discerning the 
specifics of scientific entrepreneurship. 

Generally speaking, in this form the entrepreneurial firms offer complementary 
outlets for academic IP to the traditional university–industry technology transfer, 
in which universities license to biotechnology or pharmaceutical firms the rights 
to conduct R&D based on the scientific discoveries of the university scientists. 
Another entrepreneurial form is based on contractual arrangements specifying 
research collaborations between the scientist’s laboratory at the university and the 
biotechnology firm in which ongoing academic research and the work of graduate 
students are funded by the industry. In both forms of contractual arrangement, the 
university is risking either loosing possible future rents or loosing their invested 
funds. Yet, such choices made by the university also reduce the risks associated 

scientists through his or her academic activities), the degree to which the scientist 

Birley (2003) define USOs as the transfer of core technology from an academic 

is involved in the spin-off is crucial for its success, leading to the emerging 

institution into a new company, where the founding member(s) may include the 

phenomena of “entrepreneurial scientists.” 

Another definition of USOs focuses on the exploitation of knowledge element: 



10 University-Based Biotechnology Spin-Offs      199 

with the failure of the scientific venture due to the involvement of the inventing 
scientist. Thus, on the level of the university, the research question aims at 
understanding the conditions under which universities prefer to invest in founding 
an in-house entrepreneurial spin-off over various sorts of contractual arrangements 
with biotechnology firms. 

In spite of the importance of understanding the institutional shifts on the 
individual scientist and the entrepreneurial university levels, not much research 
has been conducted on this front. Owen-Smith and Powell (2003) have studied the 
decisions made by universities regarding patenting. Pirany et al. (2003) have 
constructed a typology of USOs, and Etzkowitz (2002) introduced the notion of 
the triple helix (focusing on the interrelations of universities–industry and govern-
ment as the engine for innovation as described earlier). UBSOs are considered an 
important subset of start-up firms because they are an economically powerful set 
of high-tech companies (Shane and Stuart 2002; O’Shea et al. 2005). 

10.3.1 University-Based Spin-Offs as a New Organizational Form 

Despite the growing body of research on USOs, very few studies focus on 
university-based spin-offs as a new organizational form and on the complexities 
embedded in this form (Kirby 2006). UBSOs represent a unique subset of USOs, 
which differs in characteristics and complexities from the “parent general form” of 
USOs. USBOs are defined as “An entrepreneurial organizational form that is 
established by universities – mostly technology-transfer offices – in order to 
exploit the economic potential in academic discoveries of university scientists.” 
This form differs from other forms of technology-transfer and spin-off ventures in 
that it represents an economic venture of a university and it assigns a significant 
and central role for the scientist-entrepreneur. Thus, the university is acting under 
a composite role of a venture capitalist, an entrepreneur and a general and 
scientific manager. This is done usually to provide an “in-house” incubator for the 
university venture, aimed at up-bringing the venture to the stage in which the 
market potential is exhibited. In UBSOs the specialized technology-transfer 
officers lead the initial phases of the venture in full collaboration with the 
entrepreneurial scientist. Once market potential has been exhibited, the venture 
can be sold to an industrial firm wishing to bring the product into the market. 

As suggested in the previous section, explaining scientific entrepreneurship and 
UBSOs suggests a multilevel theoretical integration, since this phenomenon 
involves processes that operate at the individual, network, and institutional levels. 
The ultimate aim of this project is to develop a model that can articulate the 
linkages that exist among these different levels. This task is complex. Fortunately, 
there are strong building blocks made up by existing research in each of these 
levels of analysis. 
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10.3.2 Levels of Analysis of USOs and USBOs 

To offer a holistic model, explaining scientific entrepreneurship calls for multi-
level theoretical treatment. This is because we are dealing with a phenolmenon 
that weaves together processes at the individual, network, and institutional levels. 

Individual Characteristics of the Scientific Entrepreneur 

The literature of entrepreneurship has made considerable progress in identifying 
individual characteristics of entrepreneurs (see for example, Kets de Vries 1996; 
Miner 1997; Morris 1998) and entrepreneurial practices (Lumpkin and Dess 
1996). By comparison, we know little about what it takes to be a scientific 
entrepreneur. On the basis of the sociological literature (Merton 1973; Hall 1996; 
Oliver 2004), the following three questions on the level of the individual traits, 
capabilities, and scientific background are crucial for understanding UBSOs: 

• What motivates academic scientists to become entrepreneurs? 
• Which personal values, traits, skills, capabilities and scientific background 

make it more likely that a scientist establishes an entrepreneurial venture, and 
which represent constraints and liabilities? 

• What management competencies and leadership qualities are needed for an 
academic entrepreneur? 

The literature offers various answers to these questions: 

• The motivation of scientists to become entrepreneurs varies. In an exploratory 
study of MIT, Shane (2004) suggests a few motivational characteristics of the 
academics involved in the entrepreneurial venture. These include the desire to 
bring technology into practice, the desire for wealth, and the desire for 
independence. The academic interests are also acknowledged by Zucker et al. 
(1998), who found that scientific “stars” collaborating with firms had 
significantly more citations than did pure academic stars. 

• The literature on the background characteristics of the scientific entrepreneurs 
is rather limited. Oliver (2004) found that scientific entrepreneurs who are 
defined as having many collaborations, both with academia and industry, are 
those who have a larger laboratory that includes also postdoctoral students.  
Another issue associated with scientific entrepreneurship is expressed in the 
potential conflict between publications in journals (a form of conducting “open 
science” activities) and patenting behavior (a form of appropriation of 
knowledge established in scientific research, thus “close science” activities). 
Since academic scientists in biotechnology are involved both in publications 
and in patenting, the arising sociological question is whether the increasing 
entrepreneurial spirit of scientists causes these activities to be conflicting, 
reinforcing, or coexisting. Recent findings by Van Looy et al. (2006) suggest 
that inventors publish significantly more than noninventors, and thus patenting 
and publications seem to be coexisting or may actually reinforce each other. 
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• Regarding the needed competencies of scientific entrepreneurs, a recent study 
of the role of the founder in the growth of new technology-based firms 
(Colombo and Grilli 2005) looks at the relations between the human capital of 
the founder and the growth of the firm in Italian firms. The study teases out the 
effects of wealth and capabilities of human capital, and the findings show that 
the education and the prior work experience of the founder have a significant 
influence of firm growth. The educational effect, however, has a stronger 
impact when it is in economic and managerial fields and less so when it is in 
scientific and technical fields. Similarly, prior work experience within the same 
industry is positively associated, while previous work experience in another 
industry does not have an affect. Synergistic gains were found from the 
founder’s combination of the capabilities associated with economic-managerial 
with scientific education and technical and commercial industry-specific work 
experience. 

Network Effects 

Recent organizational literature has established a strong relationship between 
participating in collaborative networks and the success of individual organizations 
(Baum et al. 2000; Gnyawali and Madhavan 2001; Gulati 1998; Oliver 2001).1 In 
addition, earlier research has shown that the successful development of high-
technology entrepreneurial firms hinges on strong university–industry linkages 
(Liebeskind et al. 1996; Oliver and Liebeskind 1998). 

While this general insight of the importance of network relations in new 

specific questions regarding the characteristics of an actor’s network are 

and industrial networks. Factors such as the characteristics of the networks 

                                                           
1 It should be noted that it is unclear, whether participating in collaborative network causes 

the success of individual organization really. Probably, projects with higher probability 
of success are accepted by research partner for collaborative work. 

ventures is well established, research on university-based entrepreneurial spin-offs 

particularly conducive to the successful exploitation of his or her social, scientific, 

of networks (range and variation of “social capital” – namely “the sum of 

characteristics facilitate the spread of racecourses and information, and enhance
network diversity, factors that are accounted as crucial for entrepreneurs (Aldrich

(communication content of exchanges, intensity of past exchanges); dimensions 

resources, actual or virtual, that accrue to an individual or a group by virtue of 

new contacts, exploiting the advantages of social capital) are important. These

and Zimmer 1990). It is expected that academic scientific entrepreneurs will 
have and utilize wide and diverse networks within the scientific and economic 

the ability to occupy “structural holes” positions (Burt 1997); and entrepreneurial 
networking abilities (such as the ability to reach beyond existing contacts into

communities in order to gain the necessary information and resources for

is only beginning to address it. What is needed is to test empirically the more 

possession a durable network or more or less institutionalized relationships  
of mutual acquaintances and recognition” (Bourdieu and Wacquant 1992, p. 119)); 
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The learning networks can facilitate the scientific entrepreneur in acquiring 
important resources such as information, advice, contacts, and managerial 

2000). These networks can deliver also capabilities, knowledge, incentives, 
important contact information, and joint services (Oliver and Ebers 1998; Oliver 
and Liebeskind 1998). Adding the learning perspective is highly important in the 
specific context, since academic entrepreneurs need to enhance both their 

establish and operate a successful new venture. These networks are different in 
terms of norms, content, access, frequency, and reachability, and thus require high 
flexibility and learning qualities of the academic entrepreneur. 

The social and professional networks of academic inventors are an important 
factor that contributes to the success of the entrepreneurial firm. A study on 
biotechnology firms and their academic inventors (Murray 2004) argued that the 
social capital of academic scientists is critical to firms because it can be 
transformed into scientific networks that embed the firm in the scientific 
community. In addition, an academic inventor’s career plays an important role in 
shaping the social capital, thus the scientific career has a mediating effect on the 
relations between scientist and his networks. The social capital of an inventor can 
emerge his laboratory life (e.g. students, colleagues, clinicians) as well as from his 
general network of collaborators, colleagues, or competitors. Thus, the scientific 
careers of inventor-scientists are important is shaping the social capital of the 
scientists, and thus his scientific networks of the entrepreneurial firm. 

Geographical proximity has been conceived to be important for knowledge 
transfer. The degree to which proximity facilitates knowledge transfer has been 
one of the important arguments in favor of establishing science parks next to 
universities. Lindelöf and Löfsten (2004) found that technology-based firms that 
worked with the proximate universities achieve certain advantage. The advantage 
resulted from the promoted exchange of ideas through both formal and informal 
networks. Thus, being geographically close to the academic network is important 
for firm success. Another study (Link and Scott 2005), focused on USO 
companies within the university’s research park, found that USOs are of greater 
proportion of the companies in older parks and are associated with richer 
university research environments. They also found that USOs are a larger propor-
tion of companies in parks that are geographically closer to their universities and 
in parks that have a biotechnology focus, thus following the proximity advantage 
argument and the close association of biotechnology industrial research with 
university research. 

establishing their ventures. In addition, such entrepreneurs need to participate in

resources that are crucial for the early stages of the firms (Nowak and Grantham 

learning and exchange networks that are vital to the success of the new venture. 
The proposed research will therefore combine a social network perspective with
the perspective that focuses on the content of the exchange and the learning 

scientific networks and their industrial and venture capital networks in order to 

perspective (Nonaka and Takeuchi 1995). 
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The Institutional Level 

The institutional level of analysis focuses on the importance of the university’s 
formal economic and declarative support in spin-off’s activities on the one hand, 
and the characteristics of the institutional environment that can enhance or hinder 
the founding and success of spin-offs. I will relay to these two important elements. 

Differences between universities can be associated with the founding and 

operate a technology-transfer office as a vehicle to support the creation of spin-off 

in supporting academic entrepreneurship. This can be achieved by the ability to 

managers, who provide the resource-based expertise for establishing a UBSO, 

Beyond the technical and capability-based support of the technology-transfer 
office, universities that have cultures that support commercialization activities will 
have higher rates of spin-off activities. By contrast, universities that do not 

Entrepreneurial universities have been acknowledged to have an important role in 
local economic development (Feldman 2001), but spin-off activities are also 
important for pleasing academics within universities. Feldman found that spin-off 
activities are established for satisfying frustrated scientists, creating the basis for 
moving research faster, for applying broad-based platform technology for new 
products, to retain “star” graduate students and to keep research groups small and 
focused. 

The effects of the wider institutional environment are important here as well. 
Research on entrepreneurial behavior has mostly assumed an under-contextualized 
research approach in which firms were studied in relative isolation from their 
institutional environment (Autio 1997). Recent organizational research has 
pointed out, however, the important impact that institutional embeddedness can 
have on firm founding, conduct, and performance (Uzzi 1996). In the context of 
scientific entrepreneurship, Oliver and Liebeskind (2006) have shown how 
differences in institutional environments regarding IP rights can impact the 
commercialization of academic research. In a comparison case study of the 
invention process and the diffusion-related activities of two leading academic 
inventions in biotechnology, they show how both commercialization and future 
scientific development of these key inventions are dependent critically on the 
institutional environment and the property rights regimes. 

Institutions play an important role on the life of academic researchers and thus 
we need to understand the impact of the institutional environment such as the 

companies (O’Shea et al. 2004). The technology-transfer office plays a key role 

success of UBSOs. Some universities, such as Oxford University in the UK, 

while the TT people evaluate the potential markets, write business plans, raise 

encourage entrepreneurship will inhibit spin-off activity (O’Shea et al. 2004). 

offer synergistic networks between academic scientists, venture capitalists, and 

venture capital, and obtain space and equipment. 
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university (as the key actor in the founding process of UBSOs), governments, and 
property rights regimes have on the founding and success of scientific 
entrepreneurial spin-offs. 

Indeed, from a sociological point of view, the milieu of scientific innovation 
comprises a set of interlocking institutions: universities, national research insti-
tutes, academic journals, research conferences, laws and regulations, funding 
sources, government initiatives and policies, etc. Among the institutional forces 
that affect the propensity of scientists to become entrepreneurs, and the likelihood 
that they will be successful, are the pertinent regulations adopted by the employers 
of the scientists (in this case, universities) (Argyres and Liebeskind 1996; 
Liebeskind et al. 1996; Zucker and Darby 1996). Some universities have 
extremely open regimes, allowing and even facilitating their scientists to find and 
manage entrepreneurial firms while retaining university positions. University rules 
and regulations can inhibit scientists’ motivation and the ability to develop and 
commercialize their own know-how. 

A recent study (O’Shea et al. 2004) asks why some universities are more 
successful than others at generating technology-based spin-off companies. By 
adopting a resource base perspective they test whether resources and capabilities, 
institutional, financial, commercial, and human capital resources are attributed to 
spin-off outcomes. They find that history of successful technology transfer as well 
as faculty quality, size and orientation of science and engineering funding, and 
commercial activities are predictors of USO activities. 

The legal protection and the ease of transfer of IP rights represent a further 
important institutional-level influence factor on the founding of successful 
university-based entrepreneurial spin-offs. Scientific entrepreneurs operate under 
highly uncertain conditions that require significant managerial attention to legal 
aspects of “know how” and IP rights. Yet, protection of IP rights on the one hand 
while facilitating the founding of an entrepreneurial venture on the other hand are 
somewhat contradicting forces that need to be handled by sensitive and experi-
enced managerial vision. 

The research that focuses on the emergence of the entrepreneurial university 
and associated shifts in IP regimes was noted already in this chapter (Etzkowitz 
et al. 2005). Etzkowitz et al. argue that concomitant variation between IP and 
academic regimes is part of a broader transition from the dual helices of 
university–industry and government–industry relations to an innovation system 
based on university–industry–government interactions. Thus, entrepreneurial 
universities are resting on four pillars: legal control over academic resources for 
research; organizational capacity to transfer technology through patenting, licen-
sing, and incubation; facilitating the entrepreneurial ethos among scientists and 
administrators; and enhancing academic and managerial leadership to formulate 
and implement strategic vision for establishing university-based entrepreneurial 
spin-offs. 

The institutional difference in scientists’ entrepreneurship corporate involve-
ment was termed “nested embeddedness” by Kenney and Goe (2004). In their 
study they explain why scientists at the electronic engineering and computer 
sciences at Stanford and University of California at Berkeley expressed different 
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of start-ups, was higher at Stanford. This suggests that the degree to which the 
university supports the entrepreneurial activities of its scientists is associated with 
scientific entrepreneurship. 

There are also external institutional factors associated with the founding and 

impact on USO activities. These include access to venture capital, the legal assign-
ment of inventions (especially acts such as the Bayh–Dole act in the USA (also 
see Mowery and Sampat 2005)), and the knowledge infrastructure in the region. 

In the context of biotechnology, Lowe (2005) (who reviews the operation of the 
Institute of Biotechnology in Cambridge, which aims at creating spin-offs) argues 
that to be successful, a multidimensional environment is needed. This multidimen-
sionality includes crossing traditional boundaries between disciplines, and integra-
ting other businesses, teaching, and training activities into the entrepreneurial 
culture that embraces integration with the industry. 

10.3.3 A Life Cycle Approach to USOs 

Since USOs in all forms represent a relatively new phenomenon, we have limited 
research that offers a longitudinal perspective on this complex organizational 
form. A life cycle approach to USO forms (Vohora et al. 2004) suggests that there 
are a number of distinct phases of development, and each venture must pass 
through the previous phase in order to progress to the next one. These phases 
include research, opportunity framing, pre-organization, re-orientation, and 
sustainability. However, each phase involves an iterative nonlinear process of 
development in which information needs to be gathered as the needed resources 
are searched for. In addition, at the interstices between the phases, the ventures 
face “critical junctures” in terms of the resources and capabilities needed for 
moving to the following stage. The critical junctures are identified as (1) 
opportunity recognition; (2) entrepreneurial commitment; (3) venture credibility; 
and (4) venture sustainability and returns. Thus, we learn from this study that the 
evolutionary growth path of USBOs is complex and modular and how social 
capital, resources and internal capabilities are acquired in order to enable the 
venture to generate revenues and compete effectively. 

10.4 Integration, Complexities and New Research 
Directions 

I have already listed the trends that led to an increasing motivation for founding 
USOs or UBSOs, especially in biotechnology-related research. However, the 
literature already found that USOs confront some unique difficulties in achieving 
sustainability, capabilities, and financial profits. These difficulties are due to two 
major elements (Vohara et al. 2004). The first relates to the fact that they emerge 

success of USOs. O’Shea et al. (2004) suggest three broad factors that have an 

levels of entrepreneurship. The level of corporate involvement, including founding 
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out of an idea in a noncommercial environment, aiming at becoming a commercial 
competitive firm. In addition and in contrast to none academic start-ups, these 
ventures suffer from conflicting objectives of central key holders such as the 
university, the academic entrepreneur, the venture’s management team, and 
suppliers of finance. These difficulties are not surprising, since they are associated 
with effort to hybrid two distinct institutional environments – the one of academic 
research and the commercialization processes. 

Another complexity is associated with the policies adopted by universities. As 
mentioned earlier, the role of university policies is important in the success and 
growth of the ventures (Degroof and Roberts 2004). Not all universities generate 
spin-offs and not all academic disciplines equally generate new firms, and they are 
mostly in biotechnology and information technology. Universities can be 
classified by the support they offer UBSOs and the selectivity they apply in the 
process (Degroof and Roberts 2004, p. 329). In their effort to characterize spin-
offs, they classify four central archetypes and distinguish between policies of 
universities. The first archetype, which characterized nonentrepreneurial policies, 
includes universities with an absence of proactive spin-off policies in which 
scientists derive the entrepreneurial process, and the business project is generally 
modest. The second archetype includes minimalist support and selectivity policies. 
There was no proactive technology search, and the identification of opportunities 
relied on the scientists, and the entrepreneurial environment was weak. IP 
assessment emerged slowly, and the university provided limited assistance in 
writing business plans. Selectivity of projects was minimalist and seed funds were 
provided, but many times, the scientists were left on their own, isolated from the 
entrepreneurial community. The third archetype is the one that provides 
intermediate support and selectivity. It involved a proactive technology-transfer 
policy, in which the technology-transfer office had more independence and 
resources. More support was provided for the concept testing phase before the 
venture was funded, and this was aimed at pushing founders to target ambitious 
opportunities. The university was involved in creating a network among the 
nascent high-tech community. The forth archetype was based on high support and 
selectivity policy that was carried out by research institutes outside of the 
university. These institutes had a strong emphasis on technology transfer and 
developed proactive procedure for technology opportunity search and of research 
with commercial potential. This was gained by strong IP capabilities to evaluate 
the potential of commercialization of academic research. The concept testing was 
conducted during the incubation stage, while the business side was delegated by 
managers with industry or policy experience. The start-up support phase was 
carried over by the management team. There are several implications that result 
from this study and that are noteworthy: first, when the entrepreneurial environ-
ment is weak, universities need to apply spin-off policies that involve high 
selectivity and high support. In this context, academic institutions need to consider 
alternative strategies such as partnering with other firms and need to select spin-
offs with high growth potential. Second, academic institutions need to develop not 
only financial resources for spin-offs but also networks in the scientific and 
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business communities. Finally, if resources are constraints, universities need to 
decide what policies are possible to implement prior to establishing spin-offs. 

As a point of closure and a direction for future research, we must note that there 
is a great heterogeneity of TTO missions and IP as university endowment and 
mission may differ. Some universities do not engage in university startups and 
exclusively license, even if they are leaders in biotechnology research. In addition, 
IP policies differ across the university system and can play a critical role in the 
commercialization process. If the IP exclusively belongs to the university, it may 
create less than optimal outcomes for university-based startups. 

In summary, these new organizational forms and changes in the academic 
institutional environment call for future important research that would enhance our 
understanding of these emerging patterns. New research directions should 
examine: 

• The effect of university policies regarding IP on the proliferation of UBSO 
• The recursive effect of UBSO on entrepreneurial science within universities 

and the changes they may have on the scientific communities and university 
structures 

• The effect of the entry of VC in funding USOs on processes of university 
decision-making and further academic and research activities 

• The internal features of the new organizational forms of USOs and UBSOs and 
changes in them over time 

• Direct and indirect success or failure factors of USOs and UBSOs 
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11.1 Introduction 

While individual rights on physical properties are now well accepted, at least in 
‘modern’ societies, individual rights on intellectual property (IPRs) remains a 
controversial issue. Theoretical explanations and empirical evidence, both for and 
against IPR, have only increased in recent years and no reversal of this trend is in 
sight. Patent, in particular, has been at the centre stage of this debate. In the words 
of Abraham Lincoln, patents were supposed to promote entrepreneurship and 
industrial development by adding a ‘fuel of incentives’ to the ‘fire of genius’ 
(creativity of individual scientists). At the same time, patent laws have, often, been 
accused of promoting monopolies (Machlup 1958, pp. 10–12) and ‘corpora-
tisation’ of R&D, wherein the rate and the direction of innovations are largely 
guided by commercial motives, devoid of much ‘fire of genius’ (Noble 1977, 
Chap. 6).1 Clearly, this was conflict with the stated objective of patents to promote 
creativity of individuals. Therefore, questions were raised on the appropriateness 
of granting patents, in particular, to the outcomes of large-scale ‘routinised’ R&D, 
without any substantive individual fire (Kingston 2005). This matter is now 
largely settled, where patents to ‘routinised’ R&D outcomes are no longer 
questioned. The boundaries of debates surrounding benefits and costs of patenting, 
however, continue shifting with the inclusion of newer issues. In particular, costs 
and benefits of strategic patenting, the role of patents in technological catch up, 
technology transfer and economic development are some of the issues being 
subsequently discussed threadbare, along with the core issue of whether patents 
indeed provide incentives to innovate. 

                                                           
1 According to Alexanderson (1972), the patent system, thus, protects ‘the institutions 

which favour invention’ instead of protecting the ‘lone inventor’. 

211H. Patzelt and T. Brenner (eds.), Handbook of Bioentrepreneurship,  
doi: 10.1007/978-0-387-48345-0_11,  © Springer Science + Business Media, LLC 2008 
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The invention of genetic engineering technology and the consequent growth of 
the modern biotechnology industry have added new dimensions to these debates. 
Going by the Nobel Prize lecture of Edward Tatum in 1958, the basic purpose of 
genetic engineering seems to control and regulate the functions of genes in order 
‘not only to avoid structural and metabolic errors in the developing organisms but 
also to produce better organisms’ (Tatum 1959, p. 1714). Evidently, the prospects 
for a widespread use of genetic engineering to develop medicines and to enhance 
nutritional levels of foods were realised in no time (Kuenning and Makundi 2000). 
Also, the prospect of modifying genes of plants for better pest resistance provided 
a ray of hope to rescue agriculture from the crippling co-evolution of pests and 
(chemical) pesticides in industrialised countries (Goodman et al. 1987).2 Such 
prospects for commercial applications can, perhaps, explain the current wide-
spread attempts to privately appropriate new inventions in biotechnology. Indeed, 
the biotechnological industry has witnessed one of the highest growth rates of 
patents in recent times. Khan and Dernis (2006, p. 44) report that biotechnology 
patents have grown at an annual rate of 8.3% a year, surpassing the overall growth 
rate of patents in European Patent Office (5.7%). 

With this increasing rate of patents, arrays of concerns worthy of scholarly 
attention have surfaced. This chapter is an attempt to provide an overview of these 
issues as well as to analyse how academic researchers, largely, but not exclu-
sively, in economics, have responded to them. I will, however, restrict myself 
mainly to studies and issues, which have larger theoretical implications. 

There are at least six issues, which warrant attention in any discussion on 
patenting biotechnology. Most important of them is, perhaps, the issues surround-
ding appropriation of life forms (Kodish 1997; Caulfield 1999; Caulfield and Gold 
2000; Gold 2001; Yamana 2001; UNCTAD-ICTSD 2005). However, one has to 
very carefully distinguish between the set of issues pertaining to ‘patenting’ life 
forms, and the more general set of issues related to ‘modifying’ life forms through 
biotechnology.3 I concentrate only on issues concerning patenting of life forms. In 
doing so, I will also touch upon a related issue, which analyses the appropriateness 
of patenting life forms based on a framework, which was originally designed to 
protect mechanical inventions (Ko 1992; Thurow 1997; Gold et al. 2002; Farnley 
et al. 2004).  

The second issue is the issue of academic entrepreneurs in the context of 
biotechnology. The progress of biotechnology has reportedly been associated with 
a spurt in new start ups, where academic scientists are starting new ventures to 
commercialise the technologies they have developed. It is argued that patents have 
helped them retain their rights on innovation and enabled them to commercialise 
these technologies in a major way (Zucker et al. 2002; Audretsch 2006). This 
trend of assigning biotechnological patents more to individuals, as opposed to 

                                                           
2 See Norgaard 1994, pp. 24–26, for a detailed account of this co-evolutionary process. 
3 See, for instance, McKelvey (1996a) for a detail discussion on the second set of issues. 

See also the studies cited in the Scope Note 17, The Human Genome Project 
(http://bioethics.heorgetown.edu/publications/scopenotes/sn17.htm, last accessed on 9 
July 2007) 
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firms, if true, might demand a shift in focus of the existing industrial organisation 
literature, where, scientists are merely treated as R&D inputs, and technologies are 
owned by firms. It can, perhaps, be said that the inherent science dependency of 
biotechnology has brought this much forgotten issue of individual ‘flash of 
genius’ back to the fore, once again. Various debates associated with it as well as 
the implications of such a trend are discussed. 

The third issue is the consequence of patenting biotechnology for public 
science, and the organisations that generate it. This issue is an outcome of a strong 
science dependency of biotechnology on one hand, and its strong commercial 
prospects on the other. I have mentioned earlier that biotechnology has been 
subjected to patent protection from the very initial phase of its growth, mainly due 
to its commercial relevance. At the same time, growth of biotechnology also 
depends, crucially, on basic research (BR) done at universities and public labora-
tories (Markle and Robin 1985; Cook-Deegan 2007). Traditionally, these bodies 
have been entrusted with the job of enriching public ‘open’ knowledge (Merton 
1967; Polanyi 1967). Patent protection to biotechnology has raised a fear of 
‘closure’ of open public knowledge pool, which is commonly termed as the ‘anti-
common effect’ of science (Heller and Eisenberg 1998; Mowery et al. 1999; 
Eisenberg and Nelson 2002; Sampat 2006).4 

Biotechnology is also identified as a ‘complex technology’, where one end 
product comprises of several technological outputs. Often, patent is sought 
separately for these constituent (intermediate) technologies. A final product is, 
thus, protected by a ‘thicket of patents’ (Shapiro 2000; Ziedonis 2004), rather than 
a single patent – as the case is with traditional products. Also, biotechnological 
innovations are cumulative in nature. The thicket of patents at the disposal of each 
researcher, therefore, can be used as a strategic tool for research cooperation and 
negotiation. Accordingly, the role of patent in ‘holding up’ and ‘blocking’ 
commercialisation is increasingly being paid attention to (Ko 1992; Lerner 1995; 
Shapiro 2000; Lanjouw and Schankerman 2001). I give an overview of research 
on this (fourth) issue as well. 

Finally, two issues that are intricately linked with economic development are 
discussed. Besides revisiting the well-known development debate on patents and 
technological catch up (IPR commission Report 2002, Chap. 1), I also highlight 
the emerging development debate on the implications of accessing biodiversity of 
the South by proprietary corporations of the North. While it is widely held that the 
progress in genetic engineering research may solve problems of health care and 
food security in developing countries, the proprietary control of these technologies 
has been a source of concern. These concerns range from the fear of 
overexploitation of ecological resources (Swanson 1996), to corporate ownership 

                                                           
4 This is not to suggest that this fear is true only for biotechnology. See Gibbons et al. 

(1994) for a pioneering discussion on the interaction between fundamental and applied 
knowledge and its implications for changing research organisations. However, as 
mentioned by an anonymous referee, biotechnology remains one of the most science-
dependent industries with substantial commercial prospect and developmental 
implications. The issue, therefore, draws wide attention in the context of biotechnology. 
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of biological diversity (Burrows 2001). The absolute advantage of the North in 
technology (of genetic engineering) and the absolute advantage of the South in 
requisite raw materials (diversity in life forms and genes) leads to a complex kind 
of North–South conflict, unseen in other high technology areas. Currently, at the 
World Trade Organisation (WTO), negotiations are taking place on the demand by 
the South countries to share the benefits derived by the Northern firms from 
commercialising products based on these biological entities, on grounds that 
biodiversity is not merely a natural resource. Rather, indigenous communities in 
many South countries have, for centuries, maintained, conserved and enriched 
these resources, and they form an integral part of knowledge of these 
communities. 

The chapter has five broad sections. The following section, Sect. 11.2, will 
define the meaning and scope of biotechnology for our discussion, and elaborate 
on its various characteristics. Section 11.3 presents the basic issues of patents. 
Based on this discussion the thematic framework for the key section (Sect. 11.4) is 
formed, which analyses the implications of patenting biotechnology. Sect. 11.5 
concludes. 

11.2 Biotechnology Industry: Meaning and Scope 

Despite the age-old existence of biological processes such as brewing and baking 
in industrial activities, the emergence of modern biotechnology refers to the use of 
genetic engineering techniques or recombinant DNA. In this section, an overview 
of its basic characteristics and the academic discussions on its historical trajectory 
are given. 

11.2.1 Genetic Engineering: Basic Features 

In its core, genetic engineering refers to ‘controlled changes to DNA’ (McKelvey 
1996a, p. 80) for the benefit of humans (Taylor et al. 2002, p. 834), whose 
development has been much influenced by theoretical developments in the field of 
molecular genetics (Markle and Robin 1985). As opposed to classical genetics, 
where genetic information is exchanged through usual mating process, molecular 
genetics permits ‘directed manipulation of genetic material and transfer of genetic 
information between species that cannot interbreed’ (Gonsen 1998, p. 44).5 One 
may note that by enabling genetic information to be transferred or exchanged 
between species that cannot interbreed, genetic engineering helped achieve a 
major breakthrough in genetic research by removing the species barrier 
(Taylor et al. 2002, Chap. 25). 

It may be safely argued that biotechnology is not an industry. Rather, it is a set 
of technologies applicable to a spectrum of industries (Gonsen 1998). In this 

                                                           
5 See Taylor et al. (2002, pp. 834–835) for the theory of genetic engineering. 
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sense, genetic-engineering-led biotechnology has paved the way for the so-called 
‘bioindustrialisation’ by removing the technological barriers across industries 
(Goodman et al. 1987). Needless to mention, the removal of species barriers and 
technology barriers expand the domain of use of genetic engineering technologies, 
enabling it to reap the advantage of scale economies of a degree unmatched by 
many other technologies (other than, perhaps, information technology). Indeed, 
harnessing of genetic-engineering-led biotechnology provided a new set of life 
line to the economies of the West, crippled by the burden of human diseases such 
as diabetes and ever increasing use of chemical pesticides in agriculture. The 
successful incorporation of biotechnology in large-scale industrial production of 
human insulin, and herbicide tolerant, pest resistant corns and soybeans – major 
food items of the West (King and Stabinsky 1999) – immediately benefited these 
economies, since biotechnology reduced the uncertainties of raw material 
availability and hazards of chemical pollution (Goodman et al. 1987). 

11.2.2 Genetic Engineering: Continuity or Discontinuity? 

It is widely debated whether genetic engineering should be regarded as a major 
breakthrough over its predecessor technologies (Markle and Robin 1985; 
McKelvey 1996a, 1996b). Product-wise, biotechnological products are very often 
classified into three generations (Fairtlough 1986; Hacking 1986; Sharp 1991). 
The first generation products refer to simple brewed products such as beer, wine 
or cheese. The second generation of biotechnological products includes specia-
lised products such as antibiotics and industrial enzymes produced by large-scale 
standardised modern fermentation processes. Genetically engineered human 
growth hormone and insulin are classified as the third generation products. 

It is important to note that the core technologies of the first two generations of 
product largely evolved out of localised, experience-based learning, while the core 
technology of the third generation products is a result of formal scientific research. 
Another distinction between the third generation and the previous two generations 
are often made in terms of technological paradigms. As mentioned earlier, 
according to this view, genetic engineering is considered as a major advancement 
over and above tissue and cell-culture-based selective breeding, where manipu-
lation is done at the gene level, and not at the level of the whole plant and animal. 
Nevertheless, there are differences in opinion on whether these dissimilarities are 
significant enough to characterise the third generation biotechnology as a 
revolutionary change over the first two generations. Often, these differences in 
opinion are country specific. European scholars maintain that the emergence of 
genetic engineering is a slow and continuous process over its previous gene-
rations. In USA, however, scientists prefer to view it as discontinuous jump 
(Markle and Robin 1985, pp. 70–71). Interestingly, US policy makers maintained 
a strategic distance from this view of US scientists. At the policy level, genetic 
engineering is often proclaimed to be incremental development (USDA 1987, 
p. 10), arguably, to minimise public attention against patenting and manipulation 
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of life forms that genetic-engineering-led biotechnologies have sought to promote 
(Plein 1991, p. 482). This debate remains an unsettled one. 

For the purpose of economic analysis, however, one would be more interested 
to analyse the spill over of such technological discontinuities, if any, into the 
economic domain. In other words, to recount the old Schumpeterian adage, one 
would be interested to examine whether new technologies unleash a process of 
creative destruction in the industrial organisation. We do not find any clear 
evidence of this process in the context of biotechnology. Although it is true that 
the emergence of modern biotechnology has helped many new start-ups6 to 
emerge and grow, many old firms have also retained their competitiveness in the 
market (Mowery 2005). McKelvey (1996b) makes an attempt to reconcile these 
two by arguing that a one-to-one mapping from technological discontinuities to 
creative destruction may not be possible in complex technologies, where 
capability of firms to adopt a new technology in their otherwise ‘sticky’ routines 
(Nelson and Winter 1982) depends on a host of factors such as networks and 
external linkages, other than own in-house R&D. In other words, in the 
biotechnology industry, characterised by multiple core technologies (Chesnais and 
Walsh 1994), continuity of technological competence of a firm depends not only 
on its in-house R&D, but also on its capacity to organise additional activities to 
integrate externally available novel technologies into its existing routine. Under-
standably, this capacity might depend on various factors such as past experiences 
and reputation, where large, established firms may have an edge, reducing the 
possibility of a one to one relationship between technological discontinuity and 
changes in industrial organisation. 

11.3 Patents: An Overview 

11.3.1 Basic Issues 

Economics as a discipline is concerned with appropriation of knowledge due to 
the importance of creativity and innovation for sustained growth and economic 
development. An economist’s concern for effective IPRs emanates from the belief 
that knowledge is a public good having the characteristics of non-excludability. 
This has two implications. A creator of a new knowledge would be hesitant to 
disclose it, depriving the society of any gains in productivity and efficiency arising 
out of this knowledge. Second, a potential creator of a new knowledge might be 
hesitant to put in inventive effort if the results of such efforts are freely ridden 
upon by others. Although the practice of granting exclusive rights to manufacture 
and trade of novelty had its origin in Europe around 500 years ago, the concept of 
IPRs, as a formal institution, is a late eighteenth century US creation. The Patent 
Act of 1790 (amended in 1793) was the first of its kind with an explicit objective 
of promoting novelty and innovation.  

                                                           
6 See, for instance, Gonsen (1998, Table 3.1, pp. 42–43) and Zucker et al. (1998). 
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The Act emphasises that ‘…any new and useful art, machine, manufacture or 
composition of matter and any new and useful improvement on any art, machine, 
manufacture or composition of matter...’ (Section 101 {FN2: 35 U.S.C. §101}7) 
would be patentable for a limited period ‘to promote the progress of science and 
useful arts’ (Evenson and Putnam 1987, p. 403). 

Any patentable item would have to conform to five standards, namely (i) 
novelty, (ii) utility, (iii) inventive step, (iv) reduction to practice and (v) enabling 
disclosure. To elaborate, an invention to be patentable should be non-obvious, 
given the current public information set; it must have some usefulness in the 
industry; it should not reflect mere skill; the idea should be embodied in a working 
device (technology) or a structure and the means to reproduce the invention must 
be made public. Maneuvering with these criteria can give rise to patent systems of 
diverse strengths. 

The welfare reducing effect of patent through limiting competition and 
prolonging monopoly has, however, been a concern since its early days, especially 
among the policymakers. Indeed, the monopoly implications of patents refer to the 
oldest form of conflict between patent and public interest, leading even to 
abolition of patent laws in many West European countries during the nineteenth 
century (Machlup 1958, p. 4).8 Thomas Jefferson, the prime architect of the US 
Patent Act 1790, in fact, insisted to nullify patents if they are seen in conflict with 
public interest.9 In recent times, this conflict has become multidimensional with 
the incorporation of concerns ranging from protecting ‘human, animal or plant life 
or health’10 to avoid(ing) ‘serious prejudice to the environment…’.11 Conse-
quently, these concerns are now dealt with under the premise of ‘ordre public’. 
Broadly speaking, a threat to ‘ordre-public’ is taken as synonymous with a threat 
to the ‘operation of the State and its institution’ (Gold 2001, p. 8).12 The TRIPS 
agreement has explicit provisions to exclude patenting of such inventions, which 
constitute a threat to ‘ordre public’ in a country. For such inventions, TRIPS has 
made provisions for sui generis protection under the ambit of national laws. 
Importantly, however, inventions that are denied patents on grounds of ‘ordre 
public’ shall also not be allowed to be commercialised (UNCTAD-ICTSD 2005, 
Chap. 19). 

Conventionally, nevertheless, the academic debate on patents has focused more 
on the strength of the patent system, rather than the system per se. It is thus 
imperative to focus on the implications of varied patent strengths. Essentially, 
                                                           
7 See Chap. 4, http://digital-law-online.info/lpdi1.0/treatise52.html. Last accessed on 10 

July, 2007. 
8 See also the foreword to Machlup (1958) by JC O’Mahoney (p. III) 
9 Writings of Thomas Jefferson V (p. 47, Ford ed.) and VI (pp. 180–181, Washington ed.), 

cited in Graham vs. John Deere Co. of Kansas City et al., 383 US 1(1065). 
10 Health includes satisfaction of basic requirement like food, safe water, shelter, clothing, 

warmth and safety, along with access to medical care. See for instance, Beaglehole and 
Bonita (1999, p. 45). 

11 Article 27.2, Trade Related Intellectual Property rights  Systems (TRIPS) 
12 See UNCTAD-ICTSD (2005, Chap. 19) for a comprehensive discussion on the evolution 

of meaning, concept and coverage of the term “ordre public” in the context of patent law. 
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patent strength is a multidimensional concept and includes characteristics such as 
length and breadth (scope of patent) of patents along with the rigour of patent 
enforcement, patent fees and the scope of compulsory licensing (Gallini 2002). 
Among these dimensions, the length and scope of patents have received a rather 
disproportionate attention in academic discussions. While patent length refers to 
the duration of patent protection, the breadth or scope of patents, broadly 
speaking, defines the ‘degree of newness (or non-obviousness)’ required in an 
invention for the grant of patent.13 In this sense, the scope of patents defines the 
extent of inventive step involved in an invention. Within the discussion of patent 
strength, in fact, patent scope (and the issue of non-obviousness in particular) has 
occupied a key position. However, patent scope is purely a subjective measure, 
and hence highly susceptible to definitional ambiguity (Merges and Nelson 1990). 
As a result, definitions of patent scope have been subjected to, and shaped by, 
intense jurisprudential interventions, especially in the USA. 

Jurisprudential interventions in the USA, to define patent scope, are essentially 
directed to minimise the anomaly between, so-called, ‘specification’ and ‘claims’ 
of a patent. ‘The specification contains a discussion of the invention’s back-
ground, a summary of the invention, and a detailed description of at least one 
embodiment of the invention…Claims usually encompass much more than this’ 
(35 USC-112, 1988).14 Kitch (1977) argues that the grey area in defining claims 
can be used in a strategic manner to block invention and prolong monopolies. 
The US Supreme Court, however, has outlined that ‘claims are to be construed in 
the light of the specification and both are to be read with a view to ascertaining the 
invention’. To solve the litigations arising out of non-overlapping nature of 
specification and claim, judiciary has often resorted to ‘the doctrine of 
equivalents’. Under the doctrine of equivalents, a new product or process may 
infringe an existing patent if it ‘performs substantially the same overall function or 
work, in substantially the same way, to obtain substantially the same overall result 
as the claimed invention.’ (Ko 1992, p. 781).15 However, there is a ‘reverse 
doctrine of equivalents’ as well, to counter the doctrine of equivalents. In other 
words, the reverse doctrine of equivalents can be used to nullify an infringement 
suit when a new product or process falls well within the boundaries of claim of a 
previous (infringed) innovation, if it can be proved that the new innovation has 
been generated in a substantially different way than the existing invention (Ko 
1992). 

The literature on patent scope can be categorised into three groups:16 

• Whether or not it covers fundamental scientific research along with the applied 
commercialisable knowledge. There are two underlying assumptions, albeit 

                                                           
13 See, for instance, Gilbert and Shapiro (1990) for variation in the definition of breadth and 

scope of patent. 
14 As mentioned in Kitch (1977) 
15 Emphases mine. 
16 These levels are distinguished primarily for analytical convenience, and are not intended 

to be watertight. Nevertheless, they do address different types of strategic issues related 
to patents. 
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implicit, behind such a consideration. First, it assumes that progression from 
scientific research to technological invention is linear. Secondly, it also 
assumes, rather correctly, that any basic science research has numerous new 
potential lines of application. Patenting such outputs could thus prevent some 
of these innovations from being realised, by restricting its use (Eisenberg and 
Nelson 2002). Accordingly, granting patents to scientific discoveries had, 
indeed, for long been regarded as ‘impractical and undesirable’ (Machlup 1958, 
p. 1). The first explicit departure from this traditional position is, perhaps, the 
enactment of the Bayh–Dole Act in the USA, which approved granting of 
patents to (fundamental) research carried out at universities. This issue is 
important for biotechnology, due to its science dependent character. I refer to 
this debate as anticommon science debate, and discuss it later. 

• The scope of a patent also depends on whether it covers a whole product as 
well as its constituent processes, or only the processes. This issue is also known 
as the issue of product vs. process patent. Needless to mention, a product patent 
would be considered broader, hence stronger, compared with a process patent 
(Lerner 2002). The implications for technological catch up in the context of 
biotechnology patents under this framework are discussed. I call it the 
technological catch-up debate. 

• The third level of distinction occurs within a product patent system. This is 
done by specifying varying degrees of inventive steps of new products. Once 
again, a patent system with provisions of patenting close substitutes would 
demand small inventive step (or non-obviousness) and would be considered as 
narrower in terms of patent scope (Sherman 1990), compared to a system where 
patent is granted only to new products, which are significantly different from 
the older ones. In recent years, this issue has gained importance in the light of 
India’s amendments to Patent Laws, 2005. In an attempt to make its patent law 
TRIPS compatible, India has substantially altered the criteria of inventive steps, 
thereby, barring innovations with small inventive steps from patenting. Given 
that foreign multinational corporations (MNCs) and Indian firms have 
dissimilar capabilities to produce patented products; this has been done, 
perhaps, to prevent MNCs from ‘ever-greening’ their monopolies through 
insignificant incremental innovations. Clearly, it reiterates the old conviction 
that patent monopolies should only be extended to those inventions, which are 
significantly new and thus benefits the society in a major way. In the context of 
biotechnology, this issue is important because every biotechnological final 
product uses numerous (intermediate) technologies. The patent scope, in this 
context, would clearly define the limit (and the number) of patenting such 
(intermediate) technologies. In other words, the size of ‘patent thickets’ will be 
determined by the scope of patents, which, in turn, would determine the degree 
with which patents can be used as a tool for strategic cooperation/negotiation 
and ‘holding up’ between parties producing the final product.17 I refer to this 
debate as holding-up debate. 

                                                           
17 Indeed, a broad patent is assumed to provide better protection to the creators of 

knowledge (Klemperer 1990). At the same time, however, broad patents are accused of 
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The modern economics literature on patents, at least during its initial phase, 
remained preoccupied with understanding the intricacies of its social benefits in 
terms of augmenting inventive activities, net of the deadweight loss of creating 
monopoly (Arrow 1962; Nordhaus 1972; Scherer 1972). It is important to note 
that realisation of any social benefit of patents, in terms of ensuring increased flow 
of inventions, directly depends on the number of inventors working on diverse and 
non-competitive ideas (Mazzoleni and Nelson 1998). Patents would promote only 
a technological race in similar technologies if the fields of research of different 
inventors are identical (Dasgupta and Stiglitz 1980). This race might lead to a 
pattern of resource allocation to R&D, which is not socially optimum. In addition, 
the purported social benefits of patents – an increased flow of inventions – also 
remain illusive.18 Moreover, contrary to the theoretical understanding that patents 
are imperative for inventions, a large body of empirical literature seems to suggest 
that patents provide useful incentives for industrial innovations only in a handful 
of industries and in limited situations (Lerner 2002). 

11.3.2 Evolution of Patents in Biotechnology 

The USA has been a pioneer in institutionalising the protection of biological 
processes as well. The US Plant Patent Act 1930 is the first formal institution to 
deal with protection of plant variety. Several countries, however, opposed the idea 
of extending patent protection to plant variety because plant variety was 
considered as a product of nature. Patents, also, exclude others from using a 
technology. The age old practice of the farming community was to produce, reuse 
and exchange seed varieties among themselves without being concerned much 
about the rights on their intellectual properties.19 The philosophy and belief 
structure associated with patents were, thus, in conflict with the belief structure 
associated with the production of seed variety. The pressure from plant breeding 
industry in Europe, nevertheless, resulted into the formation of the International 
Union for the Protection of New Varieties of Plants (UPOV) to protect plant 
varieties of select plants (mainly excluding food crops), provided they are 
‘distinct’, ‘uniform’ and ‘stable’ (DUS).20 The strength of plant breeders’ rights 
vary according to the definitions of distinctness, uniformity and stability. During 
these initial years, UPOV allowed the reuse and modifications of seeds by 

                                                                                                                                       
limiting potential competition and strengthening monopolies both in the markets for 
knowledge as well as in the markets for products (Gilbert and Shapiro 1990). 

18 The society, of course, gets an invention rather fast. 
19 In a recent research Kumar (2007) finds that grass root innovators belonging to farming 

communities in India not only share their seed varieties, but also various other kinds of 
innovations and creative ideas. 

20 Distinctness refers to the unique characteristics compared with what is common 
knowledge. Uniformity implies possessing of that distinct characteristic by the whole 
population in a uniform manner.  Alongside the uniformity requirement, inheritance of 
the distinct characteristic of the parent seed is demanded among its progeny to ensure 
stability. See, for instance, Rangnekar (1999, p. 131) for detail. 
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farmers.  Any exchange of saved seeds within the community of farmers was also 
permitted, provided this exchange did not involve commercial trading. However, 
confusion prevailed as to whether protection was given only to phenotypic 
variations, or also encompassed genotypes. Protection only on phenotypes was 
considered weaker compared with a system where genotypic variations are also 
protected. This is because one particular genotype would include many phenotypic 
variations. The scope of competition between plant breeders is, therefore, quite 
high in the framework of protection that only covers phenotype (Wright and 
Pardey 2006). 

UPOV was amended in 1991 to make way for protecting genotypic variations, 
explicitly, by incorporating the criterion to define ‘minimum genetic space’ of 
protection through ‘essentially derived varieties’ (EDV).21 The amendments also 
restricted farmer’s right to save and exchange seeds, even for non-commercial 
purposes. UPOV 1991 also extended its coverage of protection to include food 
grains and other non-commercial crops. The provision of using protected ‘parent 
crops’ for the production of subsequent varieties was also forfeited. 

In a parallel development, two patent amendments in the United States 
facilitated the process of bringing genetically engineered inventions under the 
umbrella of patent protection. The Diamond vs. Chakravarty 1980 case is 
considered to be path breaking because it explicitly acknowledged that ‘anything 
under the sun made by the man shall be patentable’. Kingston (2005), however, 
argues that this decision was, in fact, built upon the amendments made in 1952, 
which reduced the requirement of non-obviousness for patentability, and qualified 
outcomes of routinised industrial R&D to be patentable by stating that 
‘patentability shall not be negatived by the manner in which the invention was 
made’.22 These two amendments, believed to have, paved the way for genetic 
engineering inventions to be brought under the umbrella of patent protection. 

Accommodating genetic engineering inventions in the traditional patent system 
is, however, entangled with legal difficulties. The major difference between 
mechanical and biotechnological inventions is the impossibility of describing the 
latter in terms of components, parts or elements (structure), which is required 
under the conventional system of patents. Rather, biotechnological inventions are 
expressed in manipulative or functional terms (Sherman 1990; Pila 2003). It is 
also argued (Sherman 1990) that biotechnological inventions are more vulnerable 
to infringement suits due to two reasons. First, being a pioneering technology it 
may suffer from the absence of an adequate language of ‘claim’, which takes time 

                                                           
21 EDV protects the expression of the essential characteristics that result from the genotype 

or combination of gentotypes (Lange 1993). 
22 In fact, until 1952 the standard practice was to allot patents to the individual scientists, 

who, in turn, transferred the rights to their employers. This practice had led to denial of a 
large amount of chemical patent as well as high transaction cost for the chemical 
industry, provoking them to lobby for the amendments. Indeed, ‘process’ became 
patentable, instead of ‘art’, only from 1952. See http://digital-law 
online.info/lpdi1.0/treatise52.html. Last Accessed on 10 July, 2007. 
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to evolve.23 Second, it is also difficult to foresee the exact range of utility of those 
patents, which are filed at very early stages of inventions. Inventors, in such cases, 
tend to file a broad claim, making the patent vulnerable to infringement suit at a 
matured phase of the technology. But, such difficulties notwithstanding, granting 
of patents to biotechnological inventions continues. In fact, the US Court of 
Appeal has made explicit attempts to exempt biotechnological inventions from the 
requirements of non-obviousness, which would only accelerate the rate of granting 
patents to such inventions.24,25 

11.4 Patenting Biotechnology: Implications 

The six major issues outlined in the introduction are now thematically distributed. 
Accordingly, this section is divided into the following subsections. Section 11.4.1 
gives an analytical overview of laws related to patenting life forms in different 
(mainly industrialised) countries (issue 1). Section 11.4.2 is rather short and 
discusses the issue of patent lengths.26 Section 11.4.3 deals with patent scope and 
has three further subsections. In Sect. 11.4.4 I discuss the issue of patenting 
biodiversity through bioprospecting and its ‘benefit sharing’ implications.  

11.4.1 Patenting Life Forms and ‘Ordre Public’: Basic Issues  
and Inter-country Comparison  

Patenting life forms have added a new dimension to the already existing conflict 
between patents and public interests. Within the category of life forms, one may 
further distinguish among life forms of various ‘orders’. Roughly, two such orders 
can be mentioned. Microorganisms belong to the ‘lower order life forms’, while 
‘higher order life forms’ include plants, animals, along with sequences and 
fragments of their genes (Gold 2001, p. 5). It is the latter group of life forms, 
whose inclusion under the ambit of patents have raised concerns associated with 
‘ordre public’ (Hoedemaekers 2001). 

Beside the ethical issue of ‘appropriating life’, granting patents to life forms 
runs into other, more technical, difficulties. It is well accepted that genetic 
engineering processes are uncertain, and thus, often non-reproducible (APO 
2002), violating one important criterion of conventional patent laws (Evenson and 

                                                           
23 Lerner (1994, p. 331) indeed provides evidence of how patent claims in biotechnological 

inventions evolved to become narrower and specialized over time, as the legal language 
grew matured to deal with biological inventions. 

24 In re Bell 1993, and In re Duell 1995 by the Court of Appeal, Federal Circuit, USA as 
cited in Kingston (2005, p. 8). 

25 See, in this context the discussion on the so-called “friendly court” hypotheses 
(conjecturing that the creation of Court of Appeal for the Federal Circuit led to a surge in 
patenting) in Gallini (2002, p. 138). 

26 We have not explicitly highlighted this issue in the introduction. 
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Putnam 1987; Kingston 2005). The lack of reproducibility has also given credence 
to the argument that such processes are predominantly natural, whereas patents 
should be given only if convincing evidence of human intervention could be 
found. Patenting life forms, especially, gene sequences have also been marred 
with problems of conforming to ‘utility’ aspects of patent laws (Straus 2002; 
Yamana 2001). In another interesting revelation, de Carvalho (2004) cites few 
Supreme Court orders in the USA, which emphasised that patents can only be 
granted to a technical idea if it can be invented in more than one way. In contrast, 
genetic engineering processes are unique. All these features of genetic 
engineering, allegedly, make the traditional framework of patents inappropriate 
for patenting inventions in genetic engineering (Thurow 1997). 

Life forms, unlike their chemical or mechanical counterparts, produce progeny. 
A cautious approach, on ethical grounds, is thus required for patenting life forms, 
since such protections might have trans-generational implications for ownership 
and appropriation of living beings. Indeed, patent on human being is prohibited in 
all countries. This is also reflected in the UNESCO Declaration of 1997, which 
proclaimed that ‘human genes are constituent of human race. Their variety and 
dignity should thus be protected. It also maintained that human genome is a 
natural state, which should not be used for economic profit making exercises’. 
However, the guideline had no exclusive clause pertaining to patents.27  
Inter-country differences exist with regard to patenting lower forms of life, such as 
gene sequence, cell lines, animal organs, animals, animal varieties and human 
organs (see Gold 2001). The United States and Australia are the most pro-patent 
countries, permitting patents on all the above forms of higher life. Japan and 
Korea comes next with provisions of patents to all above forms, except human 
organs. Europe remains more conservative among developed countries, excluding 
(specific) plant and animal varieties as well as human organs from the ambit of 
patents (Gold 2001; Straus 2002). Canada also ‘lags behind’ (McMahon and 
Lumiere 2004) on patenting higher life forms, and the judiciary has left the matter 
to the Parliament to define the landscape of patentability in such cases. 

These difference of opinion with respect to patenting higher life forms among 
the industrialised countries themselves is perhaps the reason why TRIPS has not 
been able to take a concrete steps in this area so far. The ‘wishy-washy’ guidelines 
of patenting life forms in TRIPS, where much has been left to the discretion of an 
individual country’s ‘sui-generis’ system of protection may be seen as a failure to 
come to a solution, which would be acceptable to industrialised countries with 
diverse interests and ‘ordre public’. 

The concept of ‘Ordre-public’ may be taken as synonymous with the concept of 
informal institutions used in the literature of institutional economics. This 
literature suggests that formal institutions (laws) are shaped by informal 
institutions prevailing in a society (North 1990). It is also suggested that informal 
institutions are slow to change, giving rise to much inertia in the process of change 
of formal institutions. It may thus be interesting to explore the various underlying 
determinants in the diversity of ‘ordre public’ across countries. Costa-Font and 

                                                           
27 See Yamana (2001) for detail. 
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Mossialos (2006) make a good beginning in this regard. They explore how 
increasing knowledge about a biotechnological invention may alter public belief 
about its usability, over time. Surely, this issue needs more research attention. A 
second issue for further research in this area could be to explore the various means 
and ways through which convergence of public orders may be achieved among 
these countries. Unfortunately, these issues have not been significantly addressed 
in the existing literature. 

11.4.2 Implications of Patent Length 

The issue of patent length is important for biotechnology, mainly for two reasons. 
First, because biotechnological innovations are cumulative, and second, because 
biotechnological research produces heterogeneous outputs, rendering it difficult to 
apply any uniform length of patent. 

In a framework of single isolated invention, patent length stimulates inventive 
activities (Nordhaus 1972). But, in the framework of cumulative innovation that 
builds upon prior inventions, such as biotechnology, incentive to innovate may 
decline when patent regime is long since subsequent researchers, other than the 
pioneer, may have to withhold an improved technology until the expiry of the 
patent (Koo and Wright 2002). Horwitz and Lai (1996) find that shorter protection 
induces faster, but minor innovations. On the other hand, an increase in length 
may induce development of larger inventions, less frequently. Again, an inverted 
‘U’ shaped relationship between the length and innovation may be found if the 
frequency effect dominates the size effect for a sufficiently long patent life. 
Gilbert and Shapiro (1990), however, argue that the optimum patent length could 
be infinity if the environment is stationary and the patent breadth is kept at a 
minimum. In an empirical study of the German synthetic dye industry, Murmann 
(2003) showed that during the early stage of technological capability (TC) of an 
industry a short patent protection encourages competition and allows more novelty 
to come up. The consequent evolutionary selection of the best design would, in 
this case, be more efficient than when competition is blocked by strong patent 
regime in these stages. 

In sectors such as biotechnology, where the science is new, cumulative, and the 
rate of invention is fast, a strong patent may undermine investments on R&D 
(Gold 2000). Eisenberg and Nelson (2002) also argue that free availability of 
knowledge, especially during its early phase, boosts research activities by 
reducing search and transaction costs of locating the state of the art. A long patent 
in such formative stages, on the other hand, delays the release of such knowledge 
into the public domain and may prove to be counter productive. Also, unlike in 
many industries, biotechnological research produces varied type of research 
outputs, ranging from life-saving medicine to research tools based on the isolation 
of specific DNA sequence, cell or tissue. Medicines have to undergo stringent and 
expensive process of regulatory approval, for safety and efficacy, before being 
marketed. The marketing of research tools, on the other hand, is much less 
expensive and less cumbersome. It is thus argued that a ‘one size fits all’ type of 
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protection (with respect to patent length) to such different types of outputs may 
prove to be inefficient (Thurow 1997; Gold 2000). 

11.4.3 Implications of Patent Scope 

Patent Scope and Anticommon Science 

Patents on fundamental research have often been justified on the two following 
grounds: 

• First, parties that ‘follow-up’ such fundamental research into commercially 
viable innovations would not do so until they are certain to identify the original 
inventor(s), who exclusively own the invention. 

• Second, the ‘prospect theory’ (Kitch 1977) insists that broad patent at an early 
stage of a ‘prospect invention’ prevents socially wasteful duplicative paths of 
follow-up developments, assuming many innovators may see very similar 
prospect of an invention, and might pursue with very similar type of follow up 
innovations, when such innovations are freely available in the public domain. 
Patents, by restricting their use, reduce the scope of such socially wasteful 
duplicative research. 

The first argument assumes a conventional linear model of scientific progress 
and technological change, where progress in science is followed up with 
technological innovations. Conventionally, also, such fundamental research is 
supposed to be undertaken by universities while the industry is supposed to carry 
out applied research (Merton 1973; Eisenberg and Nelson 2002). It may also be 
noted that university research, traditionally, are meant for enriching the public 
domain of knowledge. As a result, ownership of university research is not clearly 
defined. According to the first argument, this lack of clear ownership impedes the 
exchange of such innovations, thus, deterring the process of follow up innovations 
and technological change. Encouraging universities to seek patent, arguably, 
reduces the hazards associated with entering into a licensing agreement by 
industry. This argument has in many ways shaped the idea of the Bayh–Dole Act 
(1980) in the USA (Mazzeloni and Nelson 1998). The opponents of this argument, 
however, belong to the school of Mertonian “open science’, which proposes that 
the authenticity of science implies ‘universality’ of its results, which can be 
ensured only if scientists pursue their research being ‘disinterested’ of personal 
gains, as well as when the outputs of such research are made open to the 
community of scientists for evaluation and corrections, again in a disinterested 
fashion (Merton 1967, pp. 550–561).28 Attempts to privately appropriate such 
fundamental research could aggravate the problems of ‘anticommon effect’ 
(Heller and Eisenberg 1998). Such anticommon effect may hinder follow up 

                                                           
28 However, one has to be cautious in interpreting disinterestedness. It is by no means 

altruism. In fact, scientists can have ego and zealous. But community vigilance, actually, 
ensures objectivity by pitting one’s ego against another (p. 559). 
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academic research by raising the costs of accessing upstream knowledge 
(Dasgupta and David 1994; Zeeman 2000; Eisenberg and Nelson 2002; Scherer 
2002; Rai and Eisenberg 2003). 

Emphasis on patents and intellectual property (IP) protection on fundamental 
research might also lead to a change in organisation of BR. Conceptually, this can 
occur in either of the following two ways: 

• If universities remain attached to their conventional norm of open science 
(Argyres and Liebeskind 1998), then private firms, due to their innate concern 
for appropriation of knowledge, might gradually seek to replace (or at least, 
complement) universities as the main agent of fundamental research. An active 
participation of private firms in human genome project may be taken as an 
example of such a move. 

• Universities become more conscious of appropriating new knowledge, given 
the prospect of revenue that can be generated from such patents. This has 
already happened to a great extent in chemical and pharmaceutical industries in 
industrialised countries. New evidences are also emerging to support such a 
trend in the post TRIPS regime (Sampat 2006 for USA; Geuna and Nesta 2006 
for Europe; Govind 2006 for India). 

In both cases, nevertheless, the flow of information about new inventions 
would be increasingly impaired (Cook Deegan 2007). If innovation is cumulative, 
follow up inventors would be at a disadvantage, and the progress of research 
might slow down. Further to the dimension of enhanced costs of follow-up 
research, one can also argue that the authenticity of scientific knowledge would 
become questionable in such a situation, when researches are conducted with a 
commercial interest and are kept out of the reach of ‘disinterested’ evaluation of 
the scientific community. 

The argument of ‘prospect theory’ has also been criticised on the ground that 
the assumption that many people would perceive very similar prospects of an 
invention necessarily undermines the innate diversity in the creative faculty of 
human beings. Merges and Nelson (1990), much in line with Arrow (1962) and 
Scherer (1972), argue that contrary to this assumption, different people may 
actually view different prospects of an invention. A strong patent at the early stage 
may, in this case, actually prove to be socially costly by deterring entrepreneurial 
aspirations to explore various paths of development of such ‘prospect 
inventions’.29 

                                                           
29 A small amount of literature has also referred to the situation where a broad patent on 

fundamental invention puts an inventor into a safer situation vis-à-vis the threat of 
imitation, and may encourage inventors to license the patented technology to a third party 
for further development and commercialisation. This may hold true when 
commercialisation of an invention requires investment of an order, which is beyond the 
capacity of the inventor. However, Chap. 6 of Noble (1977), is replete with evidences 
where individual inventors had to succumb to the financial muscles of large corporations 
and relinquished their rights on inventions. 
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I limit my discussion to two broad issues. The first is the issue of academic 
entrepreneurship in biotechnology. The second issue is more general, and focuses 
on the changing practice of scientific research. Both these dimensions clearly 
shape the extent and nature of the ‘anticommon science effect’. For this discussion 
I mostly draw upon the literature that emerged while analysing the impact of the 
Bayh–Dole Act (1980) in the United States, and very similar acts that followed in 
many industrialised countries (for instance, France and Germany), subsequently. 

It is widely held that the US economy, crippled with severe competition from 
Japan and other South East Asian countries, got a lifeline when the Bayh–Dole 
Act (1980) permitted universities to patent federally funded inventions and 
entitled them to engage in non-exclusive licensing of the same with the industry. It 
may be noted at the very outset that this Act covers scientific research across 
universities in the USA, and not specific to biotechnology. However, biomedical 
fields have been portrayed as a major beneficiary of this Act, witnessing a 
phenomenal increase in patents and technology licensing agreements. The share of 
biomedical licensing agreement went up as high as 85% of total licensing 
agreements in the mid 1990s.  

According to some estimates (AAU 1998; OECD 2000, p. 77) the passage of 
this law heralded a ‘new economy’ by reversing the declining trend of industrial 
competitiveness and growth of the US economy (Nelson 2001; Mowery 2005). 
The resultant increased flow of technology licensing from universities to industry 
was portrayed as the primary force behind such a drastic turnaround of the 
competitiveness of US industries. The number of patents to US universities surged 
up by 8 times between 1979 and 1999. The entry of universities into technology 
transfer also accelerated sharply in the post Bayh–Dole era (Sampat 2006, Figure 
2). Also, the passage of the Bayh–Dole Act is believed to have given rise to a 
system of ‘entrepreneurial university’ in the USA (Audretsch 2006) by giving 
ownership of new technologies to the individual scientists, which raised their 
bargaining power in attracting (venture) capital for new start-ups. In biotech-
nology industry, the number of start-ups has indeed increased phenomenally in the 
post Bayh–Dole era (Nelson 2001). An estimate puts the figure of new biotech 
start-ups at a level as high as 15,000 during 1975–1989 (Zucker et al. 1998, p. 
294). Mostly, these firms are believed to have been set up by the innovating 
scientists themselves (McKelvey 1996a), vindicating the hypothesis of ‘entrepre-
neurial university’ (Audretsch 2006). Many studies, however, point out that tacit, 
rather than codified, transfer of knowledge has been instrumental for the success 
of many such start-ups (Audretsch and Stephan 1996; Zucker et al. 2002). If this 
indeed is the case, one wonders to what extent enhancing the scope of patenting 
may have helped the cause! There is lack of evidence to suggest any strong 
correlation between transfers of patented technologies and new start-ups. Using 
the data compiled from US Association of University Technology Managers 
(AUTM 2001, 2002), Mowery (2005) reports that a technology transfer implied a 
new start-up only in 14–16% of cases. Around 50% of such technologies were 
transferred to small (less than 500 employees), but existing, firms. The rest (around 
32%) was licensed out to large firms.  
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Nevertheless, the current euphoria about academic entrepreneurship does 
suggest that individual scientists seem to have regained some of their lost status, 
vis-a-vis firms, as owners of patented technologies. But, since many of these 
scientists are also university professors, who are revered more for their willingness 
to enrich public knowledge base through teaching and research than making 
monetary gains, this new trend of academic entrepreneurship has raised a new 
debate concerning the viability and appropriateness of such entrepreneurial 
activities by academics. The underlying presumption is that entrepreneurship and 
academic research require, at least, two different kinds of skills and cognitive 
attention (Polanyi 1967). Pursuing both simultaneously may not be viable in the 
long run because of cognitive dissonance (c.f. Akerlof and Dickens 1982). As a 
result, these scientists may, over time, quit academia to permanently take up the 
job of entrepreneurship. If we assume, which many studies in fact highlight, that 
these scientists also have high academic standards, the vacuum crated as a result 
of such job shifts may have serious implications for further progress in science. 
The current results of empirical research do not indicate the possibility of such 
drastic shakeouts (see Lowe and Gonzalez-Brambila 2007). But most of the 
studies are also US centric, making it difficult to derive a comprehensive ‘world 
view’. 

Entrepreneurial propensity and aspirations among the academic scientists does 
seem to vary across countries (Gittelman 2006). While in the US, scientists do not 
mind being involved in commercial activities; such involvements are still 
considered a taboo among French scientists (p. 1057). The paper goes on to say 
that ‘In the US, money is not dirty. Success in the States goes with money. In 
France success is reputation, name not money. People want Nobel Prize (ibid.)’.30 
Interestingly, it matches well with what Tocqueville (1840, 2003) had said nearly 
200 years ago about the pro-active attitude of scientists in the USA, vis-à-vis their 
counterparts in other countries in Europe, towards application of science and 
reaping commercial gains of scientific research (Vol. 2, Part I, Chap. 10). 

On whether patenting fundamental research raises the costs of follow up 
innovations in biotechnology, we still do not have many empirical studies. In one 
small sample study, Walsh et al. (2003) do not find instances of any important 
academic ‘follow up’ project being curtailed or cancelled due to the problems of 
accessing ‘upstream’ patented technologies. Prima facie, this result may render 
meaningless much of the apprehensions mentioned earlier. However, the reasons 
cited for such results are interesting to note. It is reported that in many cases, 
patent holders have tolerated minor infringement by the university researchers on 
grounds that an improved technology in the public domain may become valuable 
for them as well. Sometimes, possibility of adverse public reaction of suing a 
university also restrained them from taking legal action. Nevertheless, this field 
also remains open for future research.31 

Recent studies have also begun questioning the very tenets of the Bayh–Dole 
Act. These studies, for instance, suggest that a direct causal relationship between 

                                                           
30 See also Cyranoski (2002a, 2002b) for similar concerns by scientists in Japan. 
31 Emphasis mine. 
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university licensing and the growth of industrial competitiveness is necessarily 
true only if university research and patent is considered crucial for industrial 
innovation and competitiveness (Nelson 2001; Mowery 2005). A small but 
growing empirical literature seems to contradict this assumption. Surveys by 
Levin et al. (1987) and Cohen et al. (2002a), in the context of the USA, came to 
almost similar conclusions that there is considerable inter-disciplinary variation in 
usefulness of university research and patents for industry. In both surveys 
university research and patent are regarded as ‘very important’ by majority of 
industry respondents only in engineering and agricultural sciences. The pharma-
ceutical science is an interesting case in point. Although, majority of the 
respondents rank university patent in biomedical inventions as ‘very important’, 
the ranks received by (university) patent was lower than the ranks of other (more 
open) sources of knowledge dissemination such as publications and conferences 
(see also Dasgupta and David 1994; Agrawal and Henderson 2002). A provision 
to grant patents to university research, therefore, is destined to help the cause of 
industrial competitiveness only in a limited manner. One can, however, be 
indifferent to such a policy change if patenting does not come in conflict with 
diffusion of information and public knowledge through publications and 
conferences. In other words, an important question is whether these two modes of 
information dissemination can coexist together. Some preliminary research on top 
US universities does not, in fact, show much trade-off between publications and 
patents. Top universities are able to retain their right to publish while entering into 
contract with the industry (Mowery et al. 1999). In an interesting endeavour, 
Sampat (2006) investigates whether increasing patenting reflect a move towards 
private appropriation of fundamental research by looking at patent citations. His 
regression analyses reveal an interesting story. He finds that the number and share 
of non-patented citations of prior scientific work are significantly higher for 
patents that are granted to universities (see also Trajtenberg et al. 1997). This 
result can be interpreted to support the apprehension that open public science is 
increasingly being appropriated through patents. Reconciling this finding with 
previous two studies, one may safely argue that although patents may not affect 
the number of publications, it can still contribute to anticommon effect by 
appropriating public knowledge, which was, hitherto, available freely. 

Casual observations also suggest that academic researchers, even in top 
universities, increasingly, prefer to maintain secrecy about their research during 
informal discussions with their colleagues as well as during more formal seminars 
and conferences (Nelson 2001), apparently for the fear of losing potential 
economic value from their innovations or ideas.  

Such a tendency to dodge open and candid discussions about one’s research 
work, in the presence of a prospective patent, revives a rather old worry where 
thrust on patent by university was suspected to foster commercialisation and 
tendencies for secrecy in scientific work (Cottrell 1932, p. 222, as mentioned in 
Sampat 2006). However, while secrecy part remains under-explored, the limited 
case studies of three top universities in the USA, once again, do not support the 
premise that research has become more commercially oriented (Cohen et al. 
2002a). Top universities seem to have sufficient bargaining power to dictate the 
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terms of research contracts. Nevertheless, one needs to undertake further research 
taking comparatively larger sample, especially given the fact that many 
universities, other than these top ones, will have less bargaining power vis-à-vis 
the industry in dictating the terms of research contract, and may be forced to act 
much in accordance with the priorities and objectives of the industry.  Such a 
tendency cannot be ruled out in the post Bayh–Dole environment, where 
collaborations with industry, often irrespective of their nature, are held in high 
esteem.32 

A policy to grant patent and exclusive licensing may also be hailed if they are 
found inevitable for commercialisation and subsequent development of an 
invention. This argument is only valid for some, but not all, technologies. The 
case study of the Cohen-Boyer technique is widely discussed in this context. The 
formal licensing of this technology took place much after a few firms had already 
started commercialising it. Also, Zucker et al. (2002) argue that knowledge of 
breakthrough technologies is highly specialised, and naturally excludable. 
Contrary to the usual belief, therefore, such technologies do not appear to suffer 
from the conventional public good properties of knowledge, making patents 
redundant.33 Granting of a patent and the scope of non-exclusive licensing, in 
these cases, might result in the well-recognised dead weight loss of creating 
monopoly.  

One may not be too wrong to infer, on the basis of the above discussions, that 
preference for open dissemination of knowledge through publications and confe-
rences vis-à-vis proprietary dissemination through the likes of patents reflects two 
divergent systems of scientific norms. The literature on institutional economics 
interprets such norms as informal institutions or values, which are ‘shared mental 
models’(Denzau and North 1994). Such shared mental models are, often, slow to 
change. Thus, viewing this shift from anti- to pro-patent norms of university 
research, especially in the USA, as sudden and exclusive outcome of the Bayh–
Dole Act contradicts one of the strong pillars of institutional economic theory. 
Some studies (Etzkowitz 1994; Fishman 1996), indeed, point out that the earlier-
mentioned change in the norm of patenting university research, especially in the 
USA, has been neither sudden, nor an exclusive outcome of the Act. These studies 
trace the origin of this change in the decades of 1960s and 1970s, when, on one 
hand, many new applied disciplines such as biotechnology begun to emerge, and, 
on the other hand, federal funding for research was drastically reduced. According 
to these studies, universities gradually change their ‘norms’ to filing patents for 
their research in order to adapt to these changing environment, where universities 
were increasingly compelled to search for various other channels of (private) 
resources. The necessity to protect the outcomes of such research may have come 

                                                           
32 Such fears are expressed by the scientists and researchers in many countries. See Ray 

(2004) for viewpoints of Indian scientists, and Cyranoski (2002b) for views expressed by 
some senior Japanese scientists. 

33 In other words, patents, according to these studies, play important roles only for those 
innovations, skills pertaining to which are comparatively well diffused. 
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as an attached conditionality.34 Thus, there seems to be little evidence of a 
structural break, in the trend of patent propensity by universities, after the Bayh–
Dole Act. What the act may have achieved to build up a homogenised pro-patent 

I further propose that the decay of the culture of open science may also raise the 
costs of regulation. In the framework of open science, evaluation of negative 
externalities and risks of new inventions were done by disinterested scientists. 
Such scope for unbiased evaluations gets eroded when knowledge is kept away 
from the public domain. The private owner of knowledge will have very little 
incentives to disclose risks associated with the use of its patented technology. The 
overwhelming interests for profit may actually lead to premature and inappropriate 
use of these technologies (Holtzman 1999; Koening et al. 1998). One may notice 
that the main justification behind the formation of the Cartegena Protocol on 
Biosafety Norm 2001 was to adopt ‘precautionary principle’ against the 
uncertainty of science and technology of genetic engineering (OECD 2002). Such 
regulations also call for burdensome adjustments on individual countries to build 
up proper institutional structures in conformity.35 I argue that a major reason for 
setting up such costly systems of regulation has been the private ownership of new 
genetic engineering inventions, which results into disclosure of information about 
these technologies only in a ‘biased’ manner (Caulfield and Gold 2000; Cook 
Deegan 2007) and avoids the scope for ‘disinterested’ evaluation of various 
(unintended) consequences of these technologies. 

The emergence and the historical trajectory of quality certification system in 
another field of science, characterised by high share of proprietary inventions, 
namely, pharmaceuticals, is another interesting case in point, where the haste of 
marketing thalidomide, without proper safety evaluations, had resulted in the birth 
of children with severe physical deformities. Eventually, this incident led to the 
establishment of a much stringent quality certificatory systems (Daemmrich 2004; 
Ray and Bhaduri 2003), with a spiralling effect on the costs of drug development 
research, the prices of medicines and a demand for stronger protection of IPRs 
(Cockburn 2004). Nevertheless, this argument needs further rigorous analyses 
before one can arrive at a definite conclusion. 

Patent Scope and Technological Catch-Up 

Defining the scope of patents in terms of product vs. process patents has its 
implications for technological learning and TC. This has been an integral part of 
the development policy debate of the last few decades (IPR Commission Report 
2002). A patent system is termed as ‘strong’ if it permits patenting of a product 

                                                           
34 Govind (2006) in a carefully crafted study of two premier research institutes in India 

found that high private funding has a direct bearing on scientists’ attitude towards 
appropriating knowledge through patents. 

35 This cost may include costs of aligning values and norms (informal institutions) of 
individual societies with the new formal institutions, apart from the, much anticipated, 
monetary costs. 

attitude of universities (Mowery 2005). 
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along with processes, and ‘weak’ if only processes are patentable, not the product. 
Helpman (1993) argues that while strong uniform patent regime, across the globe, 
may raise the welfare of technology leader countries, it will not do so for the 
technology followers. It is now accepted that a weak patent system with only a 
very narrow scope of process patents encourages reverse engineering and is a 
prerequisite for further development of TC (Murmann 2003; Duttfield and 
Suthersanen 2005). Before proceeding further, I present a broad overview of the 
development economics literature on TC and learning. 

TC operates, primarily, at the firm level.36 Conventionally, technological prog-
ress refers to major breakthroughs and shifts, the so called technology frontier. 
But, especially in the context of developing countries, technological effort towards 
building up of TC refers to generation of capacities of minor innovation and 
inventing around to ‘select, assimilate, adapt, modify, and improve upon a given 
technology’ (Lall 1987; Gonsen 1998, pp. 10–19). The capability to create new 
technologies has been recognised as a path-dependent learning process (Bell 1984; 
Lall 1987; Dore 1984). The entire process of building up of TC is, conventionally, 
divided into three phases (Lall 1987, pp. 16–17): know-how (KH), know-why 
(KW) and basic research (BR). While KH refers to the capability of mastering a 
given technology and running it (select, assimilate and adapt) in the most efficient 
manner, KW implies a capability to understand (modify and improve upon) a 
technology, mainly, through reverse engineering. KH and KW have been treated 
as sequential and necessary for the building up of the next level of capability 
(BR). 

The scope of patents can act as a facilitator in this process. The process of KW, 
in particular, relies heavily on this aspect of the patent system. When the patent 
scope is broad so as to include product as well as its constituent processes, firms 
can carry out KH but can never make their transition to KW (reverse engineering). 
The building up of BR capability, therefore, remains elusive, as understanding a 
technology through reverse engineering driven KW is indispensable for the 
development of BR capability. Indeed, many of today’s industrialized countries 
have made their transition to BR capabilities through such uninterrupted phases of 
reverse engineering, either by completely discarding a patent system or by 
defining a very narrow scope of patenting (Machlup 1958; Duttfield and 
Suthersanen 2005). By allowing reverse engineering, a patent system with narrow 
scope also helps building up a significant competitive advantage in export 
markets.37 Murmann (2003) has further pointed out that such weak patent systems 
allow competition in the organisational structure of firms, and helps selection of 
more efficient organisations, in the longer run. 
                                                           
36 It may nevertheless be possible to extrapolate the definition of TC at the national level. 

However, because of externalities, such TC would not just be the summation of all firm 
level TCs. See Gonsen (1998), p. 6, for detail. 

37 See Murmann (2003) for the detail of export competitiveness of the German synthetic 
dye industry during the first half of the twentienth century, Rosenberg and Steinmuller 
(1988) for Japanese automobile industry during mid-twentienth century, and Bhaduri and 
Ray (2004) for the export performances of Indian pharmaceutical industry during late 
twentienth century. 
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Traditionally, a weak patent system is argued to reduce welfare of developing 
countries in situations where transfers of new technology from North to South dry 
out because of the threats of post-launch imitation. This argument, however, does 
not account for the fact that threat of imitation is not automatic, but contingent 
upon adequate reverse engineering capabilities of the recipient country. Until this 
is attained, there is no threat of imitation. Also, when domestic TC for reverse 
engineering is present, technologies can be (are) imitated even if not introduced 
locally, largely due the surge in information and communication technologies 
(Bhaduri and Ray 2006). Bhaduri and Ray (2006) also suggest that introduction of 
new technology can be quite fast even under a weak patent regime and reverse 
engineering capability, when the first mover advantage is sufficiently strong. A 
strong patent, in such a situation, can lead to large welfare losses due to the 
creation of patent monopoly without much gains in terms of faster access (Mrazek 
and Mossialos 2003; Ray 2005). 

It is important to note, even at the cost of reiteration, that genetic engineering 
processes are unique. Patenting a process in genetic engineering effectively 
implies patenting of the outcome of this process and may be treated as equivalent 
to a product patent. A patent system in biotechnology is thus, by definition, quite 
strong. As discussed earlier, a strong patent regime discourages technological 
learning and building up of TC by technology follower countries. In fact, as we 
have noted in the earlier section, when a country is going through the phase of 
reverse engineering (KW), and is yet to reach BR capability, strengthening of 
IPRs, which prohibit reverse engineering, would not only halt the learning 
process, but would rather initiate an ‘unlearning process’ where countries could 
revert back to KH. For countries, which have reached the stage of BR capability, 
however, the impact of a strong patent system would depend on the type of their 
capability.  

Conceptually, one can distinguish BR capability of major innovation from that 
of minor (me-too) innovations. When a country achieves BR capability of major 
innovation, a strong uniform patent across the globe would fetch high long-lasting 
competitive advantage for domestic technologies in the world market and, in turn, 
would ensure high commercial return. Many developing countries, however, are a 
long way from achieving such a capability. Their R&D focus is to develop minor, 
me-too type BR outputs (Upadhyay et al. 2002). To augment their capability 
further they continue to have intense research collaborations and tie-ups with 
firms and research institutes from developed countries (Pineda 2006).  

Prima facie, ‘me-too’ type BR is undertaken for two reasons. First, the 
likelihood of getting a research collaborator increases when research fields 
overlap. Second, it allows them to take advantage of a large public domain of 
‘major’ BR already done in this area by the leading countries. While the first 
reason continues to pay reward, the second reason may become restricted amidst 
the growing trend of patenting fundamental knowledge and research tools in 
biotechnology. Accessing such knowledge by the developing countries’ organi-
sations could be seriously curtailed in such circumstances. At the minimum, an 
additional cost would have to be incurred by these organisations, implying a 
diversion of physical and intellectual resources, which could otherwise have been 
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used for research. Moreover, since the lion’s share of biotechnological R&D in 
developing countries take place in academia or in public research laboratories, this 
would mean a reallocation of taxpayer’s money from other (priority) areas. 

Many developing countries have a poor educational infrastructure, and such 
renewed crunch in funds may hit them hard. However, if increased demands for 
funds were not met, scientific research would be hampered (Sampath 2005). It 
may be noted that developing countries have a rather low per capita availability of 
scientific personnel, often, because of brain drain.38 Insufficient infrastructure 
coupled with curtailed access to research databases and frontier knowledge, due to 
patents, may lead to further exodus of scientists from these countries (Mkandawire 
2002). Fakuda-Parr et al. (2002), in fact, argued that capacity for development is 
intricately linked with problems of brain drain. As a result, the process of 
technological catch up may be damaged, irreversibly. 

One may however argue that there is little need for duplicative R&D to build 
up TC, when increasing institutional homogenisation under WTO ought to make 
transfer of technologies smoother and easier.39 Such a doctrine, nevertheless, 
implicitly assumes a homogenous demand pattern across countries. In fact, 
implicitly based on this assumption, developed countries have often sought to 
compensate developing countries for their loss of competitiveness, if the latter 
agreed to implement a strong IPRs regime in its geographical territories (Lai and 
Qui 2003). But, two points need to be highlighted here. First, the demand patterns 
for biotechnological products, especially food and agro-biotech, are shaped by 
food habits, which are, often, culturally determined, and slow to change (Farbes 
and Armelagos 1980, Chap. 1). Second, transfers of genetically modified seeds to 
developing countries require their compatibility and adaptability with local 
ecosystems.  Both these factors may come in the way of successful transfer of bio-
technologies from the North to the South.  

Indeed, in support of the first point, it has been highlighted that MNCs have 
undertaken very little research on two staple foods of developing countries – rice 
and wheat. James (1999) finds that the crops chosen by MNCs for field trials in 
developing countries are very similar to those chosen by them for field trials in 
developed countries. There is also variation in demand with respect to the choice 
of parameters within a particular crop. While the main problem of developed 
countries is to save their crops from herbicides, the main objective of developing 
countries is to increase yield, add nutritional values and protect their crops from 
various diseases. But, there is very little evidence to suggest that these diverse 
problems are addressed by the biotechnology MNCs. The prime focus of research 
in developed countries remains on herbicide tolerance (71%), leaving a paltry 1% 
effort for nutrition improvements (James 1999). Research on parameters such as 

                                                           
38 A survey shows that 79% of 1990–1991 doctoral recipients of Indian nationals and 88% 

of those from China were still working in the United States in 1995. See Cervantes and 
Guellec (2002). 

39 The WTO document states that ‘a functioning intellectual property regime should also 
facilitate the transfer of technology in the form of foreign direct investment, joint 
ventures and licensing’ (see www.wto.org). 
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disease control and stress control, ranked by farmers in developing countries as 
traits of high importance (Commandeur 1997), has largely been neglected by the 
MNCs. Moreover, even if we take the parameter of herbicide tolerance, a 
successful transfer of technology to developing countries would depend on 
applicability of that technology to pests found in these countries. Bollworm, for 
instance, is often cited as a lethal pest in North America and Europe. However, in 
large parts of Asia, Bollworm is either not found or is present with many other, 
often more lethal, pests. In China, for instance, public sector research has 
identified six other pests having lethal effects on crops, along with Bollworm 
(Huang and Wang 2002). 

Understandably, a more comprehensive research effort, embedded in local 
demand, is warranted for crops in these countries, than a simple transfer of tech-
nology. Interestingly, research projects undertaken by public R&D laboratories in 
India and China seem to focus more on such neglected crops or traits (Chaturvedi 
and Chwaii 2005; Huang and Wang 2002). A recent study by IFPRI (Atanassov 
et al. 2004) covering 15 developing countries in 3 continents found that poorer 
countries are turning to public funded research, where traits such as virus 
resistance, insect resistance and various agronomic properties are the primary 
focus of research. Also, most of the research reported to have taken place in 
cereals (Cohen 2005) – the main food crop in these countries. Both trends clearly 
show that research on genetic engineering is being redirected to suit 
environmental compatibility and food habits. Interestingly, the study also reveals 
that by diverting the research focus away from the globally profitable traits (e.g. 
herbicide resistance), developing countries have also been able to bypass the use 
of proprietary genetic resources for their follow up research. It is estimated that 
only 6% of all processes used research materials, which are privately appropriated 
abroad (ibid). 

Patent Scope and ‘Hold-Up’ 

In this section the implications of various degrees of patent scope within a product 
patent system are discussed.40 Traditionally, most of the discussions on patent 
strength and inventions have taken place in the context of patent length (Gallini 
2002).41 The small amount of literature on inventions and patent breadth also 
highlight that relationship between patent breadth and inventive activities would 
be contingent upon patent lengths (Gilbert and Shapiro 1990; Klemperer 1990). 
Conceptually, broad patents with high inventive steps (or non-obviousness) create 
stronger monopolies, but are also assumed to encourage more drastic innovations. 
In other words, society tolerates the deadweight loss of monopoly creation, but 
only when gains in terms of new innovations are also significantly high. By 
contrast, narrow patent scope gives rise to monopoly even when innovations are 
small and non-drastic in nature. However, one may also argue that monopoly 

                                                           
40 The discussion, therefore, no longer pertains to the difference between product vs. 

process patent as in the previous subsection. 
41 With, perhaps, the exception of Merges and Nelson (1990). 
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under narrow patent scope will possibly be short-lived, since other firms can make 
some minor alterations to an innovation and replace the existing monopoly. This 
way, one might argue that monopolists will be able to retain only low mark-ups, 
since narrower patent scope, in effect, reduces the size of entry barrier. The 
resultant market structure could, roughly speaking, be much akin to a contestable 
market, where monopoly power would be substantially low (Baumol et al. 1982).42  

This construct would be more valid when inventions are not cumulative, and 
the producers of final products do not have to negotiate with many inventors or 
patent holders to commercialise the final product. Moreover, our discussions of 
the previous sections also suggest that patent scopes are subjective, and hence 
susceptible to intense jurisprudential interventions. This construct, therefore, 
would also depend on the distribution of information costs (about patents) and 
litigation costs (in case of infringement) across firms. When these costs are 
symmetrically distributed across firms, this construct may be vindicated. In 
reality, however, these costs are often asymmetrically distributed (Lanjouw and 
Schankerman 2001), giving rise to a situation where firms with low litigation costs 
and low information costs might prevail upon their rivals to retain monopoly 
power, even when patent scope is narrow.  

 Understandably, new and small firms often do not have adequate financial 
resources for such activities (search of patents and litigations), and may take a 
cautious approach before filing patents, especially in technology clusters, where 
many firms exist with low litigation costs. Thus, monopoly effect under narrow 
patent scope can be equally strong. The society, however, would not gain as much 
as they would have if patent scope was broader. 

A third justification for narrow patent scope pertains to transfer of patents 
between rival firms. Cohen et al. (2002b) find some evidence of inter-firm 
cooperation among Japanese firms. However, they also assert that such behaviour 
may be country specific.  

It is common knowledge that biotechnological inventions are cumulative in 
nature and firms build up ‘thickets of patent’ for a single product (Ko 1992; 
Shapiro 2000; Cohen et al. 2002b). The implications of such patent thickets for 
‘holding up’ and ‘blocking’ commercialisation is, also, increasingly being paid 
attention to (Ko 1992; Lerner 1995; Shapiro 2000). The problem of hold-up has a 
striking similarity, in terms of its economic consequence, with that of the classic 
‘problem of complements’ (Shapiro 1989, p. 339), where the production of final 
good is hindered because of cost of accessing propitiatory (complementary) 
intermediate technologies.  

A ‘hold up’ problem, apparently, arises when a firm, lacking prior information 
on patent domain, steps into the patent thicket of other firms, and is ‘fenced up’ by 
the patent holder (Ziedonis 2004). In other words, this problem arises not because 
of a wilful infringement by the ‘held up’ firms, but their inability to get prior 
information about the existence a relevant patent (Shapiro 2000). Prior access to 
such information, it is argued, would have enabled these firms to invent around 
the patent and bypass the ‘hold up’ problem. It is implicit in this argument that 

                                                           
42 In a perfectly contestable market monopoly price would be equal to average costs. 
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involved firms have very similar level absorptive capacities (Cohen and Levinthal 
1989), whereby firms’ ability to innovate depends, substantially, on access to 
information. Given that such problems can only arise when firms are engaged in 
research in very similar fields, what is also implicit is that the criterion of non-
obviousness for biotechnological patents is rather weak. Indeed, our discussions of 
Sect. 11.3 suggest that several attempts have been made to either reduce or even to 
do away with the criterion of non-obviousness in case of biotechnology patents. 

Moreover, I have also highlighted that claims in biotechnological patents are 
often inappropriate, either due to early file of patents or because of lack of 
appropriate language of patent claims (Sherman 1990). Narrow patent scope, thus, 
makes the problem of overlapping claims even more acute. Firm level litigation 
costs, thus, becomes all the more crucial a parameter in shaping the consequences 
of narrow patents in biotechnology. As noted in the introduction, biotechnology is 
also one of the most patent-active fields, making collection of information on 
patent domains an expensive task. If these costs are indeed asymmetrically 
distributed across firms, as Lerner (1995) and Lanjouw and Shankerman (2001) 
seem to suggest, small and new firms would find it difficult to make much inroad 
into biotechnology inventions or innovations and their commercialisation. Narrow 
patent scope in biotechnology may not, therefore, necessarily encourage wide-
spread innovative activities and greater competition in this sector. New 
monopolies would, perhaps, emerge out of incremental innovations (Robledo 
2005) and ever-greening of patents in biotechnology. 

Biotechnological inventions are also cumulative in nature, implying that the 
producer of a ‘final good’ may often negotiate with other firms to patent or 
commercialise the product. Filing patents can have some positive impact in this 
context, compared with the situation where firms would have kept their inventions 
a secret. By filing a patent, a firm discloses the existence of an invention to its 
potential collaborators. This step facilitates the process collaboration by reducing 
the search cost by the potential collaborators, which could have been prohibitively 
high in the absence of patents (Cohen et al. 2002b). However, such thickets have 
also been argued to have augmented transaction costs of collaborations and cross-
licensing (Beard and Kaserman 2002; Rai and Eisenberg 2003; David and Hall 
2006). Eventually, firms with higher than threshold level of transaction costs may 
opt for acquisition and mergers, paving the way, again, for a more consolidated 
market structure. One may also note that limited empirical literature on strategic 
patenting in biotechnology seems to suggest that such strategic use of patents to 
‘hold up’ or ‘block’ inventions vary across countries (Thumm 2001, 2004). 
However, the reasons for this country-wise variation remain unexplored. More 
cross-country studies investigating the nature and extent of strategic patenting to 
obtain a better understanding of this cross-country variation would help policy 
makers design more appropriate (and perhaps country specific) standards of non-
obviousness for biotechnology patents. 
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11.4.4 Benefit Sharing: ‘Bio-Diversity’ vis-à-vis ‘Indigenous Science’ 

Traditionally, technological learning for the acquisition of TC by many late-
coming developing nations has, often, been termed as imitation and piracy (Teece 
1981). Ironically, the advent of genetic engineering technologies has reversed the 
fate, whereby now technologically rich Northern countries are accused of 
‘biopiracy’43 by the indigenous communities in the South.44 The genesis of the 
debate lies in a rather unique distribution of ‘absolute advantages’ of technology 
and raw materials across countries. While Northern countries have absolute 
advantage in genetic engineering technologies, the Southern countries possess 
an absolute advantage in the diversity of life forms. The progress of genetic 
engineering research inevitably depends on the access to such biological 
resources. This mutual dependence has led to a complex kind of North–South 
conflict and bargaining, often unseen in many other high technology industries. 

Transfer of biological materials from the South to the North is, however, 
nothing new (Swanson 1996). Drayton (2005) gives a detailed account of how 
such transfers were expedited during the colonial rules of many such South 
countries as well, mainly for further research in the field of medicine. It is now 
well established that many of the modern medicines have been developed using 
biological resources, often having their native origins in the South countries. 
However, the trend in the post-genetic engineering era has been to explore the 
genetic base of every problem. Thus, starting from nutritional value and aroma of 
food to medicinal properties of a plant, all are supposed to be linked to their gene 
sequences. A patent would thus appropriate not only the phenotypic characteristics 
but also their genetic predispositions. Subsequently, a patent on a particular gene 
sequence may be used to lay claim on the entire species and their progeny having 
similar genetic properties. Possibly, this change in the domain of appropriation has 
intensified the magnitude of this conflict, where many indigenous communities 
fear a complete appropriation of the very base of their livelihood. An overall 
awareness about IPR issues may have also contributed to this dilemma. To put it 
differently, a trend involving greater than ever economic or commercial motive 
behind technological activities, coupled with heightened interest in patenting 
‘everything under the sun’ may have made these communities conscious about 
their rights on their biological diversities (Rifkin 1998; Pottage 1998).  

This alleged piracy of biological process (biopiracy) is of two types: the piracy 
of knowledge about the biological material (intellectual piracy) and the piracy of 
material (or resource piracy) (Burrows 2001; Shiva 2001). In a nutshell, the 
literature on ‘biopiracy’ maintains that transfer of Neem seed or Basmati variety 
of rice, for further research, to the West is not done at random. Rather, these plants 
have been selected after carefully examining their economic value, either through 

                                                           
43 The industrialised world, on the other hand, interprets ‘biopiracy’ as ‘bioprospecting’ of 

raw material. 
44 It should be noted that these communities do not exclusively belong to developing 

countries. For the purpose of this article, however, we focus only on those communities 
who live in developing countries. 
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informal networks (Johannes 1993; Drayton 2005), or through formal research 
collaborations (Pineda 2006). In a rather oversimplified manner, the prime ques-
tion is the following: whether the biological and genetic raw materials collected 
from developing world are ‘natural’ or their present forms are outcomes of nurture 
and maintenance by indigenous people? The developed countries, essentially, 
maintains that these resources are ‘natural’. The discussion of sharing IP is, 
therefore, redundant. The group of developing countries (more specifically, the 
group of indigenous communities), on the other hand, attempt to establish that the 
so-called ‘natural’ raw materials are the results of ‘millennia of study, selection, 
protection, conservation, development and refinement by communities of deve-
loping countries and indigenous peoples’ (Burrows 2001, p. 241). Such human 
interventions, it is argued, should, by no means, be viewed differently from human 
interventions involved in research laboratories. Benefits accrued to the technology 
leaders using these resources should, therefore, be shared with the owners of these 
resources. 

At one level, this controversy is related with the theoretical debate on whether 
biodiversity should be viewed as a ‘raw material’ in the standard economic 
production function framework (Wilson 1986), or an ecological resource, the 
depletion of which beyond a threshold should not be permitted (Perrings et al. 
1995).45 The majority of the indigenous communities have evolved in very close 
contacts with land and forests. They view biological resources as integral parts of 
their life, and strictly oppose the use of these resources merely as economic raw 
materials. 

At another level, the philosophical root of this controversy that biological 
resources are mere natural raw materials for economic production function, devoid 
of any knowledge component, perhaps, lies in the long-standing controversy on 
what constitutes scientific knowledge. A detailed analysis of this complex debate 
is beyond the scope of this chapter. Rather, I shall highlight on few important 
differential characteristics of the two systems of scientific knowledge, namely, the 
Western modern science and indigenous science (Ogawa 1989, 1995; Boyd et al. 
1991; Berkes 1993; Snively and Corsiglia 2002).  

The Western science emphasises scientific truths to be universally valid and 
value free. It began with an aim to establish an overarching set of logically 
consistent rules to derive theory from observations. In doing so it sought to take 
‘science’ away from mere observation and experimentation to the practice of 
theory justification (Duschl 1994). Through this process, it has been successful to 
a large extent in meeting its objective to filter out metaphysics, pseudo science and 
superstition from being called ‘scientific’. But, the passionate involvement in 
theory making, allegedly, neglected a core field in the philosophy of science, 
namely, experiment. As opposed to the ‘universal’, ‘precise’ modern science, 
indigenous science has evolved in a relativist fashion, specific to its surrounding 
environment and culture. In other words, indigenous science has always been ‘a 
culture dependent collective rational perceiving of reality’ (Ogawa 1995, p. 588).  

                                                           
45 However, the link between economics and ecology dates back to mid-nineteenth century, 

with the emergence of economic botany. See Drayton (2005, pp. 192–203). 
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Indeed indigenous science has grown in a relational framework between human 
beings, nature and socio-physical environment. In contrast, Western science views 
environment as a confounding factor, which must be ‘controlled’ for the achieve-
ment of desired outcomes. Another important difference pertains to their 
methodology with regard to experimentation and observation. The indigenous 
science is built upon timeless observations of a situation or event, in a rather 
holistic fashion, culminating into story telling. Modern science, on the other hand, 
relies more on logical assertion of theories on the basis of more short-term 
observations, allegedly, neglecting continuous mode of experimentation. It is also 
noteworthy that indigenous science, unlike modern science, does not attach any 
priority to human beings over nature. 

Understandably, a negotiation between these two groups amounts to a 
negotiation between two differently held values and belief systems. It is unlikely 
that a solution would emerge in a frictionless manner, especially on an issue such 
as genetic engineering, one of the main aim of which is to ‘control’ nature. The 
solution to this negotiation would depend on how successfully these hetero-
geneous values and beliefs on knowledge, relations and rights are aligned 
together. Indeed, various kinds of benefit sharing arrangements have been 
proposed, including assigning property rights on natural resources (Bhat 1995), 
payment of royalty (Shiva 2001; CBD 2006)46 and non-monetary benefits such as 
access to international research collaborations and no-cost access to improved 
germplasm (Raymond and Fowler 2001; Pineda 2006). But a comprehensive and 
operational solution is, as yet, not in sight. 

11.5 Conclusion 

Rather than attempting to summarise the main points of this chapter, I would like 
to note that the issue of patenting biotechnology finds its unique niche by the sheer 
richness of issues and diverse coverage of areas.  In one extreme, the debate on 
‘anticommon’ science is directed to shape the future directions of the progress of 
modern science. At another extreme, the benefit sharing debate has the potential to 
broaden the definition of science itself. Putting some of the theoretical propositions 
of these debates for intense empirical scrutiny should keep researchers busy for 
some years to come. In particular, one should collect cross-country evidence to 
examine whether it is indeed true that fundamental science is being privately 
appropriated, and if so, what are the costs and benefits of such a transformation. 
Another research issue of current relevance would be to examine whether 
replacement of open science by proprietary science increases the need for 
regulations in order to ensure safety and efficacy of using such knowledge. 

One future challenge with the entrepreneurship research is, perhaps, to 
accommodate the issue of farm-entrepreneurship in the context of UPOV and 

                                                           
46  See www.cbd.int/programmes/socio-eco/benefit/default.asp. Last accessed on 20 

September 2006. 
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TRIPS. Also, even if it is established beyond doubt that university patents have 
been crucial for new biotech start-ups, one may further investigate whether or how 
patents encourage these neo-entrepreneurs to maintain their innovative spirit in the 
long run. More cross-country evidence should also be collected to understand the 
nature and the intricate dynamics of academic entrepreneurship with its 
consequences for growth and development of academic science.  

Similarly, what could be a satisfactory solution to the benefit sharing debate: a 
simple extension of existing IPRs, monetary or non-monetary compensations, or 
something more novel? If some form of IPRs is given, what should be the penalty 
for infringements of such rights and how would that be made operational? All this 
would require intense empirical analyses by scholars of development and public 
policy, especially in developing countries. While inadequate data still pose a 
constraint, one should also not lose sight of the larger theoretical questions, while 
attempting to gather data. A meaningful policy prescription of these problems 
would, then, not be unattainable. 

Future research should also take up the challenging task of modifying IPRs to 
better suit the requirement of biotechnology. Our discussion highlights that 
scholars of open science would like to see that patent scope is narrowed to exclude 
academic science from being patented. On the other hand, within the industrial 
research arena, a broadening of scope would at least prevent building up of 
thickets of marginal patents for technological outputs, and the consequences 
thereof. However, given that the ‘science’ of genetic engineering is interwoven 
with its ‘technology’, it becomes a daunting task to achieve these two, apparently, 
conflicting goals.47 
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12.1 Introduction 

It is largely recognized that Germany, one of the largest European economies, 
failed to grasp the opportunity of upcoming key technologies such as biotechnology 
or information and communication technology in the 1980s, while these evolved 
in other countries led by the USA. After the kick off period of the biotechnology 
industry in the 1990s, more than 300 companies were established in Germany 

In this chapter we highlight the importance of the legal framework and research 
and development (R&D) policy in particular to explain the late development of a 
modern biotechnology industry in Germany. For quite a long time there was no 
adequate legal framework concerning the requirements for the use of biotechnology. 
The provisions of national genetic law were first set down in 1990. Furthermore, 
mistrust of the effects of biotechnology was caused by the negative association 
with genetic manipulation in public opinion. Legal restrictions on R&D, such as 
the first Genetic Engineering Act of 1990, may imply some negative effects not 
only for the biotechnology industry but also for the pharmaceutical industry. 
In contrast to that, the amendment of the law on genetic engineering in 1993 set 
up a regulatory framework that has the potential to promote the emergence of 
Germany’s modern biotechnology industry.  

While biotechnology firms carrying out R&D projects require considerable 
financial resources, legal changes and R&D policy are only two of several impact 
factors pushing biotechnology entrepreneurship. Access to external capital, namely, 
venture capital, also seems to be a most important resource and thus we will 

249

at the turn of the century. The slowdown of economic growth in the last 3 years
affected the expected number of biotechnology companies but still resulted in
391 companies in 2007 (Ernst & Young 2007). 
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embed the role of public funding and regulation in a general discussion of impact 
factors.  

The chapter is organized as follows. In Sect. 12.2 we discuss the rationales of 
state intervention in the biotechnology industry, and we summarize the main 
empirical findings on the outcome of state intervention. In Sect. 12.3 we provide a 
description of the milestones of legal changes in Germany. The background 
information about the aims of legal framework changes is essential for an 
understanding of how the legal framework works and how it can affect the 
behavior of scientists, entrepreneurs, and investors. In Sect. 12.4 we link important 
milestones of legal framework changes with the development of a modern 
biotechnology industry in Germany. In doing so, we will try to quantify the effects 
of legal framework changes. In this manner we also attempt to estimate the partial 
contribution of the “BioRegio contest,” a major example of R&D funding 
programs in the “BioX” line. The chapter concludes in Sect. 12.5. 

12.2 Legal Framework and Public Support: Rationales  
and Economic Relevance 

12.2.1 Rationales for Public Support and a Legal Framework 

Innovations based on radical technologies such as gene technology are closely 
connected with expectations of benefits to society and economic growth. The 
success of turning hope into reality is, however, associated with investments in a 
firm’s R&D activity. Unfortunately, several forms of market failure may exist.  

At first, market failures in the market for gene technology products may imply 
underinvestment by the private sector in R&D. Underinvestment in R&D may 
result from external effects on the one hand and information asymmetries on the 
other. Concerning the case for external effects, private firms will only consider 
their own particular benefits and choose their own level of commitment to the 
innovation process, i.e. R&D investments. Social rates of return from new 
technologies, i.e. R&D spillover to competitors, customers, and many others, are 
difficult to absorb by spillover-producing firms active in R&D, and thus the 

of market failure by considering the issues of appropriation and diffusion of 
knowledge as basic characteristics of R&D activities: (a) the existence of spillover 
effects makes it difficult for investors to capture the full social benefits of their 
innovation, and (b) leading firms charge too much for their new knowledge, so 
that the diffusion of knowledge is less than the social optimum. 

Information asymmetries on capital markets are the second argument for the 
expectation of underinvestment in R&D. Newly created high-tech biotechnology 
firms carrying out R&D projects require considerable financial resources over a 
long time. Significant sales are, however, absent and the entrepreneur’s personal 
funds are usually too small. Young high-tech firms also have limited access to 
loans. New equity financing has some advantages over debt-financing and is often 

private sector tends to underinvest in R&D. Spence (1984) established this form 
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seen as a suitable means for innovative firms to overcome financial constraints. 
Carpenter and Petersen (2002, p. F60) point out that “equity finance does not require 
the firm to post collateral, investors’ upside returns are not bounded, and additional 
equity financing does not increase the probability of financial distress.” New 
institutional economic theory and finance theory suggest that specialized financial 
intermediaries, in particular venture capital companies (Lerner 2002, p. F77), are 
able to provide capital for some of the highly financially constrained firms. 

Empirical evidence shows, however, that the supply of venture capital is 
limited to a specific segment of financially constrained firms. Venture capital 
companies avoid small-scale funding because of an extraordinary level of 
uncertainty about project outcomes. Furthermore, the chance to realize a sufficient 
return on investments depends on the existence and the wealth of stock markets 
(Black and Gilson 1998; Gompers and Lerner 1998; Jeng and Wells 2000). 
Germany’s venture capital market was poorly developed for a long time. The 
implementation of the “Neuer Markt” in April 1997, Germany’s equivalent to the 
United States NASDAQ, offered highly profitable exit opportunities for private 
equity investors. It is important to note that a well-functioning venture capital 
industry can only partially reduce information asymmetries. 

Second, biotechnology has the potential to generate negative effects for society. 
It brings with it a multitude of opportunities for new products and processes, but 
also a large degree of risk. Genetic engineering opens up possibilities to manipulate 
the inherited characteristics of cells, perhaps altering entire organisms. This creates 
the need for a legal framework, in order to prevent damage to living things and 
their environment – as far as is possible – and to enable the users of biotechnology 
to be sure that they are acting in accordance with the law. 

Third, market failures in the drug market may affect the development of new 
drugs in Germany. Restrictive regulations in the health sector may limit the 
attractiveness of Germany as a lead market for the introduction of new drugs. 
Lead market function is, however, most important to attract R&D affiliates to stay 
in the country (see Beise-Zee 2001 for details of the lead market concept). As a 
matter of fact, Germany has lost some market shares in the production of 
pharmaceuticals. At present it is ranked as the fourth biggest producer after the 
USA, Japan, and France. It was still the third largest in the early 1990s. German 
pharmaceutical companies are smaller compared with their US counterparts, and 
have been a target for mergers and acquisitions in recent years and the present. 

The above-mentioned forms of market failures on the one hand, and the 
expectation of high social benefits1 on the other, lead to a special alertness on the 
part of the government. Concerning the specific framework conditions of modern 
biotechnology, the legal framework seems to be both a significant obstacle to and 
a driver of the emergence of a modern biotechnology industry. It is worth noting 
that financial constraints might, however, be the most important obstacle.  

                                                           
1 Griliches (1992) points out that social benefits of R&D may remain significantly above 

the private benefit of a firm active in R&D. 
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Among most OECD countries, government agencies intend to bridge these gaps 
concerning appropriation, diffusion, and technical and market risks by similar 
justification of public R&D policies. 

In the USA, for instance, the Advanced Technology Program illustrates these 
policy rationales, because “it provides cost-shared funding to industry for fledgling 
technologies, that are high risk in nature, but which could lead to positive spillovers.” 
It “seeks to fund R&D where the resulting knowledge and technologies are fully 
appropriable; that is investors cannot fully capture the financial returns to their 
investment. Instead the benefits flow to other firms, industries, consumers, and the 
general public.” 

The European Commission argues that businesses have difficulties in 
incorporating technologies that are not part of their traditional field of activity and 
accessing new types of skills. In particular, “financial risks are seen high for 
innovation and profitability may be delayed by development hitches, and tax may 
not be neutral between success and failure.” This calls for “general measures to 
streamline innovation processes and direct action on specific market failures” 
(European Commission). 

The German Federal Government justifies its public R&D funding in industry 
by external effects, e.g., when third parties can use research results and thus gain 
an economic advantage without paying the technology developer a fee. In such 
cases the incentives may be too weak for innovative companies to develop private 
R&D activities in these areas to the extent desirable if economic profitability 
considerations are included. Public policy offers R&D funds “where R&D 
projects have long time horizons, a high economic risk and great financial needs 
and therefore are beyond the possibilities of individual companies” (German 
Ministry for Education and Research). 

Do government agencies bridge these gaps, taking into account different “risks” 
by funding firms which suffer from financial, technical, or market risk? In the last 
decade several new technologies such as information and communication tech-
nologies, biotechnology, and nanotechnology made great progress and governments 
invested extensive amounts to foster these technologies. However, it is less clear 
whether government with its R&D policy addresses the projects and entrepreneurs 
it aimed to address in the sense of eliminating market failure – or if government 
just tends to surf on attraction and public attention to win elections. Robust 
empirical evidence concerning the effectiveness and efficiency of R&D policy 
may be a necessary condition to shed some light on this question.  

12.2.2 The Impact of Public R&D Funding: Empirical Findings 

Governments use different R&D policy instruments to overcome market failures 
such as a lack of appropriation by regulation (patent law), a lack of know-how 
diffusion by incentives to cooperate (exchange of R&D staff, collaborative R&D 
activities), and a lack of risks by financial incentives such as tax credits or R&D 
project grants. Subsidies and tax credits are market-compatible forms of direct 
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government intervention and broadly used by policymakers.2 The majority of 
European countries and larger OECD countries beyond Europe such as Australia, 
Canada, Japan, and the USA use tax credits (OECD 2002). France recently increased 
the attractiveness of this tool in July 2005 (“Tax cuts for shares in innovative 
SMEs or for the financing of research programs”). As a matter of fact, Germany 
does not apply this form of R&D policy.  

Intellectual property rights are most important to protect discoveries and 
inventions, in particular in the modern biotechnology industry. Patents guarantee 
the exclusive rights to sales based on inventions and thus compensation is made 
for preproduction costs (about US $600 m per drug). Patentable biotechnology 
inventions include, for example, cell fusion procedures yielding a cell line that 
expresses a specific protein. In contrast to the aspect mentioned here, the patent 
system in Germany and Europe is known to function very well. The improvements 
in patent law are mostly of a minor extent.3  

During the last decade, a rich body of studies has empirically investigated the 
impact of R&D policy on general and public funding of business R&D projects, in 
particular on the level of firms (see, for example, David and Hall 2000). As David 
and Hall (2000) and many others point out, most estimations in the studies reviewed 
are confronted with potential selection problems. In detail, governments select the 
most promising projects for successful implementation of research ideas. The 
estimated impact is overstated so long as selection bias is not eliminated. Selection 
bias is linked to observable as well as unobservable company-specific effects. 
Since the latter effects can be eliminated by parametric selection models, non-
parametric procedures such as matching take into account firm-specific observables 
only (see Heckman et al. 1998, 1999). 

Recently published studies by Wallsten (2000), Lach (2002), and Czarnitzki 
and Fier (2002) have applied state-of-the-art evaluation methods to compensate 
for selection of the fittest. Lach (2000) addressed the impact of Israeli government 
R&D funding and applied the difference-to-difference estimator to eliminate 
selection of firm-specific time invariant unobserved effects. This approach handles 
a lot of potential selection. However, the estimator overstates the effect in the case 
of time variant unobserved shocks which simultaneously affect R&D expenditure 
and the probability of receiving a subsidy. His results suggest that the level of 
private R&D expenditure is higher by a factor of 11 for firms with less than 
300 employees, compared with the situation of the absence of funding. Most 
interestingly, the coefficient has a negative sign, although not statistically 
significant, for large firms. Czarnitzki and his co-authors mainly apply a matching 
estimator und use data from the Mannheimer Innovationspanel, which is enriched 
by external microdata. The impact of public funding of R&D is estimated 

                                                           
2 Although governments are the major players in stimulating private business R&D, private 

foundations offer R&D grants, too. However, non-profit foundations fostering R&D – 
especially technology-driven scientific foundations – are in particular more established in 
the USA than in Europe. 

3 See for example the “Biopatent” directive 98/44 of the European Commission, which was 
recently implemented in Germany. 
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positively, too. In contrast to Lach, the effects are, however, remarkably smaller. 
German firms interviewed that were funded between 1996 and 1998 report 
innovation expenditure on average of about 3 million Deutsche Mark. Selected 
nonfunded firms with similar characteristics to funded ones spent 1.49 million 
Deutsche Mark on average. Further analyses by Czarnitzki and Licht (2006) also 
suggest an above average patent outcome of funded projects, compared with that 
of nonfunded ones. In contrast to the study by Lach, papers from Czarnitzki and 
his co-authors do not focus on the evaluation of a specific program. In general we 
detect a lack of robust empirical evidence based on state-of-the-art science to 
analyze the effectiveness and efficiency of public funding in Germany. Of course, 
a rich body of studies deals with the evaluation of Germany’s technology 
programs (e.g. Kulicke and Lo 2006). All of these studies do not, however, apply 
state-of-the-art methodology.  

Lerner (1999) evaluates the long run success of firms participating in the Small 
Business Innovation Research (SBIR) program, a major public assistance initiative 
in the United States to fund the commercialization process of a new idea within a 
small business. Those firms receiving assistance from SBIR achieved significantly 
higher employment and sales growth rates than did similar firms that were not 
assisted by SBIR between 1983 and 1995. These differences are even more 
pronounced in regions with high venture capital activity and in high-tech industries. 
Toole (2005) analyzed whether public funding of biotechnology research, namely, 
fundamental and clinical research, complements industry R&D investment in the 
long run. His results indicate that a dollar increase in public basic research 
stimulates an additional $8.38 in pharmaceutical investment after 8 years. The 
effect of public clinical research is smaller in magnitude and shorter in duration. 
An increase by $1 results in an additional $2.35 in pharmaceutical investment over 
a 3-year period. 

Concerning the strategies to internalize R&D spillovers from others, a rapidly 
growing number of papers address the impact of firm-to-firm cooperation as well 
as company–scientist links. Joint R&D has become a very important mode of 
interfirm and science-firm collaboration in the last decade. Studies on this topic 
mainly show that publicly funded joint R&D outperforms publicly funded stand-
alone R&D (see Czarnitzki et al. 2006). Results from Czarnitzki et al. (2006) 
further suggest that the outperformance of R&D-funded German firms, compared 
with nonfunded stand-alone R&D, mainly results from collaborative behavior. In 
this manner, shifting of R&D policy towards the promotion of joint R&D speaks 
in favor of higher benefits from public assistance.  

Further studies deal with the “bridging role” of public R&D funding, also 
known as the “certification” hypothesis (see Lerner 1999, 2002). Brand-new ideas 
discovered in nonprofit-oriented research institutions are mostly characterized by 
technical uncertainty and uncertainty about market potential and market acceptance 
(for empirical evidence, see Thursby and Thursby 2002; Shane 2004). Private 
investors who are neither banks nor venture capitalists are disposed to fund this 
kind of projects. As we mentioned earlier, equity investments are more suitable 
than bank loans in this context. Venture capitalists need, however, a serious proof 
of concept. This includes a successful prototype, intellectual property rights or 
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strategic alliances with big companies to “signal” a lower level of uncertainty. 
Public programs can play an important bridging role in the process of reducing the 
technological uncertainty of the above-mentioned projects. On the one hand, 
public investors should also consider social benefits and thus put less weight on 
the magnitude of project uncertainty. On the other, public authorities are likely to 
demonstrate the successful promotion of individuals, firms, or regions to increase 
the probability of reelection. They may have some difficulties in accepting that a 
part of public funds is allocated to ex post unsuccessful firms (Wallsten 2000). 
Further, firms may actively seek public transfers to increase their price cost 
margin (Eisinger 1993). In this sense, public investors will probably invest earlier 
than private investors. In doing so, they try, however, to avoid funding the 
“lemons.” Fier and Heneric (2005) analyze the determinants of public R&D 
funding by the German Federal government for biotechnology projects. Both 
young, small-sized firms and old, large-scale firms have a higher probability of 
being publicly funded. The middle-aged and medium-sized firms are less funded. 
Therefore, selection by public fund managers works in line with the first 
predictions. Furthermore, firms with a better credit rating as well as those with 
patent applications have higher chances of receiving public funds, too. The 
evidence sheds light on positive selection by public fund management within the 
uncertain projects. It is worth noting that selection is limited. As Toole (2005) 
points out, the typical SBIR academic entrepreneur is not a “star scientist.”  

The main question is, however, whether private investors accept the bridging 
role and certification by public funding. Lerner (1999) arrives at the result that 
multiple SBIR awards do not imply an outperformance of SBIR-funded firms, 
however. This finding highlights the question of whether a lower level of public 
funding as well as a limited amount of signaling could be sufficient to contribute 
to certification of projects. Lerner also shows that firms winning SBIR phase 2 
awards have a 3.1% higher probability of receiving venture financing, while non-
SBIR funded firms have a lower probability (0.8%). Toole (2005) confirms the 
findings for biotechnology firms. He found that winning a phase 2 award of an 
SBIR program doubles the firm’s chances of receiving follow-on venture capital 
investment. A higher level of SBIR funding also increases the chance for follow-
on private investment. Altogether, the certification role of SBIR programs seems 
to work in reality. Further attention is drawn to the question of the impact of 
additional awards.  

Engel and Heneric (2006) analyzed the start-up activity for participants and 
nonparticipants of the BioRegio contest (BRC). This contest was initiated in 1995 
by the Federal Ministry of Education and Research (BMBF), and encouraged 
regions to apply for subsidies to be used in establishing a biotechnology industry 
in the region (Dohse 2000). The BMBF’s main goal was to stimulate the transfer 
of new knowledge into new products and thereby narrow the gap between Germany 
and those countries leading in the application of biotechnological knowledge, i.e., 
the USA and Great Britain. Regions were invited to submit a development concept 
meant to help establish the biotechnology industry in their region for appraisal 
(see Dohse 2000 for details). This funding concept aimed at developing a new 
holistic approach for research and technology policy and was planned to integrate 
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biotechnological capacities and scientific, economic, and administrative activities. 
The governmental purpose of funding biotechnology was – and still is – to ensure 
that the high international standard of performance in the life sciences will be 
maintained. BioRegio was initiated to push the commercialization of biotech-
nology in Germany and thus create internationally outstanding centers of excellence. 

Participation in the BRC was attractive to German regions for several reasons 
(e.g., receiving subsidies, signaling the potential of the region to entrepreneurs and 
investors, networking). Taking part in the BRC leads to an exclusive possibility of 
having access to different valuable resources that could give rise to additional 
spillovers. Probably, entrepreneurs and investors are affected by the expectation of 
spillovers which are signalized by BRC participation. Engel and Heneric (2006) 
differentiated between winner regions of the BRC (Munich, Rhein-Neckar, 
Rhineland, Jena (special vote)) and other participants in the BRC (14 BioRegios).  

Table 12.1. Frequency of newly founded biotechnology firms by BRC participation state 

BRC state 1980–1994 1995–1998 1999–2003 
 # Intensity # Intensity # Intensity 
BRC winner regions 97 11.4 96 11.3 112 13.2 
BRC nonwinner regions  92 8.5 103 9.5 206 18.9 
Other counties  130 7.9 151 9.2 179 10.9 
Sum 319 8.9 350 9.8 497 13.9 
According to Engel and Heneric (2006, p. 86) 
# – Absolute numbers 
Firm formation intensity: number of biotechnology start-ups related to 10,000 potential 
founders (= R&D employees in private sector and scientists at public R&D institutes in 
1995) 

Table 12.1 shows the frequency of start-up activities in absolute and relative 
terms differentiated by BRC participation state. In Sect. 12.4 we will discuss the 
development of biotechnology start-ups in more detail and thus we now emphasize 
the regional differences in relative terms. In BRC winner regions and BRC 
nonwinner ones we observe significantly higher firm formation activity in relative 
terms, compared with that in other BRC nonparticipating counties in each period 
of time.  

This impression is also strengthened by the regression analysis prepared by 
Engel and Heneric (2006). BRC winners as well as other BRC participant regions 
achieve a significantly higher number of newly founded biotechnology firms, 
compared with regions that have not participated in the BRC. The authors do not 
detect, however, any kind of significant differences between the coefficient estimates 
of BRC winner regions and BRC participants. At this point, the outperformance of 
BRC winners and other BRC participants can be attributed to unobservable ability 
of participants and/or effects of participation in the BRC. Engel and Heneric 
(2006) applied the instrumental variable estimation approach to eliminate the 
effect of unobservable abilities. The main assumptions of these techniques were 
not fulfilled, however, and thus the causal effect of BRC participation cannot be 
deduced from this kind of empirical analysis. At this point, we can only conclude 
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that BRC seems to be functioning well to attract regions with above average 
potential to build a biotechnology cluster to participate.  

This pattern sheds some light on the procedure for selecting winner regions. As 
Dohse (2000) points out, the jury seems to follow a “picking the past winner 
strategy”: BRC winner regions are those with high inflows of public funding in 
the past and a high density of leading pharmaceutical companies. Based on our 
results, the potential to develop these clusters further seems to be more limited 
compared to second best regions. In this light it is questionable whether the 
promotion of a few best-performing winner regions from the past will generate 
higher outcomes than promoting second best performing regions with higher 
absorptive capacities. Of course, analyzing the number of start-ups provides an 
incomplete picture of successful clustering of the modern biotechnology industry. 
Further analysis should consider a broader range of economic indicators, e.g., 
patent applications, employment, and number of drugs, to obtain more robust 
evidence. 

12.2.3 Evidence Concerning the Impact of Legal Framework Changes 

Compared to public funding tools, changes in the legal framework are not the 
main objective of government to stimulate the commercialization of new 
technologies. In this section we try to summarize the main empirical findings 
concerning the impact of legal framework changes on the development of new 
industries in general and of the modern biotechnology industry in particular. To 
the best of our knowledge, no study has tried to test empirically the impact of legal 
framework changes on economic outcomes of the modern biotechnology industry. 
Robust empirical evidence is very rare with regard to the impact of legal 
framework changes in the field of R&D policy. In contrast to the lack of those 
studies in empirical industrial economics, many studies empirically analyze the 
impact of legal changes in the labor market (e.g. Bauer et al. 2007).  

On the basis of this background, we envisage studies (a) that apply methodology 
to analyze these impacts and/or (b) that are relevant for the commercialization of 

                                                           
4 Regression output of the zero-inflated Negbin model is available upon request to the 

authors. Coefficient estimates (standard error) are −0.015 (0.092) for BRC winner 
regions and 0.115 (0.062) for BRC non-winner regions. 

As a matter of fact, the firm formation intensity in BRC winner regions 
develops below the average over time. As a result, the share of biotechnology 
start-ups in BRC winner regions went down slightly from 30.4% in the first period 
to 27.4% in the second period and sharply between 1999 and 2003 to 22.5%. In 
contrast, the firm formation intensity in the biotechnology industry and the share 
of biotechs in BRC nonwinner regions increase remarkably. Addressing the 
change of the number of biotechnology start-ups between both periods, regression 
analysis points out that only BRC nonwinner regions are still going on to attract 
significantly more start-ups over time to cluster the biotechnology industry.4 
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biotechnology indirectly. From our point of view, the study by Gompers and 
Lerner (1998) addresses both conditions and gives a nice example for analyzing 
the effect of statutory framework and law reforms affecting the diffusion of new 
technologies.  

The Gompers and Lerner study emphasized the impact of the clarification of 
the “prudent man” definition in the Employment Retirement Income Security Act 
(ERISA) and its effect on venture capital investments. In Sect. 1 we pointed out 
that venture capital is a fundamental resource for firms developing biological 
pharmaceuticals. Until 1978 the rule did not allow pension fund managers to 
invest some of the funds in high-risk asset classes such as hedge funds or venture 
capital funds. The basic principle for professional money management was stated 
by Judge Samuel Putnum in 1830: “Those with responsibility to invest money for 
others should act with prudence, discretion, intelligence, and regard for the safety 
of capital as well as income.” In early 1979 the Department of Labor revised the 
prudent man rule that the manager must act as someone familiar with matters 
relating to the management of money, not just prudence. Therefore investing a 
small part of portfolio money in high-risk asset classes would not be seen as 
imprudent.  

The view of venture capital commitments shows a remarkable increase 
immediately in the years after clarification of the prudent man rule for pension 
fund managers (Gompers and Lerner 1998, p. 163). Gompers and Lerner (1998) 
run a series of regressions to identify the partial contribution of ERISA’s prudent 
man rule clarification (in short, ERISA’s clarification). They found a positive 
impact of this factor on venture capital investments at the US level and the level of 
Federal States. As expected, ERISA affects fundraising by pension funds only and 
does not have an impact on fundraising by individuals. The results of aggregate 
analysis are interesting and suggestive, but the evaluation of effects on the 

12.3 Legal Framework Changes in Germany 

On the basis of the general discussion in Sect. 12.2, we will now make an attempt 
to present an overview of legal framework changes concerning the biotechnology 
industry in Germany. This kind of analysis is the first step in identifying the 
economic impact of these changes.  

Genetic engineering opens up possibilities to manipulate the inherited 
characteristics of cells, perhaps altering entire organisms. This creates the need for 
a legal framework, in order to prevent damage to living things and their 
environment – as far as possible – and to enable the users of biotechnology to be 
sure that they are acting in accordance with the law. A cross-sectional view of 

Gompers and Lerner also analyzed the impact on the behavior of individual 
venture organizations. They obtain robust results for the regression as to whether  
a new fund focuses on early stage investments, the segment with highest chance-
to-risk profile within the venture capital asset class.  

individual level may be the best choice. 
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biotechnologies.5 Biotechnology is put to use in many different ways, in many 
different fields of business and industries, with the consequence that it cuts across 
a number of legal areas. This is the background to the great number of laws that 
apply to biotechnology in Germany. These stem not only from Germany’s national 
legislation, but also from Europe’s legislation. In this section we will provide an 
overview of the history and context of legal framework changes in Germany 
concerning modern biotechnology. Afterwards we will try to link the dates of 

The actual impetus for lawyers to become involved in biotechnology and 
genetic engineering came from the scientific community itself (Kloepfer and 
Delbrück 1989). At the start of the 1970s, a number of leading researchers in the 
field of biotechnology, which was a new area at the time, felt compelled to point 
to the possible dangers of new genetic engineering techniques. The techniques in 
question were those involved in the production of recombinant DNA and cloning. 
In 1974, several respected researchers published an essay in the journal Science, 
indicating possible dangers that could result from the technology (Berg et al. 
1974). Among the researchers were Watson and Crick (who discovered the double 
helix structure of DNA) and Cohen and Boyer (who discovered how to produce 
and clone recombinant DNA). A new body, the Committee on Recombinant DNA, 
was formed under the leadership of Paul Berg, with the purpose of critically 
observing the new technology and holding a conference to discuss how it should 
be dealt with in the future (Fuchs 2000). The conference participants developed a 
catalogue of safety measures to prevent genetically modified organisms from 
spreading out into the environment (Fischer 2003). On the basis of this catalogue, 
the National Institutes of Health (NIH)6 formulated the so-called Guidelines for 
Research Involving Recombinant DNA Molecules, which would apply in future in 
the USA. These guidelines include a classification of biotechnological research 
projects by their degree of risk, together with appropriate safety measures. 
Additionally, they provide a list of banned experiments. 

Alongside the developments in the USA, the increasing lack of clarity in legal 
proceedings involving genetic engineering led to calls for a legal framework in 
Germany. This, in turn, provoked interest from within the political scene. The then 
Federal Ministry of Research and Technology (BMFT) picked up on the issue in 
1978, with its guideline on protection from the dangers of in vitro recombinant 
nucleic acids (“zum Schutz vor Gefahren durch in vitro neukombinierte 
                                                           
5 Based on technologies derived from the latest results in molecular biology, genetics, 

biochemistry, information science, or physics, the development of new therapeutics or 
diagnostics (“red” biotechnology), and new products or services for the agricultural and 
food markets (“green” biotechnology) or for environmental activities (“gray” biotechnology) 
frame this industry. The value chain within the biotechnology industry contains further 
services and supplying activities. 

6 The NIH are among the leading medical research establishments in the USA. Since their 
foundation in 1887, they have become a central point for medical and biological research 
on a federal level in the United States. NIH research aims to gain knowledge about all 
diseases and disabilities and to diagnose and treat them. 

biotechnology has already been provided in the discussion of red, green, and gray

important changes with the emergence of the biotechnology industry. 
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Nukleinsäuren”) (Streck et al. 1997). The scope of this guideline proved inadequate, 
in that compliance on the part of private businesses was only voluntary, although 
it was compulsory for public research projects (Krekeler 1994). The existing 
guidelines did not set out a compulsory procedure to obtain permission for work 
on genetically modified organisms, nor did they provide legal protection for third 
parties. Nevertheless, industry associations had decided to adhere voluntarily to the 
guidelines at that time (Brocks et al. 1991). The continued success of modern 
biotechnological research and the new possibilities it created, along with 
increasing criticism of the guidelines, led the Federal Government of the time to 
set up an inquiry commission in 1984, to assess the opportunities and risks of gene 
technology. The commission had the specific task of formulating a bill of law on 
the subject (BTDrs.10/6775 1987). This preliminary work served as a basis for the 
later Gene Technology Act (Gentechnikgesetz or GenTG). Before this law on 
gene technology was passed, the guidelines of 1978 were virtually the only source 
of guidance for users of genetic engineering techniques (Brocks et al. 1991). From 
an industry point of view, it was hoped that a law on gene technology would make 
for progress in terms of the following: 

• Legal certainty 
• Shortening the time required to obtain a permit 
• Driving down government interference 
• Increasing acceptance in society 

Alongside national efforts to provide biotechnology with a political and legal 
framework, similar developments were taking place on an EU level. Member 
states were obliged to incorporate EU directives into their national law. The main 
sources of European influence on German gene technology law were the directive 
on release (90/219/EEC),7 the directive on contained use (90/220/EEC),8 and the 
directive on biological agents in the workplace (2000/54/EC). A further source of 
influence was the so-called Novel Food regulation (BVEL 2001).9 The directives 
on release and contained use were the first EU regulations that put pressure on 
governments to incorporate them into their individual legal systems. The directive 
on contained use (90/219/EEC) was intended to provide a legal framework for 
work with genetically engineered organisms in a closed system. Against this 
background, the directive on release (90/220/EEC) was introduced to regulate the 
intentional release of genetically modified organisms into the environment. 
Legislation in Germany had to be hurried through, partially because of a particular 
decision made by the Higher Administrative Court (VGH) in Kassel. In 1989, the 
VGH had ruled against the firm Hoechst AG, forcing it to discontinue production 

                                                           
7 The directive regulates the release of genetically modified organisms into the envi-

ronment. 
8 The directive regulates the use of genetically modified microorganisms in closed systems. 
9 The regulation covers bringing new (genetically modified) foodstuffs and ingredients into 

circulation. 
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at a facility for genetically engineered human insulin.10 The reason the VGH gave 
for its ruling was that the existing guidelines did not provide an adequate legal 
basis for the operation of genetic engineering facilities. As such, it was impossible 
to grant an operating license to such a facility; therefore it was necessary for the 
state to exercise its duty to protect its citizens and to enforce articles 2, 5 III, 12, 

which were continually revised and supplemented in the period between 1978 
and 1986, fell under the control of the so-called Federal Immission Control Act 
(BImSchG) (Brocks et al. 1991). Because of the wide range of completely 
different opinions on the subject among the political groups who would be 
affected by such a law, it took a very long time for the law itself to take shape. The 

force in 1990. Its primary aim was one of protection (see Article 1 No. 1 GenTG) 

Gene Technology Act (GenTG) determined clearly the fields of use in which a 
compulsory permit would be required to operate gene technology facilities, 
including so-called work involving gene technology methods. This included the 
release of genetically modified organisms into the environment and the sale of 
products that contain such organisms (Articles 2 and 3 GenTG). 

Permits for release had to be obtained from Robert Koch Institute. Until this 
point, Robert Koch Institute in Berlin, which was controlled by the Ministry of 
Health, was responsible for granting permits to those who applied to release or 
distribute genetically modified organisms. In 2002, the responsibilities of this 
Institute were taken over by the Federal Office of Consumer Protection and Food 
Safety in Braunschweig. The task of acting as a competent authority for consul-
tation and disciplinary proceedings relating to release and distribution, which had 
been undertaken by the Federal Environment Agency, became the responsibility 
of the Federal Nature Conservation Agency. Figure 12.1 points out the central 
position of Robert Koch Institute in Berlin until 2002. 

In addition, a large number of conditions had to be satisfied, which made for a 
long and complicated bureaucratic procedure. Both the public and the EU member 
states had to be informed when any genetically modified organisms were released. 
Any action of the sort had to be conducted in agreement with the Federal 
Biological Research Centre for Agriculture and Forestry, the Federal Environment 
Agency, the Zentrale Kommission für die biotechnologische Sicherheit (ZKBS) 
(central commission for biotechnological safety), and the Bundesanstalt für 
Viruskrankheiten der Tiere (federal research centre for viral diseases in animals) 
(Streck et al. 1997). 

                                                           
10 The VGH compared the effects of genetically modified organisms on life in general with 

those of nuclear power. Although this comparison was widely criticized and adjudged to 
be false by the majority of legal publications, it cannot be denied that the verdict of the 
VGH gave added momentum to the legal process leading to a law on gene technology. 

Before the Gene Technology Act was formulated, the existing guidelines, 

and 14 of the constitution (to protect the life and physical integrity of third parties). 

first Gene Technology Act (Gentechnikgesetz – GenTG) eventually came into 

This made it all the more important to create a legal framework to govern the use

and it had the secondary purpose of promoting research (Krekeler 1994). The 

of gene technology (Kraatz 1993). 
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The GenTG also makes further provisions to preclude other possible dangers 
and defines four safety levels for genetic engineering work (GenTG Article 7).11 

The ZKBS12 is responsible for setting the levels and for communicating them to 
the relevant authorities within the particular federal state. Figure 12.1 offers a 
summary of the application procedure for permission to release gene-manipulated 
organisms (GMOs). 

 

 
Fig. 12.1. Application procedure for permission to release gene-manipulated organisms 

An effective regulation also requires adequate directives. The GenTG contains 
many authorizations to implement directives and their amendments concerning the 

safety ordinance (GenTSV), gene technology procedures ordinance (GenTVfV), 

and gene technology records ordinance (GenTAufzV). These five directives were 
already implemented in November 1990 (Krekeler 1994). In addition to these, 

13

the main objectives of these directives.  
                                                           
11 No risk (S1), low risk (S2), moderate risk (S3), high risk (S4). 
12 The ZKBS is a body of experts responsible not only for assigning safety levels, but also 

for pointing out possible dangers associated with the release and distribution of GMOs. 
13 Federal costing ordinance to the Gene Technology Act (BGenTGKostV) of 9 Oct. 1991 

(BGBl. I, p. 1972), gene technology participation ordinance (GenTBetV) of 17 May 1995 
(BGBl. I, p. 734), gene technology emergencies ordinance (GenTNotfV) of 10 Dec. 1997 
(BGBl. I, p. 2882), and gene technology responsibility ordinance (ZustVGenT) of 2 Aug. 
2005 (GVBl., p. 328). 

Federal State 
Authority ZKBS 

EU Commission and 
EU member states 

Robert Koch Institute 

Open to public 
discussion 

Biological federal 
agency for 

agriculture and 

Federal 
Environmental 

A

Applicant 

gene technology hearings ordinance (GenTAnhV), ZKBS ordinance (ZKBSV), 

 Table 12.2 describesmore directives were implemented a few years later.

state of the technology and science. The first five directives are the gene technology 
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Table 12.2. An overview of gene technology law 

Ordinance/Directive Object 
Gentechnik-Sicherheitsverordnung 
(Gene technology safety ordinance) 
(GenTSV) 

Contains rules for the safety assessment of individual 
instances of gene technology usage along with 
required safety measures. 

Gentechnik-Verfahrensverordnung 
(Gene technology procedures 
ordinance) (GenTVfV) 

Contains rules setting out the procedure to register 
and obtain permission for planned use of gene 
technology. 

Gentechnik-Anhörungsverfahren 
(Gene technology hearings ordinance) 
(GenTAnhV) 

Before permission is granted for gene technology 
facilities at the two highest safety levels, or for the 
release of genetically modified organisms, there must 
be a public hearing. 

ZKBS-Verordnung (ZKBS 
ordinance) (ZKBSV) 

Sets out the composition and fields of competence of 
the central commission for biological safety (ZKBS), 
a board of experts at the Robert Koch Institute. 

Gentechnik-
Aufzeichnungsverordnung (Gene 
technology records ordinance) 
(GenTAufzV) 

Whoever works with gene technology must keep 
records in accordance with the GenTAufzV and 
make these available to the appropriate authority on 
request at any time. 

Bundeskostenverordnung zum 
Gentechnikgesetz (Federal costing 
ordinance to the Gene Technology 
Act) (BGenTGKostV) 

Regulates the levying of fees and expenses by the 
Robert Koch Institute in the context of the 
application of the Gene Technology Act. 

Gentechnik-Beteiligungsverordnung 
(Gene technology participation 
ordinance) (GenTBetV) 

Regulates the process by which the EU Commission 
and member states as well as the other signatory 
states within the European Economic Area 
participate in the agreement in relation to the release 
and distribution of genetically modified organisms. 
The responsible authority is obliged to take the 
comments of EU member states and other signatory 
states within the European Economic Area into 
account and to put EU Commission decisions into 
action. 

Gentechnik-Notfallverordnung (Gene 
technology emergencies ordinance) 
(GenTNotfV) 

Emergency plans must be made for certain types of 
genetic engineering work at safety levels 3 and 4, to 
preclude danger to people and the environment 
outside of the gene technology facility in case of an 
accident. Incidents during work at safety level 2 or 
above, such as the escape of genetically modified 
organisms, must be reported to the competent 
authority immediately. 
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Ordinance/Directive Object 
Gentechnik-
Zuständigkeitsverordnung (Gene 
technology responsibility ordinance) 
(ZustVGenT) 

Responsibility for enforcing gene technology law 
largely rests with the federal states. The Bavarian 
federal government issued an ordinance assigning 
competencies within Bavaria. 

EU directives Two EU directives from 1990 are of particular 
importance. Directive 90/219/EEC regulates the 
contained use of genetically modified 
microorganisms, while 90/220/EEC deals with the 
deliberate release into the environment of genetically 
modified organisms. Both directives contain detailed 
requirements that came into force in Germany when 
incorporated into the Gene Technology Act. Both 
directives were amended in 1994 to keep pace with 
technological progress, the first by means of directive 
94/51/EC and the second with directive 94/15/EC. 
More recently, Appendix III to directive 90/220/EEC 
was amended by directive 97/35/EC. 

Source: Bundesamt fuer Verbraucherschutz und Lebensmittelsicherheit 
(http://www.bvl.bund.de) 
The unofficial, literal English translations of the names of German laws are for guidance 
only 
 

The above description of the applicable regulations makes it apparent that 
regulating the field of modern biotechnology involves a great deal of administrative 
work. Official checks on the assignment of safety levels by the ZKBS created a 
huge amount of work, as even planned genetic engineering at safety level 1 had to 
be taken into account, although by definition such work involves no risk to the 
environment. All of this meant that modern biotechnology in Germany was in a 
poor state and rapidly fell behind the international competition in both research 
and commercial applications (Festel 1996). Companies and politicians alike 
strongly criticized the bureaucratic burden imposed by the law. Businesses were of 
the opinion that the legal framework should not regulate risk, but instead create 
the right conditions for the problem-free operation of gene technology (Dolata 
1996). 

As early as 2 years after the law came into force, there were public hearings of 
the parliamentary committees for health and for research, technology, and 
technology assessment (Hasskarl 1997; Seesing 1988). Their findings were that 
regulation via the GenTG was too strict and was restricting research excessively. 
They argued that this situation was backward-looking and thus indefensible 
(BTDrs.12/3658 1994). Against this background, there was a demand for a 
reduction of government controls on genetic engineering, along with the amount 
of administrative work they implied. Businesses and some politicians demanded a 
change in the law to cut down on bureaucracy (Dreyer and Gill 1998). Although 
the main emphasis remained on protection against possible dangers arising from 
genetic engineering and its products, the regulations laid down in the GenTG were 
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subjected to scrutiny and the law was amended in December 1993 (BMBF 2000). 
The background to this was repeated criticism from the business and scientific 
communities, arguing that Germany ran the risk of falling behind the USA and 
Japan in an important technological field (Kniesel and Müllensiefen 1999; Simon 
and Weyer 1994). The critics of the German legal framework for work in the field 
of biotechnology often drew comparisons with the regulations in the USA. In 
contrast to its German equivalent, the American system of regulations for the 
use of gene technology does not take the method of manufacture into account. 
The organ responsible for regulatory control in America, the Office of Science 
and Technology, concluded on more than one occasion (1986 and 1992) that 
supervision by the federal authorities should be restricted to the properties and 
risks of products and that they should not pay attention to manufacturing processes. 
Furthermore, formalities were not to be allowed to get in the way of rapid progress 
in biotechnology and gene technology (Brauer 1995). The American regulations 
thus seem considerably more flexible from the point of view of companies, 
particularly considering that the National Institutes of Health are constantly 
working to keep their guidelines up to date, adapting them quickly in response to 
new scientific discoveries (Mahro 1986). 

With the amendment to the GenTG, the German legislative successfully 
slimmed down the regulations in the hope of strengthening Germany’s position as 
a location for research well into the future. A large number of corrections led to a 
shortening of the registration and permission-granting procedures, while 
government involvement and the role of the ZKBS were reduced, which in turn 
reduced the strain on the latter. Many changes were made within the scope of the 
amendment, such as the shortening of various procedures. One way in which this 
was achieved was by abolishing the obligation to assess work that uses gene 
technology at safety level 1,14 on the basis that such work does not present any 
danger to the environment. Work at safety level 2 requires only appraisal and 
approval from the ZKBS if no permission has previously been granted for work of 
the sort to be undertaken (GenTG Article 7 Section 1 Nos. 1 and 2).15 Furthermore, 
the idea of fostering progress, which was only of secondary importance in the 
initial version of the GenTG, was given more weight in the revised law, in that 
scientific and technical possibilities are supposed to be aligned to possible 
economic opportunities (GenTG Article 1 No. 2). In this way, it has been possible 
to improve the position of biotechnology, taking a step in the right direction to 
help the sector develop further in years to come. However, compared to other 
European countries or to the USA, conditions are still restrictive and place 

                                                           
14 Thanks to this amendment to the law, the number of applications fell from 304 in 1991 to 

0 in 1999. 
15 From the beginning, the GenTG regulated industrial genetic engineering in the chemical 

and pharmaceutical industries, i.e., gene technology facilities, the release of GMOs, and 
the distribution of genetically modified products. This almost entirely excludes the field 
of human genetics. The amended law contains an additional explicit reference in Article 
2 section 2, to the effect that the law does not apply to the use of genetically modified 
organisms on humans. 
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considerable limits on the scientific and commercial use of biotechnological 
methods (cf. the debates on the release of GMOs or the use of stem cells). 

12.4 An Empirical Assessment of the Contribution  
of Legal Framework Change 

The discussion in the previous section suggests that legal frameworks have the 
potential to stimulate the emergence of the biotechnology industry. In this section 
we intend to discuss the stimulation effects from an empirical point of view.  
In doing so, we will consider important milestones in factors affecting the 
commercialization process of the modern biotechnology industry in Germany. 
Several indicators can be applied to answer the question of the emergence level of 
the modern biotechnology industry. The number of patent applications as well as 
public R&D funding in bioscience indicate the potential for commercialization at 
a very early stage. Since the patent activity results from the R&D process itself, 
public R&D funding indicates a certification of a technology by the administration. 
In a second stage, start-up activity and venture capital investment activity go hand 
in hand and may indicate a more serious level of the exploitation of opportunities.  

We start with some descriptive findings concerning the federal funding of 
biotechnology programs in the business enterprise sector. Figure 12.2 shows the 
total amounts of funding, the number of funded firms, and the number of funded 
R&D projects. Between 1973 and 1988 all indicators increase remarkably, 
followed by a decrease until 1994. The time period after 1996 is characterized by 
a second wave of growing funding. The total number of publicly funded R&D 
projects increased from 52 projects in 1993 to 266 projects in 2001. In the year 
2003 we observe a total number of 350 biotechnology companies in Germany. 
About 170 firms (49%) have been publicly funded in 219 R&D projects. The total 
amount of public R&D project funding in the German biotech industry is almost 
€28.8 million on average, and because of the matching grants requirements (cost 
sharing) almost €57.8 million has been invested by industry and government each 
year.  

The picture raises the question of the determinants of dramatic changes in R&D 
funding over time. Related to the topic of this chapter, we would first like to 
highlight the role of legal framework change. It is important to note the different 
effects of the GenTG introduction and its slackening in 1993. Since the imple-
mentation of the GenTG in 1990 had the primary aim of protection (see Article 1 
No. 1 GenTG), and the regulation excessively restricted research, a positive effect 
on R&D funding cannot be expected. In contrast to that, the amendment to the 
GenTG in 1993 focused on shortening various procedures and thus may be a 
reason for the moderate increase in indicators of R&D funding shown in Fig. 12.2. 
As expected, the figure shows a negative correlation between introduction of the 
GenTG and R&D funding and a positive correlation between the slackening of the 
GenTG and R&D funding in the following period.  
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Fig. 12.2. Number of funded firms, R&D projects, and total amounts of public R&D 
biotechnology funding in the business enterprise sector (BMBF 1993–2003) 

The correlation might be impressive, but it does not answer the question about 
a causal relationship between the GenTG and R&D funding. Several reasons may 
be behind the dramatic change of R&D funding after 1994. Probably, the impact 
of the GenTG will be zero as we check for other relevant factors. In the following, 
we stress the role of other determinants to explain the development of R&D 
funding. Both demand side as well as supply side effects may matter.  

A key supply side effect was spawned by the worldwide race to decode the 
human genotype. In 1996 the German Human Genome Project was launched by 
government, science, and industry. As Fig. 12.3 shows, federal R&D funding 
increased from €6 million in 1993 to €20 million in 1996, the peak of annual 
expenses for Proteom Research between 1973 and 2003. Thus, Germany 
remarkably increased its efforts to take part in the race.  

After 1996, the formative and booming stage of the venture capital market 
seems to be an essential factor. In Germany and in many other European countries, 
venture capital investments in biotechnology and other sectors increase dramatically 
after 1996. Venture capital investments in biotechnology went up by a factor of 6 
between 1997 and 2001 (see OECD 2006, p. 119). The implementation of specific 
segments on most stock markets for young, innovative companies (e.g., the “New 
Market” at the German Stock Exchange at April 1997) and their rapid growth 
measured by number of listed companies and market capitalization stimulated the 
willingness of institutional investors to provide capital for venture capital companies 
(VCCs). VCCs invest equity in firms with the expectation of a high return on 
investment due to initial public offerings of funded firms 3–5 years after investment. 
In the boom period, the selection processes of VCCs were less restrictive. The 
high share of write-offs in the following years of the Internet “hype” indicates this 
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fact clearly.16 Both high availability of venture capital and less restrictive selection 
processes by VCCs until 2000 may have increased the chances to acquire venture 
capital and thus should have had a positive effect on the opportunity to set up a 
new business.  

 

Fig. 12.3. Federal funding by biotechnology programs in the business enterprise sector 
(Germany), 1973–2003 (BMBF 1973–2003) 

 

Fig. 12.4. Large-scale R&D funding schemes in the business enterprise sector (BMBF 
1993–2003) 
                                                           
16 According to EVCA (2001, 2002), 36.5% of all divestments in Germany in 2001 and 

44.1% in 2002 were write-offs. 
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Third, a general change in R&D funding priorities concerning biotechnology in 
the mid-1990s can be observed, closely related to the above-mentioned BRC. At 
the same time the BRC changed the general federal government philosophy in 
public R&D funding: programs were restructured to increase transparency and 
linked with other funding programs, e.g., for health research and production 
engineering (see Fig. 12.3). In this context, the Federal Ministry of Education and 
Research (BMBF) also pushed its project management agencies. Each project 
proposal was embedded in research program announcements which clarified the 
funding objectives for each company to receive financial support. Moreover, the 
corporate design of funding programs for biotechnology was changed to Bio“X”, 
beginning with BioRegio, followed by BioChance, BioFutur, and BioProfile. The 
corporate designs and the 15 different R&D funding programs do not just reflect 
policymakers’ expectations concerning jobs and welfare, but also investors’ hopes 
for profits in this technology. Figures 12.3 and 12.4 show that R&D funding 
provided by Bio“X” accounts for a large share of federal R&D funding in the 
period between 1998 and 2003. Figure 12.4 shows an upstream variety of different 
R&D topics; that is, the multiplicity of funding schemes represents the awareness 
of the different biotechnologies and their emphasis. The number of schemes 
increases remarkably over time. Against this background the increasing share of 
Bio“X” programs is impressive. With regard to the empirical findings of Engel 
and Heneric (2006), it is still unclear, however, whether the BRC has additionally 
affected the commercialization process of the biotechnology industry. The 
decrease in public funding since 2001 was due to the low inflow of venture 
capital, the downturn of the German economy, and the following recession (see 
Fig. 12.3).  

Back to the reasons for the change in R&D funding, the role of public research 
activities and their outcomes have also to be emphasized. These activities are the 
starting point for many business solutions in the modern biotechnology industry. 
Toole (2005) obtains robust evidence of a positive relationship between public 
funding of biotechnology research and pharmaceutical R&D investments in the 
long run. We do not know anything about the outcome of public research over the 
period from 1973 to 2003, and thus, the contribution of this factor is still 
unknown. 

Since R&D funding is a function of several reasons, the partial contribution of 
legal framework changes cannot be deduced directly from the figures. A multi-
variate regression tool could be applied to address the partial contribution of each 
factor. Since the number of observations is, however, very small, the estimation is 
based on a low variation of variables which are included in the estimation. 
Probably, we will be unable to secure an efficient point estimation of the partial 
contribution of legal framework changes because of the small sample size. In our 
view, cross-border comparison could be an adequate empirical strategy to increase 
sample size and thus to identify the partial contribution of legal framework 
change. Beside the empirical identification, a qualitative analysis is also helpful 
to shed some light on the relationship between legal framework change and R&D 
funding. The discussion of relevant factors shows that the most relevant of them, 
namely, venture capital inflow and Germany’s Human Genome Project, were 
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Fig. 12.5. Formation of new biotechnology companies, 1990–2003 (Source: Creditreform/ 
ZEW) 

As a matter of fact, a similar conclusion could be drawn from the start-up 
activity in the biotechnology industry. Figure 12.5 shows the number of newly 
founded biotechnology companies applying methods and processes of modern 
biotechnology. The data are based on an identification procedure of biotechnology 
firms in the ZEW-Foundation Panel.17 The time period after the First Genetic 
Engineering Act (1990–1993) is clearly marked by a decreasing number of start-
ups. As recently as 1995, the number of new firms grew moderately, and increased 
rapidly at the end of the 1990s. For example, in 1993 less than 50 companies 
started a new venture compared with more than 170 new companies in 2000. 

                                                           
17 This panel data set has been generated by the ZEW in cooperation with “Creditreform,” 

the largest German credit rating agency (see Almus et al. 2000 for further explanations). 
The available information includes, among other things, the name and address of the 
firm, legal form, industry classification, number of employees, sales, foundation date, 
data regarding insolvency proceedings, date of last enquiry, free flow text with additional 
information about the firm, i.e., a detailed description of the firm’s business activities. 

relevant at the beginning of 1996 and 1997, respectively. The decline of R&D 
funding between 1990 and 1993 as well as very low increases after the reform of 
the Genetics Law in 1993 could not be affected by these two factors. From our 
point of view, it is plausible to argue that a significant share of R&D funding 
change between 1990 and 1995 is affected by the GenTG’s introduction and its 
amendment. The introduction of the GenTG might have influenced the sector and 
led to a restrictive entrepreneurial behavior characterized by taking no operational 
risks in the early 1990s. 
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The picture is very similar to the figures presenting federal R&D funding for 
biotechnology over time. 

12.5 Future Research and Concluding Remarks 

This chapter addresses the central theme “What do we know about the impact of 
R&D policy tools as well as legal framework changes on the biotechnology 
industry?” Here we detected remarkable blind spots on several levels:  

• Many studies applying state-of-the-art program evaluation point out a positive 
impact of public R&D funding on firm performance. In contrast, robust 
empirical evidence concerning the effectiveness and efficiency of specific R&D 
or innovation policy programs in Germany is very rare. Of course, many 
studies deal with the evaluation of Germany’s technology programs. Not all of 
theses studies apply state-of-the-art methodology, however. 

• It is questionable whether a “picking the winner” strategy has the potential to 
generate higher outcomes. Our empirical analysis of Germany’s BRC points 
out that contest participants which did not win the contest show significantly 
greater changes in the number of biotechnology start-ups than do BRC winner 
regions. Further analysis should consider a broader range of economic 
indicators, e.g., patent applications, employment, and number of drugs, to 
obtain more robust evidence. 

• To the best of our knowledge, no study has attempted to test empirically the 
impact of legal framework changes on economic outcomes of the modern 
biotechnology industry.  

Following from the last fact mentioned, we focused in the second part of this 
chapter on a detailed description of legal framework changes in Germany, and 
made an attempt to link them with the emergence of the modern biotechnology 
industry.  

Based on several reasons (risk, upcoming key technology), there was a need for 
regulation of genetic engineering. The first Genetic Engineering Act of 1990 set up 
barriers causing a negative effect not only for the biotechnology industry but also for 
the pharmaceutical industry. With the amendment to the GenTG, the German 
legislative slimmed down the regulations in the hope of strengthening Germany’s 
position as a location for research well into the future. While venture capital inflow 
and Germany’s Human Genome Project were of relevance since 1996, the decline of 
R&D funding between 1990 and 1993 as well as very low increases after the reform 
of the Genetics Law in 1993 could not be affected by these two factors. Therefore, it 
can be plausibly assumed that a significant share of R&D funding change between 
1990 and 1995 is attributable to the GenTG’s introduction and its amendment. In the 
boom period after 1995, venture capital inflow, growth perspectives of the biotech-
nology industry, and Germany’s Human Genome Project might be the dominant 
factors to attract biotechnology entrepreneurs. 
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Compared to other European countries or to the USA, legal framework 
conditions are still restrictive and may place considerable limits on the scientific 
and commercial use of biotechnological methods (cf. the debates on the release of 
GMOs or the use of stem cells). The legal framework in Germany mainly reflects 
public opinion which is characterized by an emphasis on the risks of new 
technologies. The recognition and exploitation of opportunities need, however, a 
significant acceptance on the demand side. As the discussion about the GenTG 
and its amendment showed, Germany lost several years because of long discussions 
and the overemphasis of the risks and had to catch up on biotechnology quickly. 
Following from this, the legal framework has the potential to shift a little bit more 
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